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Abstract 

Understanding variability in forest productivity is important to sustainable forest management. 

The main objective of this thesis was to evaluate efficient and cost-effective ways to predict 

potential forest productivity (Site Index) using ecological site data obtained from either ground-

based sampling or remote sensing. A geocentric approach to estimating SI was selected in order 

to utilize digital biophysical data for mapping fine scale variability in SI. LiDAR generated 

Digital Elevation Models (DEM) and Wet Areas Mapping (WAM) provide remotely sensed 

environmental data at a 1 m resolution for most forested land in Alberta.  

Relationships between environmental factors and SI of three major commercial tree species 

(trembling aspen, lodgepole pine, white spruce) were examined in this study by establishing a 

network of temporary sample plots in the Lower Foothills Natural Subregion in central Alberta. 

Data collection involved determination of SI and common ecological field assessment. Strong 

correlations were found between field determined soil properties and topography of the research 

area. Six different Flow Initiation Areas (FIA), from 0.5 ha to 10 ha, were tested to reveal 

optimal FIA for calculation of the Depth-To-Water (DTW) index for SI prediction. Results show 

that DTW based on smaller FIA was better in estimating aspen SI, the largest size of FIA was 

best for spruce SI, while the size of FIA did not influence pine SI estimation. A total of 36 

species-specific Site Index models were developed for each of three data sources (DEM+WAM, 

WAM, field assessment) and four modeling methods (MLR, GAM, RT, RF). In terms of best 

predictors, among remotely sensed variables DTW was selected by each statistical method for 

each species and in most cases DTW is the strongest predictor in the model, while among 

ground-based measured variables different variables appeared as the most important for different 

species according to silvics specifics. In addition to revealing different major drivers, different 
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strength of relationship was found between species. Prediction accuracy of models obtained is 

consistent with other similar SI-environment studies. Poorer results for spruce, than for aspen 

and pine, result from the wide range in ages of sampled spruce stands, the lack of spruce stands 

across a full range of sites, and the small number of spruce stands with top height trees free of 

suppression available for sampling. No significant differences in variation explained were 

observed between DEM+WAM and ground-based models, while WAM data by itself explained 

most of the total amount of SI variation explained. All four statistical methods could be used in 

examining SI-environment relationships but with some advantages and disadvantages for each 

related to data and application specifics.  

The study revealed that forest productivity is subject to topographic controls in this study area 

and variation in productivity could be explained using remotely sensed environmental data. In 

addition, different tree species respond differently due to contrasting autoecology. SI maps for all 

species were produced and plausible relationships between terrain attributes and patterns of low 

and high predicted productivity are generally apparent. This approach appears to adequately 

portray variation in productivity over short distances and is potentially applicable to forest 

growth and yield modeling and silviculture planning. 
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1. INTRODUCTION AND BACKGROUND 

Potential site productivity is a quantitative estimate of site quality and depends on the natural 

factors inherent to the site and plant species (Skovsgaard and Vanclay, 2008). Environmental 

factors, particularly temperature, soil moisture and soil nutrient availability are dominant factors 

controlling potential productivity in forest ecosystems (Smith et al., 1997). However, potential 

site productivity might be increased or decreased by management practices (Eisenbies et al., 

2006; Ryu et al., 2006), disturbances (Thornley and Cannell, 2004), or due to changes in 

environmental conditions and genetics over time, e.g. many studies have found shifts in tree 

species productivity (Site Index) related to changes in climate (Albert and Schmidt, 2010; Antón-

Fernández et al., 2016; Jiang et al., 2015; Latta et al., 2010; Monserud et al., 2008; Nothdurft et 

al., 2012; Weiskittel et al., 2011a). That implies that a narrower term of actual (realized) site 

productivity, as given by Skovsgaard and Vanclay (2008): "Forest site productivity is the 

production that can be realized at a certain site with a given genotype and a specified 

management regime", would be more appropriate, and that the definition should also include a 

temporal component. 

Understanding factors that influence forest site productivity is important to sustainable forest 

management due to the need for reliable prediction of stand growth and timber yield to support 

decision making, forest management planning, and annual allowable cut determination. 

Modeling growth and yield requires good estimates of forest site productivity. Moreover, 

understanding variation in forest productivity is important for sampling, inventory, monitoring, 

and scientific investigation in forestry because of the need to identify relatively homogeneous 

areas for stratification of sampling or conducting field trials (Berrill and O’Hara, 2016).  

1.1. Forest site productivity indicators 

There are several possible ways to assess forest site productivity. Skovsgaard and Vanclay 

(2008) reviewed approaches to assessing productivity and classified all methods as either 

geocentric (earth-based) or phytocentric (plant-based) depending on which indicators are used. 

Geocentric methods are based on site properties such as climate, topography or soil 

characteristics, while phytocentric methods rely on characteristics of the vegetation that are 
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effective representatives of site productivity. A special case of the phytocentric indicators 

classified as dendrocentric or dendrometricis obtained when measurement is based on 

measurement of the forest stands or individual trees. Methods could also be classified as direct or 

indirect based on how close the indicator is related to wood volume production. Soil properties 

and volume measurements are direct while topographic indices and Site Index are indirect. 

Permanent site variables (climate, topography, drainage, soil physical properties) have strong 

influences on site productivity, biological features and chemical soil properties, therefore 

multifactor methods based on four groups of parameters – climate, landform, soil, vegetation – 

provide the most complete approach and can improve determination of site productivity (Smith 

et al., 1997).  

Method selection for productivity assessment depends on the purpose, scale, and possibility to 

obtain direct/indirect indicators. It will also depend on required accuracy, among other things, 

due to strength of correlations between different productivity indicators. However, accurate 

determination of forest productivity can be difficult due to variability in time and space of 

indicators used (Skovsgaard and Vanclay, 2013). Productivity is the ability of the site to produce 

total biomass (net primary production), however in forestry we often refer to realized 

productivity and ability of a stand to produce aboveground wood volume (Weiskittel et al., 

2011b). Several productivity indicators based on parameters more or less directly related to 

estimation of stand volume production are found. Mean annual volume increment at time of 

culmination is commonly used as a measure of site productivity (Latta et al., 2009; Skovsgaard 

and Vanclay, 2008), while using aboveground live biomass (carbon density) (Zald et al., 2016) 

might be a more complete approach in assessing forest productivity. Stand volume growth per 

unit of height growth is a measure of site quality based on three dimensional model of the 

relationship between stem number, quadratic mean diameter and stand basal area, and can be 

used to adjust height-age based estimates of site productivity (Skovsgaard and Vanclay, 2008).  

Tree-ring width analysis is widely used to determine stand productivity. Site average tree basal 

area increment (BAI) was used to represent aspen growth performances across Canada (Latutrie 

et al., 2015), growth of four major tree species across Europe (Laubhann et al., 2009), and the 

growth of Douglas-fir plantations in Austria and Southern Bavaria (Eckhart et al., 2014). Berrill 

and O’Hara (2014) described application of basal area increment index (BAIi) in characterizing 
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stand productivity in mixed even-aged and multi-aged stands and conclude that BAIi is a strong 

predictor of volume increment and recommended its use in growth models. Species diversity and 

structural diversity (Shannon index) also have positive effects on productivity in mixed uneven-

aged forests (Danescu et al., 2016). Another approach which suggests usage of a direct indicator 

of site productivity is the ‘300 Index’ built as a local site parameter in a stand volume growth 

model for New Zeland radiata pine forests similar to Site Index but sensitive to stand density in 

addition to age (Watt et al. 2010). However, there are issues with using these volume and related 

indicators because they are usually difficult to measure, stand age dependant, and there are 

problems with their determination in young stands (impossible to measure) and in managed 

stands (affected by silvicultural treatments such as fertilization, site preparation, and thinning).  

Huang and Titus (1993) tested the relationship between height and diameter of dominant and 

codominant trees to represent site productivity for white spruce in boreal mixedwoods but their 

h:d ratio did not work well due to diameter being strongly influenced by stand density and 

management activities. Similarly, Wang (1998) found that height of dominant trees at specific 

diameter is not an adequate productivity measure in sub-boreal white spruce in B.C. Skovsgaard 

and Vanclay (2008) suggested that stand height might be a good productivity predictor for a 

given species within a growth region (site type) and therefore of major practical usage in forest 

management, while using climatic parameters may be more appropriate for general estimation of 

productivity at larger scales. Thus trade-offs between model accuracy and geographic extent 

exist (Bontemps and Bouriaud, 2014). However, opportunities to measure stand and site 

characteristics by remote sensing provides the possibility of using easily measured parameters 

with satisfactory accuracy for spatial productivity prediction.  

The most frequently used indicator of productivity in even-aged forests is rate of height growth 

of a given species, hence Site Index (SI) seems to be the most commonly used variable for 

modeling growth and yield for management purposes (Smith et al., 1997) because it is a numeric 

description of site productivity that is easy to obtain and uses reference age to eliminate age 

effect. According to Smith et al. (1997) Site Index is defined as the average height of the 

dominant (and codominant) trees of an even-aged aggregation of trees at a given reference age. 

The concept is based on correlation of the productive potential of a site and the rate of height 

growth of free-growing dominant or codominant trees, which means trees that have not been 
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suppressed in the earlier development. Site Index does not vary with stand density or stocking 

since the height growth of the largest trees in even-aged stands is roughly independent of stem 

number (Berrill and O’Hara, 2014). Hence, the main assumption underlying the Site Index 

approach is that height of dominant trees is independent of competition, stocking, and 

management practices, and varies only with site productivity. However, this is sometimes not 

true for extreme density values, as density dependent height repression has been confirmed for 

conifers species such as jack pine and black spruce in boreal forests at high density-stress levels 

(Newton, 2015), or for very old stands where height growth does not relate well to site quality 

(Robichaud and Methven, 1993). Another assumption is that dominant trees were dominant 

throughout their lives and any damages in the past did not significantly impact height growth. SI 

is also assumed to be time independent so any environmental and genetic changes over time, 

such as changes in climate or moisture, have no impact on height development. Lastly, SI theory 

is based on Eichhorn's rule, the fact that the relationship between height and age corresponds to 

the relationship between yield and age (Skovsgaard and Vanclay, 2008).  

The Site Index, or height-age model, is an indirect phytocentric method that allows estimation of 

Site Index from height and age. It is species-specific because of different height growth 

characteristics for each tree species. In practice for estimation of SI it is necessary to measure 

height and age of dominant trees in a particular stand. Usually, SI is calculated for several trees 

in a stand and then averaged (Weiskittel et al., 2011b). An advantage of SI is that height is easily 

measured, even using remote sensing technology (Tompalski et al., 2015b), however 

determining age may be difficult due to issues such as off-center increment cores (Applequist, 

1958), stem decay, or inaccurate counting due to ring boundary visibility (DeRose and Gardner, 

2010), "missing rings" and "white rings" caused by severe forest tent caterpillar defoliation on 

aspen (Hogg et al., 2002) or overstory suppression for white spruce. To use Site Index, regional 

height-age relationships (SI curves) which describe height development over time for different 

levels of SI are needed. Stem analysis or monitoring of height on Permanent or Temporary 

Sample Plots are methods used for development of Site index curves. In Alberta, Huang et al. 

(2009) provided Site Index models (height-age curves) for four major commercial tree species 

(trembling aspen, lodgepole pine, white and black spruce) with top height (average height of 

the100 largest DBH trees per ha) and total age as input parameters. SI is widely used in forest 

growth and yield modeling, e.g. both GYPSY (Huang et al., 2009) and MGM (Bokalo et al., 
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2013) currently used in Alberta, and their application requires SI estimates for each species that 

may occur in the stand. 

Although Site Index is widely used as a forest productivity measure, it has some disadvantages 

and limitations. Weiskittel et al. (2011b) listed the most important ones: it is difficult to apply in 

multi-layered stands; it can change over time for a given stand; it is highly sensitive to dominant 

tree selection and measurement errors; it is not applicable in afforested areas, or in very young 

and older stands; it cannot be used to compare productivity potential between species; and it 

requires a well-constructed height-age equation. However, several options have been proposed to 

overcome these issues. It may be possible to make adjustments to SI for trees that are released 

from competition (Osika et al., 2013). Tree ring analysis can be used to confirm no earlier inter-

specific impacts for present dominant trees. Also, uncertainty about past growth of selected 

dominant trees due to abiotic/biotic damages and defoliation might also bias SI estimation, but 

could be accounted for in the case of forest tent caterpillar or other events (Latutrie et al., 2015). 

On the other hand, these disadvantages might limit SI application. In terms of SI time 

independence, Monserud and Rehfeldt (1990) found that genetic variation and environmental 

conditions influenced SI variation over the long term. SI is also affected by silvicultural practices 

such as fertilization and site preparation. Finally, to estimate SI we need reliable measurement of 

height and age of dominant trees and a SI curve. Site Index estimates depend on the quality of 

the SI curve, and accuracy decreases significantly as stands diverge from the site index reference 

age (Weiskittel et al., 2011b). Site Index cannot be used in stands where measurements of height 

and age are unreliable or impossible, where there are no appropriate dominant trees of the 

relevant species where trees have been suppressed for part of their lives, or where stands are too 

young or very old. 

Several alternatives for estimating SI are available for use when "height-age" models are not 

applicable. Periodic height increment can be used in multicohort stands where trees experience 

periods of suppression or in young stands, and that method is known as height growth intercept 

(HGI) or variable HGI method for species with or without distinct whorls (Nigh, 1995; 

Skovsgaard and Vanclay, 2008). Old Growth Site Index Adjustments provide a method for 

estimating SI for a second-growth stand, which is noticeably higher, from adjusted SI of an old-

growth stand (Nigh and Love, 1997). Another way to deal with this issue is Species Conversion 
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Models which estimate Site Index of one species from that of another species in a mixed stand. 

This method can be applied when the species of interest is not currently present on site or proper 

dominant trees could not be selected but growth patterns of both species on particular site must 

be known (Nigh, 2002). However, Hostin and Titus (1996) found that aspen SI explained only 

9% of the variation in white spruce SI. 

In British Columbia SIBEC (Site Index-Biogeoclimatic Ecosystem Classification) Models relate 

SI to ecological site classification units termed site series (with a site series representing all areas 

that should have the same plant association at maturity and have similar soils) in order to 

estimate the mean Site Index for each given site series/tree species combination (Mah and Nigh, 

2015). In Alberta, estimates of Site Index of common species found in each ecosite are provided 

in the ecosite guides (Beckingham et al., 1996). However, ecosites often include a range of soil 

nutrient and moisture classes (Kabzems and Klinka, 1987), and a broad range of site 

productivity.  In addition, natural subregions include some range in climate that may result in 

variability in height growth rates. Site Index adjustments and more precise estimates of average 

site index for each ecosite for aspen, spruce and lodgepole pine were also developed in three 

FMUs in north central Alberta (Canfor/WeyCo Report, 2008). 

The disadvantages of the "height-age" method indicate limitations for application of Site Index in 

forest productivity prediction. Alternative approaches to productivity assessment are available 

based on parameters more directly related to estimation of volume production. In recent years, 

instead of ‘height-age’ models (phytocentric SI) many studies advocate a ‘site-growth’ concept 

(biophysical SI) where site properties are related to forest growth and quantify the multiple 

effects of environmental factors on site quality, using physical indicators of the environment in 

statistical models of site index (Bontemps and Bouriaud, 2014).  

1.2. Relationship between Site Index and environmental factors 

Vegetation and geocentric methods may be useful in estimating site productivity or might be 

linked to volume production through Site Index (Berrill and O’Hara, 2014). According to 

Bontemps and Bouriaud (2014), these models are referred to as ‘Site Index prediction models’ 
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and the relationship between biophysical factors and Site Index as ‘SI-environment 

relationships’. 

Indirect Site Index prediction using ecological variables includes two main approaches (Seynave 

et al., 2005), a synoptic approach which consists of correlating Site Index to site classes; and an 

analytic approach which consists of modeling SI as a function of various ecological, 

topographical and soil variables. Analytical approaches have seen increasing use due to 

increased availability of the necessary data. Information availability and data collection defines 

the scale of statistical models for prediction of Site Index (Bontemps and Bouriaud, 2014): broad 

(provincial/national)-scale (spatially environmental information, remotely sensed, satellite or 

large forest database - NFI) or landscape/regional-scale (field sampling or models of Site Index 

developed from local environmental factors). Studies carried out in small extents, where climate 

factors are assumed to be homogeneous, focusing on local site factors, usually show more 

accurate prediction with fair to high strength of relationship with R-squared ranging between 

0.50 and 0.80 (Bontemps and Bouriaud, 2014), and therefore might provide quantitative 

operational support. Site Index prediction models are scale-dependent, with effective modeling 

in smaller areas requiring higher resolution data than is required in larger geographic areas 

(Aertsen et al., 2012b; Chen et al., 2002). 

Plant growth is affected by primary environmental and resources factors (e.g. temperature, soil 

aeration and moisture, acidity etc.). SI-environment relationships are still autoecological because 

species respond differently to environmental factors, and these responses can be region-specific, 

making generalizations difficult (Weiskittel et al., 2011b). Edaphic, physiographic and climatic 

variables are three main groups of geocentric measures (Weiskittel et al., 2011b). 

Edaphic variables are important drivers of growth since they directly impact water and nutrient 

availability for plants. Main predictors of SI include soil moisture and nutrient regimes, physical 

and chemical properties, parent material, and humus characteristics. Forest floor, soil and humus 

characteristics were found to explain 67%, 77% and 68% of SI variation for oak, beech and pine 

respectively, while soil granulometric fractions and litter nitrogen concentrations were the most 

effective predictors of forest site productivity in Flanders (Aertsen et al., 2012a). In boreal black 

spruce forests, organic layer thickness was strongly and negatively (r = -0.48) correlated with the 
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Site Index (Laamrani et al., 2014). In Ireland, Sitka spruce SI increased with increasing SNR, 

and decreased with excess moisture or moisture deficit, with both SNR and SMR explaining 

59% of the variation at country level (Farrelly et al., 2011). Several soil physical and chemical 

properties were found to be significant and strong predictors of productivity but the best model, 

including positive effects of nitrogen and negative effects of manganese content, explained about 

73% of the variance in SI of Douglas-fir stands in central Europe (Eckhart et al., 2014). Piedallu 

et al. (2011) examined potential productivity using maps of soil water holding capacity at a large 

scale and found weak relationships with between 10.3% and 14.1% of the variation in Site Index 

explained for the three studied tree species.  

Depending on the type of parent material soil parent material and mineralogy might or might not 

impact soil properties, hence forest productivity. For instance, trembling aspen SI was not 

significantly different between fluvial and till parent material types in the Boreal Shield of 

Quebec (Pinno et al., 2009) and between fluvial, lacustrine and till in Saskatchewan (Pinno and 

Bélanger, 2011), but different soil and site variables were selected as productivity drivers for 

each parent material. In contrast, Site Index values appeared to be different on two sandstone 

parent rock types in mountain Norway spruce forests in Poland (Socha, 2008).  

Physiographic and topographic variables indirectly influence forest productivity by altering 

microclimate and soil formation processes and hence impact primary site factors influencing tree 

growth. Simple variables such as slope, aspect, elevation, latitude, longitude, surface curvature, 

and slope position have been found to be useful in predicting SI in numerous studies. Among the 

nine topographic attributes that were tested against black spruce SI, slope was the strongest 

predictor with a positive correlation (r=0.27 to 0.35) across all four spatial map resolutions 

(Laamrani et al., 2014). Aspect was found to be the most important SI predictor in Mediterranean 

mountain forests for all three studied species and was selected by each of five statistical 

techniques indicating decline in SI from east to west due to maritime influence by humid wind 

(Aertsen et al., 2010). Altitude was the major explanatory variable in a Norway spruce SI 

prediction model with a negative relationship and R-squared of 0.61 (Socha, 2008). However, an 

issue in modeling with these topographic attributes is their interaction with radiation, 

precipitation, and temperature. For instance, aspect and slope strongly influence potential direct 

incident radiation and temperature (McCune and Keon, 2002). Some complex topographic 
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indices, TRMI (Topographic relative moisture index - combining topographic position, profile 

curvature, aspect and slope steepness) and TOPEX (Topographic exposure scores), were tested 

against Sequoia sempervirens SI in California and found to correlate well with SI (Berrill and 

O’Hara, 2016). Availability of Digital Elevation Models allows computation of complex 

topographic indices. Topographic wetness index (TWI) and Topographic Position Index (TPI) 

appeared to be well related with black spruce SI in Quebec (Laamrani et al., 2014), while SMI 

(Soil Moisture Index) and MBI (Mass Balance Index) were selected in the best Norway spruce 

SI model in Bavaria (Brandl et al., 2014). Usually, aspect, slope and slope position are used for 

productivity prediction at a local level, while longitude and latitude are often used as proxy for 

climate in large geographic domains. In a study of relationships between SI and topography, soil 

moisture, and soil nutrients in Alberta, measures of geographic location were found to explain 

37% of the variation in SI, where SI decreased with elevation, increased with latitude, and had a 

quadratic relationship with longitude (Wang et al., 2004). Also, latitude was the strongest 

physiographic predictor, in addition to soil physical properties and nutrient availability, in 

explaining Pinus sylvestris SI in acidic plateau plantations of northern Spain which was found to 

be correlated with several climate variables (Bueis et al., 2016). 

Numerous studies on modeling Site Index across large geographic regions include climate 

variables (Hamel et al., 2004; Jiang et al., 2015; McKenney and Pedlar, 2003; Seynave et al., 

2005; Sharma et al., 2012; Ung et al., 2001; Watt et al., 2010b; Weiskittel et al., 2011a), but in 

different regions and climates various variables have been shown to be good predictors of 

productivity. An interesting relationship was observed in Ireland between Sitka spruce and 

windspeed with up to 37% of the SI variation being accounted for by windspeed in the wet 

climate region (Farrelly et al., 2011). In another case, temperature explained 56% of variation in 

spruce SI, while both temperature and moisture explained 40% of variation in pine SI and 54% 

for deciduous dominated stands in a study across Norway (Antón-Fernández et al., 2016). For 

lodgepole pine in Alberta up to 27% of variation in SI was explained using growing degree days 

> 5
o
 (GDD5), the Julian date when GDD5 reaches 100, or July mean temperature (Monserud et 

al., 2006). Including variables that represent both temperature and moisture availability are 

generally more effective in productivity prediction (Latta et al., 2009; Weiskittel et al., 2011b). 

Climate Moisture Index (CMI), which estimates water stress based on precipitation and potential 

evapotranspiration, has been found to significantly explain forest productivity (Hogg et al., 2008; 
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Latta et al., 2009; Latutrie et al., 2015). For efficient spatial productivity predictions fine-

resolution climate surfaces that are needed can be obtained from climate models. In North 

America, ClimateNA is widely used to generate spatial climate data and provides 12 annual, 16 

seasonal, and 48 monthly climate variables for each km grid cell (Hamann et al., 2013). 

Although climate variables are often used to explain forest site productivity, some disadvantages 

of using them are (Weiskittel et al., 2011b): they can be imprecise at a local level since they are 

often derived from latitude, longitude, and elevation; climate varies strongly, yearly but also due 

to global warming, therefore extreme weather events and climate changes can have more impact 

on estimated productivity than long-term climate “normals”; climate affects productivity only at 

larger geographic scales; and, issues arise in modeling due to high multicolinearity between 

variables and discovering the most influential variables. 

Two main approaches in modeling forest productivity using SI are empirical modeling and 

process-based modeling (Coops et al., 2011; Swenson et al., 2005; Waring et al., 2006), or by 

combining them in hybrid models when productivity parameters of process-based models are 

empirically related to environmental variables (Mitsuda, 2016). Process-based models, such as 3-

PG, use detailed knowledge of environmental factors and physiological processes to estimate the 

effects of climate and site factors on many stand attributes (Weiskittel et al., 2011a). 

Relationship between Gross Primary Production (derived from MODIS and 3-PG process-based 

models) and SI (from field plots) were found (R
2
 of 0.36-0.56) for western US tree species 

(Weiskittel et al., 2011a), while relationships between GPP (MODIS) and SI with rank 

correlation coefficient values of 0.61 and 0.26 were obtained for eastern US conifer and 

hardwood species, respectively (Jiang et al., 2015). Although process-based approaches provide 

theoretical improvement in integrating climate and biophysical data in a mechanistic manner, 

research in the western USA underlined no difference in predictions over empirically-based SI 

when evaluated using a small subset of climatic variables (Weiskittel et al., 2011a). Therefore, 

due to complexity of process-based models in terms of obtaining data, parameterisation and 

sometimes lack of correlation with direct measurements (Aertsen et al., 2012b), SI prediction 

from environmental data is still preferred for estimation of productivity and evaluation of future 

climate change impacts (Antón-Fernández et al., 2016; Brandl et al., 2014; Jiang et al., 2015; 

Nothdurft et al., 2012).   
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A wide variety of empirical statistical approaches have been used for SI modeling based on 

parametric or non-parametric regression analysis. Multiple Linear Regression (MLR) (Chen et 

al., 2002; Pinno et al., 2009; Seynave et al., 2005; Watt et al., 2015; etc.), Multiple Nonlinear 

Regression (MNLR) (Antón-Fernández et al., 2016; Anyomi et al., 2015; Sabatia and Burkhart, 

2014; Ung et al., 2001; Wang et al., 2005), and Nonlinear Mixed-effects Model (NLME) (Wang 

et al., 2007) are widely used parametric methods. Semi-parametric techniques such as 

Generalized Additive Models (GAM) (Aertsen et al., 2011, 2010; Albert and Schmidt, 2010; 

Brandl et al., 2014; Wang et al., 2005) and B-spline regression (BR) (Nothdurft et al., 2012); and 

non-parametric machine learning techniques such as Regression Trees (RT) (Aertsen et al., 2011, 

2010; Laamrani et al., 2014; McKenney and Pedlar, 2003; Wang et al., 2005), Random Forests 

(RF) (Jiang et al., 2015; Sabatia and Burkhart, 2014; Weiskittel et al., 2011a), Boosted 

Regression Trees (BRT) (Aertsen et al., 2012a, 2011, 2010), Artificial Neural Networks (ANN) 

(Aertsen et al., 2011, 2010; Wang et al., 2005), and k-Nearest Neighbour (kNN) (Watt et al., 

2015) methods may also be used. Some analyses have also used combinations of statistical 

methods. For example, the Random Forest (RF) method was applied in variable selection prior to 

using a non-linear parametric model (Sabatia and Burkhart, 2014); a generalized additive model 

(GAM) was developed for predicting spruce SI in Bavaria while in a second step residuals were 

modeled using Boosted Regression Trees (BRT) to detect interaction and nonlinearity (Brandl et 

al., 2014). Relationships between productivity measures and environmental variables were also 

explored using both multiple linear regression (MLR) and multivariate canonical correlation 

analysis (Berrill and O’Hara, 2016). In another study, Principal Component Analysis (PCA) was 

employed to explore environmental conditions and patterns, Partial Least Squares Regression 

(PLS) was used for variable selection, and then MLR was used for modeling SI (Bravo-Oviedo 

et al., 2011); while Bueis et al. (2016) used Principal Component Analysis (PCA) followed by 

Discriminant Analysis. Generally, the advantage of non-parametric methods over others is the 

capacity to capture complex relationships, interactions and nonlinearity, which is expected in 

environmental studies.   

Furthermore, several studies compare different imputation methods in modeling SI variation in 

response to environment factors. Four modeling approaches (NLR, GAM, RT, ANN) were 

applied in lodgepole pine SI prediction in a case study in the Wapiti region in Alberta, with the 

main findings: preference should be given to GAM in terms of fit statistics; specification of 
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functional forms and poorer performance were weakness of NLR; ANN failed on bootstrap 

validation due to too many parameters being selected in the final model; and, although 

impressive goodness-of-fit was obtained, poor maps produced from the RT model resulted from 

creation of too few classes (Wang et al., 2005). Aertsen et al. (2011, 2010) evaluated SI 

modeling techniques (MLR, RT, GAM, BRT, ANN) in two contrasting ecoregions using two 

different multicriteria decision analyses by assigning a set of criteria and weights, but came up 

with the similar conclusions in both regions - nonparametric techniques are preferred in 

modeling SI over traditional MLR due to their ability to detect complexity of site factor impacts, 

GAM and BRT are the preferred alternatives in terms of predictive performance and ecological 

interpretability, RT is preferred when user-friendliness is more important, whereas ANN is poor 

in most cases. On the other hand, parametric approaches were found to be more precise in 

comparison of MLR and k-NN methods for building SI prediction models from different data 

sources in New Zealand's Pinus radiata forests. However, results also suggested that the best 

statistical method may depend on particular region/landscape characteristics and local 

productivity~environment relationships (Watt et al., 2015). In predicting SI of loblolly pine 

plantations, the RF model provided better fit than MNLR when using biophysical variables 

(Sabatia and Burkhart, 2014), while a partial least-squares regression model better addressed 

multicollinearity than MLR when using soil properties (Subedi and Fox, 2016). 

Additionally, to overcome the issue of prediction of unreliable values when used beyond the 

range of fitting data in standard regression analysis techniques, Antón-Fernández et al. (2016) 

use a multiplicative potential modifier functional form to develop climate based SI models. Since 

SI is often modeled based on large datasets with independent samples, which are usually not 

clustered or do not include repeated measures, mixed modeling approaches are not required. 

However, sampling environmental and productivity variables might be associated with the issue 

that observations are more similar to other nearby observations. Hence spatial regression 

modeling approaches such as Sequential Autoregressive (SAR) is proposed to account for 

potential spatial autocorrelation in the study of potential productivity, based on SI, of Pacific 

Northwest forests using climate variables (Latta et al., 2009). They evaluated four methods 

(Nearest Neighbour, Thin Plate Spline function, MLR, and SAR) and found that the SAR model 

outperformed all other models in terms of variance explained and in terms of bias, while at the 

same time dealing with spatial autocorrelation issues. 
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Random Forest is an artificial learning method which has the advantages of accuracy and 

efficiency in dealing with many variables, where still being easy to apply. RF has become 

popular in environmental studies, especially in the application of climate and remotely sensed 

variables in spatial predictions, such as prediction of: Site Index and its changes under expected 

climate changes (Jiang et al., 2015; Weiskittel et al., 2011a); differences in SI obtained from 

field-based forest inventory and LiDAR (Tompalski et al., 2015a); tree species distribution and 

relative basal area (Dunckel et al., 2015); tree height growth (Travis Swaim et al., 2016); forest 

aboveground live carbon density (Zald et al., 2016); fire behaviour and forest structure (Kane et 

al., 2015); future climatic niche (Wang et al., 2015, 2012a); suitable tree species habitat under 

climate change (Gray and Hamann, 2013); and, species richness (Zellweger et al., 2015). 

In summary, geocentrically-based species-specific Site Index models are independent from stand 

age, density and structure, usually have satisfactory prediction power, and therefore, provide 

tools that have practical application and that can effectively inform forest management. An 

additional advantage to using biophysical parameters to predict forest productivity is the 

possibility to use remotely sensed data. 

1.3. Remote sensing in estimating Site Index 

Growing availability and resolution of spatial environmental information could increase accuracy 

in the predictive models of forest site productivity (Bontemps and Bouriaud, 2014). Progress is 

being made in developing spatialized topographic indices obtained from Digital Elevation 

Models (DEM) and vegetation structure derived from ALS (Airborne Laser Scanning) 

technologies, but also further progress should come from extrapolating climate information 

based on fine-resolution DEM (Bontemps and Bouriaud, 2014). Another advance is in passive 

optical remote sensing technologies such as Landsat imagery with long temporal image 

sequences which provide potential indices of landscape productivity using maximum pre-harvest 

normalized difference vegetation index (NDVI) (Nijland et al., 2015), or prediction of SI from 

NDVI (Ma et al., 2006).  

Light Detection and Ranging (LiDAR) is an active remote sensing technology often used for 

Airborne Laser Scanning (ALS). It employs a laser to measure distance to a target, then point 
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clouds of ground or non-ground returns projected in a 3D coordinate system are used to generate 

Digital Elevation Models (DEM), Canopy Height Models (CHM), individual tree-based and 

plot-level forest attributes, as well as resource value indicators at the landscape level (Wulder et 

al., 2008). The advantage of ALS technology over optical imagery is its three-dimensional 

representation of both topography and vegetation components at high spatial resolution. Also, SI 

models developed from remotely sensed environmental data allow mapping of forest 

productivity and avoid issues arising from interpolation of spatially discrete field inventory data. 

Therefore, ALS enables better use of biophysical and vegetation variables in estimating forest 

productivity. 

Bare-earth Digital Elevation Models (DEM), in addition to computing simple fine resolution 

topographic parameters, can also be used to calculate hydrological and soil related topographic 

indices, such as Topographic Position Index (TPI), Depth-To-Water (DTW), Topographic 

wetness index (TWI), Integrated moisture index (IMI), Topographic relative moisture index 

(TRMI). Several studies have tested remotely sensed data in prediction of SI. DEM was used to 

derive IMI (which integrates hillshade, flow accumulation area, curvature, and total water-

holding capacity) which explained 64% of the variation in white oak SI (Iverson et al., 1997). In 

addition to soil properties and chemistry, Berrill and O’Hara (2015) tested DEM produced 

topographic indices, including TRMI and TOPEX, and found them successful in predicting coast 

redwood SI. Four different DEM resolutions (100-, 50-, 25-, 12.5-m) were compared for 

Cryptomeria japonica plantation SI prediction with TWI and Solar Radiation Index explaining 

65% of the variation in SI (Mitsuda et al., 2007). While in boreal plane forests topographic 

variables derived from DEM at four scales (20-, 15-, 10-, 5-m) accounted for between 25 and 

31% of the variation in black spruce SI (Laamrani et al., 2014). 

Furthermore, ALS provides accurate estimates of various stand attributes potentially useful in 

forest productivity assessment, including height, LAI, and biomass. For instance, Silva et al. 

(2016) tested 31 metrics calculated from LiDAR's first returns for stem volume (field 

measurements) modeling of Eucalyptus hybrid clones in Brazil and found that the coefficient of 

variation for height and 99th percentile of height, explained 84% of the variation. Also, 

aboveground live biomass (carbon density) was predicted in the western Oregon Cascades 

forests with adjusted R
2
 of 0.75 for a regression model using LiDAR's H95 and INDEX3 as 
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predictors (Zald et al., 2016). Based on data from a large number of field plots in Pinus radiata 

plantations on the North Island of New Zealand, Watt et al. (2015) evaluated three different data 

sources (environmental surfaces, LiDAR, RapidEye satellite imagery) as predictors of SI and 

found that the model with the highest precision included LiDAR H99 and stand age (R
2
 of 0.88 

and RMSE of 1.38 m). However, although ALS enables very accurate measures of stand height 

Tompalski et al. (2015a) demonstrated that ALS data alone cannot be used to estimate Site Index 

without information on age and species. They computed dominant stand height from ALS point 

clouds as the weighted mean of maximum height with the average non-ground return count used 

as weight, and compared their results to height based on SI and age from forest inventory. SI in 

the forest inventory was found to be underestimated 3.5 m on average with the largest difference 

in multi-species stands. Further, in addition to dominant height data obtained from ALS 

Tompalski et al. (2015b) utilized Landsat time series images and disturbance detection 

algorithms to determine time-since-disturbance (proxy for stand age), which might provide a 

useful approach for estimating productivity based only on remote sensing. However, they found 

that this species-independent model overestimated productivity by 0.70 m (RMSE=5.55 m) 

compared to forest inventory estimates.  

1.4. Wet Areas Mapping (WAM) explains site productivity 

Topographic Depth-To-Water (DTW) index is a DEM-based hydrologically-related indicator 

derived following the process of Wet Areas Mapping developed and first applied in New 

Brunswick (Murphy et al., 2007). Wet Areas Mapping (WAM) in Alberta involves locating and 

delineating wet and dry areas, flow channels, stream crossings, and associated wetlands from 

ephemeral to higher order streams based on a 1 metre bare ground DEM derived from LiDAR 

data (White et al., 2012). It relies on the assumption that topography controls water flow. 

According to Murphy et al. (2009) the WAM process includes removing artificial depressions in 

the DEM, determining flow direction, and producing stream accumulation networks based on 

predetermined flow channel initialization. Flow Initiation Area (catchment area) is an arbitrary 

threshold which represents the upslope contributing area required to initiate a stream channel. 

FIA of 4 ha worked well across varying terrains and purposes while representing end-of-summer 

flow and soil conditions (White et al., 2012). Decreasing the FIA results in extending the stream 
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network further up-slope and lower Depth-To-Water (DTW) index values. Once the flow 

channel network is determined the DTW index is computed by assigning a value of zero to flow 

channel cells and all other surface water features, and then applying the algorithm which 

calculates the sum of cell slopes along the least slope path to the nearest surface water feature for 

each raster cell. As a result DTW integrates both slope and distance which means landscape 

points further from open water bodies, both horizontally and vertically, have higher DTW values 

and drier soils (Murphy et al., 2009). Flow Accumulation (FA) index is also calculated as the 

upslope drainage area contributing to the point of interest expressed as number of cells (m
2
).  

Several studies have demonstrated relationships between DTW and soil properties. Murphy et al. 

(2009) found that DTW could delineate patterns of soil moisture (hydric to subhygric soil 

moisture regimes) in central Alberta, and suggested usage of DTW for landscapes and climate 

where belowground flow patterns are driven by surface topography. In addition, detailed 

physical and chemical soil properties, as well as soil, vegetation and drainage type are found to 

be subject to topographic controls, and DTW with the smallest FIA (4 ha) effectively estimated 

these in Foothills Natural Region of Alberta (Murphy et al., 2011). In the Swedish boreal 

landscape DTW has proven to be the best soil wetness (similar to Alberta's SMR) predictor 

among several DEM-based topographic indices, and was insensitive to DEM scale but the 

optimal FIA threshold varied by landform, from 1-2 ha on slowly permeable till deposits to 8-16 

ha on coarse-textured deposits where water would drain quickly (Ågren et al., 2014). These 

studies also demonstrate that DTW works better than TWI in predicting soil and vegetation 

characteristics. Soil moisture regime, drainage class, and depth-to-mottles were strongly related 

with DTW at a 2 ha catchment area in young aspen dominated boreal plain forests (Oltean et al., 

2016). Hiltz et al. (2012) tested DTW against vegetation index, which is based on moisture-

regime classes from xeric (0) to hydric (8), and obtained coefficients of determination of 0.68-

0.77 from two boreal sites in Alberta. DTW also appeared to be an important predictor of 

distribution of 14 understory plant species related to grizzly bear food supply (Nijland et al., 

2014). DTW was related to canopy composition in boreal mixedwood forests at the EMEND 

research site and was considered to be a good moisture and productivity indicator, and can be 

used to predict forest cover type after variable retention harvesting (Nijland et al., 2015).  



17 

 

Overall, since numerous studies have already confirmed relationships between DTW and various 

soil and vegetation attributes, which are in turn potential direct productivity indicators, it is 

ecologically reasonable to expect that DTW could significantly explain SI in forests of central 

Alberta where soil moisture is driven by topography.  

1.5. Productivity of western boreal forests 

Forest covers about 348 million ha or half of the landscape in Canada, and represent 9% of the 

world’s forests and 24% of the global boreal forests. Spruce, poplar and pine are the major 

species groups in terms of wood volume in Canada (Natural Resources Canada, 2015). Western 

Canadian boreal mixedwood and foothills forests are dominated by trembling aspen, white 

spruce, and lodgepole pine on mesic sites, and sometimes with mixtures of balsam poplar, white 

birch, tamarack, and black spruce in wetter conditions. Ecosystem classification in Alberta relies 

on relationships between topography, soil types, and trees and understory species distribution 

(Figure 1.1; Beckingham et al., 1996) with climate, soil moisture and nutrient regimes serving as 

important factors influencing species composition and productivity. 

 

Figure 1.1. Schematic cross section in Lower Foothills NSR represented by ecosite phase and soil 

profiles (taken from Beckingham et al., 1996) 
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The wide occurrence of trembling aspen (Populus tremuloides Michx.) among tree species in 

North America reflects its adaptability to many site factors since it grows in a range of climates, 

habitats, and mixtures. Recently aspen has expanded its range into higher elevations in the Rocky 

Mountains as a result of interactions between management practices and climate warming 

(Landhausser et al., 2010). It is also well adapted to disturbance regimes in the boreal forest 

owing to its ability to regenerate from root suckers. According to Burns and Honkala (1990), 

aspen is nutrient demanding, grows best on well drained and aerated, loamy soils, and in prairie 

provinces on cooler and moister north and east slopes and depressions. Aspen growth, however, 

might be limited due to drainage, when the water table is shallower than 0.6 m or deeper than 2.5 

m, or on sandy or heavy clay soils, causing poor soil moisture and/or aeration conditions. Aspen 

is an early-successional, pioneer, shade intolerant species that regenerates quickly from root 

suckers following disturbance and has rapid juvenile growth, with MAI culminating between 

ages 50 and 70 in Alberta, while decay and canopy break-up usually start at 80-100 years. Stand-

replacing disturbances are major drivers of classical boreal forest dynamics, however there is no 

difference in height growth between stands of different origins (fire, clearcut, and tree-fall gap) 

(Paré et al., 2001). Also, growth of aspen in western Canada is very sensitive to defoliation by 

insects and drought with possible multi-year lags in growth response (Hogg et al., 2013, 2002). 

Chen et al. (1998) examined aspen SI in northern B.C. and found that the most productive sites 

were associated with lower altitude, warm aspects, lower slopes, nutrient-rich and moist soil 

conditions, thicker forest floor, high nitrogen and less acid concentration. However, in interior 

B.C. these relations differ between biogeoclimatic zones due to specific local site conditions, 

such as elevation and aspect, while SI does generally increase with increases in both SMR and 

SNR (Chen et al., 2002). In a study in mixed aspen-white spruce boreal forests in Lower 

Foothills of west-central Alberta using LAI as a surrogate for productivity, Little (2001) found 

that LAI declined moving towards upslope positions, with many soil properties correlating with 

slope position, while forest floor N, forest floor bulk density, B-horizon silt content and 

permanent wilting contributed to the best model (R
2
=0.70). Stand overstory and soil physical and 

chemical variables accounted for 16% and 62% of aspen SI variation in studies in Saskatchewan 

and Quebec respectively, but grouping by parent material greatly improved models suggesting 

strong impacts of parent material on environmental factors (Pinno and Bélanger, 2011; Pinno et 

al., 2009). Moreover, aspen SI across Quebec was explained (R
2
=0.69) by degree-days above 
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5°C, aridity index, and soil water-holding capacity variables, with negligible improvement 

(R
2
=0.72) if Shannon index added (Ung et al., 2001). Along an east-west Canadian transect, 

aspen productivity declines with increasing moisture deficit (aridity index), increases with soil 

humus type, but stand development (stand age, aspen basal area proportion, Shannon index) 

dominates variability in productivity with a total of 53% variance explained by all factors 

together (Anyomi et al., 2015).  

White spruce (Picea glauca (Moench) Voss) is a widespread and economically important boreal 

conifer species. Ecologically, it is described as a "plastic" species since it tolerates a diverse 

range of climate and soil conditions, and is limited only by stagnant water (Burns and Honkala, 

1990). Further, it is nutrient demanding but for good yield production requires well balanced 

water-aeration conditions. In boreal mixedwoods white spruce is not well adapted to wildfire 

hence, in contrast to aspen, it is considered to be a late-successional shade tolerant species which 

usually regenerates under the canopy and grows in the understory of aspen stands during the first 

several decades of development. However, multiple successional pathways exist in the boreal 

forest so pure even-aged white spruce stands can establish in cases where there is a good seed 

source and exposed mineral soil seedbed after severe fire (Lieffers et al., 1996). Spruce height 

growth is affected by overtopping aspen (Filipescu and Comeau, 2007) and therefore might not 

be reliable as a productivity indicator. Due to evidence of acceleration of height growth after 

overstory removal Osika et al. (2013) provided SI curve adjustments for white spruce for time 

after release. A few studies have identified particular site factors important for white spruce 

productivity in natural stands. Relationships between white spruce SI and soil physical and 

chemical properties, understory species indicators of soil moisture and nutrients, and foliar 

nutrients, were investigated in sub-boreal B.C. and revealed that all three groups of predictors 

were closely related with SI which was best predicted (R
2
=0.83) using depth of major rooting 

zone, total N, soil moisture plant indicators, and foliar N, P and S (Wang, 1995). Thereafter, the 

same sample plots were used but different soil and physiographic variables selected as synoptic 

climate, soil moisture, nutrient and aeration regimes, and SMR were found to be the strongest 

predictors explaining 81% of variance in SI. When SNR and SAR were added model 

performance increased to 90%, while climate represented by zonal vegetation was not significant 

(Wang and Klinka, 1996). However, validation of this model, which included SMR and SNR, on 

an independent dataset showed an increase in RMSE from 1.2 m to 3.2 m (Kayahara et al., 
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1998). Similarly, effects of climate on white spruce SI in interior B.C. were found to be weak 

(R
2
=0.08), with the best model including mean temperature of the warmest month, indicating 

that spruce seems to be the less sensitive to climate than Douglas-fir (R
2
=0.64) and lodgepole 

pine (R
2
=0.27) (Nigh et al., 2004). These weak correlations are in accordance with findings from 

eastern Canada that for SI estimation for shade tolerant species, in addition to climate and soil 

variables, a measure of successional stage needs to be added (Ung et al., 2001). Due to 

difficulties in white spruce SI prediction, species conversion models might be an option, but 

while SI species conversion models between white spruce and aspen in north-eastern B.C. were 

more or less successful with R-squared of 0.36 (Nigh, 2002), a weak relationship (0.09 R-

squared) was found in Alberta (Hostin and Titus, 1996). 

Lodgepole pine (Pinus contorta Dougl. var. latifolia Engelm.) is a widely distributed and 

commercially valuable species in the foothills and mountains of western Canada. However, 

future climate change conditions appear to be increasingly unfavourable to lodgepole pine and 

dramatically impact replacement by other species (Coops and Waring, 2011). It is a fire adapted 

species with serotinous cones, but Mountain pine beetle outbreak is another severe risk for 

lodgepole pine forests. At its eastern boundary it hybridizes with Jack pine producing trees with 

intermediate morphological attributes in transition areas. It is a pioneer following fire, very 

intolerant to shade and competition and has relatively vigorous growth in early development 

which determine l. pine as an early-successional species. It has probably the widest ecological 

amplitude among North American conifers and it grows from dry to very wet sites and sites with 

fluctuating water table, in association with numerous other species (Burns and Honkala, 1990). 

L. pine tolerates drought and poor soil nutrient conditions but productivity significantly improves 

with increasing fertility, and it often grows best on sites with mesic moisture conditions (Comeau 

and Kimmins, 1989). In terms of topography, it grows well on gentle slopes and in basins, but 

good productivity can occur on rocky soil, steep slopes and ridges (Burns and Honkala, 1990).  

Several studies have explored l. pine productivity in the western boreal forests by linking SI and 

biophysical site parameters. Firstly, Fries et al. (2000) found that lodgepole pine SI responds to 

increasing temperature and fertility with a correlation coefficient of up to 0.70 in experimental 

plantations in western Canada and with even stronger responses to temperature in northern 

Scandinavia. In interior B.C. climate sensitive models were developed where SI increases as 
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mean annual temperature and precipitation increase but with a stronger impact of temperature 

(Nigh et al., 2004). According to Kayahara et al. (1998), the SI prediction model based on SMR 

and SNR from Wang (1992) in interior B.C., originally unbiased with R-squared of 84%, did not 

perform well after independent dataset validation. Models predicting lodgepole pine SI were 

calibrated using physical and chemical properties and understory vegetation from 42 stands in 

south-western Alberta and explained up to 67% of the variation in SI (Szwaluk and Strong, 

2003). They also found that humus variables were the best predictors, then plant indicator 

species, and soil variables. In addition, humus type, SNR and sand content were positively, while 

humus thickness and %silt negatively correlated with SI. In west-central Alberta up to 75% of SI 

variation was explained using climate, topography and soil sand fraction (Wang et al., 2005). In 

province wide studies in Alberta, Wang et al. (2004) evaluated synoptic measures of climate, soil 

moisture and nutrients to estimate SI with the best model accounting for 41% of the variation in 

SI including elevation, SNR, latitude, longitude, and natural subregions. Monserud et al. (2006) 

used climatic data to fit SI models using data from 1145 plots with the resulting models, using 

only measures of heat as predictors, explaining about one quarter of variation in l. pine SI. Later, 

Monserud et al. (2008) applied this climate sensitive SI model to evaluate expected climate 

change impact and predicted steadily increasing SI by 3 m for each 30-year period but with large 

reduction of 42% in species distribution by the end of 2080. 

1.6. Objectives, hypothesis 

Covering over 33 million ha Alberta has one of the largest Airborne Laser Scanning (ALS) 

datasets worldwide (Coops et al., 2016). In addition, the Wet Areas Mapping initiative provides 

additional hydrological information, and these maps provide valuable information in several 

areas of natural resource planning, such as forestry, parks and recreation, oil and gas sector, and 

land reclamation (White et al., 2012), and are potentially useful for estimating Site Index. These 

highly accurate data, with a resolution of 1 m, provide an excellent source of information for 

efficient and cost-effective prediction of potential productivity. In addition, Site Index prediction 

based on physical indicators of the environment (biophysical SI) can help overcome some 

challenges facing the conventional Site Index method (dendrocentric SI). The main objectives of 

this study are: (1) to explore the use of remotely sensed environmental parameters generated 
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from WAM and LiDAR in estimating Site Index; (2) to identify the optimal flow initiation area 

in terms of computing DTW index; (3) to evaluate the use of remotely sensed data in predicting 

ecological site and soil characteristics; (4) to evaluate different modeling approaches suitable for 

biophysical SI prediction; and, (5) to map spatial species-specific site productivity variations 

based on best selected models from remotely sensed information. Many studies have found soil 

moisture and vegetation characteristics in western boreal forests to be highly driven by 

topography hence in this study I hypothesized that forest productivity is also subject to 

topographic controls. In addition, due to differences in species responses to site factors, different 

relationships are expected for different species. 
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2. MATERIALS AND METHODS 

2.1. Study site selection and description 

This study was conducted in the area of the 1968 Vega fire (Martens Hills FMA area in Forest 

Management Unit S17) near Slave Lake in central Alberta, Canada (Figure 2.1). According to 

Beckingham et al. (1996), the study area is characterized by mixed forests of trembling aspen, 

white spruce, and lodgepole pine, with an intermix of balsam poplar, white birch, black spruce, 

and tamarack on moist and wet sites. Topography is generally rolling, soils are predominantly 

Luvisols and Brunisols with their gleyed variants and organic soils in poorly drained conditions, 

and climate in this region is generally cooler in the summer and warmer in winter than in boreal 

forests. Mean annual temperature is 2.4°C, mean temperature during the vegetation period (May-

September) is 12.0°C, 158 frost-free days, and mean annual precipitation is 600 mm with 450 

mm falling during the vegetation period (extracted from ClimateNA software for the period 

1981-2010; Wang et al., 2012b). Most of the study area is located in the Lower Foothills Natural 

Subregion. However, since the natural subregions of Alberta are separated elevationally 

(Beckingham et al., 1996), Lower Foothills NSR is actually a transition between aspen-white 

spruce dominated boreal mixedwood forest (Boreal Forest Natural Region) and lodgepole pine-

dominated upper foothills and subalpine forests (Foothills Natural Region) (Beckingham et al., 

1996). Since the study area is relatively small in size (15 km in radius), we can say in general 

that the study site represents Lower Foothills Natural Subregion of Alberta (transition zone 

between boreal mixedwoods and l. pine foothills forests). 

This area has several advantages for a study designed to examine relationships between 

ecological site factors and Site Index. First, the area has a limited range of stand ages present, 

with most stands having originated after 1968 fire, and close to SI reference age (50 years). All 

stands have regenerated naturally with no evidence of management activities. Rolling 

topography provides a good range of site conditions and tree species. A case study in a 

geographically restricted area like this, where climate is relatively constant across sites, provides 

some overall control of macro-climate effects and allows me to focus investigation on effects of 

local topographic and soil factors. In addition, availability of ecosite mapping helped with
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Figure 2.1. Study site location and Natural subregions (forested) of Alberta (upper right map). Sample 

plot locations and ecosite (Lower Foothlls NSR) map of the study site (lower map). 
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sample site selection. Finally, availability of remote sensing data, and ability to sample three 

major commercial tree species in the region (trembling aspen, lodgepole pine, and white spruce) 

make this study of practical value.  

2.2. Sampling design, plot selection and tree selection criteria 

Site Index was selected as the measure of forest productivity, therefore, according to the main 

assumption for this approach, trees that have not been suppressed are necessary to determine SI. 

According to Chen and Popadiouk (2002), aspen and lodgepole pine are shade intolerant and 

have rapid juvenile growth, regenerate right after the stand-initiating disturbance and tend to 

dominate in the main canopy layer during the first several decades of boreal mixedwood stand 

development process (during stand initiation and stem exclusion successional stages). Based on 

this we can generally assume that dominant trees in these stands at the study site have grown free 

of competition. However, white spruce usually regenerates together with or in the understory of 

aspen or pine, and due to their slower growth rates remain in the understory for 70 or more years 

(Lieffers et al 2003). However, there are multiple successional pathways depending on 

disturbances, neighbour effects, and stand condition (Bergeron et al., 2014; Chen and Popadiouk, 

2002; Lieffers et al., 2003, 1996; Macdonald et al., 2010), hence sometimes white spruce 

regenerates and grows without suppression. In my study area I found groups of dominant spruce 

trees. These patches of spruce were usually small in size, older than surrounding deciduous trees, 

and had no evidence of suppression. These patches presumably originated from a previous fire 

and remained after the most recent wildfire ("green islands"). Checking the ring width close to 

pith (early ages) I generally found no evidence of suppression and could therefore assume that 

these spruce trees satisfy the assumptions for Site Index estimation.  

Plot selection and tree selection criteria recommended in SIBEC Sampling and Data Standards 

(2009) were used. The SIBEC (Site Index/Biogeoclimatic Ecosystem Classification) project was 

developed by the British Columbia Ministry of Forests to estimate average growth potential of 

tree species in forested site series, according to biogeoclimatic ecosystem classification in B.C., 

by using mean Site Index for the main tree species (Mah and Nigh, 2015). Based on these 

standards, plot selection criteria were: even-aged stand, moderate stand density; no management 

activities - natural stand conditions (e.g., no partial cuttings, fertilization, site preparation, 
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pruning); not affected by major disturbances; appropriate age class (in general between 20 and 

120 but closer to site index reference age of 50 years the better); and contain suitable top height 

trees of target species. Selection criteria for top height trees from the same standards were used: 

largest diameter dominant or co-dominant tree per 100 m
2
; vigorous with a full crown; straight, 

disease-free, undamaged stem (minor damage is allowed but that not significantly affects tree 

growth); free of suppression; not a wolf, open-grown, or veteran tree. This sampling approach 

allows us to ensure that stand is developed in unmanaged conditions and to assume that height 

growth is affected only by potential site productivity. 

A transect-based sampling design was applied for aspen and lodgepole pine. Firstly, stands were 

selected for sampling based on: 1) dominant species (ecosite map was used); and 2) the range of 

environmental conditions (depth-to-water raster was used) to capture a gradient of forest 

productivity conducive to statistical analysis. Plot centres were located randomly along 

predetermined transects within the selected blocks to ensure sampling of the full range of DTW 

conditions that were available for each species. The center of measurement plots was then 

adjusted from the point on the transect in order to ensure that site conditions were uniform within 

and around each plot, as required to meet plot and tree selection criteria specified in the SIBEC 

sampling standards (2009). A buffer area of at least 50 m was left between sample plots and any 

disturbance or object (e.g. wellsite, road, cutline, etc) to avoid edge effects on trees growth. 

Neighbouring plots were located a minimum of 150-200 m apart and were situated in different 

site conditions (different slope, slope position, aspect, depth-to-water, SMR, etc.) in order to 

minimize correlations due to adjacency and ensure independence of plots.  

Due to restricted availability of white spruce stands appropriate for Site Index sampling all 

possible locations where we were able to select three unsuppressed top height trees were 

considered regardless of the site conditions but while maintaining a minimum distance of 50 m 

between other sample plots and artificial objects.  

Sample size depended on the range of site factors intended to be used as covariates in modeling 

so the goal was to sample approximately 100 aspen temporary sample plots, as well as 50 sample 

plots for lodgepole pine and white spruce. 
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2.3. Data collection 

Data were collected within 300 m
2
 circular sample plots during 2014. A total of 201 temporary 

sample plots were established. In each plot two types of data were collected: ground-based and 

remotely sensed. Field (ground-based) sampling in each sample plot consisted of determination 

of ecological data (topography parameters, soil properties, and stand density), measurements of 

necessary parameters to determine Site Index (top height tree sampling), and determination of 

Global Positioning System (GPS) coordinates for the plot centre and sampled top height trees. In 

each plot a soil pit was excavated at plot centre to represent average soil conditions in the plot. 

Plot centres were flagged at the nearest tree. Major soil characteristics assessed included humus 

form, organic matter thickness, soil texture, course fragment content, soil drainage class, soil 

moisture regime, and soil nutrient regime followed by (Beckingham et al., 1996). In addition to 

soil properties, basic topographic factors determined at the plot centres including topographic 

position, slope measured with Vertex, aspect with compass, and elevation with Trimble GPS 

receiver.  

Three top height trees were selected in each plot for determination of Site Index for each target 

species. Measurements of each top height tree included diameter at breast height (DBH) and total 

height, while an increment borer was used to take "bark to-pith" increment cores at breast height 

(1.3 m) for aging. DBH of each tree was measured to the nearest 0.1 cm at 1.3 m above ground, 

while height was measured using a Vertex III hypsometer with an accuracy of 0.1 m. As a 

measure of stand density, Basal area (BA) was determined for each species by the method of 

angle-counting of stems using a wedge prism with BAF (Basal Area Factor) 3.  

High precision GPS equipment was used to ensure that ground plots accurately corresponded to 

remotely sensed data sample plots. A handheld Trimble GeoExplorer 6000 series GPS receiver 

was used to record locations as GPS waypoints with the target of 50 hits for each waypoint to get 

better precision. To improve precision, post-processing of field recorded GPS point locations 

was performed by using Slave Lake and Barrhead Cansel base stations to apply differential 

corrections and to export it in a format suitable for ArcGIS using GPS Pathfinder Office 

software. Average horizontal precision of mean GPS recordings after corrections for the 201 

sample plot centres was 1.28 m, with the majority (75%) of plots under 1.5 m precision. 
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The LiDAR derived Digital Elevation Model (DEM) and Wet Areas Mapping (WAM) were used 

to provide remote sensing data. Both datasets were acquired from Alberta Ministry of 

Agriculture and Forestry. The highly accurate bare ground DEM was generated from LiDAR 

point clouds obtained from flights during August-September 2008, with a mean return density of 

1.6-2.7 hits/m
2
, 45 cm average xy point error, and vertical accuracy of 30 cm. WAM raster 

models of the cartographic Depth-To-Water (DTW) index and Flow accumulation (FA) index 

which were applied in analysis were prepared by Jae Ogilvie utilizing WAM algorithms in use 

during October of 2015. We used DTW rasters created from 0.5 ha, 1 ha, 2 ha, 4 ha, 6 ha, and 10 

ha flow initiation areas. Pixel resolution for all raster datasets used in the study is 1x1 m.  

Determination of breast height age was done in the lab. Increment cores were glued to a grooved 

wooden board, and sanded with progressively finer sandpaper until the ring boundaries were 

clearly visible. Marker, unusually narrow, rings noticed consistently between different trees were 

used for crossdating (Speer, 2010). Crossdating was also used to determine missing rings, which 

are usually caused (in aspen) by severe forest tent caterpillar defoliation. Ring counting was done 

visually (manually) under a binocular microscope. Since sampling occurred during the growing 

season (May-August 2014 with a break in late June-early July) the newest annual ring (actual 

growth) was not included for the sampling conducted in May and June, while the newest ring 

was included for sampling during July and August (since height growth of conifers is completed 

in mid July and aspen will also have completed most of its height growth by mid-July). Partial 

inner rings (in the pith) were counted as one year. A pith indicator was used to estimate total 

breast height age for the cores that missed the pith based on the average size of the inner rings on 

the core (Speer, 2010). 

2.4. Variable estimation 

Site Index (SI) is estimated using species specific top height sub-models (height - age curves) of 

the GYPSY (Growth and Yield Projection System) forest growth and yield model (Huang et al., 

2009) which is currently in use in Alberta. GYPSY's SI curves for the investigated species are as 

follows:  

[Eq. 1]      Aspen -                  𝐻𝑡𝑜𝑝 = 𝑆𝐼𝑡 × (
1+exp(𝑏1+𝑏2√ln(1+50)+𝑏3[ln(𝑆𝐼𝑡)]2+𝑏4√50)

1+exp(𝑏1+𝑏2√ln(1+𝑡𝑜𝑡𝑎𝑔𝑒)+𝑏3[ln(𝑆𝐼𝑡)]2+𝑏4√50)
) ; 
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[Eq. 2]      Lodgepole pine -    𝐻𝑡𝑜𝑝 = 𝑆𝐼𝑡 × (
1+exp(𝑏1+𝑏2√ln(1+50)+𝑏3 ln(𝑆𝐼𝑡)+𝑏4√50)

1+exp(𝑏1+𝑏2√ln(1+𝑡𝑜𝑡𝑎𝑔𝑒)+𝑏3 ln(𝑆𝐼𝑡)+𝑏4√50)
) ; 

[Eq. 3]      White spruce -       𝐻𝑡𝑜𝑝 = 𝑆𝐼𝑡 × (
1+exp(𝑏1+𝑏2√ln(1+502)+𝑏3[ln(𝑆𝐼𝑡)]2+𝑏4√50)

1+exp(𝑏1+𝑏2√ln(1+𝑡𝑜𝑡𝑎𝑔𝑒2)+𝑏3[ln(𝑆𝐼𝑡)]2+𝑏4√50)
) ; 

where 𝐻𝑡𝑜𝑝 (m) is average height of the 100 largest DBH trees per ha, 𝑆𝐼𝑡 (m) is Site Index (top 

height) at 50 years total age, totage (years) is total age from the point of germination, and 𝑏1, 𝑏2, 

𝑏3, and 𝑏4are species specific model parameters (Table 2.1). 

Table 2.1. Regression coefficients for the GYPSY top height models (Huang et al., 2009). 

 Aspen Lodgepole pine White spruce 

𝑏1 9.908888 12.84571 12.14943 

𝑏2 -3.92451 -5.73936 -3.77051 

𝑏3 -0.32778 -0.91312 -0.28534 

𝑏4 0.134376 0.150668 0.165483 

Given that GYPSY requires total age, while I measured breast height age, it was necessary to 

estimate the number of years for each trees to grow to breast height. For this I used GYPSY's 

generalized program that predicts Site Index from total age and height as initial parameters, and 

also provides years needed for a tree to reach breast height (Y2BH) from the point of 

germination (Appendix 1. in Huang et al. (2009)). To do this, I first computed total age by 

adding an estimate of Y2BH for the given site and species to the counted breast height age, then 

ran the program. If the Y2BH output (number of full years - rounddown) matched with the 

assumed value it was accepted, otherwise I used Y2BH output (number of full years - 

rounddown) as a new assumption and repeated the procedure. SAS software ver. 9.4 for 

windows (SAS Institute Inc, 2013) was employed in this procedure for age correction. Fire 

history was used to determine maximum age for aspen and lodgepole pine. When total age 

exceeded the maximum age after the recent fire, total age was corrected to the fire age assuming 

that errors resulted from application of SI curves during young ages. 

For each selected top height tree, Site Index calculation used GYPSY's generalized program for 

predicting SI from top height measurements and total age (Appendix 1. in Huang et al. (2009)). 
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Site Index at the plot level was calculated as the average of the three estimates of SI on the plot, 

except for one spruce plot where only two acceptable top height trees were sampled (one 

additional tree was rejected due to indications of suppression when the core was examined in the 

lab). In addition to TH tree selection criteria, by sampling and averaging three TH trees at the 

plot level we control for within-site variation to get the SI value that best reflects site 

productivity at the plot level. 

Determination of soil and topographic variables followed methods described in the Field Guide 

to ecosites of West-central Alberta (Beckingham et al., 1996) and is similar to the approach 

currently in use in forest inventory in Alberta and in SIBEC. Soil characteristics, considered as 

direct indicators of forest productivity, have strong influences on tree growth since they control 

availability of moisture and nutrients. Classification of soil characteristics consists of five levels 

for the humus form, 14 levels for soil texture, four levels for effective soil texture, seven levels 

for drainage, nine levels for soil moisture regime, five levels for soil nutrient regime, while 

topographic position determination is slightly modified to six levels. Course fragment content 

(particles >2 mm in size) was estimated in %. Average surface organic matter thickness was 

measured to the nearest cm. Slope was determined in %, while aspect was measured as degrees 

of the maximum slope direction.  

All digital terrain covariates were obtained from the 1x1 m resolution bare-ground digital 

elevation model (DEM) and Wet Areas Mapping indexes (DTW and FA). Built-in surface tools 

(slope, curvature, aspect) in the spatial analyst toolbox in ArcGIS 10.1 were used to create 

corresponding surfaces. Beers aspect, Slope Position Index, and Topographic Convergence 

(Wetness) Index rasters were generated using tools in the Topography Toolbox for ArcGIS 10.1 

(Dilts, 2015). Slope indicates the rate of elevation change (percent rise) in the direction of 

maximum slope. Surface curvature, or "the slope-of-the-slope", is calculated in ArcGIS as three 

indices: profile, planform, and mean curvature. Profile curvature explains how the surface is 

curved in the direction of the maximum slope and therefore reflects acceleration or deceleration 

of the flow across the cell; planform curvature is perpendicular to the direction of maximum 

slope and indicates convergence and divergence of the flow; mean curvature combines the 

previous two to identify local high or low points (Jenness, 2007). A curvature value of zero 
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represents flat terrain, while positive and negative values represents upwardly concave or convex 

surfaces, respectively.  

Aspect refers to compass direction of the downslope but due to its polar nature (0-360° values), 

and issues related with averaging it, untransformed aspect is a poor variable for quantitative 

analysis (McCune and Keon, 2002) such as modeling variation in SI by environmental 

parameters. Instead I calculated Aspect Index. Aspect Index provides a transformation (ie. it 

"folds") of aspect to index values ranging between 0 and 180 so the coolest site has a value of 

zero and the warmest site has value of 180. Aspect Index was calculated in two ways following 

McCune and Keon (2002): folded aspect for incident radiation on the north-south line (so that N 

becomes zero and S becomes 180) using the equation Aspect Index=180-|aspect-180|; and folded 

aspect for heat load using a northeast-southwest line (so that NE becomes zero and SW becomes 

180) using the equation Aspect Index=|180-|aspect-225||.  

Topographic Wetness Index (TWI) is a widely used topographically based soil wetness model 

and represents the natural logarithm of the ratio of upslope flow accumulation area and slope at 

the cell. Consequently, higher TWI values indicate accumulated moisture conditions and low 

slope, and low TWI means steep slope and dry sites. The algorithm TWI=Ln(flow 

accum+1)/(tan(((slope deg)3.141593)/180)) was used together with a conversion factor of 10000 

to standardize for the 1m raster resolution.  

Slope Position Index (SPI) is classified based on Topographic Position Index (TPI) and slope 

(Jenness, 2007; Weiss, 2001). TPI compares elevation of the standing (central) point and average 

elevation of the surrounding neighborhood providing positive (central point is higher - like 

upslope or ridges) or negative (central point is lower - like lower slope or valley) values while a 

value of zero means it is a midslope or flat area. TPI is scale dependant so for this study I tested 

circular neighbourhood areas with radius of 5, 9.772, 15, 20, 30, 50, and 100 m, with the central 

point defined as a 1x1 m cell, as well as a circular area 2 and 3 m in radius. The method 

described by Weiss (2001) was used to classify TPI into six Slope Position categories based on 

standard deviation (SD) of TPI and slope: crest (SD>1); upper slope (0.5<SD≤1); middle slope (-

0.5<SD<0.5, slope>5°); flat (-0.5≤SD≤0.5, slope≤5°); lower slope (-1.0≤SD<-0.5); valley (SD<-

1). This approach to classifying slope position corresponds to the classification used in 
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Beckingham et al. (1996) for field surveys in Alberta, and allows comparison between SPI maps 

derived from DEM data with field observations. Buffer areas of 15 and 20 m best corresponded 

to the field observations and therefore were selected as the most appropriate for the moderate 

(hilly) relief of the study area. Using different sizes of standing points (cell size, 2 and 3 m in 

radius) was found to have no effect so we proceeded with the raster cell elevation value as the 

standing point. All derived remotely sensed variables were calculated at the plot level except for 

Slope Position Index (SPI) which already uses a buffer area in calculation. Since pixel size in all 

rasters produced is 1 m
2
, focal statistics tools in the spatial analyst toolbox in ArcGIS 10.1 were 

used to get values for circular plot  with a radius of 9.772 m.  

From the original dataset, aspen plots not affected (older than) the recent fire, aspen in mixed 

stands, and spruce and pine plots with extreme DTW values (resulting in a large gap in the dtw 

range) were excluded from the further analysis. Aspen measured in mixed stands with lodgepole 

pine experience lower SI values than in the pure stands with similar site conditions, which may 

result from suppression due to interspecies competition in earlier development. A summary of 

the final dataset used for the analysis is presented in the Tables 2.2.-2.4. 

Table 2.2. Summary of stand attributes for the three studied tree species. 

  
Trembling aspen 

(n=97) 

Lodgepole pine 

(n=50) 

White spruce 

(n=45) 

Variables Abbrev. 
Mean 

(S.D.) 
Min/Max 

Mean 

(S.D.) 
Min/Max 

Mean 

(S.D.) 
Min/Max 

Site Index (m) SI 
20.97 

(2.78) 
14.21/25.52 

14.93 

(3.02) 
5.44/19.43 

17.40 

(2.67) 
11.99/22.99 

Mean top 

height tree age 

(years) 

AGE 
45.6 

(0.7) 
42.3/47.0 

43.4 

(3.0) 
33.3/47.0 

83.2 

(13.8) 
31.7/114.3 

Mean height of 

top height trees 

(m) 

TH 
20.0 

(2.7) 
13.4/24.7 

13.4 

(2.8) 
5.1/20.2 

24.3 

(3.6) 
11.2/29.9 

Mean DBH of 

top height trees 

(cm) 

DBH 
20.5 

(3.0) 
14.1/26.7 

16.2 

(3.2) 
8.8/23.3 

38.2 

(8.2) 
15.2/59.0 

Basal Area 

(m
2
/ha) 

BA 
39.62 

(11.16) 
21/84 

33.78 

(12.91) 
6/72 

41.87 

(11.60) 
12/63 

Basal Area 

participation 

(%) 

BA% 
94.8 

(10.7) 
50/100 

78.2 

(21.7) 
23.1/100 

76.9 

(19.3) 
42.9/100 
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Table 2.3. Summary of remotely sensed variables considered in modeling SI by studied tree species. 

  
Trembling aspen 

(n=97) 

Lodgepole pine 

(n=50) 

White spruce 

(n=45) 

Variables Abbrev. 
Mean 

(S.D.) 
Min/Max 

Mean 

(S.D.) 
Min/Max 

Mean 

(S.D.) 
Min/Max 

Depth-to-water 

at 0.5 ha 

c.a.(m) 

DTW_0.5 
4.51 

(5.76) 
0.02/33.17 

1.00 

(1.13) 
0.00/5.19 

1.97 

(2.08) 
0.02/7.11 

Depth-to-water 

at 1 ha c.a. (m) 
DTW_1 

5.80 

(7.65) 
0.10/51.18 

1.14 

(1.33) 
0.00/6.69 

2.35 

(2.47) 
0.02/9.42 

Depth-to-water 

at 2 ha c.a.(m) 
DTW_2 

7.47 

(8.97) 
0.17/55.70 

1.22 

(1.47) 
0.00/7.50 

2.67 

(2.66) 
0.02/10.33 

Depth-to-water 

at 4 ha c.a. (m) 
DTW_4 

10.01 

(10.78) 
0.29/57.15 

1.56 

(1.85) 
0.00/7.87 

2.82 

(2.82) 
0.02/10.33 

Depth-to-water 

at 6 ha c.a.(m) 
DTW_6 

11.35 

(11.92) 
0.36/57.26 

1.86 

(2.31) 
0.00/8.21 

3.28 

(3.29) 
0.03/11.78 

Depth-to-water 

at 10 ha c.a. 

(m) 

DTW_10 
12.68 

(12.57) 
0.45/58.02 

1.96 

(2.37) 
0.00/8.75 

3.51 

(3.33) 
0.03/11.78 

Flow 

accumulation 
FA 

15.7* 

(169.1) 
3.7/1399.9 

12.3* 

(393.2) 
3.9/2515.2 

42.7* 

(21994.9) 
4.5/127651.0 

Altitude (m) ALT 
810.9 

(38.5) 
742.8/929.8 

840.6 

(42.9) 
755.5/908.2 

802.3 

(43.1) 
730.7/878.3 

Aspect index 

N-S folded 
AI0 

95.1 

(37.5) 
10.0/162.9 

96.7 

(34.1) 
16.0/160.2 

84.4 

(41.5) 
10.9/165.6 

Aspect index 

NE-SW folded 
AI45 

88.9 

(40.2) 
12.6/168.2 

86.0 

(36.7) 
18.1/161.9 

72.0 

(40.1) 
17.8/167.5 

Slope (%) SLO 
18.1 

(13.5) 
3.5/62.8 

4.5  

(9.8) 
3.7/23.9 

16.2  

(9.0) 
3.1/35.3 

Mean curvature MCUR 
0.9 

(1.64) 
-3.09/8.93 

0.64 

(0.84) 
-0.56/3.06 

0.14 

(1.25) 
-2.49/3.45 

Profile 

curvature 
PRCUR 

-0.59 

(1.10) 
-5.81/2.18 

-0.39 

(0.46) 
-1.72/0.30 

0.06 

(0.84) 
-1.73/2.34 

Plan curvature PLCUR 
0.30 

(0.68) 
-1.00/3.12 

0.25 

(0.49) 
-0.50/1.45 

0.20 

(0.79) 
-0.87/2.95 

Topographic 

Wetness Index 
TWI 

70.1* 

(2288.9) 

16.8/ 

22552.5 

97.7* 

(2704.8) 

36.6/ 

18950.0 

69.5* 

(529.5) 
28.4/3619.1 

Slope Position 

Index - 15 m 

buffer 

SPI15 

Level, lower slope, 

middle slope, upper 

slope, crest 

Level, middle slope, 

upper slope, crest 

Level, lower slope, middle 

slope, upper slope, crest 

Slope Position 

Index - 20 m 

buffer 

SPI20 

Depression, level, lower 

slope, middle slope, 

upper slope, crest 

Level, middle slope, 

upper slope, crest 

Level, lower slope, middle 

slope, upper slope, crest 

* median 
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Table 2.4. Summary of ground-measured variables considered in modeling SI by studied tree species. 

  
Trembling aspen 

(n=97) 

Lodgepole pine 

(n=50) 

White spruce 

(n=45) 

Variables Abbrev. 
Mean 

(S.D.) 
Min/Max 

Mean 

(S.D.) 
Min/Max 

Mean 

(S.D.) 
Min/Max 

Soil organic 

thickness (cm) 
SOT 

10.8 

(5.3) 
3/50 

11.8 

(14.0) 
4/70 

15.9 

(10.7) 
5/70 

Coarse 

fragments (%) 
CF 

7.1 

(13.0) 
0/70 

11.1 

(15.2) 
0/75 

5.4  

(12.7) 
0/60 

Humus form HUM Moder, raw moder, mor 
Moder, raw moder, mor, 

peatymor 

Moder, raw moder, mor, 

peatymor 

Texture TEXT 

Loamy sand, sandy 

loam, silt loam, loam, 

sandy clay loam, clay 

loam, silty clay loam, 

sandy clay, clay 

Sandy loam, loam, sandy 

clay loam, clay loam, 

silty clay loam 

Sandy loam, loam, sandy 

clay loam, clay loam, silty 

clay loam, sandy clay, silty 

clay 

Effective 

texture class 
ETEXT 

Coarse, moderately 

coarse, medium, fine 

Moderately coarse, 

medium, fine 

Moderately coarse, 

medium, fine  

Drainage DRN 

Rapidly drained, well-

drained, moderately 

well-drained, 

imperfectly, poorly,  

very poorly 

Well-drained, 

moderately well-drained, 

imperfectly, poorly,  

very poorly 

Well-drained, moderately 

well-drained, imperfectly, 

poorly,  very poorly 

Soil moisture 

regime 
SMR 

Subxeric, submesic, 

mesic, subhygric, hygric 

Submesic, mesic, 

subhygric, hygric, 

subhydric 

Submesic, mesic, 

subhygric, hygric, 

subhydric 

Soil nutrient 

regime 
SNR poor, medium, rich 

Very poor, poor, 

medium, rich 
poor, medium, rich 

Altitude (m) ALTT 
797.2 

(38.2) 
728.7/914.7 

824.5 

(42.8) 
739.7/894.6 

786.5 

(43.5) 
711.5/864.6 

Aspect index 

N-S folded 
AI0K 

96.5 

(49.1) 
0/180 

50.0 

(104.0) 
0/176 

92.2 

(50.7) 
0/180 

Aspect index 

NE-SW folded 
AI45K 

86.1 

(52.8) 
0/180 

89.9 

(53.7) 
1/180 

80.3 

(56.0) 
7/179 

Slope (%) SLOV 
18.5 

(17.6) 
0/80 

9.6  

(6.3) 
0/27 

15.8 

(11.9) 
0/45 

Slope Position  SPI 

Depression, level, lower 

slope, middle slope, 

upper slope, crest 

Depression, level, lower 

slope, middle slope, 

upper slope, crest 

Level, lower slope, middle 

slope, upper slope, crest 
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2.5. Analysis 

Graphical data exploration was done prior to analysis to investigate the form of relationships 

between Site Index and individual predictor variables. Scatterplots with smoothing spline fits 

were used in exploring linearity, while boxplots were used in examining normality of distribution 

of variables. Statistical analysis then involved two major steps in terms of building species-

specific SI prediction models: (1) Correlation analysis was used in selection of potential 

explanatory variables; (2) variables most closely related to SI were used in modeling SI 

variation. Dummy variables were assigned to all categorical variables. Log- transformed SI was 

tested in order to improve model predictive performance (R
2
 value), however since this did not 

result in significant improvements, untransformed Site Index was used as the dependant variable. 

Finally, goodness-of-fit parameters were determined to compare between the best selected 

models for each species, modeling approach and data source. Model evaluation and comparison 

was based on absolute and relative measures of the fit (Quinn and Keough, 2002): the root mean 

squared error (RMSE), relative RMSE, coefficient of determination (R
2
), adjusted R

2
 (R

2
adj), 

Akaike information criteria (AIC), and Bayesian information criteria (BIC). The general rule for 

model selection was that a simpler model (with fewer parameters) was accepted if difference in 

adj.R
2
 was less than 2%. Residual plots and plots of measured versus predicted SI were also 

examined. In addition, partial response curves (PRC), plotting particular variables against Site 

Index while holding others constant, were examined to evaluate behaviour of each covariate 

included in the model in terms of ecologically interpretability. All statistical analysis was 

completed using the R studio statistical software Version 0.98.1091 (R version 3.1.0; R Core 

Team, 2014). Graphics were created using the packages ggplot2 (version 1.0.0; Wickham 2014) 

for explanatory data analysis, plotmo (version 3.1.4; Milborrow 2015) for 3-D plots, and raster 

(version 2.5-8; Hijmans et al., 2016) for spatial model predictions. 

Correlation analysis was performed to explore strength of the relationship between Site Index 

and environmental variables as the first step in variable selection for modeling. Kendall’s rank 

correlation coefficient was applied since assumptions of normality and/or linearity were not 

satisfied for the majority of bivariate relationships, and to accommodate use of dummy variables 

in the detasets. In cases where a non-monotonic relationship was observed among variables, a 

quadratic relationship was tested. Only variables that were significantly (p<0.05) correlated with 



36 

 

SI were selected for modeling. Kendall’s correlation coefficient was also used to select between 

collinear variables for particular site factor, e.g. Slope Position Index with different buffer areas, 

Aspect Index, surface curvature, drainage or SMR, soil texture etc. 

The following modeling techniques, which are widely applied in similar studies, were used:  

i. Parametric - Multiple Linear Regression (Aertsen et al., 2010; Bravo-Oviedo et al., 2011; 

Chen et al., 2002, 1998; Fries et al., 2000; Hamel et al., 2004; Mitsuda et al., 2007; 

Monserud et al., 2006; Pinno and Bélanger, 2011; Pinno et al., 2009; Seynave et al., 2005; 

Sharma et al., 2012; Socha, 2008; Szwaluk and Strong, 2003; Wang and Klinka, 1996; 

Wang, 1995; Wang et al., 2004; Watt et al., 2015, 2010a); 

ii. Semi-parametric - Generalized Additive Models (Aertsen et al., 2011, 2010; Albert and 

Schmidt, 2010; Brandl et al., 2014; Wang et al., 2005); 

iii. Non-parametric (single regression tree-based method) - Classification and Regression Trees 

(Aertsen et al., 2011, 2010; Laamrani et al., 2014; McKenney and Pedlar, 2003; Wang et 

al., 2005); 

iv. Non-parametric (multiple regression tree-based method) - Random Forest (Jiang et al., 2015; 

Sabatia and Burkhart, 2014; Weiskittel et al., 2011a). 

Multiple Linear Regression (MLR) is a parametric approach that uses the ordinary least squares 

method in determining SI-environmental relationships. Prior to the MLR analysis the form of the 

relationship between each selected environmental variable and SI was examined graphically, and 

in cases when non-linear relationships were evident data were linearized using quadratic, 

logarithmic, or exponential functions. The backward selection procedure was used retaining only 

variables with a significant slope parameter (p<0.05). Best-subsets regression from the leaps 

package in R (version 2.9; Lumley 2009) was used in the backward selection procedure to screen 

the model and associated explanatory variables in order to determine the most important and 

optimal number of variables in the model. The best model, among the set of candidate models, 

was selected based on maximizing adjusted R
2
 and minimizing BIC. Interactions between the 

selected variables were also tested to evaluate their behaviour in the models. Multicollinearity 

and potential overfitting were assessed using Variance inflation factors (VIF) assuming VIF<5 

overcomes the issues. Regression diagnostics were used in evaluating model precision and bias. 
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Assumptions of normality and homogeneity of variance were tested on residuals visually on 

graphs and using the Shapiro-Wilk test.  

Generalized Additive Models (GAM) are a non-parametric (generalized) extension of 

Generalized Linear Models which involve fitting a smoothing (non-linear) curve for multiple 

explanatory variables. GAM’s are useful when the non-linear relationship between response and 

explanatory variables is unknown (Zuur et al., 2009). Alternatives to additive modelling are to 

transform (linearize) particular variables, or to apply a chosen parametric non-linear model. But 

the power of additive modeling in ecological research, even if it is a data- rather than a model- 

driven method, is its ability to determine the nature of the relationship between the response and 

predictors and, consequently, increases our understanding of ecological relationships (Guisan et 

al., 2002). For each of the independent variables additive modeling allows application of 

different smoothing functions and smoothing coefficients (Logan, 2010), thus GAM is referred 

to as a semi-parametric method when linear and smooth terms are combined in the model. Since 

each non-parametric term is associated with a smoothing function, response is modeled as a sum 

of the functions, not as a single equation, hence GAMs are termed additive (Quinn and Keough, 

2002). The advantage of GAM is that it provides better fits for highly non-linear and non-

monotonic relationships. However, selection of the optimal amount of smoothness, the balance 

between the less and more smoothed curve, is a matter of bias-variance trade-off. Thus 

complexity of fitting the GAM model is in determining the appropriate smoothing function and 

degree of smoothing for each term. Instead of applying the back-fitting method used in some 

older GAM algorithms, the mgcv R package uses generalized cross-validation techniques to 

optimize the level of smoothing (effective degrees of freedom - edf) and resulting smoothing 

(penalized) spline (Zuur et al., 2009). It also provides GAMM (Generalized Additive Mixed 

Models) modeling if there is more than one source of variation. 

GAM modeling was done using mgcv package Version 1.8-5 (2015) in the R programming 

environment (Wood and Wood, 2013). The following smoothness determination was applied: 

scatter plots with smoothing splines were examined for all variables to distinguish between linear 

and non-linear trends with SI; different smoothing functions and associated basis dimension were 

then selected in order to achieve optimal fitting of the data; a penalized cubic regression spline 

function with shrinkage applied with an upper limit of degrees of freedom was then applied to 
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guard against over-smoothing but still capture non-linear trends in the data; and, finally, smooth 

terms resulting in straight lines (edf=1) were switched to linear terms. According to Zuur et al. 

(2009), a cubic regression spline (fitting third order polynomials on intervals of data and 

ensuring a smooth connection at the knots) is one of the most commonly used smooth function, 

while shrinkage options allow a smoothing spline to have zero edf meaning that variable has 

negligible effect on the response. Backward variable selection was used: poor predictors 

determined by shrinkage (edf close to zero) were dropped simultaneously; then the least 

significant term (p-value> 0.05) was dropped; and then BIC was used to select the optimal 

model. Model validation plots were examined using the built-in gam.check function output. 

Adj.R
2
, RMSE, Partial response plots, residual vs. predicted, and actual vs predicted plots are 

reported for the model evaluation. Detailed explanation of fitting GAM models with R can be 

found in Wood (2006), application to SI prediction under climate changes in Albert and Schmidt 

(2010), and GAMM with environmental predictors of tree species distributions in Andraž et al. 

(2015).  

Classification and Regression Trees (CART) provide a non-parametric method for building 

descriptive and predictive models from data. This method is effective for discovering complex 

hierarchical interactions among predictors and non-linear relationships between predictor and 

response variables. CART has no assumptions relating to the distribution of the response or 

predictor variables (Kane et al., 2015). Predictors can be any combination of categorical, binary, 

or continuous variables. Regression trees are a subset of CART and deal with dependent 

variables that take continuous or ordered discrete values, with squared difference between the 

observed and predicted values typically used as prediction error (Loh, 2011). The CART 

algorithm consists of three general steps: building, stopping, and pruning the tree (Olden et al., 

2008). It works by evaluating all independent variables for all possible splits of observations into 

two groups, binary recursively partitioning so that one parent node has two child nodes, and 

determining predictors that maximize the homogeneity of the two resulting groups with respect 

to the response variable (the best explains deviance in the response variable). Partitioning 

continues in each resulting group (terminal nodes) until either group is homogeneous or there are 

not enough observations for splitting. Measures of homogeneity and splitting criteria used to 

decide on the split should be set and can vary with the algorithm used, while stopping criteria are 

usually set based on the minimum number of observations in terminal nodes or minimum 
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number of observations for a split attempt. To deal with the issue of overfitting more strict 

splitting and/or stopping rules can be defined or applied in the process of pruning the tree. The 

10-fold cross-validation technique (Maindonald and Braun, 2003) is usually used to prune the 

overfitted tree to optimal size. Predicted value is the mean of observations in the terminal node 

(Quinn and Keough, 2002) hence CART actually predicts classes because it is not fitted with the 

smooth function. Some CART advantages, if the decision tree is not too large, are being simple 

to visualize and interpret, robust to outliers, simple to implement, and simple to run. A weakness 

of CART is that it is unstable (Ziegler and König, 2014), with results in these models being 

sensitive to small changes in inputs. In addition, like other tree-based methods, CART is not 

appropriate for analyzing data with a complex error structure (Maindonald and Braun, 2003). 

To grow regression trees I used the rpart package Version 4.1-10 in R (Therneau et al. (2015) 

based on Breiman's CART algorithm) which uses the "anova" method and complexity parameter 

(cp) as the splitting criteria. A complexity parameter of 0.01 (default) was used, what means the 

split is accepted if it explains 1% in response variation. Stopping criteria were set to a minimum 

of 10 observations for each split attempt, with a minimum 5 observations in any terminal node, 

and 10-fold cross-validation (default). Overall, splits were selected based on the predictor that 

resulted in maximizing between groups sum-of squares, accepted if overall R
2
 was improved by 

at least 1%, and the partitioning process was repeated for each new group (node) until the 

stopping criteria was reached. Pruning was applied to avoid overfitting. Graphs of R-squared 

(fitted and from cross-validation) and cross-validation relative error versus number of splits were 

examined to determine optimal number of splits (to minimize the cross-validation error). The 

optimal regression tree was obtained following the prune function with applied cp associated 

with determined optimal tree size. More detail about CART with rpart is given in Maindonald 

and Braun (2003), while more about ecological modeling applications of CART in SI predictions 

can be found in McKenney and Pedlar (2003) and application of rpart package in using GIS 

environmental variables in habitat prediction for rare forest herb is provided by Bourg et al. 

(2005).  

Random forest (RF) is a non-parametric method widely and successfully applied for modeling in 

environmental (Prasad et al., 2006) and life sciences (Touw et al., 2013), or in combination with 

parametric methods as a variable filter prior to using other modeling techniques (Sabatia and 
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Burkhart, 2014). RF is an extension of Classification and Regression trees (CART) which grows 

many decision trees, first introduced by Breiman (2001). RF is a machine learning method 

appropriate for nonlinear multiple regression. It overcomes the issue of stability of CART 

models (Prasad et al., 2006), with RF models being relatively stable since they are a combination 

of many trees. Other advantages are accurate prediction power, ability to detect variable 

interaction, ability to measure variable importance, internal cross-validation, insensitivity to 

outliers, ability to overcome collinearity, low tendency to overfitting (hence no need for 

pruning), efficiency with large datasets with many variables, and the fact that it is relatively easy 

to apply. RF can be applied to regression problems as well as to classification problems, 

estimation of probabilities, and analysis of survival data. The approach consists of four general 

steps (Ziegler and König, 2014): dataset is first bootstrapped with replacement; for every 

bootstrap sample decide on the independent variables to be used for growing the tree; a decision 

tree is grown for every bootstrap sample; and, summarize (average) over all grown trees to build 

a forest (model). I explored regression relationships between environmental variables and SI, 

therefore random bootstrapping was used and Mean Square Error (MSE) was used as the 

stopping criteria for node splitting. Random bootstrapping of samples and variables is first done 

to generate many single datasets from the original dataset. Randomly bootstrapping samples with 

replacement resulted in a training (‘bootstrap’) set, containing about two-thirds of the samples in 

the original dataset, while the remaining samples are the ‘out-of-bag’ (OOB) samples, thus cross-

validation is actually built-into the method resulting in no need for additional validation. Each 

decision tree is grown by binary recursively partitioning (splitting) data into subsets. Number of 

variables to be included for splitting the data at each node (mtry) limits correlation between 

decision trees and is set by default in the RF algorithm (√𝑝 for classification, p/3 for regression; 

where p is number of variables) or can be tuned so that the error rate is minimal. Variables are 

randomly evaluated to be included for every tree ‘node’, and the best in terms of minimizing the 

MSE as splitting criteria are selected. The regression decision tree is grown to the greatest extent, 

however restriction of minimum terminal node size used in a training (‘bootstrap’) is commonly 

applied. Finally, results are summarized after each set of decision trees is created to build a 

model (Ziegler and König, 2014). Model prediction error, called out-of-bag (OOB) error (which 

is actually RF's MSE), is calculated for each decision tree using corresponding OOB samples. 

Averaged MSE for all trees and variance explained (an estimate of R
2
 using overall MSE) are 
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given in terms of model validation. In addition, a variable importance measure of each predictor 

is given as the average percent change (before and after permutation) in MSE when the variable 

is permuted while all others are retained unchanged, therefore permuting an important predictor 

should cause a relatively large increase in MSE and vice-versa (Weiskittel et al., 2011a). 

The ‘randomForest’ package Version 4.6-10 in R statistical software (Liaw et al., 2015) was 

used. I applied function tuneRF to determine optimal mtry (number of predictors selected at each 

node). However, due to the small total number of predictors the effect of tuning the number of 

predictors selected at each node was negligible, so the default (p/3) was retained. After 

preliminary analysis the number of regression trees to grow was fixed to 3000 trees to ensure 

minimizing the OOB error (Figure 2.2). Other parameters were assigned default values in the 

randomForest function (min nodesize=5, etc.). Square root of MSE, variance explained output 

(pseudo R
2
), residuals vs predicted plots, observed vs predicted plots with 1:1 lines, and partial 

dependence plots (effect of each predictor on Site Index while the other predictors are held 

constant) were used for model evaluation. In addition, we computed variable importance (% 

increase MSE) to determine optimal number and indentify the best predictors. The backward 

variable selection approach (Wang et al., 2015; Weiskittel et al., 2011a) was used. Starting from 

the "full" model, variables with the lowest importance were dropped until only two variables 

were left in the model, each time computing RMSE and pseudo R
2
. Finally, R-squared was 

plotted against number of variables and the model with the highest R
2
 was chosen.  

Figure 2.2. OOB Error in relation to number of decision trees grown to build random forest model. A) SI 

prediction model from remotely sensed variables; B) SI prediction model from ground-based variables. 
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3. RESULTS 

3.1. Variation in Site Index and explanatory variables 

Spatial distribution of sample plots is shown in Figure 2.1 and summary statistics for all 

variables determined are presented by species in Tables 2.2-2.4. Relatively uniform spatial 

distribution resulted across selected aspen and pine blocks excluding extreme pine sites observed 

on hill tops, while spruce plots were grouped in a few locations where spruce remained after the 

last fire. Stand characteristics ranged widely in terms of Site Index and Basal Area for all three 

species. The highest average SI of 21.0 m was observed for aspen, then 17.4 m for spruce, and 

14.9 m for lodgepole pine, while the widest SI range was recorded for pine, then aspen, and 

spruce. Total BA, used as a stand density measure, averaged 39.62 m
2
/ha in aspen stands, 33.78 

m
2
/ha in pine, 41.78 m

2
/ha in spruce, which are common values for associated ages, with a 

maximum of 84 m
2
/ha in the most productive pure aspen stand, and a minimum of 6 m

2
/ha in a 

pure pine stand with an understory dominated by lichens and Labrador tea and a poor soil 

nutrient regime. Aspen and pine SI significantly correlated with total BA (Figure 3.1), but no 

significant relationship was observed for spruce due to the wide age range of spruce stands. 

Aspen stands were mainly pure with an average 94.8% of BA being composed of aspen, but 

sometimes with a minor component of other broadleaves, usually balsam poplar. Pine dominated 

(78.2%) in the mixture with aspen, birch or black spruce, while white spruce (76.9%) was 

commonly mixed with balsam poplar and aspen. Although other studies have observed increases 

in SI with increase of main species BA proportion (Anyomi et al., 2015, 2013; Brandl et al., 

2014; Pinno et al., 2009), no significant relationship were found for the three species in this 

study (Figure 3.1) confirming the assumption of no impact of inter-species competition on height 

growth for the trees sampled in this study.  

The Vega fire of 1968 resulted in a narrow age range with averages of 45.6 years in aspen stands 

and 43.4 years in pine stands. Only two pine plots originated from 1980 after another fire which 

occurred in a restricted area. Delays in regeneration after fire occurred mainly on more 

productive sites, however 91.8% of aspen plots were recruited in the first two years since fire and 

91.7% of pine plots regenerated within six years after the fire (Figure 3.2). Blue-joint grass and 
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other competing vegetation may cause regeneration delay on more productive sites. Spruce plots, 

except two plots, were not affected by the Vega fire and ranged between 75 and 115 years with 

the mode in the 80-90 age class (Figure 3.2). Similarly to some other studies, an age trend in SI 

was noted for all three species. However, due to the narrow age range in aspen and pine, this 

trend is negligible and associated with the GYPSY model, which appears to overpredict Y2BH 

on lower productivity sites and underpredict on more productive sites. This is probably due the 

anamorphic form assumed for these SI curves (Weiskittel et al., 2011b). In addition, potential 

causes of declines in spruce SI with tree age might result from early suppression effects of taller 

competition, or due to changes in site conditions and productivity over time (climate, fertility) 

which was explained as a common cause of these trends in similar studies (Albert and Schmidt, 

2010; Anyomi et al., 2015, 2013). 

 

Figure 3.1. SI variation by species with total Basal Area (upper plots) and main species BA proportion 

(lower plots). Coefficient of correlation (r) and associated p-value are presented for each plot, red line 

shows linear trend in data. 

As noted by Pinno et al. (2009), variable distributions usually do not follow a bell shape because 

the aim of sampling is to capture a range of factors with ideally even distribution. For instance 

sample plot distribution across aspect and altitude (Figure 3.3) – while showing continuous 
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distribution for aspen, has a gap in data for northerly exposed lower altitude sites for pine. For 

spruce sampling was unbalanced between easterly and westerly facing plots. However, due to 

moderately hilly relief and the fact that only a few higher hills exist in the study area sampling 

was limited in that extreme part of the range. As a result the majority of predictor variables show 

skewed distributions (Figures 3.4-3.6) with sampling being more common on  lower slopes and 

wetter sites. Log transformation was applied for FA and TWI to better visualize distribution and 

relationships due to departure from a normal distribution.  

 

Figure 3.2. Age structure by species. Histograms for aspen and pine show time of regeneration 

occurrence after the most recent fire. 

 

Figure 3.3. Sample plot distribution by species across aspect (polar axis) and altitude (y-axis) 

The widest range of topographic variables was recorded for aspen due to its broad ecological 

niche and its distribution across a broad range of sites in the study area. Pine and spruce were 

sampled on the range of sites but were also found in subhydric conditions, that had lower DTW, 

higher FA, and peatymor humus, where aspen does not grow. Pine was most often found on poor 
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to very poor soil nutrient regimes avoiding clay based soils. Average DTW at a 4 ha flow 

initiation area of 10.0 m observed for aspen (ranged 0.3-57.2), 1.6 m for pine (0.0-7.9), and 2.8 

m for spruce (0.0-10.3). The DTW values varied with the FIA used in the way that increasing 

FIA results in increasing the range of DTW values. The steepest slope was found in aspen stands 

(63%), then 35% in spruce, and 24% in pine stands. Also, surface roughness, both concave or 

convex, was highest in aspen stands, but average curvature exhibited for all species was close to 

straight - flat or midslope conditions. All species had a similar altitude range except that several 

aspen plots were established close to the highest ridges in the area.  

The scatterplots with smooth splines suggest both linear and non-linear relationship between SI 

and explanatory variables, with the form of the relationship chosen for different variables 

(Figures 3.7-3.9). Several variables showed nonlinear patterns in relation to SI index, including 

DTW, FA, aspect, slope, TWI, SMR and slope position. Also, analogous trends for each species 

were noticeable for some variables indicating potential collinearity, for instance between DTW, 

slope and SMR. 

Figure 3.4. Boxplots with jitter plots of SI and environmental (remotely sensed and ground-based 

measured) variables for aspen. Black dot represents mean. 

 



46 

 

Figure 3.5. Boxplots with jitter plots of SI and environmental (remotely sensed and ground-based 

measured) variables for pine. Black dot represents mean. 

Figure 3.6. Boxplots with jitter plots of SI and environmental (remotely sensed and ground-based 

measured) variables for spruce. Black dot represents mean. 



47 

 

Figure 3.7. Scatter plots with penalized regression spline (3 degrees of freedom) between environmental 

(remotely sensed and ground-based measured) variables and Site Index for aspen. 
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Figure 3.8. Scatter plots with penalized regression spline (3 degrees of freedom) between environmental 

(remotely sensed and ground-based measured) variables and Site Index for pine. 
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Figure 3.9. Scatter plots with penalized regression spline (3 degrees of freedom) between environmental 

(remotely sensed and ground-based measured) variables and Site Index for spruce. 



50 

 

3.2. Correlation analysis and Predictor variable selection for SI modeling 

Remotely sensed topographic variables were found to be well correlated with field determined 

soil properties (Table 3.1) in the combined dataset for all three species (201 sample plots in 

total). SMR, DRN and effective texture were closely related with topography and were 

significantly related to all topographic indices except aspect, with the strongest positive 

association between FA and SMR (r=0.46, p<0.001). Humus type was also related to all 

topographic indices except aspect and slope position, while SNR had no significant correlation 

with aspect and slope (and variables closely associated to slope - TWI and DTW with smaller 

FIA). Soil organic thickness increased and course fragment content decreased significantly with 

increasing FA and lower topographic position measures. SMR and DRN (r=0.74, p<0.001), and 

HUM and SNR (r=-0.50, p<0.001) were soil variables highly correlated since DRN and HUM 

are used in determining SMR and SNR. 

Table 3.1. Kendall’s rank correlation coefficient matrix between remotely sensed environmental and soil 

attributes. Bolded numbers indicate significance of relationship at p<0.05. 

DTW_0.5 0.89 0.81 0.76 0.72 0.70 -0.17 0.17 -0.08 0.64 0.27 0.50 -0.63 -0.04 0.08 -0.13 -0.13 -0.33 -0.37 0.02 
DTW_1 0.89 0.81 0.77 0.75 -0.14 0.17 -0.07 0.62 0.25 0.48 -0.60 -0.04 0.09 -0.15 -0.14 -0.33 -0.35 0.06 

 DTW_2 0.89 0.84 0.80 -0.13 0.16 -0.06 0.58 0.25 0.49 -0.56 -0.03 0.10 -0.18 -0.14 -0.31 -0.35 0.08 

  DTW_4 0.93 0.87 -0.13 0.14 -0.06 0.55 0.24 0.46 -0.53 -0.03 0.10 -0.17 -0.11 -0.30 -0.35 0.09 

   DTW_6 0.93 -0.12 0.16 -0.03 0.54 0.24 0.46 -0.52 -0.02 0.09 -0.19 -0.13 0.28 -0.32 0.11 

    DTW_10 -0.11 0.15 -0.03 0.52 0.23 0.44 -0.50 -0.02 0.06 -0.19 -0.13 0.26 -0.29 0.11 

      FA -0.11 -0.03 -0.13 -0.45 -0.41 0.22 0.31 -0.17 -0.24 0.20 0.35 0.46 0.32 

 

    ALT -0.04 0.16 0.12 0.19 -0.15 -0.03 0.17 0.11 -0.09 -0.28 -0.25 -0.22 

Topographic 

variables 

 AI0 -0.05 -0.01 -0.01 0.05 -0.09 -0.01 0.00 -0.04 0.07 0.02 0.05 

  SLO 0.27 0.52 -0.81 -0.02 0.08 -0.16 -0.12 -0.27 -0.30 0.05 

     PLCURV 0.53 -0.31 -0.22 0.18 0.07 -0.11 -0.27 -0.40 -0.23 

           SPI20 -0.53 -0.16 0.20 0.10 -0.20 -0.37 -0.47 -0.14 

            TWI 0.05 -0.07 0.03 0.14 0.33 0.36 -0.01 

             SOT -0.20 -0.36 0.07 0.21 0.39 0.42 

              CF 0.22 -0.01 -0.24 -0.35 -0.30 

               HUM -0.06 -0.1 -0.25 -0.50 

               ETEXT 0.20 0.20 0.18 

              Soil 

variables 

 DRN 0.74 0.30 

                SMR 0.39 

                   SNR 
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Topographic variables determined through ground sampling and computed from the DEM 

provided very similar values for Altitude (r=1.0, p<0.001), Slope (r=0.95, p<0.001), and Aspect 

Index (r=0.84, p<0.001), with small differences due to averaging over the plot areas. Slope 

position observed in the field was best represented by Slope Position Index computed using a 20 

m radius (r=0.65, p<0.001). 

Interestingly, FA seemed to be the most influential DEM derived variable in explaining 

variability of each measured soil property. DTW significantly correlates with SMR, DRN, 

texture classes, and humus form for all tested levels of FIA. SMR exhibited the strongest 

correlation with DTW, however the strength of this relationship ranged from r=-0.37 at 0.5ha 

FIA to r=-0.29 at 10ha FIA. In addition, all other RS topography variables explained soil 

properties to some extent, except that aspect did not significantly correlate with any soil 

variables. High intercorrelation was detected for some topographic variables, for instance 

between DTW, TWI and slope because slope is used in calculation of DTW and TWI. Also, 

curvature and slope position were correlated since it is more likely to have concave surface on 

lower slopes and depressions, or convex surface on ridges. Correlations between remotely sensed 

topographic variables which indicated potential issues with collinearity in modeling are: SLO-

TWI (r=-0.81, p<0.001), SLO-DTW_0.5 (r=0.64, p<0.001), DTW_0.5-TWI (r=-0.63, p<0.001), 

DTW_0.5-SPI20 (r=0.50, p<0.001), MCURV-SPI20 (r=0.57, p<0.001). 

3.2.1. Trembling aspen 

Topographic remotely sensed variables, except aspect, had strong correlations with aspen SI with 

correlation coefficients ranging between 0.32 and 0.43 (Table 3.2). Declines in SI were 

associated with increases in DTW, altitude, slope, curvature, and slope position, and decreases in 

FA and TWI. To represent WAM's Depth-to-Water index, DTW_1 was selected based on 

analysis of optimal FIA (see chapter 3.3). Among the surface curvature indices planform 

curvature was selected, while SPI20 outperformed SPI15. The quadratic relationship was found 

to be weak but significant for AI45 explaining elevated SI from SW to NE aspects. TWI was 

dropped from further analysis due to its strong correlation with slope. Remotely sensed variables 

selected for modeling SI variation were: DTW_1, FA, ALT, AI45, SLO, PLCUR, SPI20. 

However, SPI20-PLCUR and SLO-DTW_1 showed strong collinearity. 
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Table 3.2. Kendall’s rank correlation coefficient matrix between aspen SI and environmental variables. 

Bolded numbers indicate significance of relationship at p<0.05. Italicized numbers indicate coefficient of 

determination from quadratic regression. 

SI -0.32 -0.30 -0.30 -0.27 -0.25 -0.22 0.34 -0.38 0.02 0.04 -0.33 -0.34 0.21 -0.36 0.33 -0.36 -0.43 

DTW_0.5 0.85 0.74 0.68 0.64 0.62 -0.10 0.37 -0.09 0.06 0.60 0.27 -0.18 0.29 -0.57 0.39 0.43 

 
DTW_1 0.82 0.73 0.68 0.67 -0.09 0.37 -0.07 0.05 0.58 0.26 -0.15 0.28 -0.54 0.39 0.42 

  
DTW_2 0.82 0.76 0.72 -0.09 0.41 -0.07 0.04 0.54 0.27 -0.16 0.27 -0.50 0.38 0.45 

   
DTW_4 0.92 0.84 -0.08 0.38 0.06 0.04 0.54 0.26 -0.15 0.26 -0.48 0.34 0.40 

    
DTW_6 0.89 -0.06 0.40 -0.09 0.03 0.53 0.25 -0.14 0.25 -0.46 0.36 0.41 

     
DTW_10 -0.04 0.40 0.05 0.02 0.52 0.24 -0.14 0.24 -0.46 0.33 0.38 

      
FA -0.14 0.02 0.00 -0.13 -0.46 0.36 -0.46 0.19 -0.35 -0.42 

       
ALT 0.08 0.00 0.37 0.25 -0.18 0.21 -0.30 0.35 0.35 

        
AI0 0.46 0.03 0.03 -0.06 -0.04 0.01 0.05 0.02 

         
AI45 0.02 -0.02 0.07 -0.04 0.00 -0.02 -0.02 

          
SLO 0.28 -0.17 0.30 -0.79 0.46 0.49 

           
MCUR -0.73 0.68 -0.27 0.54 0.64 

            
PRCUR -0.41 0.15 -0.42 -0.46 

             
PLCUR -0.30 0.48 0.60 

              
TWI -0.42 -0.46 

               
SPI15 0.84 

                
SPI20 

SI 0.12 -0.18 -0.16 -0.03 0.02 0.27 0.42 0.31 -0.38 0.07 -0.19 -0.26 -0.33 
    

SOT -0.19 -0.36 0.01 -0.01 0.30 0.28 0.29 0.07 0.06 0.00 0.07 -0.11 
    

 
CF 0.21 -0.06 0.03 -0.13 -0.31 -0.22 0.03 0.04 0.04 0.05 0.18 

    

  
HUM -0.17 -0.06 -0.25 -0.26 -0.46 -0.09 0.04 0.06 -0.09 0.13 

    

   
TEXT 0.72 0.13 0.04 0.17 0.09 0.03 0.00 0.01 -0.06 

    

    
ETEXT 0.12 0.06 0.20 -0.03 -0.02 -0.03 0.01 -0.13 

    

     
DRN 0.70 0.31 -0.16 0.06 0.04 -0.25 -0.45 

    

      
SMR 0.38 -0.21 0.00 0.01 -0.31 -0.61 

    

       
SNR -0.08 0.03 0.02 -0.04 -0.23 

    

        
ALTT 0.10 0.08 0.32 0.24 

    

         
AI0K 0.54 0.05 -0.03 

    

          
AI45K 0.09 -0.13 

    

           
SLOV 0.31 

    

            
SP 

    

Among the ground-based measured variables only soil organic thickness did not have a 

significant relationship with aspen SI (Table 3.2). AI45K was selected over AI0K, while DRN 

was dropped due to its similarity with SMR. SMR and SNR were the most important soil 

variables (0.42 and 0.31 correlation coefficients, respectively), meaning that productivity was 
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positively related to increases in SMR and SNR. Finally, nine variables selected as potential 

predictors of aspen SI were: CF, HUM, ETEXT, SMR, SNR, ALTT, AI45K, SLOV, and SP. 

Table 3.3. Kendall’s rank correlation coefficient matrix between pine SI and environmental variables. 

Bolded numbers indicate significance of relationship at p<0.05 (*p=0.06). Italicized numbers indicate 

coefficient of determination from quadratic regression. 

SI 0.46 0.52 0.52 0.52 0.54 0.52 -0.24 -0.24 0.18* 0.03 0.41 0.27 -0.20 0.28 -0.38 0.33 0.34 

DTW_0.5 0.92 0.89 0.79 0.74 0.72 -0.24 -0.01 0.08 0.02 0.72 0.31 -0.18 0.36 -0.69 0.49 0.52 

 
DTW_1 0.94 0.82 0.79 0.76 -0.20 -0.01 0.06 -0.01 0.68 0.30 -0.16 0.34 -0.64 0.46 0.49 

  
DTW_2 0.87 0.83 0.80 -0.18 -0.03 0.05 -0.03 0.66 0.29 -0.15 0.35 -0.62 0.45 0.48 

   
DTW_4 0.93 0.89 -0.14 -0.08 0.09 -0.02 0.60 0.26 -0.18 0.28 -0.54 0.37 0.39 

    
DTW_6 0.95 -0.13 -0.08 0.10 -0.02 0.59 0.28 -0.20 0.30 -0.54 0.37 0.39 

     
DTW_10 -0.11 -0.08 0.13 0.02 0.57 0.26 -0.17 0.28 -0.52 0.35 0.37 

      
FA 0.12 -0.12 -0.10 -0.20 -0.55 0.44 -0.50 0.31 -0.45 -0.48 

       
ALT -0.25 -0.24 0.05 -0.01 0.04 -0.02 -0.07 0.08 0.06 

        
AI0 0.57 0.05 0.06 -0.05 0.07 -0.06 -0.01 0.01 

         
AI45 0.01 -0.04 0.04 0.02 -0.05 0.02 0.03 

          
SLO 0.29 -0.20 0.33 -0.80 0.57 0.58 

           
MCUR -0.66 0.65 -0.39 0.42 0.47 

            
PRCUR -0.31 0.26 -0.28 -0.32 

             
PLCUR -0.43 0.42 0.46 

              
TWI -0.56 -0.59 

               
SPI15 0.97 

                
SPI20 

                 
SI -0.03 0.01 -0.26 -0.08 -0.09 -0.18 -0.19 0.51 -0.20 0.19 0.09 0.34 0.22 

    

SOT -0.12 0.05 0.12 0.09 0.26 0.40 0.13 0.14 -0.14 -0.09 0.02 -0.13 
    

 
CF 0.00 0.11 0.06 -0.36 -0.38 0.11 0.29 0.01 0.01 0.27 0.33 

    

  
HUM 0.22 0.22 0.22 0.21 -0.28 0.23 -0.06 -0.02 -0.02 -0.01 

    

   
TEXT 0.70 0.07 0.17 -0.01 0.15 -0.12 -0.12 -0.11 -0.07 

    

    
ETEXT 0.05 0.08 -0.03 0.14 0.04 -0.09 0.05 -0.01 

    

     
DRN 0.70 0.23 -0.18 0.05 0.21 -0.31 -0.54 

    

      
SMR 0.19 -0.01 0.08 0.10 -0.29 -0.70 

    

       
SNR -0.06 0.18 0.18 0.42 0.06 

    

        
ALTT -0.22 -0.20 0.15 0.05 

    

         
AI0K 0.55 0.08 0.07 

    

          
AI45K 0.08 -0.11 

    

           
SLOV 0.39 

    

            
SP 
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3.2.2. Lodgepole pine 

All remotely sensed variables correlated well with pine SI (Table 3.3). DTW was the strongest 

predictor, with r=0.54, with minor differences in terms of FIA. TWI was excluded due to high 

correlation with slope, while PLCURV and SPI20 were better than other similar variables. Warm 

aspects, steeper slope, convex surface, higher DTW and topographic position, while lower 

altitude, FA, and TWI were associated with the most productive pine sites. Selected RS variables 

are DTW_2, FA, ALT, AI0, SLO, PLCUR, and SPI20. However, DTW and SLO are strongly 

correlated.     

Soil characteristics which significantly explained pine productivity were SNR and humus type 

(Table 3.3). Pine growth was insensitive to texture, course fragments, and soil organic thickness. 

Also, the correlation between SI and SMR was not significant due to high variability of SI within 

well-drained mesic and submesic SMRs. All other topographic indices were good predictors of 

pine growth. HUM, SNR, ALTT, AI0K, SLOV, and SP were selected indicators in the 

regression modeling. 

3.2.3. White spruce 

The strongest remotely sensed variables correlated with spruce SI were DTW and altitude (Table 

3.4). While the positive trend in DTW might be plausible, increasing SI with altitude was 

unexpected. The correlation between SI and DTW became stronger with increasing FIA. Weaker 

but significant nonlinear relationships were also detected for FA, AI45, SLO, and SPI20, with SI 

reaching a maximum on moderate FA, slope position, slope, and aspect conditions. Surface 

curvature indicators and TWI were not significantly related to spruce SI. Thus, RS variables 

chosen for modeling were DTW_10, FA, ALT, AI45, SLO, and SPI20. 

Only five variables were significantly associated with spruce SI among ground-based determined 

variables (Table 3.4). Humus form appeared as the strongest (r=-0.54, p<0.001), then DRN from 

well to very poorly drained soil exhibited correlation with r=-0.24, while SMR, which peaked at 

mesic moisture conditions, was dropped due to its being strongly related to DRN. SNR was not 

significant, while effect of Although was significant. Effective texture and slope were weak but 

significant explanatory variables and hence were selected; while SOT, CF, aspect and slope 
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position were uncorrelated with SI. Lastly, HUM, ETEXT, DRN, ALTT, and SLOV were 

selected for further analysis.  

Table 3.4. Kendall’s rank correlation coefficient matrix between w. spruce SI and environmental 

variables. Bolded numbers indicate significance of relationship at p<0.05. Italicized numbers indicate 

coefficient of determination from quadratic regression (*exponential transformation). 

SI 0.23 0.26 0.26 0.25 0.31 0.34 0.09* 0.25 0.01 0.09 0.10 0.05 0.05 -0.01 -0.12 0.09 0.12 

DTW_0.5 0.89 0.80 0.78 0.72 0.69 -0.24 0.26 -0.17 -0.13 0.59 0.16 -0.11 0.13 -0.62 0.45 0.44 

 
DTW_1 0.87 0.84 0.77 0.72 -0.22 0.28 -0.17 -0.14 0.54 0.17 -0.10 0.13 -0.57 0.40 0.39 

  
DTW_2 0.96 0.88 0.82 -0.16 0.25 -0.14 -0.10 0.47 0.20 -0.15 0.14 -0.52 0.42 0.41 

   
DTW_4 0.90 0.83 -0.15 0.23 -0.13 -0.09 0.46 0.19 -0.14 0.14 -0.51 0.40 0.39 

    
DTW_6 0.93 -0.14 0.28 -0.09 -0.10 0.44 0.18 -0.13 0.13 -0.50 0.39 0.38 

     
DTW_10 -0.14 0.32 -0.07 -0.06 0.43 0.15 -0.10 0.13 -0.48 0.40 0.38 

      
FA -0.12 0.00 -0.03 -0.17 -0.40 0.25 -0.31 0.28 -0.33 -0.34 

       
ALT -0.21 -0.30 0.06 0.02 -0.06 -0.07 -0.19 0.12 0.15 

        
AI0 0.56 -0.26 -0.05 0.03 -0.02 0.25 -0.16 -0.14 

         
AI45 -0.17 -0.02 -0.01 0.01 0.17 -0.11 -0.07 

          
SLO 0.09 0.08 0.22 -0.82 0.51 0.51 

           
MCUR -0.65 0.55 -0.25 0.48 0.48 

            
PRCUR 0.23 0.17 -0.37 -0.37 

             
PLCUR -0.23 0.40 0.44 

              
TWI -0.59 -0.59 

               
SPI15 0.95 

                
SPI20 

SI -0.03 -0.01 -0.54 0.04 0.05 -0.28 0.18 0.12 0.26 -0.08 -0.16 0.10 0.05 
    

SOT -0.19 -0.21 0.07 0.09 0.32 0.45 0.49 0.02 0.14 -0.03 -0.51 -0.55 
    

 
CF 0.06 -0.26 -0.18 -0.19 -0.29 -0.45 0.11 -0.05 0.00 0.22 0.22 

    

  
HUM -0.11 -0.18 0.13 0.18 -0.34 -0.22 -0.03 0.21 0.07 0.06 

    

   
TEXT 0.63 0.08 0.12 0.11 0.03 -0.13 -0.22 -0.02 0.01 

    

    
ETEXT 0.35 0.33 0.38 -0.35 -0.04 -0.18 -0.15 -0.25 

    

     
DRN 0.84 0.34 -0.46 0.19 0.25 -0.36 -0.58 

    

      
SMR 0.49 -0.39 0.17 0.15 -0.48 -0.68 

    

       
SNR -0.20 0.17 0.02 -0.46 -0.49 

    

        
ALTT -0.19 -0.25 0.19 0.28 

    

         
AI0K 0.56 -0.25 -0.17 

    

          
AI45K -0.15 -0.07 

    

           
SLOV 0.40 

    

            
SP 
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3.3. Depth-To-Water (DTW) index selection 

In order to select optimal DTW for modeling SI, six different Flow Initiation Areas (0.5, 1, 2, 4, 

6, and 10 ha) were tested using two statistical methods for the three investigated species. GAM 

models were fit with an upper limit of 3 degrees of freedom for aspen and spruce, and 4 for pine. 

Absolute and relative goodness-of-fit measures were applied in selection of the best model for 

each species and statistical technique (Table 3.5). All selected models passed validation 

graphically based on residual and actual vs. fitted plots (Figure 3.12) and using the Shapiro-Wilk 

test on residuals (p>0.05).  

Table 3.5. Fit statistics for SI models based on DTW calculated at six different WAM's Flow Initiation 

Area (FIA) by species. Models were fitted using Generalized Additive Models (GAM) and Linear 

Regression (LR) approaches. Abbreviations: edf - effective degrees of freedom;RMSE - root mean 

squared error; R
2
 - coefficient of determination (deviance explained); AIC - Akaike information criteria; 

Significance codes - *** p<0.001, ** p<0.01, * p<0.05, n.s. p>0.05. The best models are shown in bold. 

FIA edf RMSE 

(m) 

R
2
 AIC Differences RMSE 

(m) 

R
2
 AIC Model 

significance 

Aspen 
   

Fit: GAM (3 edf max)  Fit: LR (DTW no transf.) 

0.5 ha 1.56*** 2.17 0.38 433.0  2.18 0.38 432.9 *** 

1 ha 2.75*** 2.08 0.44 427.0 >* 2.16 0.39 430.8 *** 

2 ha 1.53*** 2.25 0.34 439.4  2.25 0.34 438.5 *** 

4 ha 1.90*** 2.33 0.29 447.4  2.33 0.29 445.7 *** 

6 ha 1.98*** 2.32 0.30 446.6  2.34 0.28 446.4 *** 

10 ha 2.58*** 2.28 0.32 443.9  2.34 0.28 446.6 *** 

L. pine 
      

Fit: GAM (4 edf max)  Fit: LR (DTW log transf.) 

0.5 ha 3.87*** 2.12 0.50 228.6  2.00 0.55 216.9 *** 

1 ha 3.90*** 1.94 0.58 219.8  1.84 0.62 209.1 *** 

2 ha 3.90*** 1.90 0.60 218.0 n.s. 1.81 0.63 207.2 *** 

4 ha 3.86*** 1.98 0.56 222.2  1.86 0.61 209.8 *** 

6 ha 3.87*** 1.95 0.57 220.6  1.83 0.63 208.2 *** 

10 ha 3.89*** 2.00 0.55 222.8  1.90 0.60 212.2 *** 

W.spruce 
      

Fit: GAM (3 edf max)  Fit: LR (DTW log transf.) 

0.5 ha 1.32
n.s.

 2.50 0.10 216.8  2.40 0.17 212.5 ** 

1 ha 1.60* 2.39 0.18 213.5  2.33 0.22 209.8 ** 

2 ha 1.24
n.s.

 2.45 0.14 214.7  2.33 0.22 210.0 ** 

4 ha 1.22
n.s.

 2.47 0.13 215.4  2.35 0.20 210.7 ** 

6 ha 1.10* 2.37 0.19 211.7  2.30 0.24 208.6 *** 

10 ha 2.58** 2.26 0.26 210.3 n.s. 2.25 0.27 206.5 *** 
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Aspen SI models had the highest R
2
 and lowest AIC when DTW was calculated using 1 ha FIA 

threshold (Table 3.5). Comparing fit statistics for different values of FIA a similar pattern can be 

noticed with both GAM and LR. Model performance peaked at 1 ha FIA, declined slightly at 0.5 

ha, and declined rapidly to 4 ha, while no significant changes occurred with FIA above 4 ha. The 

GAM 10 ha model had slightly improved performance due to inflated degree of smoothness. A 

chi-square test confirmed that GAM outperformed the LM model with 1 ha flow initiation area. 

In addition, GAM provided a fit that was more ecologically plausible than the linearly declining 

fit (Figures 3.10-3.11). The non-linear trend in GAM model peaks at around 1.95 m DTW_1 

with SI of 22.2 m. Log transformation of SI yielded R-squared values for both methods to 0.48 

of GAM and 0.43 for LR, however all comparisons and trends remained fairly similar. 

Pine SI prediction models using DTW calculated at a 2 ha FIA worked best for both GAM 

(R
2
=0.60) and LR (R

2
=0.63) models, with no significant difference between these two models 

(Table 3.5). Similarly, the strength of the relationship for other FIAs was almost identical for 

both methods. Despite the weaker models based on 0.5 ha FIA threshold area, within the range 

 

Figure 3.10. Relationship between SI and selected DTW index fitted linear function for aspen and 

logarithmic function for pine and spruce. DTW is calculated at FIA of 1 ha for aspen, 2 ha for pine, and 

10 ha for spruce. 
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Figure 3.11. Response curves (GAM method) to selected DTW index for each species. The y-axis shows 

effect on SI with values centered on zero. "Rug" lines along x-axis show covariate values, dots represent 

residuals. Shading shows confidence bands (±2 se) of the estimates. 
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from 1 ha to 10 ha fluctuations in model performance were non-significant. A non-linear 

relationship between SI and DTW was evident. Therefore, logarithmic transformation applied on 

DTW prior to LR analysis, and with a maximum possible edf of 4  resulted in a better fit for the 

cubic regression spline in GAM analysis. Hence both approaches exhibited, to some extent, 

similar results (Figures 3.10-3.11). In the GAM model a steep positive slope occurred up to 0.6 

m DTW_2 reaching a plateau at 15.6 m SI, then gradual increases between 0.9 to 4 m DTW_2 

and then levelling-off at around 18.0 m. The logarithmic fit demonstrated a progressive decrease 

in slope reaching SI 12.4 m at 0.1 m DTW_2, with SI 14.8 m at 0.5 m DTW_2, SI 15.8 m at 1 m 

DTW_2, SI 16.8 m at 2 m DTW_2, and a SI of 18.8 m at the end of the range. Log transforming 

SI resulted in an R-squared to 0.62 for the GAM model and 0.69 for the LR model based on 

DTW_2.  

Spruce SI was found to be best estimated using DTW at the largest tested catchment area of 10 

ha (Table 3.5). DTW_10 accounted for 27% and 26% of variation in SI based on a LR, with log 

transformation of DTW, and GAM respectively, and were not statistically different. Outputs 

from GAM SI models based on DTW_0.5, DTW_2, and DTW_4 were unreliable due to non-

significant parameters. Comparison of fit statistics for different FIAs suggest model 

improvement with increasing FIA. However, both fitted curves (LR and GAM) showed a 

positive relationship but with different patterns (Figures 3.10-3.11). The GAM SI model sharply 

increased up to 2 m DTW_10, then remained constant at about 17.8 m SI, and then gradually 

increased after 5 m DTW_10. The positive logarithmic shape of the SI curve indicates a gradual 

change in slope, with the rise in SI being rapid from 14 to 17 m for DTW_10 up to 1 m, then a 

slower rise of 1 m SI at DTW_10 between 1-3 m, reaching 19 m SI at 11 m DTW_10. 

Evaluation of both modeling approaches suggested that resulting models showed very similar 

results and confirmed the strength and nature of relationships between SI and DTW. Also, both 

methods provided similar inference for each species in terms of predictive capacity of DTW with 

different FIA. Firstly, a decline could be noticed from 1 ha to 0.5 ha FIA for all species 

suggesting that 0.5 ha FIA is unnecessarily small. Secondly, R
2
 from 1 ha to 10 ha FIA exhibited 

different trends for each species. For aspen SI the smaller FIA worked better, for spruce the 

largest FIA worked best, while pine seems insensitive to changes in size of the FIA.  
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Figure 3.12. Scatterplots of residuals vs. predicted SI values and measured vs. predicted SI values with 

1:1 line (red color) by species and statistical method of SI models based on selected DTW index. 



61 

 

3.4.  Modeling Site Index variation 

Species-specific Site Index models were developed by applying four different statistical 

methods. In addition, models were built from three different data sources: (1) remotely sensed  

variables (RS), (2) only WAM variables, (3) ground-based measured variables (GB). Backward 

variable selection, maximizing variance explained and/or minimizing BIC and RMSE, was 

employed to select optimal models for each of statistical approaches and data sources. For 

covariates selected to be considered in modeling refer to section 3.2. and 3.3. Assumptions of 

homoscedasticity and normality of residuals were evaluated visually on graphs and using the 

Shapiro-Wilk test (p>0.05) for each selected model. No collinearity issues between variables in 

selected MLR and GAM models were observed with VIF<5 for each covariate. 

3.4.1.  Trembling aspen 

Multiple Linear Regression 

Selected optimal models predicting SI from different data sources are presented in Table 3.6. The 

FA was linearized using a log function. Among remotely sensed variables only SPI20 could not 

be fitted in the model with significant (p<0.05) slope parameter and was dropped, subsequently 

models with the best possible combination of independent variables for particular numbers of 

variables were examined (Figure 3.13). Ecologically plausible interactions were tested but they 

were either not significant or did not improve model performance. The final SI prediction model 

(p<0.001; RMSE=1.63 m; adj.R
2
=0.64) developed from remotely sensed data included five 

variables which were all highly significant and with biologically plausible behaviour. Aspen 

productivity was highest at low DTW values, high FA, lower altitude, northeast aspect, and low 

surface curvature. According to partial R
2
 DTW was the most important variable in explaining SI 

variation, then aspect and curvature, while FA and altitude were weaker predictors. The model 

that contained just WAM variables (Figure 3.14) also had significant fit with RMSE=1.91 m and 

adj.R
2
=0.51. Log transformation of SI improved on the amount of variance explained for both 

RS (adj.R
2
=0.66) and WAM (adj.R

2
=0.54) models. 
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Figure 3.13. Decision support plots for aspen MLR model selection based on adj.R
2
 and BIC statistics; 

A) remotely sensed variables, B) ground-based measured variables. Adj.R
2
 and BIC are given for the best 

fitted model for particular number of variables included. Dotted line indicates selected model. Dashed line 

means that model (and all models to the right) includes at least one non significant variable. 

Soil properties (CF, HUM, ETEXT, SMR) provided unreliable (p>0.05) parameters in the SI 

model, only SNR was retained in the final model but accounted relatively little for SI variation 

compared to topographic indices. Although SMR had the strongest bivariate correlation with SI, 

it was dropped in modeling due to high correlation with SP (r=-0.61). SP was transformed using 

a second order polynomial function. The best fitted model, according to adj.R
2
 and BIC statistics 

(Figure 3.13), contained SNR, ALTT, AI45K, SLOV, and SP (p<0.001; RMSE=1.59 m; 

adj.R
2
=0.65), with the fit statistics being almost identical to RS model. Rich soil nutrient regime, 

lower altitude, northeast aspect, no inclination, and lower slope to level topographic position 

were associated with very productive aspen stands. Variable importance measured by partial R
2
 

showed slope and slope position as stronger predictors. The GB model yielded slightly better 

results (adj.R
2
=0.66) when SI was log transformed. 
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Table 3.6. Selected MLR SI prediction models for aspen using remotely sensed variables (RS model), 

using WAM variables (WAM model), and using ground-based measured variables (GB model). 

Model 
RMSE 

(m) 
Adj. R

2
 p-value 

RS 
SI=34.544-0.136* DTW_1+0.407*log(FA)-0.015*ALT- 

-0.014*AI45-1.243*PLCUR 
1.63 0.64 <0.001 

WAM SI=19.682-0.207*DTW_1+0.794*log(FA) 1.91 0.51 <0.001 

GB 
SI=33.612+1.145*SNR-0.021*ALTT-0.010*AI45K- 

-0.062*SLOV+1.932*SP-0.302*SP
2
 

1.59 0.65 <0.001 

 

Figure 3.14. Selected aspen SI prediction models based on WAM variables using MLR method (left plot) 

and GAM method (right plot). For model description refer to Table 3.6 and Table 3.7. 

Generalized Additive Models 

The SI models selected as optimal for each data source are given in Table 3.7. ALT, PLCUR and 

SLO were fitted as linear terms, and DTW_1, AI45 and SPI20 applied as smooth parameters 

with max 3 edf (the number of knots in the splines), while FA was used untransformed and 

allowed a max 4 edf to capture the nonlinearity. However, after excluding non-significant 

parameters, the best selected model (RMSE=1.54 m; adj.R
2
=0.66) had four included variables 

(Figure 3.15). Partial response curves for each variable were as expected in terms of aspen 

ecology (Figure 3.16). Aspect had a negative linear relationship with SI from NE to SW, DTW_1 

peaked at around 3 m and decreased with excess moisture or moisture deficit and levelled-off at 

higher than 30 m values, FA had positive and logarithmic curve shape with a slight decrease at 

high values, and SI declined on midslope and upper sites. DTW_1 was the dominant covariate in 
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explaining SI variation in terms of relative variable importance. The WAM model (Figure 3.14) 

also provided strong and significant parameters for explaining aspen SI (RMSE=1.70 m; 

adj.R
2
=0.60). When the log function was applied to SI in selected models adj.R

2
 shifted to 0.69 

and 0.63 for RS and GAM models, respectively. 

 

Figure 3.15. Decision support plots for aspen GAM model selection based on R
2
 and BIC statistics; A) 

remotely sensed variables, B) ground-based measured variables. R
2
 and BIC are given for the best fitted 

model for particular number of variables included. Dotted line indicates selected model. Dashed line 

means that model (and all models to the right) includes at least one non significant variable. 

Similarly to the MLR model, all soil variables, except SNR, appeared as nonsignificant in the 

GAM model. The SI GAM model developed from ground-based measured variables 

(RMSE=1.59 m; adj.R
2
=0.65) included the same variables and accounted the same amount of 

variation as the MLR model. The form of relationship for all fitted variables was also fairly 

similar to that in the MLR model. Non-linear behaviour of slope and slope position are shown in 

the Figure 3.16 SI log transformation resulted in only a small change in variance explained 

(adj.R
2
=0.66). 
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Table 3.7. Selected GAM SI prediction models for aspen using remotely sensed variables (RS model), 

using WAM variables (WAM model), and using ground-based measured variables (GB model). 

Model 
 RMSE 

(m) 
Adj. R

2
 

RS 

SI=β0+f1(DTW_1)+f2(FA)+β1AI45+f3(SPI20)+ɛ 1.54 0.66 

Parametric coefficients (β):  Smooth terms (f): 

 Estimate (± SE)  edf 

Intercept  21.995 (±0.408)*** DTW_1 2.884*** 

AI45 -0.012  (±0.004)** FA 2.822* 

  SPI20 1.881*** 

WAM 

SI=β0+f1(DTW_1)+f2(log(FA)) +ɛ 1.70 0.60 

Parametric coefficients (β):  Smooth terms (f): 

Intercept 20.972 (±0.179)*** DTW_1 2.838*** 

  log(FA) 2.048*** 

GB 

SI=β0+ β1SNR+ β2ALTT+ β3AI45K+f1(SLOV)+f2(SP) +ɛ 1.59 0.65 

Parametric coefficients (β):  Smooth terms (f): 

Intercept 35.857 (±4.257)*** SLOV 1.730*** 

SNR 1.171  (±0.317)*** SP 2.120*** 

ALTT -0.022 (±0.005)***   

AI45K -0.010 (±0.003)**   

 

 

Figure 3.16. Partial response curves of aspen SI to selected smooth terms in RS (upper plots) and GB 

(bottom plots) models from Table 3.6. The y-axis shows effect on SI with values centered on zero, with 

label indicating smooth term and resulting edf. "Rug" lines along x-axis indicating covariate values, dots 

represent residuals. Shading shows confidence bands (±2 se) of the estimates. 
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Regression Trees 

The RT models were optimized by pruning the trees to number of splits determined as 

maximizing the variance explained after applying cross-validation (Figure 3.17), and are 

presented in Table 3.8 and Figure 3.18. The final RS model (RMSE=1.47 m; adj.R
2
=0.70) used 

five variables in modeling SI variation. The primary split (R
2
=0.47), introducing the most 

important variable in the model, was based on DTW_1 with the threshold of 10.9 m indicating 

lower productive sites at higher DTW values, and vice versa. The model predicts the lowest 

productivity of SI of 15 m at plots with high DTW and low FA (FA<13), while the most 

productive sites (23.7 m SI) were found at plots with low DTW, PLCUR<0.5, and lower altitude. 

Remaining terminal nodes predict intermediate SI classes using DTW_1 and one or two of other 

variables (FA, PLCUR, SLO, ALT), but with uneven class distribution across SI range. The 

WAM model had the same primary split and left part of the tree as the RS model and explained 

just slightly less variation (RMSE=1.55 m; adj.R
2
=0.68) than the RS model. This is probably due 

to WAM variables being strongly correlated with other RS variables. 

 

Figure 3.17. Decision support plots for determining the pruning RT for aspen: A) remotely sensed 

variables, B) ground-based measured variables. Solid line plots the variation explained (R-squared) by the 

split in the model. Dashed line plots variation explained (R-squared) by the split from cross-validation 

(CV). Dotted line indicates the point of pruning (No of splits left) to optimal RT based on maximizing CV 

R-squared. 

Aspen SI for the GB model (RMSE=1.65 m; adj.R
2
=0.63) includes four topographic variables. 

Splits based on soil variables were pruned out because they resulted in overfitting the model. 

Slope value of 37% defined the primary split explaining the largest amount of variation in SI 

(38%). In addition, alteration of slope position, altitude and aspect explained seven SI classes 
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predicted in terminal nodes. SI was highest (23.4 m) in cases when slope was lower than 37%, 

slope position was not crest, and altitude was lower than 770 m, while SI was lowest (15.6 m) on 

slopes steeper than 51.5%.  

Table 3.8. Fit statistics and models rules in explaining aspen SI for selected RT models using remotely 

sensed variables (RS model), using WAM variables (WAM model), and using ground-based measured 

variables (GB model). The Terminal node numbering refers to corresponding models in Figure 3.18. 

Model 
RMSE 

(m) 
Adj.R

2
 

Terminal 

node 

Number 

of obs. 
Node rules 

Predict 

SI (m) 

RS 

1.47 0.70  97   

  Node 3 8 (DTW_1≥10.9) and (FA<12.9) 14.97 

  Node 4 5 (DTW_1≥10.9) and (FA≥12.9) 18.02 

  Node 7 11 
(DTW_1<10.9) and (PLCUR≥0.5) and 

(SLO≥17.7) 
18.82 

  Node 8 13 
(DTW_1<10.9) and (PLCUR≥0.5) and 

(SLO<17.7) 
21.09 

  Node 10 47 
(DTW_1<10.9) and (PLCUR<0.5) and 

(ALT≥774.1) 
22.02 

  Node 11 13 
(DTW_1<10.9) and (PLCUR<0.5) and 

(ALT<774.1) 
23.73 

WAM 

1.55 0.68  97   

  Node 3 8 (DTW_1≥10.9) and (FA<12.9) 14.97 

  Node 4 5 (DTW_1≥10.9) and (FA≥12.9) 18.02 

  Node 7 11 DTW_1<10.9) and (FA<16) and (DTW_1≥5.2) 18.82 

  Node 8 13 DTW_1<10.9) and (FA<16) and (DTW_1<5.2) 21.23 

  Node 9 60 DTW_1<10.9) and (FA≥16) 22.68 

GB 

1.65 0.63  97   

  Node 3 8 (SLOV≥51.5) 15.59 

  Node 4 5 (37≤SLOV<51.5) 18.24 

  Node 7 12 (SLOV<37) and (SP≥5.5) and (ALTT≥771.6)  18.79 

  Node 11 20 
(SLOV<37) and (SP<5.5) and (ALTT≥770.1) 

and (AI45K≥107.5) 
20.87 

  Node 8 5 (SLOV<37) and (SP≥5.5) and (ALTT<771.6) 22.22 

  Node 12 31 
(SLOV<37) and (SP<5.5) and (ALTT≥770.1) 

and (AI45K<107.5) 
22.27 

  Node 13 16 (SLOV<37) and (SP<5.5) and (ALTT<770.1) 23.38 

 



68 

 

 

 
Figure 3.18. Aspen SI Regression Tree models; A) remotely sensed variables (RS model), B) only WAM 

variables (WAM model), C) ground-based measured variables (GB model). 
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Random Forest 

Aspen SI models were fitted for both datasets, remotely sensed and ground-based, including all 

potential predictors with measures of importance computed for each variable in the "full" model 

(Figure 3.19). Optimal models were chosen by backward selection maximizing R
2
 and 

minimizing RMSE (Figure 3.20). 

 
Figure 3.19. Variable importance plots for aspen SI Random Forest models built with all potential 

explanatory variables; A) remotely sensed variables, B) ground-based measured variables. %IncMSE - 

variable importance measure indicating average percent change in the mean square error when the 

particular variable is permuted while all others are retained unchanged. Important variables should cause 

relatively large %IncMSE. 

Basic fit statistics (adj.R
2
 and RMSE) and variable importance for resulting optimal SI models 

for each of the data sources are shown in Table 3.9. The RS model (RMSE=1.74 m; adj.R
2
=0.59) 

consisted of DTW_1, FA and SPI20 with the general trends of partial effects on SI being similar 

to the fit of the same variables in the aspen GAM model (Figure 3.21). DTW appeared as the 

most influential variable in the model. The WAM model accounted for slightly less variation in 

SI (RMSE=1.82 m; adj.R
2
=0.56) with regard to RS model. Finally, the GB model (RMSE=1.83 

m; adj.R
2
=0.55) included three topographic indices, and SMR as the best variables for explaining 

SI variation. Trends in the partial effects of topographic variables on SI were plausible and 

consistent with the fits obtained using other methods. SMR was positively related with SI 

reaching maximum under a subhygric soil moisture regime. 
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Figure 3.20. Decision support plots based on R
2
 and RMSE for selected SI models from remotely sensed 

variables (plots A and B) and ground-based measured variables (plots C and D). R
2
 and RMSE are given 

for the best fitted model for particular number of variables included. Dotted line indicates selected model 

(black color - for aspen, pine and RS spruce; red color for GB spruce). 

Table 3.9. Fit statistics and variable importance for selected RF models explaining aspen SI based on 

remotely sensed variables (RS model), WAM variables (WAM model), and ground-based measured 

variables (GB model). Adj.R
2
 - calculated using "pseudo R

2
" (validation samples); %IncMSE - variable 

importance measure indicating average percent change in the mean square error when the particular 

variable is permuted while all others are retained unchanged. 

 RS  WAM  GB 

 Variable %IncMSE  Variable %IncMSE  Variable %IncMSE 

 DTW_1 65.9  DTW_1 95.1  SMR 51.1 

 FA 51.9  FA 70.8  SLOV 46.9 

 SPI20 56.1     ALTT 45.2 

       SP 42.0 

Adj.R
2
 0.59  0.56  0.55 

RMSE (m) 1.74  1.82  1.83 
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Figure 3.21. Partial dependence plots showing effect of selected variables on aspen SI in RS (upper plots) 

and GB (bottom plots) models. Hush marks at the bottom of the plot show the deciles of the variable. 

3.4.2.  Lodgepole pine 

Multiple Linear Regression 

The best MLR SI models for pine were selected based on significance of variables included and 

model performance measures (Figure 3.22 and Table 3.10). Necessary transformations on 

DTW_2, FA and SLO were applied prior to model fitting. The RS model with only two 

explanatory variables, including DTW_2 and one of FA, AI0 or ALT, were significant (p<0.05). 

No significant interactions were found. The selected RS model (p<0.001; RMSE=1.54 m; 

adj.R
2
=0.72) showed a sharp decline in SI as DTW_2 decreases from 2 to 0 m, and relatively 

lower influence of altitude with negative linear response in SI (Figure 3.23). The WAM model 

(Figure 3.23) explained slightly less variance (p<0.001; RMSE=1.73 m; adj.R
2
=0.65) than the 

RS model, with a similar strong effect of DTW_2 and marginal effect of FA. Altitude, slope 

position and SNR were selected predictors in the optimal GB model (p<0.001; RMSE=1.69 m; 

adj.R
2
=0.66), while aspect, slope and humus form provided unreliable (p>0.05) parameter 

estimates. Pine productivity declined on poor nutrient sites, lower altitude, and lower (lower 

slope, level and depression) topographic positions. Applying logarithmic transformation on SI 

resulted in notable improvements for both the RS (adj.R
2
=0.77) and WAM (adj.R

2
=0.71) 

models. 
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Figure 3.22. Decision support plots for pine MLR model selection based on adj.R
2
 and BIC statistics; A) 

remotely sensed variables, B) ground-based measured variables. Adj.R
2
 and BIC are given for the best 

fitted model for particular number of variables included. Dotted line indicates selected model. Dashed line 

means that model (and all models to the right) includes at least one non significant variable. 

 

 

Table 3.10. Selected MLR SI prediction models for pine using remotely sensed variables (RS model), 

using WAM variables (WAM model), and using ground-based measured variables (GB model). 

Model 
RMSE 

(m) 
Adj. R

2
 p-value 

RS SI=34.375+1.398*log(DTW_2)-0.022*ALT 1.54 0.72 <0.001 

WAM SI=16.817+1.336*log(DTW_2)-0.366*log(FA) 1.73 0.65 <0.001 

GB SI=24.860+2.525*SNR-0.025*ALTT +3.096*log(SP) 1.69 0.66 <0.001 
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Figure 3.23. Selected pine SI prediction models based on RS variables using MLR method (upper left 

plot), WAM variables using MLR method (upper right plot), RS variables using GAM method (bottom 

left plot), and WAM variables using GAM method (bottom right plot). For model description refer to 

Table 3.10 and Table 3.11. 

Generalized Additive Models 

All selected models were developed using the same variables as in selected MLR models for all 

data sources (Table 3.11). The edf was limited to 4 for DTW_2 to properly detect nonlinearity, 

while for FA a cubic smooth function could not capture the strong nonlinear trend and therefore 

FA was used in a log transformed parametric term. The optimal RS model (RMSE=1.59 m; 

adj.R
2
=0.69) was built from a smooth function based on DTW_2 and ALT as linear term. 

Although fit statistics suggested the best RS model included DTW_2, FA and ALT (Figure 

3.24), it was not accepted since ALT could be fitted only as nonlinear and was implausible. The 

WAM variables also provided strong and significant relationships with SI (RMSE=1.80 m; 

adj.R
2
=0.60). However, in both GAM models (RS and WAM; Figure 3.24.) DTW_2 smooth fit  
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Figure 3.24. Decision support plots for pine GAM model selection based on R
2
 and BIC statistics; A) 

remotely sensed variables, B) ground-based measured variables. R
2
 and BIC are given for the best fitted 

model for particular number of variables included. Dotted line indicates selected model. Dashed line 

means that model (and all models to the right) includes at least one non significant variable. 

Table 3.11. Selected GAM SI prediction models for pine using remotely sensed variables (RS model), 

using WAM variables (WAM model), and using ground-based measured variables (GB model). 

Model 
 RMSE 

(m) 
Adj. R

2
 

RS 

SI=β0+f1(DTW_2)+β1(ALT)+ɛ 1.59 0.69 

Parametric coefficients (β):  Smooth terms (f): 

 Estimate (± SE)  edf 

Intercept  36.325 (±4.854)*** DTW_2 3.904*** 

ALT -0.025(±0.006)***   

WAM 

SI=β0+f1(DTW_2)+β1log(FA)+ɛ 1.80 0.60 

Parametric coefficients (β):  Smooth terms (f): 

Intercept 16.292 (±0.643)*** DTW_2 3.855*** 

log(FA) -1.030(±0.441)*   

GB 

SI=β0+ f1(SNR)+f2(ALTT)+f3(SP)  +ɛ 1.68 0.66 

Parametric coefficients (β):  Smooth terms (f): 

Intercept 37.207 (±4.980)*** SNR 1.284*** 

ALTT -0.027(±0.006)*** SP 1.833*** 
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resulted with around 3.9 edf and provided a pattern with SI levelling off at 0.5-1 m DTW. 

Decreasing smoothness to max 3 edf provided straighter but weaker fit for RS (adj.R
2
=0.64) and 

WAM (adj.R
2
=0.56) models. The selected GB model included the same variables as the MLR. 

Smoothness applied to SNR and slope position did not improve overall model performance 

(RMSE=1.68 m; adj.R
2
=0.66) compared to MLR, and did not differ in terms of covariate 

behaviour in the model (Figure 3.25). Relative variable importance was higher for SNR than for 

the other two variables. Log transformation of SI had a negligible effect on results for RS 

(adj.R
2
=0.70), WAM (adj.R

2
=0.62) and GB (adj.R

2
=0.68) models. 

 

Figure 3.25. Partial response curves of pine SI to selected smooth terms in GB model from Table 3.10. 

The y-axis shows effect on SI with values centered on zero, with label indicating smooth term and 

resulting edf. "Rug" lines along x-axis indicating covariate values, dots represent residuals. Shading 

shows confidence bands (±2 se) of the estimates. 

Regression Trees 

Pine SI models developed using the RT method also included the same variables and showed 

similar strength and form of relationships (Table 3.12) as the previous methods. The RS model 

resulting from the pruning process (Figure 3.26) accounted for 73% of variation in SI with an 

RMSE of 1.5 m and was based on DTW_2 and ALT in three splits (Figure 3.27). DTW_2 value 

of 0.1 m divided the dataset contributing to majority of explained variation and predicting low 

productive pine sites of 8.4 m SI at DTW_2<0.1. With two additional splits a total of four SI 

classes were predicted. The WAM model (RMSE=1.77 m; adj.R
2
=0.65) was a single variable 

model which used DTW_2 with thresholds of 0.1 and 1.1 m to estimate low productivity (8.4 m 

SI), intermediate (14.8 m SI) and high productivity (17.1 m SI) for pine. For ground-based 

variables, the optimal model (RMSE=1.71 m; adj.R
2
=0.66) indicated that the most productive 
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sites were on medium and rich soils (SNR>2.5), and the least productive sites were on poor soils, 

lower slopes, levels and depressions (SP<4.5), and at lower altitude (Figure 3.27). The primary 

split in the GB model was created by SNR, with SNR explaining about half of the variance 

explained by the model and emphasizing the importance of SNR as the only soil variable 

selected. 

 

Figure 3.26. Decision support plots for determining the pruning RT for lodgepole pine; A) remotely 

sensed variables, B) ground-based measured variables. Solid line plots the variation explained (R-

squared) by the split in the model. Dashed line plots variation explained (R-squared) by the split from 

cross-validation (CV). Dotted line indicates the point of pruning (No of splits left) to optimal RT based on 

maximizing CV R-squared. 

Table 3.12. Fit statistics and models rules in explaining pine SI for selected RT models using remotely 

sensed variables (RS model), using WAM variables (WAM model), and using ground-based measured 

variables (GB model). The Terminal node numbering refers to corresponding models in Figure 3.27. 

Model 
RMSE 

(m) 
Adj.R

2
 

Terminal 

node 

Number 

of obs. 
Node rules 

Predict 

SI (m) 

RS 

1.52 0.73  50   

  Node 2 5 (DTW_2<0.1) 8.42 

  Node 5 13 (0.1≤DTW_2<0.8)and (ALT≥805.4) 13.43 

  Node 6 10 (0.1≤DTW_2<0.8)and (ALT<805.4) 16.01 

  Node 7 22 (DTW_2≥0.8) 16.81 

WAM 

1.77 0.65  50   

  Node 2 5 (DTW_2<0.1) 8.42 

  Node 4 23 (0.1≤DTW_2<1.1)  14.80 

  Node 5 13 (DTW_2≥1.1)  17.06 

GB 

1.71 0.66  50   

  Node 4 11 (SNR<2.5) and (SP<4.5) and (ALTT≥817.2) 10.46 

  Node 5 5 (SNR<2.5) and (SP<4.5) and (ALTT<817.2) 14.96 

  Node 6 10 (SNR<2.5) and (SP≥4.5)  15.54 

  Node 7 24 (SNR≥2.5) 16.73 
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Figure 3.27. Pine SI Regression Tree models; A) remotely sensed variables (RS model), B) only WAM 

variables (WAM model), C) ground-based measured variables (GB model). 
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RandomForest 

Variable importance for models that included all possible predictors are presented for each data 

source in Figure 3.28. Selected models optimized in terms of number of variables and R
2
 are 

shown in the Table 3.13. In addition to the variables selected by other methods, slope appeared 

in both RS and GB final models. The final RS model, which included three variables, and the GB 

model, which included four variables, had similar amounts of variance explained (adj.R
2
=0.63-

0.64). However, the WAM model provided weaker results (RMSE=2.26 m; adj.R
2
=0.42). This 

may be because FA is included in the model but it showed as the least important variable (Figure 

3.28). While the RF method works in the way that at each split it randomly selects variables to 

evaluate to make a split, in this case it randomly selects one variable (mtry=1) because there are 

only two variables in the model, hence FA is often chosen for splitting even though it is not a 

good predictor. All partial response curves confirmed plausibility and consistency with other 

methods (Figure 3.29). Moreover, DTW_2 among remotely sensed variables and SNR among 

ground-based variables were found to be the best predictors of pine SI as shown earlier for other 

statistical methods. 

 
Figure 3.28. Variable importance plots for pine SI Random Forest models built with all potential 

explanatory variables; A) remotely sensed variables, B) ground-based measured variables. %IncMSE - 

variable importance measure indicating average percent change in the mean square error when the 

particular variable is permuted while all others are retained unchanged. Important variables should cause 

relatively large %IncMSE. 
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Table 3.13. Fit statistics and variable importance for selected RF models explaining pine SI based on 

remotely sensed variables (RS model), WAM variables (WAM model), and ground-based measured 

variables (GB model). Adj.R
2
 - calculated using "pseudo R

2
" (validation samples); %IncMSE - variable 

importance measure indicating average percent change in the mean square error when the particular 

variable is permuted while all others are retained unchanged. 

 RS  WAM  GB 

 Variable %IncMSE  Variable %IncMSE  Variable %IncMSE 

 DTW_2 49.8  DTW_2 58.6  SNR 47.3 

 ALT 42.1  FA 13.4  ALTT 41.2 

 SLO 37.8     SLOV 40.0 

       SP 29.2 

Adj.R
2
 0.63  0.42  0.64 

RMSE (m) 1.77  2.26  1.73 

 

 

Figure 3.29. Partial dependence plots showing effect of selected variables on pine SI in RS (upper plots) 

and GB (bottom plots) models. Hush marks at the bottom of the plot show the deciles of the variable. 

3.4.3.  White spruce 

Multiple Linear Regression 

Spruce SI models by data sources optimized in terms of model performance measures (Figure 

3.30) are presented in Table 3.14. Variables not fitting a linear relationship with SI were 

transformed. Including terms for interactions among variables did not improve model 

performance. Only three variables were found to be statistically important in both cases, RS 
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model (DTW_10, FA, ALT) and GB model (HUM, DRN, ETEXT). The selected RS model for 

WAM variables was highly significant (p<0.001; RMSE=2.01 m; adj.R
2
=0.39) with DTW_10 as 

the dominant covariate according to partial R-squared. DTW_10 had a positive logarithmic 

relationship with sharp decline in SI with excess moisture within 1 m DTW_10, while FA was 

fitted as an inverse exponential function and indicated an increase in SI with increasing FA and 

asymptote at high values of FA (Figure 3.31). The final GB model (p<0.001; RMSE=1.84 m; 

adj.R
2
=0.49) included only soil variables. Topographic variables did not explain additional 

variation in spruce SI. The best site in terms of spruce height growth is associated with well-

drained soil and moder humus type, and the least productive site is very poorly drained with very 

thick (>40 cm) organic matter (peatymor humus form) (Figure 3.31).  

 

Figure 3.30. Decision support plots for spruce MLR model selection based on adj.R
2
 and BIC statistics; 

A) remotely sensed variables, B) ground-based measured variables. Adj.R
2
 and BIC are given for the best 

fitted model for particular number of variables included. Dotted line indicates selected model. Dashed line 

means that model (and all models to the right) includes at least one non significant variable. 
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Table 3.14. Selected MLR SI prediction models for spruce using remotely sensed variables (RS model), 

using WAM variables (WAM model), and using ground-based measured variables (GB model). 

Model 
RMSE 

(m) 
Adj. R

2
 p-value 

RS 

(WAM) 
SI=35.960+0.967*log(DTW_10)-18.185*exp(1/FA) 2.01 0.39 <0.001 

GB SI=26.088-5.763*log(HUM)-0.750*DRN 1.84 0.49 <0.001 

 

Figure 3.31. Selected spruce SI prediction models using MLR method (upper plots) and GAM method 

(bottom plots) based on RS (WAM) variables (left plots) and GB variables (right plots). For model 

description refer to Table 3.14 and Table 3.15. 
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Generalized Additive Models 

The best spruce biophysical SI GAM models are given in Table 3.15. Similar to the MLR 

method, the WAM variables and soil variables are the most important in spruce SI estimation. 

The decision support plot (Figure 3.32) suggested that the best model was the one including 

DTW, FA and ALT (RMSE=2.02 m; adj.R
2
=0.37) but since a positive altitude trend is not 

plausible, the model with DTW and FA (RMSE=2.06 m; adj.R
2
=0.34) was selected. In this 

model SI increases with increasing DTW_10,  but due to smoothness (edf=2.46) the curve slope 

changes. The selected GB model included HUM and DRN (RMSE=1.82 m; adj.R
2
=0.50), with a 

positive linear effect of DRN and a nonlinear relationship between HUM and SI.  

 

Figure 3.32. Decision support plots for spruce GAM model selection based on R
2
 and BIC statistics; A) 

remotely sensed variables, B) ground-based measured variables. R
2
 and BIC are given for the best fitted 

model for particular number of variables included. Dotted line indicates selected model. Dashed line 

means that model (and all models to the right) includes at least one non significant variable. 
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Table 3.15. Selected GAM SI prediction models for spruce using remotely sensed variables (RS model), 

using WAM variables (WAM model), and using ground-based measured variables (GB model). 

Model 
 RMSE 

(m) 
Adj. R

2
 

RS 

(WAM) 

SI=β0+f1(DTW_10)+ β1(exp(1/FA)) +ɛ 2.06 0.34 

Parametric coefficients (β):  Smooth terms (f): 

 Estimate (± SE)   

Intercept 36.015 (±6.228)*** DTW_10 2.464** 

exp(1/FA) -17.794 (±5.945)**   

GB 

SI=β0+f1(HUM)+β1DRN+ɛ 1.82 0.50 

Parametric coefficients (β):  Smooth terms (f): 

Intercept 20.579 (±1.051)*** HUM 1.557*** 

DRN -0.818  (±0.260)**   

Regression Trees 

Selected RT models for each data source are shown in Table 3.16 and Figure 3.34. The final RS 

model (RMSE=1.91 m; adj.R
2
=0.44) used ALT, DTW_10, and SPI20 with ALT as the primary 

split in the tree. The RS model was chosen based only on fitted R-squared because cross-

validation did not provide reasonable results (Figure 3.33). Failure of cross-validation suggested 

instability of the model and uncertainty of SI estimates. In addition, the RS model included ALT 

as an important explanatory variable which has an unexplained positive relationship with SI. 

Testing only WAM variables in the RT model yielded slightly better results (RMSE=1.90 m; 

adj.R
2
=0.46), with cross-validation confirming 4 splits as optimal but with the low cross-

validation R-squared value of 0.10 suggesting potential issue of over-fitting. The GB RT model 

was grown from HUM and DRN (RMSE=1.91 m; adj.R
2
=0.45) with an optimum of two splits 

proven by CV results (Figure 3.33). Good productivity (average 19.5 m SI) by spruce was 

achieved at sites with moder humus form, moderate productivity (average 16.8 m SI) with raw 

moder to peatymor humus and well to moderately-well drained soil, and low productivity 

(average 14.7 m SI) with raw moder to peatymor humus and imperfectly to very poorly drained 

soil. 
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Figure 3.33. Decision support plots for determining the pruning RT; A) remotely sensed variables, B) 

ground-based measured variables. Solid line plots the variation explained (R-squared) by the split in the 

model. Dashed line plots variation explained (R-squared) by the split from cross-validation (CV). Dotted 

line indicates the point of pruning (No of splits left) to optimal RT based on maximizing CV R-squared. 

Table 3.16. Fit statistics and models rules in explaining spruce SI for selected RT models using remotely 

sensed variables (RS model), using WAM variables (WAM model), and using ground-based measured 

variables (GB model). The Terminal node numbering refers to corresponding models in Figure 3.34. 

Model 
RMSE 

(m) 
Adj.R

2
 

Terminal 

node 

Number 

of obs. 
Node rules 

Predict 

SI (m) 

RS 

1.91 0.44  45   

  Node 3 5 (ALT<775.3) and (DTW_10<0.1) 13.92 

  Node 4 13 (ALT<775.3) and (DTW_10≥0.1) 16.58 

  Node 6 5 (ALT≥775.3) and (SPI20≥4.5)  16.42 

  Node 8 12 (ALT≥775.3) and (SPI20<4.5) and (ALT<829.6) 17.92 

  Node 9 10 (ALT≥775.3) and (SPI20<4.5) and (ALT≥829.6) 20.06 

WAM 

1.90 0.47  45   

  Node 2 6 (DTW_10<0.2)  14.25 

  Node 5 5 
(DTW_10≥0.2) and (DTW_10<7.6)and 

(FA<9.8) 
15.58 

  Node 7 17 
(DTW_10≥0.2) and (DTW_10<7.6)and 

(FA≥9.8)and (DTW_10<3) 
17.03 

  Node 8 10 
(DTW_10≥0.2) and (DTW_10<7.6)and 

(FA≥9.8)and (DTW_10≥3) 
19.00 

  Node 9 7 (DTW_10≥0.2) and (DTW_10≥7.6) 20.00 

GB 

1.91 0.46  45   

  Node 3 9 (HUM≥2.5) and (DRN≥4.5) 14.66 

  Node 4 19 (HUM≥2.5) and (DRN<4.5) 16.83 

  Node 5 17 (HUM<2.5) 19.49 
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Figure 3.34. Spruce SI Regression Tree models; A) remotely sensed variables (RS model), B) only 

WAM variables (WAM model), C) ground-based measured variables (GB model). 
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RandomForest 

Variable importance computed for all potential explanatory variables for both datasets, remotely 

sensed and ground-based, are presented in Figure 3.35. After excluding unimportant variables 

optimal models were  developed (Table 3.17). The RS model (RMSE=2.14 m; adj.R
2
=0.31) was 

based on DTW_10, FA and ALT with effects of each variable (Figure 3.36) on SI equivalent 

with behaviour of the same variables in other methods, however with the same issue relating to 

the impact of ALT. The WAM model provided apparently weaker results (RMSE=2.33 m; 

adj.R
2
=0.20) than all other selected spruce SI models. This may result from the RF cross-

validation method applied on the two-variable model with a weak predictor. Finally, the selected 

GB model (RMSE=2.03 m; adj.R
2
=0.39) contained the same predictors (HUM, DRN) with fairly 

analogous  PRC (Figure 3.36) as obtained from the other three modeling methods. 

 

Figure 3.35. Variable importance plots for spruce SI Random Forest models built with all potential 

explanatory variables; A) remotely sensed variables, B) ground-based measured variables. %IncMSE - 

variable importance measure indicating average percent change in the mean square error when the 

particular variable is permuted while all others are retained unchanged. Important variables should cause 

relatively large %IncMSE. 
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Table 3.17. Fit statistics and variable importance for selected RF models explaining spruce SI based on 

remotely sensed variables (RS model), WAM variables (WAM model), and ground-based measured 

variables (GB model). Adj.R
2
 - calculated using "pseudo R

2
" (validation samples); %IncMSE - variable 

importance measure indicating average percent change in the mean square error when the particular 

variable is permuted while all others are retained unchanged. 

 RS  WAM  GB 

 Variable %IncMSE  Variable %IncMSE  Variable %IncMSE 

 DTW_10 28.8  DTW_10 46.3  HUM 86.2 

 FA 19.2  FA 20.3  DRN 34.0 

 ALT 31.1       

Adj.R
2
 0.31  0.20  0.39 

RMSE (m) 2.14  2.33  2.03 

 

 

 

 

Figure 3.36. Partial dependence plots showing effect of selected variables on spruce SI in RS (upper 

plots) and GB (bottom plots) models. Hush marks at the bottom of the plot showing the deciles of the 

variable. 
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4. DISCUSSION 

4.1. Site Index variation and environmental variables 

Relationships between environmental factors and Site Index for three major tree species found in 

boreal forests of central Alberta were examined in this study. Significant relationships between 

SI and stand basal area were observed for aspen and pine, however, there were no significant 

relationship between SI and primary species BA proportion (Figure 3.1). An age trend for spruce 

SI indicates possible violation of assumptions for Site Index determination. This could be due to 

competition effects in young stands which are common for shade tolerant white spruce, or to a 

poor fit of the height age curves used for these particular stands. This has been noted as a 

potential issue in several other similar studies (Aertsen et al., 2012b; Albert and Schmidt, 2010; 

Anyomi et al., 2015, 2013) with changes in climate and fertility over time often being given as 

an explanation for this violation of the assumption of time independence for SI estimates. Due to 

apparent changes in forest productivity, including stand age in SI models has been suggested to 

account for environmental changes and focus examination on impacts of more constant site 

factors on productivity (Aertsen et al., 2012b). Additional problems arise as a result of all 

ecosites not being represented in the research area and with limited sampling at low and high 

values for most of variables. However, sampling for spruce was unbalanced and resulted in 

variable distributions that were skewed toward lower slopes and wetter sites producing unstable 

estimates in parts of ranges where the number of observations was small. In addition, restricted 

availability of appropriate spruce stands for sampling resulted in a lack of sample independence 

in some cases. While most results are biologically plausible, some relationships obtained in this 

study may result from productivity indicator chosen, quality of dataset, and ranges over which 

sampling was possible. 

Topographic variables, although considered as indirect biophysical factors, have often been 

utilized in forest growth and yield modeling since they are easy to measure. I evaluated 

relationships between soil properties and topography in order to confirm suitability of 

topographic attributes for explaining variation in Site Index. Strong correlations were found 

between soil properties and topography in this study area. SMR had the strongest association 

with topographic indices, but that may be a consequence of the nature of SMR with it being a 
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complex soil attribute determined based on soil texture, slope and slope position. Other moisture-

related soil variables (drainage, texture, content of course fragments) were also closely and 

plausibly related to topography. Weaker relationships, that were not always significant, were 

observed with nutrient availability related soil attributes (SNR, humus form, organic thickness), 

which is in line with findings of Oltean et al. (2016) in young aspen stands. This is likely 

associated with stand composition being correlated with soil nutrient status and humus layer 

characteristics. Humus and other biologically related soil properties are affected by stand history 

and consequently will vary spatially and temporally (Pinno et al., 2009). In summary, my 

findings are in line with findings reported by Little (2001) that forest floor thickness, clay-size 

particle content, and available water for plants increased from crest to toe in mixed aspen-spruce 

forests in the lower foothills of west-central Alberta. Similarly, results from a hillslope transect 

study in the Foothills Natural Region of Alberta indicate that similar soil attributes - moisture, 

drainage, texture, forest floor depth, as well as other physical and chemical soil properties, were 

controlled by topography (Murphy et al., 2011).  

The DTW index, although topographically derived and not representing the actual water table, 

was strongly related to moisture-based soil properties as has been demonstrated by other studies 

(Ågren et al., 2014; Hiltz et al., 2012; Murphy et al., 2011, 2009; Oltean et al., 2016). However, 

in my study flow accumulation appeared as the most important topographic index in relation to 

soil properties. FA represents upslope contributing area which drains to any particular point, and 

is associated with hydrological connectivity and water movement and associated pathways. 

Therefore, FA is expected to be related to moisture-based variables, soil texture and other 

physical properties, as well as to increased accumulation of organic matter on moister sites. In 

addition to FA, curvature and topographic position were variables important in explaining SNR 

and soil organic thickness. DTW, slope and TWI were significantly related to SMR but highly 

intercorrelated, and were therefore interchangeable. TWI was excluded from modeling SI in the 

first steps of variable selection because it was not as strongly correlated with SI as DTW and 

slope. DTW outperformed slope in all selected final models, consistent with results from other 

studies that found DTW to be a better predictor of soil and vegetation characteristics than TWI 

(Ågren et al., 2014; Murphy et al., 2011, 2009). On the other hand, aspect was not related to field 

determined soil attributes even though it is associated with temperature and solar radiation which 

influence stand productivity.  
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Results from correlation analysis support the hypothesis that topography controls physical soil 

properties and ecological factors in this lower foothills landscape. In addition, correlation of 

SMR with almost all remotely sensed topographic indices implies that good models can be 

developed for predicting SMR (see Appendix), as well as some other soil properties.   

 

Figure 4.1. Flow Initiation Area in relation to SI variation explain (linear regression) by DTW which is 

calculated based on associated FIA. 

Six different Flow Initiation Areas, from 0.5 ha to 10 ha, were tested in this study to determine 

the optimal FIA to use in predicting SI from DTW for each species. Divergence in the optimal 

FIA was found in literature in modeling different soil and vegetation characteristics using DTW 

(Ågren et al., 2014; Campbell et al., 2013; Murphy et al., 2011; Nijland et al., 2015; Oltean et al., 

2016). Relying on the assumption that water movement depends only on gravity and topography, 

FIA defines the size of contributing area which initiates potential stream flow (Murphy et al., 

2009). Therefore, optimal FIA will vary seasonally with a 4 ha FIA being chosen to represent the 

late summer stream network (White et al., 2012). Different FIA values may be optimal for 

different purposes (White et al., 2012). Parent material and effective soil texture will also 

influence FIA with an optimal FIA of 1 to 2 ha for slowly permeable materials and 8-16 ha for 

highly permeable substrates for soil wetness prediction using DTW (Ågren et al., 2014). Optimal 
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FIA may also be influenced by topography with suggested FIA values of 2-4 ha for plain 

landscapes and 12-16 ha for foothills landscapes (Oltean, 2015). 

In this foothills landscape dominated by glacial till parent material, the strength of the 

relationship between SI and DTW differs with different FIA for all three species (Figure 4.1). 

DTW based on smaller FIA was better in estimating aspen SI, the largest size (10 ha) of FIA was 

best for spruce, while the size of FIA does not appear to have an influence for pine SI estimation. 

Therefore, DTW computed at FIAs of 1 ha, 2 ha, and 10 ha was selected as optimal in modeling 

SI variation of aspen, pine and spruce, respectively, and used in subsequent analysis. This is 

similar to findings of Oltean (2015) for aspen and spruce height in relation to DTW. Results 

from correlation analysis (Table 3.1) show that decreasing FIA resulted in increasing correlations 

between DTW and topography (SLO, CURV, SPI, FA, TWI) and between DTW and soil 

moisture (SMR, DRN), while correlations with humus form had the opposite trend (decrease 

with FIA decrease), and altitude and soil texture were insensitive to changes in FIA. Aspen SI 

appeared moisture sensitive with SMR (r=0.42) being the strongest SI predictor, implying 

optimal FIA of 1 ha. Pine SI is not significantly correlated to SMR and DRN but is strongly 

associated to SNR (r=0.51), which is in turn not related to DTW, consequently FIA size was 

irrelevant for pine productivity estimation. For spruce SI, soil parameters, with HUM having the 

strongest correlation (r=-0.54), were more important than topography, and due to HUM being 

better related to a larger FIA, 10 ha showed as the best in SI prediction. Generally, results 

indicate that if response is moisture sensitive then lower FIA is optimal, but when some other 

factor drives the response optimal FIA will depend on its relationship with DTW calculated at 

different FIA. Thus, optimal size of FIA, in addition to parent material and topography, is also 

dependant on the response variable (application) (Nijland et al., 2015). This is in reference to 

results reported by Murphy et al. (2011) that the strongest relationship between soil properties 

and DTW was found at the lowest tested FIA, and by Campbell et al. (2013) that soil resistance 

to compaction positively correlates with DTW but more strongly at a 1 ha than at 4 ha FIA. 

4.2. The main productivity drivers 

The main objective of this study was to explore potential to estimate forest productivity using 

fine resolution remotely sensed environmental data which enable spatial prediction of 
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productivity, therefore a case study in a relatively small area was chosen to control for variation 

in climate. Spatial variability in productivity drivers can cause issues of scaling in modeling 

forest site productivity since model accuracy, selected predictors and their relative contribution 

to total variance explained will vary with the size of the study area (Aertsen et al., 2012b; 

Anyomi et al., 2014; Chen et al., 2002). Several studies at regional (provincial) scales report that 

coarse scale climatic variables describe general patterns of SI for aspen (Ung et al., 2001), 

lodgepole pine (Monserud et al., 2006), and white spruce (Nigh et al., 2004). In aspen forests of 

western Quebec, Anyomi et al. (2014) successfully used a combination of microscale (plot level) 

and macroscale (bioclimatic domains) site factors for aspen SI predictions. In contrast, for aspen 

SI prediction locally, Pinno et al. (2009) found it only possible to use plot level soil and site 

factors, and were not able to explain SI using course resolution mappable climate and soil data, 

suggesting that the resolution of predictor variables should correspond to scale of SI 

measurements. In addition, relationships between ecosite and aspen productivity in the case 

study in Saskatchewan were not significant due to variability in site conditions included within 

each ecosite class and due to overlap in site conditions between ecosites (Pinno and Bélanger, 

2011). In this study, although an ecosite map and other ecological information are available from 

forest inventory (AVI), it was not useful in SI estimation because the scale of mapping and the 

variability of the terrain resulted in mapped polygons not corresponding to plot specific 

characteristics.  

Temporal variability in site factors makes productivity predictions even more complex. Anyomi 

et al. (2014) found that stand dynamics (stand structure, composition, and age) can influence 

aspen productivity in mixed stands more than direct climatic factors, but in pure aspen stands 

Ung et al. (2001) found no improvement over site factors. However, they also report that stand 

successional stage (Shannon index) is important in SI prediction for two shade tolerant boreal 

species (Ung et al., 2001). Age was the most important variable in explaining common beech SI 

in Flanders (Aertsen et al., 2012b). Consequently, sampling in even-aged stands in a landscape 

where stands are similar in age provides control over effects of stand development stage and 

reduces errors associated with SI estimation, as was the case for aspen and pine in my study, but 

not for white spruce. 
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Table 4.1. Variables included and model performance measures of selected models by species, data 

sources and modeling techniques. Abbreviations: RMSE - root mean squared error; rRMSE - normalized 

RMSE to the mean of measured data; Variance explained - R
2
 adjusted for the sample size and the 

number of variables included in the model; BIC - Bayesian information criteria. Note: performance 

measures of RF models were computed from cross-validation (OOB) samples. 

Species 
Data 

source 

Mod. 

method 

No. 

par. 
Variables 

RMSE 

(m) 

rRMSE 

(%) 

Variance 

explained 
BIC 

A
sp

en
 

RS 

MLR 5 DTW_1, FA, ALT, AI45,PLCUR 1.63 7.77 0.64 117.7 

GAM 4 DTW_1, FA, AI45, SPI20 1.54 7.34 0.66 102.1 

RT 5 DTW_1, FA, ALT, SLO, PLCUR 1.47 7.01 0.70 97.6 

RF 3 DTW_1, FA, SPI20 1.74 8.30 0.59 121.2 

WAM 

MLR 2 DTW_1, FA 1.91 9.11 0.51 134.7 

GAM 2 DTW_1, FA 1.70 8.11 0.60 112.1 

RT 2 DTW_1, FA 1.55 7.39 0.68 94.2 

RF 2 DTW_1, FA 1.82 8.68 0.56 125.3 

GB 

MLR 5 SNR, ALTT, AI45K, SLOV, SP 1.59 7.58 0.65 117.4 

GAM 5 SNR, ALTT, AI45K, SLOV, SP 1.59 7.58 0.65 112.8 

RT 4 ALTT, AI45K, SLOV, SP 1.65 7.87 0.63 115.4 

RF 4 SMR, ALTT, SLOV, SP 1.83 8.73 0.55 135.5 

L
. 

p
in

e 

RS 

MLR 2 DTW_2, ALT 1.54 10.31 0.72 51.0 

GAM 2 DTW_2, ALT 1.59 10.65 0.69 54.2 

RT 2 DTW_2, ALT 1.52 10.18 0.73 49.7 

RF 3 DTW_2, ALT, SLO 1.77 11.86 0.63 68.8 

WAM 

MLR 2 DTW_2, FA 1.73 11.59 0.65 62.6 

GAM 2 DTW_2, FA 1.80 12.06 0.60 66.6 

RT 2 DTW_2, FA 1.77 11.86 0.65 64.9 

RF 2 DTW_2, FA 2.26 15.14 0.42 89.4 

GB 

MLR 3 SNR, ALTT, SP 1.69 11.32 0.66 64.2 

GAM 3 SNR, ALTT, SP 1.68 11.25 0.66 63.6 

RT 3 SNR, ALTT, SP 1.71 11.45 0.66 65.4 

RF 4 SNR, ALTT, SLOV, SP 1.73 11.59 0.64 70.5 

W
. 
sp

ru
ce

 

RS 

MLR 2 DTW_10, FA 2.01 11.55 0.39 70.4 

GAM 2 DTW_10, FA 2.06 11.84 0.34 72.7 

RT 3 DTW_10, ALT, SPI20 1.91 10.98 0.44 69.7 

RF 3 DTW_10, FA, ALT 2.14 12.30 0.31 79.9 

WAM 

MLR 2 DTW_10, FA 2.01 11.55 0.39 70.4 

GAM 2 DTW_10, FA 2.06 11.84 0.34 72.6 

RT 2 DTW_10, FA 1.90 10.92 0.47 65.4 

RF 2 DTW_10, FA 2.33 13.39 0.20 83.7 

GB 

MLR 2 HUM, DRN 1.84 10.57 0.49 62.5 

GAM 2 HUM, DRN 1.82 10.46 0.50 61.5 

RT 2 HUM, DRN 1.91 10.98 0.46 65.9 

RF 2 HUM, DRN 2.03 11.67 0.39 71.3 

A total of 36 species-specific Site Index models were developed for each data subset and 

modeling method. Selected models (Table 4.1) differ in explanatory variables included, as well 
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as in the number of variables which ranged from two to five, for different species, data sources, 

and modeling methods. Aertsen et al. (2011, 2010) also found differences in variables selected 

by five different modeling techniques applied to three species in two contrasting ecoregions, one 

where topographic factors control productivity and one where soil properties control 

productivity. However, in my study DTW was the only variable selected by all statistical 

methods for each of the studied species. In addition, predominance of topographic parameters 

over soil properties is noticeable. Only the spruce GB SI model included exclusively soil 

variables (humus form and drainage) but topographic DTW and FA were also able to account for 

comparable amount of spruce SI variation. Therefore, topography appeared as the main driver of 

forest productivity in this study area based on examined predictor variables. In a similar 

ecological area in aspen-spruce mixed forests Little (2001) reported productivity models with 

high predictive power (R
2
=0.70) based on laboratory determined soil physical and chemical 

attributes. Strong relationship between logdepole pine SI and understory vegetation, soil physical 

and chemical properties were found in a study in south-western Alberta (Szwaluk and Strong, 

2003). Concentrations of some foliar nutrients were also found to be significant in relation to SI 

of aspen (Chen et al., 1998) and spruce (Wang, 1995) in B.C. Results from these studies suggest 

that adding explanatory variables obtained from more detailed ecological surveys and laboratory 

analysis of soil and foliage might improve productivity predictions by accounting additional 

source of variation. However, that will lead to trade-offs between model effectiveness, cost and 

potential utility.  

Biologically plausible behaviour of each selected variable was evaluated based on relationships 

between SI and each variable (Figures 3.7-3.9) and based on partial response curves in selected 

models. The general influence of each variable selected in the final SI models is summarized in 

Table 4.2 (similar to approach of Caouette et al. (2016)), confirming that the three species, which 

have different autoecology, respond differently to environmental factors. For moisture-related 

variables (DTW, FA, slope, slope position, curvature, SMR, drainage), aspen SI generally 

increases with increasing moisture but declines under conditions of excess water, pine SI 

declines with increasing moisture, while spruce SI reaches an optimum under moderate 

conditions (mesic SMR, midslope, etc.). These findings are also consistent with the close 

association between topographic features and soil moisture. Elevation was negatively related to 

aspen and pine SI, while it was positively related to spruce SI. Finally, higher nutrient 



95 

 

availability (SNR and humus form) was associated with increases in productivity of all three 

species. 

Table 4.2. Summary by species of responses in SI on site factors included in final models;  - positive, 

 - negative,  - no response, ( ) - trend detected only by some statistical methods, * no significant 

relationship between SI and single particular predictor. 

Selected site factors Aspen SI L. pine SI W. spruce SI 

 DTW ()
   

 FA    

 Altitude    

 Aspect (cold-warm)  * * 

 Slope    

 Slope position (depression-crest) ()
   

 Curvature (convex-concave)   * 

 SMR (dry-wet) 
()

 *  

 Drainage (well-poor)  *  

 SNR (poor-rich)   * 

 Humus form (mor-mull)    

Aspen productivity depended strongly on environmental factors as indicated by strong 

correlations between SI and almost all tested soil and topographic factors (Table 3.2). However, 

several statistical techniques (Table 4.1) indicate that topographic variables are more important 

in explaining variation in aspen SI, since aspen SI is sensitive to changes in soil moisture. Other 

studies report similar relationships between aspen SI and soil moisture (Anyomi et al., 2015; 

Chen et al., 2002, 1998; Oltean, 2015; Pinno et al., 2009; Ung et al., 2001). Excess water 

(shallow water table or stagnant water) and conditions with poor soil aeration limit aspen growth 

(Burns and Honkala, 1990; Chen et al., 2002; Pinno and Bélanger, 2011) as also shown in my 

results. As a result, maximum SI of aspen is found on sites with a subhygric soil moisture 

regime, flat to lower slope topographic position and around 3 m DTW at 1 ha FIA. Since it is a 

nutrient demanding species, aspen growth was positively related to increasing SNR, as shown by 

other studies (Anyomi et al., 2015; Chen et al., 2002, 1998). Higher aspen SI was found at lower 
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altitudes and north aspects, which is also consistent with findings from other studies (Chen et al., 

2002, 1998; Pinno et al., 2009).  

Lodgepole pine SI was significantly correlated with all examined topographic variables and only 

with SNR and humus form among soil variables (Table 3.3). Although a dramatic decline in SI 

was noticed as soil moisture increased going from subhygric to subhydric soil moisture 

conditions, SMR and other soil physical properties were not significant in the models. This might 

be due to pine being able to tolerate both very low and very high soil moisture levels as well as 

the range of other site conditions, leading to substantial variability and a lack of a consistent 

general relationship between SI and SMR. A lack of samples at the extremes of SMR and a 

preponderance of a plots in the submesic and mesic range may also be causing a weak 

relationships between SI and SMR. However, significance of slope position and DTW in the 

models using RS and WAM data may indicate issues relating to the subjective determination of 

SMR in the field. Results are consistent with findings by Wang et al. (2004) that pine SI was 

strongly associated with spatial location (i.g. negatively responded to elevation), weakly 

associated with SNR, and not related to SMR. Additionally, Szwaluk and Strong (2003) reported 

that SNR and humus form were good SI predictors, and that soil physical variables were weaker 

in terms of explaining variance than soil chemical, understory plants and humus form variables. 

In addition to climate factors, increasing fertility (Fries et al., 2000) and decreasing altitude 

(Wang et al., 2005) significantly contributed to explaining variation in pine SI. Five different 

variables were selected in my final models: altitude, slope position and SNR were selected in the 

best GB models, while slope position and SNR could be interchanged with DTW accounting for 

similar amounts of SI variation in each of the modeling methods. In general for pine, topographic 

indexes were better growth predictors than soil properties. Slope was selected only by the 

Random Forest method, however with no improvement in model goodness-of-fit over other 

methods. Results indicate that pine productivity was lowest on sites with poor nutrient regimes, 

higher altitude, lower topographic position (depression, level and lower slope), slight slope, low 

DTW and high FA values. Those findings acknowledged general pine silvics that good 

productivity can be achieved on rocky soil, steep slopes and ridges (Burns and Honkala, 1990).  

For white spruce major factors influencing productivity were soil moisture (drainage and SMR), 

soil nutrient availability (humus form and SNR), DTW and altitude. Slope position and FA were 
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selected in final models but they were weak predictors of SI. Humus form, in contrast to aspen 

and pine, was found to be the variable most closely related to SI. However, temporal variability 

in soil organic layer characteristics was not accounted for. In terms of drainage and DTW at 10 

ha FIA, decreases in moisture availability positively influenced spruce productivity. 

Interestingly, spruce grew best on sites with mesic SMR, and growth was lower on submesic and 

hygric sites, but only two observations were sampled for submesic and hygric sites. SI was also 

highest on midslope sites and declined with increasing slope. Spruce SI also increased with 

increasing FA but flattened off at high values. A non-monotonic relationship between SI and 

DTW calculated at lower FIAs (Figure 3.9) was also found. According to Burns and Honkala 

(1990) white spruce has a wide ecological amplitude, with limited growth on sites with stagnant 

water or under very dry (xeric and subxeric) conditions, and good productivity on sites with well 

balanced water-aeration conditions. Spruce is a nutrient demanding species, but although 

relatively strong, SNR was not significant due to the limited range of nutrient regimes (medium 

and rich) sampled and only one observation in poor nutrient regime. Similar results were 

reported for sub-boreal white spruce where SMR was the strongest factor with moderate 

moisture conditions having the highest SI, while SAR and SNR were less important (Wang and 

Klinka, 1996). Wang (1995) found that soil physical properties were much better predictors of 

spruce SI than soil nutrient properties. Altitude was significant and was positively related to 

spruce SI. While other studies indicate that white spruce SI is insensitive to climate (Nigh et al., 

2004; Wang and Klinka, 1996), interactions between elevation and soil moisture regime may 

reflect the influence of climate on water availability and drought stress. Spatial autocorrelation 

issues or a lack of sample independence may also be influencing the results from my study. 

Stand attributes, including composition and age effects, have been found to be important for 

shade tolerant species (Ung et al. 2001), such as white spruce, leading to increases in variability 

in SI under different environmental conditions.   

4.3. Site Index prediction models - performance and application 

Performance of selected models was examined based on model accuracy and bias. Absolute and 

relative measures of fit, used for evaluation and comparison of selected models, are summarized 

in Table 4.1 by species, data source and modeling method. Minimizing RMSE, relative RMSE 
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and BIC, and maximizing adjusted R
2
 indicate models with better prediction power. It is 

important to note that fit statistics and predictions for the Random Forest method were computed 

based on cross-validation data ("out of bag" observations not used to develop particular 

regression tree), with adj.R
2
 being calculated based on RF's "pseudo R

2
", and with RMSE being 

root mean prediction error. 

Basic assumptions were investigated to ensure unbiased model predictions. Collinearity 

(overfitting) between predictor variables in final models was avoided by using a two step method 

for variable selection which involved first applying correlation analysis to exclude all predictors 

uncorrelated to SI and to identify collinear variables, and second optimizing models in terms of 

number of variables included based on fit statistics. Normal distribution of residuals with no 

trends and biases was confirmed using the Shapiro-Wilk test on residuals (p>0.05), and 

graphically based on plots of residual and measured vs. predicted (Figures 4.3-4.5). Some biases 

in the models are apparent and are reflected by the fact that SI is overestimated on poorer sites 

and underestimated on better sites. What's more, models built using non-parametric methods (RT 

and RF) appeared to provide much narrower ranges in predicted values due the nature of their 

algorithms, which are robust to outliers. Similar differences in predicting SI ranges were reported 

for RT and BRT methods compared to MLR and GAM (Aertsen et al., 2010). While variable 

weighting was applied by Ung et al. (2001) to minimize biases resulting from unbalanced 

variable distribution, I did not weight variables in my study. 

For easier model comparison adj.R
2
 results are visualized in bar graphs grouped by species, data 

sources and modeling approaches (Figure 4.2). In addition to different responses to site factors, 

species show differences in the amount of variation explained by the models. Models developed 

in this study accounted for up to 73%, 70% and 50% of variation in SI for pine, aspen and 

spruce, respectively. This is consistent with other similar SI-environment studies. Aertsen et al. 

(2012a) developed SI models based on edaphic characteristics in Flanders and obtained R-

squared values of 67%, 77% and 68% for oak, beech and pine, respectively. Soil physical and 

chemical attributes explained up to 73% of the variation in SI for Douglas-fir plantations in 

central Europe (Eckhart et al., 2014). Species-independent RF climate sensitive SI models 

accounted for 78% of overall variation of western US tree species (Weiskittel et al. 2011) and 

36-63% of variation of eastern US tree species (Jiang et al., 2015). Sharma et al. (2012) 
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developed a SI model using site and climate as independent variables with R
2
 of 0.86 for Norway 

spruce and 0.72 for Scots pine in Norway. Soil and climatic data accounted for up to 57% of the 

variation in SI of Mediterranean pine in Spain (Bravo-Oviedo et al., 2011). In the boreal forest of 

Quebec Hamel et al. (2004) described models based on climate and biophysical factors which 

explained 51% of black spruce and 49% for Jack pine SI variation. Finally, using stand age and 

remotely sensed environmental data, including full feature LiDAR, Watt et al. (2015) presented a 

SI model with an R
2
value of 0.88 for Pinus radiata plantations in New Zealand. 

Generally, SI prediction models are scale dependent, with trade-offs between scale and model 

accuracy, explaining between 50 and 80% of SI variation in models built from local site factors 

(Bontemps and Bouriaud, 2014). Results from this study fall within this range, but with pine and 

aspen reaching the upper limit, and spruce approaching the lower end of this range. In terms of 

relative RMSE, aspen models show better predictive power than pine and spruce. My best 

models for spruce explained 34-50% of SI variation (31-39% after cross-validation in RF 

method). Nigh et al. (2004) obtained a weak relationship (R
2
=0.08) when climate factors were 

fitted to white spruce SI in interior B.C., which was also much lower than other examined 

species. Wang and Klinka (1996) explained up to 90% of variance in spruce SI using soil and 

physiographic variables as predictors, but the model did not perform well when validated against 

an independent dataset (Kayahara et al., 1998). Therefore, site factors important for spruce 

growth not included in the study, or issues relating to stand ages and sampling design as 

explained above, might cause poorer results for spruce than for aspen and pine. While Ung et al. 

(2001) suggest including stand attributes as predictors for shade tolerant species to improve 

biophysical SI prediction models. This may only be needed where sampling includes trees that 

may have experienced suppression during portions of their lives, or where there is uncertainty 

regarding the age of top height trees. 

Several studies report strong relationships between aspen growth and environmental factors in 

boreal forests. Chen et al. (1998) reported strong relationships between SI and topographic 

indices (adj.R
2
=0.60), SMR and SNR (adj.R

2
=0.63), and detailed soil physical and chemical 

properties (adj.R
2
=0.69) for northern B.C. Even stronger models were described in interior B.C. 

based on geographic position, elevation, SMR, and SNR (adj.R
2
=0.61), while variance explained 

was 82% when biogeoclimatic zones were included as a variable in the model (Chen et al., 
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2002). In my study the best models explained between 63 and 70% of the variation aspen in 

aspen SI (55-59% after cross-validation in RF procedure), similar to results from these other 

studies. Stand characteristics and soil physical and chemical variables were found to improve 

parent material-specific aspen SI models with R
2
 of 0.63 and 0.88 in Quebec (Pinno et al., 2009) 

and R
2
 from 0.45 to 0.54 in Saskatchewan (Pinno and Bélanger, 2011). These results suggest the 

possibility of improving aspen productivity prediction if field assessment is followed up with soil 

laboratory analysis. However, our results indicated that field survey or remote sensing was 

sufficient to capture the majority of variability of lower foothills aspen productivity caused by 

topography/soil factors. At the broad scale, soil and climate variables explained 69% of aspen SI 

variation across Quebec (Ung et al., 2001) and 53% of aspen SI variation across Canada 

(Anyomi et al., 2015). 

 

Figure 4.2. Model comparison by species, data sources and modeling techniques based on variance 

explained. Numbers represent the mean, error bars represent standard error of the mean. 

The best models for pine accounted for 66-73% of the variation in SI (63-64% after 

bootstrapping in RF method). In a similar study in south-western Alberta physical and chemical 

properties and understory vegetation accounted for up to 67% of  the variation in SI variance 
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(Szwaluk and Strong, 2003). While in an area with contrasting topography (across four NSR) in 

west-central Alberta Wang et al. (2005) calibrated SI models using climate, topography and soil 

sand content which explained up to 75% of the variation in SI. Hence variables that were tested 

for SI prediction in this study, both field and aerial, provided comparable fit to models reported 

by other similar regional (local) studies. At a provincial level a weaker relationships were 

reported between SI and spatial location, soil moisture and nutrients (R
2
=0.41) (Wang et al., 

2004), and climatic factors (R
2
=0.27) (Monserud et al., 2006) in natural pine stands. It is 

interesting to note that DTW was the strongest predictor of pine SI in my study, with potential to 

explain up to 63% of the variation in pine SI by itself. 

In order to evaluate the use of environmental data in spatial prediction of forest site productivity, 

SI models were built from different data sources, remotely sensed (RS) and ground-based 

measured variables (GB). For aspen, RS and GB models provided almost identical results using 

parametric methods while RS models had slightly better fit when nonparametric methods were 

used. Pine RS models explained up to 73% of the variance in SI, compared to GB models which 

explained up to 65%, as a result of including DTW as the strongest predictor. While spruce GB 

models explained on average 10% of variance they were better than RS models since some soil 

properties were more closely related to SI than was topography. Generally, comparing results 

from different modeling approaches across all species (Figure 4.2, bottom middle plot), a 

factorial ANOVA revealed no significant differences in adj.R
2
 values between RS and GB data 

used as explanatory variables. In addition, although it provided significantly lower adj.R
2
, WAM 

data by itself was able to explain much of the variation in SI.  

For DTW, GAM provided more plausible fit for aspen and MLR was able to better detect 

logarithmic trends for pine. In terms of best predictors, among RS variables DTW was selected 

by each statistical method for each species and in most cases it is the strongest predictor in the 

model, while among GB variables different variables appeared as the most important for each 

species according to species silvics. Integrated moisture index, which uses variables computed 

from DEM, was employed in white oak SI prediction explaining 64% of variation (Iverson et al., 

1997). In Cryptomeria japonica plantations in Japan Topographic Wetness Index and Solar 

Radiation Index were the best predictors of SI (adj.R
2
=0.65) among many tested DEM-derived 

variables (Mitsuda et al., 2007). Laamrani et al. (2014) described a regression tree with 31% of 



102 

 

the variance explained for black spruce SI in Quebec based on slope and aspect index derived 

from DEM. Finally, different data sources were evaluated for estimating Pinus radiata SI with 

an R
2
 of 0.61 reported for environmental factors (climate factors and topography) and an R

2
 of 

0.24 for RapidEye satellite imagery (Watt et al., 2015). My results demonstrate the usefulness of 

WAM variables for accurate and high resolution estimation of SI, and also demonstrate that 

DTW index is the strongest LiDAR derived SI predictor and that addition of FA index can help 

to explain the influence of other important soil properties in lower foothills of central Alberta. 

Further improvements in SI predictions might be possible using Full Feature LiDAR. First-return 

ALS metrics are likely to be more useful in forest plantations then in natural forests since 

plantations are usually single species, even-aged, with known planting date. For example, Watt 

et al. (2015) calibrated a SI model for New Zealand's Pinus radiata plantations based on 500 

sample plot measurements and testing various LiDAR indices, found two variables (H99 and 

stand age) included in the best model (R
2
=0.88 and RMSE of 1.38 m); and, Packalén et al. 

(2011) obtained an even more precise SI model using numerous height and density LiDAR 

metrics and clone identity in a eucalyptus plantation using 195 field sample plots with rRMSE of 

2.8%. Although remotely sensed data could be successfully utilized in productivity prediction, 

field measurements of SI (determination of species, TH trees characteristics, age, height) are still 

necessary for model calibration. In addition to plantations, stand age can be determined remotely 

as time-since-disturbance indices from Landsat time series images or fire/harvest history maps 

and employed in different environmental studies (Nijland et al., 2015; Yeboah et al., 2016; Zald 

et al., 2016). However, Tompalski et al. (2015) used dominant height estimated from ALS and 

stand age from Landsat to develop productivity prediction models in natural forests in 

Vancouver Island, but the model was inaccurate due to the fact that it did not recognise 

differences between species or effects of regeneration delay. 

Several different methods for developing SI prediction models have been suggested in the 

literature. Four commonly used methods were selected and applied in SI prediction in our study. 

Aertsen et al. (2010) suggested that three criteria (predictive performance, ecological 

interpretability and user-friendliness) be considered, with different weights assigned for different 

applications. Although RT models tended to overfit when only two WAM variables were used, 

no significant difference is apparent between MLR, GAM, and RT methods in terms of variance 
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explained (Figure 4.2, bottom right plot). RF gave poorer results due to different statistics being 

used for comparison, but results are still comparable. Non-parametric models experienced more 

biases in terms of predicting higher values for less productive sites and lower results at more 

productive sites (Figures 4.3-4.5). Slightly different fit was found as a result of differences in the 

representation of nonlinearity between MLR and GAM models, however similarity in covariate 

behaviour in the models from different methods was confirmed by the form of relationships for 

each of the species. MLR is a widely used method for this kind of research but is sometimes not 

able to reveal nonlinear trends and interactions. GAM is a data-driven method but is highly 

affected by the smoothing method chosen, hence providing ecologically plausible fit, but is not 

suggested in cases where many variables have different nonlinear patterns. RT provides a user-

friendly approach with descriptive results that detect and represent complexity and interactions 

but does not a give smooth fit since it predicts classes. RF is also an easy-to-apply method 

designed to work with many variables in large datasets, but is inefficient when applied to small 

datasets (Sabatia and Burkhart 2014). Overall, all four methods can be used in examining SI-

environment relationships. My findings are consistent with recommendations that preference for 

SI prediction be given to GAM in terms of predictive performance (Wang et al., 2005), as well as 

to GAM and non-parametric BRT in terms of fit statistics and ecological interpretability (Aertsen 

et al., 2011, 2010). When spatial autocorrelation issues arise a Sequential Autoregressive (SAR) 

spatial regression modeling approach may be superior to other methods (Latta et al., 2009; Zald 

et al., 2016). 
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Figure 4.3. Residual and measured vs. predicted plots for aspen by data sources and modeling techniques. 

The 1:1 line is shown in red color. 
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Figure 4.4. Residual and measured vs. predicted plots for pine by data sources and modeling techniques. 

The 1:1 line is shown in red color. 
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Figure 4.5. Residual and measured vs. predicted plots for spruce by data sources and modeling 

techniques. The 1:1 line is shown in red color. 
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Examples of mapped SI variability for all three studied species are shown in Figures 4.6-4.8. 

Despite some differences in predictions due to model specifics, relationships between terrain 

attributes and patterns of low and high predicted productivity are generally apparent. However, 

some issues related to spatial predictions exist. Firstly, extrapolating outside the range of training 

data as well as outside of study area, is risky and can result in unreliable estimates (McKenney 

and Pedlar, 2003). Nonparametric regression tree-based methods used in our study are data 

driven and provide categorical outcomes, so when applied outside of the range of training data 

they predict the same classes as found in the training dataset (McKenney and Pedlar, 2003). In 

other words, for both training and external datasets they always predict the same range in 

response variable. Sabatia and Burkhart (2014) also reported that RF models provided illogical 

SI predictions when used with climate data outside of the training range. Another difference 

evident in the aspen SI maps are differences in predictions between MLR and GAM models 

along streams (out of range for low DTW and high FA) where MLR tends to overpredict SI due 

to a negative linear fit for DTW and a positive logarithmic fit for FA, while the GAM model 

exhibits a decrease in SI at low DTW and high FA values. A similar pattern in spruce SI 

prediction could be noticed at higher elevations (and higher DTW) with the GAM method 

producing much larger values and area of high SI (>20 m) due to a positive relationships 

between SI and DTW. In order to develop biologically sound SI models predicted from 

contemporary and future climate projections Antón-Fernández et al. (2016) applied a modeling 

technique based on the potential modifier functional form which bounds the response within a 

specified observed range. 

Further, spatial SI predictions illustrate differences resulting from using different types and 

numbers of explanatory variables in relation to providing even delineations in SI along 

topographic gradients when using discrete/categorical vs continuous variables and/or different 

numbers of independent variables. For instance, fine scale differences can be observed between 

20-22 and 22-24 m SI classes among aspen based on the MLR model which used continuous 

surface curvature, and the GAM model which used the discrete variable slope position. Also, 

differences appear between MLR/GAM models (used only DTW and altitude) and RF model 

(used DTW, altitude and slope) for pine which result from interactions between DTW and slope 

at higher topographic positions in the RF model.  
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For spatial predictions and mapping, MLR and GAM provide continuous fit throughout the range 

of response and are ecologically plausible. For RT a drawback is that estimates represent classes 

which result in spatial prediction being fragmented (Wang et al., 2005). When there are small 

numbers of classes with unequal differences between classes, resulting predictions may not be 

realistic, as observed  for the aspen RT model where application of a DTW threshold of 10.9 m 

(Figure 3.18) assigns SI values of 18 m and 22 m to neighbouring cells. However, RT might be 

appropriate for SI predictions at large scales with large datasets (McKenney and Pedlar, 2003), 

for digital soil type mapping (Illés et al., 2011) or for prediction of other discrete variables (e.g. 

SMR). Mapping based on RF models provided a more balanced combination of smoothness and 

classes and no issues with overpredicting.  

Scaling and transferability are also important issues in forest productivity prediction. 

Productivity models are limited to area and scale of development, hence loss of predictability 

appears when SI models are applied at smaller or larger extents, or transferred to other areas 

(Aertsen et al., 2012b). In this study variation in potential site productivity is mapped at a fine 

(detailed) scale and, as a result, is applicable for operational scale forest growth and yield 

modeling. In addition, predictive SI maps for different species at the same location (Figures 4.6-

4.7) may have application in species selection and in defining silvicultural strategies. 

Forest productivity is affected by complex interactions between site factors, genetic variability, 

and management practices and as a result it is difficult to assess (Weiskittel et al., 2011b). 

Biophysical SI models usually have moderate accuracy and rarely explain more than 80% of the 

variance, which is also the case in environmental sciences in general. Our models showed 

promising results, however there are several potential sources of error which could not be 

accounted for. Brandl et al. (2014) described possible limitations in SI modeling including 

quality of dataset and missing factors affecting height growth. Computation of SI is subject to 

measurement error for height and age, but applying provincial SI curves which might not 

account for regional differences in growth. Some soil properties are associated with short-

distance variability (i.e. organic thickness) and subjectivity in determination (eg. SMR, SNR). In 

addition, biases and limitations in field sampling (sample size and variable distribution) also 

determine quality of database and potentially bias the inferences. In addition environmental 

changes over time might be important if age divergence is observed. Growth factors not 
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accounted for in the models may also include detailed soil attributes, some extreme abiotic or 

biotic factors, such as pathogens or insects or even clonal diversity for aspen (Latutrie et al., 

2015). Finally, SI is maybe not as appropriate an indicator as biomass production (Brandl et al., 

2014). While it should also be recognized that biomass production is influenced by 

environmental factors (climate and site), as well as stand (stocking, composition, stand structure, 

age) and other factors.   
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Figure 4.6. Hillshade and mapped aspen SI (detail) generated based on selected: A) MLR model (Table 

3.6), B) GAM model (Table 3.7), C) RT model (Table 3.8), and D) RF model (Table 3.9). Dots represent 

calibration sample plots; blue lines represent WAM predicted stream channels at 1 ha FIA. Map 

resolution is 1 m.  
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Figure 4.7. Hillshade and mapped white spruce SI (detail) generated based on selected: A) MLR model 

(Table 3.14), B) GAM model (Table 3.15), C) RT model (Table 3.16), and D) RF model (Table 3.17). 

Dots represent calibration sample plots; blue lines represent WAM predicted stream channels at 10 ha 

FIA. Map resolution is 1 m. 
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Figure 4.8. Hillshade and mapped lodgepole pine SI (detail) generated based on selected: A) MLR model 

(Table 3.10), B) GAM model (Table 3.11), C) RT model (Table 3.12), and D) RF model (Table 3.13). 

Dots represent calibration sample plots; blue lines represent WAM predicted stream channels at 2 ha FIA. 

Map resolution is 1 m. 
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5. CONCLUSIONS 

Site Index is widely used as a measure of forest site productivity. In this study a geocentric 

approach to estimating SI was selected in order to utilize digital biophysical data for predicting 

and mapping fine scale variability in SI. LiDAR's generated Digital Elevation Model (DEM) and 

Wet Areas Mapping (WAM) provide remotely sensed environmental data at a 1 m resolution for 

most forested land in Alberta. Relationships between environmental factors and SI of three major 

commercial tree species in central Alberta (trembling aspen, lodgepole pine, white spruce) were 

examined in this study. Strong correlations were found between field determined soil properties 

and topography of the research area. Many studies have also found that soil moisture and 

vegetation characteristics in western boreal forests are driven by topography. However, this 

study revealed that forest productivity is also subject to topographic controls and could be 

explained using remotely sensed environmental data. In addition, different tree species respond 

differently due to contrasting autoecology.  

Six different Flow Initiation Areas, from 0.5 ha to 10 ha, were tested to reveal optimal FIA for 

calculation of the DTW index for SI prediction. Results show that, for this hilly foothills 

landscape dominated by glacial till parent materials, DTW based on smaller FIA was better in 

estimating aspen SI, the largest size of FIA (10 ha) was best for spruce, while the size of FIA did 

not affect pine SI estimation. 

A total of 36 species-specific Site Index models were developed for each of three data sources 

(DEM+WAM, WAM, field assessment) and four modeling methods (MLR, GAM, RT, RF). 

Predominance of topographic parameters over soil properties appeared based on examined 

predictor variables. In addition to revealing different major factors, different strength of 

relationship was found between species. Models developed in this study accounted for up to 

73%, 70% and 50% of variation in SI for pine, aspen and spruce, respectively. Prediction 

accuracy of obtained models is consistent with other similar SI-environment studies. Poorer 

results for spruce result from the wide range in ages of sampled spruce stands, the lack of spruce 

stands across a full range of sites, and the small number of spruce stands where top height trees 

free of suppression could be sampled.   
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No significant differences in variation explained were observed between RS and GB models, 

while WAM data by itself explained most of the total amount of SI variation. All four statistical 

methods could be used in examining SI-environment relationship but with some advantages and 

disadvantages for each of them related to data and application specifics. In terms of best 

predictors, among RS variables DTW was selected by each statistical method for each species 

and in the most cases it is the strongest predictor in the model, while among GB variables 

different variables appeared as the most important for different species according to silvics 

specifics.  

Potential application and limitations of the research were examined. SI maps for all species were 

produced and, despite some general issues, plausible relationships between terrain attributes and 

patterns of low and high predicted productivity are generally apparent. Therefore, obtained maps 

appear to adequately portray variation in productivity over short distances and are potentially 

applicable to forest growth and yield modeling and silviculture planning. 

Our results demonstrated successful application of WAM variables in both accurate and high 

resolution SI estimation, and also indicate that DTW index is the strongest LiDAR derived SI 

predictor and that FA index is useful for explaining variation in soil properties in this study area. 

However, further refinements in application of WAM and LiDAR data in productivity prediction 

are possible. Using additional explanatory variables such as mapped soil properties, and other 

abiotic or biotic factors might improve SI model performance. Inclusion of first-return LiDAR 

metrics (Watt et al., 2015) could also improve the models. In future studies I suggest focussing 

on potential to utilize different kinds of digital data, such as combining active and passive remote 

sensing technology, in determination of the response side (eg. SI) of productivity models. 

Directly modeling height growth as a function of tree age and environmental data (Brandl et al., 

2014) without using SI curves should also be considered. Using other productivity indicators 

might also help overcome some weakness of SI method, i.e. mapping aboveground live biomass 

by employing LiDAR indices and disturbance history (Zald et al., 2016). Finally, ecological 

niche is important for contribution to landscape productivity assessment, and application of 

WAM data could be very useful in predicting fine scale spatial distribution of major tree species, 

as done by Dunckel et al. (2015).  
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APPENDIX 

Soil Moisture Regime (SMR) maps produced using Random Forest model applied at areas 

representing aspen blocks (left map) and pine blocks (right map). Map Legend: 2 - xeric, 4 - 

submesic, 5 - mesic, 6 - subhygric, 7 - hygric, 8 - subhydric SMR. Black outlined circles 

representing sample plots with colors assigned based on observed SMR values. The Random 

Forest model was built using five predictor variables (DTW_1, FA, SLO, PLCURV, TWI) and 

has 30.4% OOB estimate of error rate (misclassification rate based on validation samples). 

   

 


