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Abstract

Over the years, control of autonomous vehicles in a defined formation has been the

subject of much research. Albeit leader-follower approach being one of the most used

in formation control, it suffers a major practical drawback of leader failure while cruis-

ing in formation. In this work, we aim to solve this problem by proposing a novel

assignment algorithm that assigns a new leader from the follower robots to ensure

robots complete their given task when their leader fails. This algorithm also assign

role to new robots joining the group, and also to the failed robot when rescued back to

the team. We drive robots towards their desired trajectories to achieve formation us-

ing a Lyapunov-based time-varying state tracking controller from the literature. Due

to role switching amongst member robots, we propose a limit-cycle obstacle avoidance

control algorithm to ensure smooth and collision free transition. Simulations and ex-

periments are performed using the Robot Operating System (ROS) framework due

to its flexibility to verify the effectiveness and reliability of the proposed algorithms.
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Chapter 1

Introduction

1.1 Background and motivation

The study of multi-robot coordination has grown significantly over the last two

decades with advances in robotics and control theory, embedded systems, communica-

tion systems, and AI integration. It has attracted enormous attention form different

fields such as monitoring and control, search and rescue, transportation, factory floor,

homecare, fault diagnosis, just to name a few. This is of course, due to its ability

to solve difficult problems that are impossible with a single robot. Loosely speak-

ing, multi-robot systems consist of a group of unmanned ground or aerial vehicles or

underwater robots interacting in a certain way to achieve some defined tasks. Some

examples are shown in Figure 1.1.

These applications are realized through various cooperative control strategies, this

includes cooperative search, formation control, rendezvous, flocking, foraging, just to

name a few. With significant research activity in the area of cooperative control, a

lot has been published on formation control problem, making it the most actively

studied area in multi-robot coordination. Extensive survey in [5] classified formation

control strategies into distance-based, position-based, and displacement-based, based

on sensing capabilities and interaction topology of agents. In [6], formation control

problems are studied through the lens of feedback and communication mechanisms,

network topologies, and collective behaviour. In addition, the reference [7] present a
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Figure 1.1: (a) Amazon Logistic warehouse [1],(b) UGV robots [2], (c) Drone swarms
[3] (d) subCULTron Underwater Acoustic Sensor Networks (UASN) concept [4]

substantial survey, paying attention to methods that adopts flexible formation shape

to achieve collision avoidance for multi-vehicle systems. The common control ap-

proaches in multi-robot systems are centralized, decentralized, and distributed control

approach. This thesis involves the use of distributed formation control, we therefore

do not present background knowledge on centralized approach.

According to fundamental ideas in control schemes, references [8, 9] have classified

formation control into leader–follower, behavioral, and virtual structure approaches.

Leader-follower formation control strategy has been investigated frequently in recent

years for its distributed nature and ease of implementation. Basically, one of the

robots is designated as the leader and other robots designated as followers, followers

track position and orientation of the leader with some prescribed offset. Possible vari-

ations include designating multiple leaders, forming a chain, and other tree topologies.
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Despite its simplicity and wide range of applications, it suffers a major practical draw-

back of leader failure. This in turn, result in failure of the whole system to achieve the

defined task, which makes the strategy less robust and hence, the need for a lasting

solution. While some works as in [10] maneuvered out of this problem by proposing

a rather local solution, a flood of papers presented this strategy without addressing

this practical problem.

1.2 Literature review

In this section, a brief review on formation control will be provided. We will then

briefly review some recent research results relevant to our work, with a more detailed

review to be provided in each of the main chapters.

Depending on whether or not desired formations are time varying, formation con-

trol problems are generally divided into two, that is, formation generating problems

and formation tracking problems. In their review, [5] described briefly how the exist-

ing literature addressed each of these problems. They described formation generating

problems as problems whose objective of agents is to achieve a prescribed desired for-

mation shape, usually addressed through matrix theory based approach, Lyapunov

based approach, graph rigidity based approach, and receding horizon based approach.

On the other hand, formation tracking problems as problems where agents are con-

trolled to track some prescribed reference trajectories, usually addressed through

matrix theory based approach, potential function based approach, Lyapunov based

approach among others.

1.2.1 Formation tracking problems

Formation tracking problems have greater application potential, therefore have re-

ceived a lot of attention among researchers. An example is in the reference [11],

in their work, receding-horizon leader-follower control framework is used to solve the

formation problem of multiple non-holonomic mobile robots with a rapid error conver-
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gence rate. They proposed two formation schemes; a separation bearing orientation

scheme (SBOS) for two robots such that the follower robot follow its leader at a

prescribed desired bearing, distance, and orientation deviation. And a separation

separation orientation scheme (SSOS) for three robots such that one follower robot

follows two leaders by maintaining desired separation with respect to both leaders,

and a desired orientation deviation with respect to one of the leaders. They designed

in their work, a controller that explicitly control the orientation deviation between

leaders and followers to solve what they termed as “formation backward problem”,

that is, formation problem when robots move backward. Another example is in [12],

they propose an optimal formation controller that determines the optimal formation

among predefined formations according to the environment. In each of their pre-

defined formation, leader robot move at a constant speed, while follower robots are

controlled using a receding-horizon based controller to track leader robot at a pre-

scribed distance. The reference [13] later extend the work in [12] by proposing an

automatic formation control method with temporal logic constraints. This is to en-

able them achieve an optimal formation switching in a cluttered or sufficiently small

environment among predetermined formations in real time using receding-horizon

based controller.

Lyapunov based approach is used in [10] with leader-follower strategy to solve for-

mation control problem. They treat formation control problem as an extension of

trajectory tracking problem. They feed trajectory information to the leader, and the

leader has the task of generating a desired pose for each follower robot at some point

relative to its pose. Due to nonholonomic constraint of the robot they consider, the

desired orientation of each follower is generated such that the reference trajectory

will be feasible. They employ the use of an existing Lyapunov based backstepping

controller to drive robots to track their respective reference trajectories. In the refer-

ence [14] a Lyapunov based tracking controller is designed coupled with an avoidance

function for trajectory tracking and obstacle avoidance for a single robot. The result

4



is then extended to solve formation control problem using the leader-follower strat-

egy. In their approach, leader robot sends its position information to follower robots,

then follower robots compute and track a desired posture using the Lyapunov based

controller based on the desired distance and bearing sent by a supervisor. The incor-

poration of avoidance function into their controller ensures robots do not collide with

one another when the supervisor decides to switch their formation shape. In [15],

multiple autonomous underwater vehicles (AUV) are controlled using a Lyapunov

based controller to achieve formation by utilizing the leader-follower formation con-

trol strategy in the presence of discrete data transmission between the leader AUV

and the follower AUVs. A continuous-discrete extended Kalman filtering (CD-EKF)

is designed in this work for follower agents to estimate the position and velocity of

the leader when communication constraints occur. Another formation control study

of AUV is in [16]. In their work, they designed a novel Lyapunov based tracking con-

trol algorithm for the leader robot, and a control law using the Lyapunov theory and

feedback linearization techniques to navigate a group of follower robots in a desired

formation associated with the leader and follow it simultaneously.

1.2.2 Formation generating problems

Formation generating problem is studied in [17]. In their work, they proposed a de-

centralized formation control law to achieve desired formation and avoid collisions

with obstacles and other robots in the group. Their assumption is that robots get

information only form their local neighbours and were able to verify using a set of

simulations, the effectiveness of their proposed controller. The reference [18] analyzed

formation consensus problem using omnidirectional robots with multiple time delays

and noises. Their approach obtained critical stability of the maximum time delay

under noisy conditions, then proved that the system can be stabilized and achieve

the desired formation when all robot delays are less than the maximum time delay.

Relative to traditional Lyapunov method, they proved their solution’s lower conser-
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vativeness and ease of extension to higher-order system.

Another formation generating problem is studied in [19]. Their work addressed

the problem of shape distortions in distance-based formation control when robots are

subjected to unknown external disturbances. Performance bounds that constrain the

inter-robot distance errors are used to handle connectivity maintenance and collision

avoidance among neighboring robots. They established using graph theory, input to

state stability, and Lyapunov analysis, a decentralized control scheme that increases

formation robustness against shape distortions and formation convergence to unde-

sired shapes under the effect of external disturbances.

1.3 Statement of contribution

Although there is abundance of literature on the leader-follower strategy to solving

formation control problems, we have not come across to the best of our knowledge at

the time of this work, a research result that explicitly address the practical problem

of leader failure in this strategy. A number of research results consider limited com-

munication resources, while a lot have not even considered the possibility of leader

failure. Because follower robots rely on their leader to get formation information,

its failure means failure of the whole group to complete the given task. We propose

a new approach to solve this problem which consist of the following: foremost, the

assumption as reported in bulk of the work on leader-follower strategy is that robots

in a particular group are homogeneous. This means we can make any of the robots to

be a designated leader, so the challenge is what do to do with follower robots when

failure condition of their leader is met. We allot ranks to each of the nodes in a

particular formation so that robots can know the range of things they can do when

on a particular node. We then design a control framework that autonomously assign

a leader from the group robots at the beginning of the task and choose a new leader

from the group of followers based on the node they occupy when failure occurs to the

current leader, other robots then follow the new leader to complete the task. Should
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in case we are able to recover the failed robot, our solution is designed such that

robots joining a team that already has a leader will join as follower robots, therefore

this recovered robot follows in the group complete the task. Our approach provides

follower robots with the ability to overcome leader failure and offers the flexibility to

easily introduce new robots to the group. This approach solves not only the problem

of leader failure, but also, failure of any robot in the group, as it allows other robots

to change node where necessary when a robot in the group fails, thanks to pliancy of

ROS that made the implementation of this approach easier.

To achieve this, we use an existing Lyapunov-based tracking controller based on the

backstepping technique from the literature to drive leader robot to track a reference

trajectory, and follower robots to track a desired posture from the leader so they can

all move in a defined formation. To ensure active robots do not collide with the failed

robot during transitions, we propose avoidance algorithm using the limit-cycle strat-

egy so robots can safely avoid obstacles present along the trajectory. Our avoidance

algorithm is different from what is reported in [20–22] in the sense that their work

assumes that obstacles are somewhere between robot and goal positions, contrary

to trajectory tracking problems where same goal and robot’s positions is expected.

We also investigate the case of periodically switching the leader autonomously in a

practical setting as an alternative, though not a lasting solution to problem of leader

failure.

1.4 Synopsis

This thesis is organized as follows: Chapter 1 introduces the research topic, giving a

brief background of multi-robot coordination. We briefly introduce formation control

as an active research area in multi-robot systems, we stated our research objectives,

statement of contribution, and lastly the thesis outline. We introduce some techni-

cal preliminaries in chapter 2, discussing the theory needed to achieve our research

goals, then an overview of the hardware and software used for simulations and ex-
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periment. In chapter 3, a new limit-cycle obstacle avoidance strategy is presented,

together with leader-follower formation control with periodic switch. We then present

simulations and experimental results to validate the effectiveness of our strategy. As-

signment algorithm to fix the problem of leader failure is presented in chapter 4, along

with simulations and experimental results to show the effectiveness of our algorithm.

Summary and conclusions, and directions for future research come in the last chapter,

chapter 5.
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Chapter 2

Technical preliminaries

In this section, we present some concepts of graph theory, stability theory of nonlinear

systems using the Lyapunov approach, and an overview of the tools and libraries used

during our simulations and experiments.

2.1 Graph theory

A graph is an object that consist of a set of non-empty set of vertices and another

set of edges. These edges may be directed or undirected depending on whether the

edges have orientations or not. Example of a directed and undirected graphs is given

in Figure 2.1 (a) and (b) respectively.

Figure 2.1: (a) Directed graph (b) Undirected graph [23].

With respect to leader-follower formation control technique, [24] describe the for-

mation configuration as a directed graph or diagraph as the leader robot is used to

9



control the other follower robots in the formation. Also, specific formations lead to

the development of unique diagraphs, and a particular set of shape variables associ-

ated with each graph structure. The authors added that sometimes in the presence

of obstacles, it is necessary to switch from one diagraph to another which leads to in-

ternal dynamics of the graph, and hence, resulting to a graph that is non-isomorphic

to the original graph.

In reference to [23], a directed graph or diagraph D, consist of a non-empty finite

set V(D) of elements called vertices, and a finite family A(D) of ordered pairs of

elements of V(D) called arcs. V(D) is the vertex set and A(D) is the arc family of

D. An arc (v,w) is usually abbreviated to vw. Thus in Figure 2.1(a), V (D) is the

set (u, v, w, z) and A(D) consists of the arcs uv, vv, vw(twice), wv, wu, andzw, the

ordering of the vertices in an arc being indicated by an arrow. If D is a digraph, the

graph obtained from D by “removing the arrows” (that is, by replacing each arc of

the form vw by a corresponding edge vw) is the underlying graph of D (see Figure

2.1(b)).

2.2 Lyapunov stability

Throughout this work, we use two distinct controllers from the literature for trajectory

tracking control and obstacle avoidance control. The stability of these controllers is

proved using the Lyapunov method, therefore, it is important at the this point to

introduce Lyapunov stability in nonlinear systems. Before then, let us first introduce a

time-dependent positive definite function. Consider a scalar function W : D×R+ → R

with variables x ∈ D and time t. Assuming this function is continuous and has

continuous partial derivatives with respect to its arguments, then the function W (x, t)

is said to be positive semi definite in D if it satisfies the following conditions (see [25]):

i. 0 ∈ D

ii. W (0, t) = 0 ∀t ∈ R+
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iii. W (x, t) ≥ 0, ∀x ̸= 0, x ∈ D

W (x, t) is said to be positive definite in D if conditions (i) and (ii) above are

satisfied, and there exists a time-invariant positive definite function V1(x) such that:

V1(x) ≤ W (x, t) ∀x ∈ D.

Similarly, W(x,t) is said to be negative definite (semi definite) in D if -W (x, t) is

positive definite (semi definite).

In addition, W(x,t) is said to be decrescent in D if there exists a positive definite

function V2(x) such that: |W (x, t)| ≤ V2(x)∀x ∈ D. More so, W (x, t) is radially

unbounded if W (x, t) → ∞ as x → ∞ uniformly on t.

Now, consider the system ẋ = f(x, t) f : D × R+ → Rn and assume that the

origin is an equilibrium state: f(0, t) = 0∀t ∈ R. Then if in a neighborhood D of the

equilibrium state x = 0 there exist a differentiable function W (., .) : D × [0,∞) × R

such that:

i. W (x, t) is positive definite.

ii. The derivative of W (., .) along any solution of ẋ = f(x, t) is negative semi

definite in D.

then, the equilibrium state is stable. Moreover, if W (x, t) is also decrescent then the

origin is uniformly stable.

The equilibrium state is uniformly asymptotically stable if

i. W (x, t) is positive definite and decrescent.

ii. The derivative of Ẇ (x, t) is negative definite in D

If there exists a differentiable function W (., .) : Rn × [0,∞) → R such that:

i. W (x, t) is positive definite, decrescent, and radially unbounded ∀x ∈ Rn and

that
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ii. The derivative of Ẇ (x, t) is negative definite in ∀x ∈ Rn, then

the equilibrium state at x = 0 is globally uniformly asymptotically stable.

Suppose that the equilibrium state x=0 is uniformly asymptotically stable, and in

addition assume that there exist positive constants K1, K2 and K3 such that:

i. K1||x||p ≤ W (x, t) ≤ K2||x||p.

ii. Ẇ (x, t) ≤ −K3||x||p

Then the origin is exponentially stable. And if the conditions hold globally, then the

equilibrium state x = 0 is globally exponentially stable.

2.3 E-puck2 robot

The e-puck2 is a small (7cm in diameter) differential drive robot developed at the

Swiss Federal Institute of Technology in Lausanne (EPFL) in collaboration with GC-

tronic. The hardware and software of e-puck2 is fully open source, providing low

level access to every electronic device and offering unlimited extension possibilities.

It is powered by an STM32F4 microcontroller and features a large number of sensors:

IR proximity, sound I/O, 9×IMU, ToF distance sensor, camera, and uSD storage.

The robot is a full system with USB hub, debugger/programmer, Wi-Fi module [26].

Figure 2.3 shows what the e-puck2 robot is made up, featuring sensors, actuators,

microcontroller, and few other components.

Due to its elegant design, flexibility, user friendly, and low-cost, a lot of research

work has been implemented using this robot especially in the area of multi-agent

systems. It is integrated with the Webots simulation software for programming, sim-

ulation, and control of the robot. An early implementation can be found in [27] where

swarm of e-pucks are remotely controlled by external users over the internet using

Web Services communication protocol. The available support for ROS makes it even

more suitable for robotics research in multi-agent systems as it provides easy access
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Figure 2.2: E-puck2 robot [26]

to the robot’s sensors and actuators, as well as easy communication via Bluetooth

or Wi-Fi among robots. Some lately research implementations can be found in [28]

where four e-puck2 robots are used for cooperative localization using event-triggered

mechanism with minimum communication exchange implemented using the ROS in-

terface. In the reference [29], a Particle Swarm Optimization (PSO) is implemented

on three e-puck2 robots with a camera placed on top of the environment to locate the

robots using image processing technique and navigate each robot to its next position.

This with abundance of references online make e-puck2 our ideal choice for all our

experimental implementations in this thesis.

2.4 ZED Stereo camera

In multi-robot applications such as locomotion, path planning, where accurate posture

of robots is essential, localization can be challenging especially when using small-sized
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low-cost robots such as the e-puck2. One of the common strategies to localizing these

robots is by using an overhead camera with some detecting algorithms that can detect

markers mounted on the robots. An example is in [30] where an effective vision-

based system is proposed to accurately track mobile robots’ true pose using multiple

overhead cameras. Their system can localize multiple mobile robots simultaneously

in a 3m ×6m arena with each robot assigned with a symbol marker for identification.

In [12], an overhead camera is used to localize a group of e-puck2 robots to address

formation control problem using Model Predictive Control. During the experiment,

pose estimates of the robots is sent to the PC in real time via the video camera

attached for the computer to calculate optimal inputs to the robots.

In this work, we use the ZED stereo camera to localize our robots due to growing

localization error observed from the odometry readings of the robots. ZED is a

passive stereo camera that reproduces the way human vision works. Using its two

“eyes” and through triangulation, the ZED creates a three-dimensional model of the

scene it observes, introducing for the first time indoor and outdoor long range depth

perception and positional tracking [31].

Figure 2.3: ZED Stereo camera [32]

Figure 2-3 shows the ZED stereo camera, it has an integrated 2.0m USB3.0 cable,

with minimum system requirements of USB3.0 port, CUDA 6.5, NVIDIA GPU with

compute capability greater than 2.0, 4GB RAM, Dual-core 2,3GHz, and windows 7 or
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Ubuntu 14.04 or later to run the system development toolkit provided by StereoLabs.

The camera can be interfaced with multiple third-party libraries and environments

such as OpenCV, ROS, PyTorch, TensorFlow, MATLAB, just to name a few. We

chose ZED camera to localize our robots because both can be interfaced with ROS,

which makes it easier for the camera to communicate pose estimates to individual

robots.

2.5 The Robot Operating System (ROS)

Robots need to communicate with the camera to get their respective pose data and

communicate with other agents in the group to achieve formation, avoid obstacles, or

perform any given task as a group. Therefore, a reliable system is required for robots

to interact with the camera and other agents, and one of such systems is the Robot

Operating System (ROS).

ROS is a modular open-source framework for writing robot software. It is a col-

lection of tools, libraries, and conventions that aim to simplify the task of creating

complex and robust robot behavior across a wide variety of robotics platform [33]

. It provides functionality for hardware abstraction, communication between pro-

cesses over multiple machines, and great tools for visualization. It also provides the

flexibility to work with heterogeneous devices in a shared environment. Control of

individual robots and communication between robots and other devices is realized

using some software processes called “nodes” that can register with the ROS master

node. They can execute tasks independently or by communicating with other nodes

within the system. The communication mechanism used by ROS is through sending

and receiving messages grouped into specific categories called topics. A message is

defined by the type of message and data format, a node can send data by publishing

it on a defined topic and receive data by subscribing to the topic of interest. Figure

2.4 shows the basic ROS model consisting of nodes registered with the ROS master

communicating data via topics.
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Figure 2.4: Basic ROS model

The modularity of ROS makes working with heterogeneous devices easier as addi-

tional functionalities can be easily incorporated to the platform. It also makes code

reusability easier in robotics research as one can use packages from other projects to

serve some purpose in another project. This along with several other reasons makes

ROS the ideal framework to implement our algorithms. We carefully select packages

that meets our requirements for implementation.

2.6 Markers

An important step to implementing our work is finding a way to accurately localize

our robots. With the ZED camera, we use visual localization to estimate the pose of

each robot within the field of view of the camera. Visual localization involves the prob-

lem of determining the camera pose of one or multiple query images in a database

scene. This problem is highly relevant for a wide range of applications, including

autonomous robots, augmented reality (AR), loop closure detection re-localization,

SLAM, and Structure-from-Motion (SFM) systems [34]. The complexities associated

with detecting our robots can be avoided using patterns designed to be reliably de-
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tected by computer vision, such patterns are termed “fiducial markers” (see Figure

2.5). A lot of research papers have employed the use of fiducial markers to localize

robots, or to improve localization accuracy. An example is in [35] where AR Tag

markers are used for robot localization with an overhead camera viewing the robots

from above with a unique marker mounted on each robot. To solve a formation con-

trol problem, [36] used overhead camera to determine the pose estimates of a group

of e-puck2 robots by mounting patterns on each of the robots.

Figure 2.5: Example of fiducial markers [37]

In our work, we employ the use of AR Tag markers, a square pattern of size 5 by 5

printed on a flat surface with black and white patches, and relatively thick solid outer

boundary (see Figure 2.6). These tags are provided by the ar track alvar package,

which is a ROS wrapper for alvar, an open-source AR tag tracking library.
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Figure 2.6: AR tags [38]

2.7 Drivers

We use dedicated ROS wrappers for our hardware devices to be able to receive data or

send control commands using ROS. The e-puck2 ROS driver maintained by GCtronic,

is designed to enable the use of e-puck2 with ROS, with a python and C++ versions

available to enable user chose its preferred programming language. Robots can be

connected to a computer via either Bluetooth or Wi-Fi, and all sensors and actuators

are exposed to ROS so commands can be sent to the robot or receive data from it.

Figure 2.7 is an rqt graph showing all the topics published by the e-puck2 Wi-Fi ROS

node. Although the node is publishing a lot of different topics for both sensors and

actuators, the necessity to involve an external camera for localization mean we will be

using just the /mobile base/cmd vel topic to publish velocity command on the robot.

To be able to use the ZED stereo camera with ROS, we use the dedicated ZED ROS

wrapper, which outputs the camera left and right images, depth map, point cloud, and

pose. It also supports the use of multiple cameras. Since our interest is to localize AR

markers (each mounted on a robot) within the field of view of the camera, we intend

to use the zed ros examples repository – a subdivision of the ZED ROS wrapper –

which will enable us to use the ar track alvar package. Figure 2.8 shows the rqt graph

of the camera using the ar track alvar package. In the list of all published topics

by the tracking node, our topics of interest are the /zed/visualization marker and

/zed/ar pose marker which are only updated when a marker is visible. As seen in
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the graph, the tracking node also updates the /tf topic to have the pose of observed

markers published in the TF Tree.

Figure 2.7: E-puck2 ROS topics [39]
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Figure 2.8: ZED camera RQT Graph Using AR Tags
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Chapter 3

Formation control with obstacle
avoidance and periodic leader
switch

3.1 Introduction

This section presents formation tracking problem that involves the use of leader-

follower formation control strategy coupled with obstacle avoidance algorithm. Most

of the existing leader-follower strategy in the literature involve the use of dedicated

leader(s) (see examples in [11–13]), and assumed an obstacle free environment, there-

fore did not involve obstacle avoidance. The work in [10] consider a case of leader

switching, however, the leader is teleoperated using the ROS teleop twist keyboard.

Followers are delayed until the new leader is ready to share formation data with fol-

lowers, hence, they did not see the need to add obstacle avoidance. In this work

however, we use tracking controller to drive all robots in the group to achieve and

maintain formation. We also aim to periodically change the leader; hence, robots will

break from existing formation to follow the new leader. Therefore, we find it nec-

essary to integrate avoidance control in our strategy to ensure robots do not collide

with one another during transition.
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3.2 Robot dynamics

Consider a nonholonomic constrained mobile robot in Figure 3-1 whose dynamics are

modeled by the following nonlinear ordinary differential equations:

⎡⎢⎢⎢⎣
ẋ

ẏ

θ̇

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
cosθ −sinθ 0

sinθ cosθ 0

0 0 1

⎤⎥⎥⎥⎦ r

2

⎡⎢⎢⎢⎣
φ̇1 + φ̇2

0

(φ̇1−φ̇2)
l

⎤⎥⎥⎥⎦ (3.1)

r represents the radius of the wheel, φ̇i is the angle of rotation of wheel i, and l is

the distance between each of the wheels. With v = r(φ̇1+φ̇2)
2

and ω = r(φ̇1−φ̇2)
2l

, we can

rewrite equation 3.1 as:

⎡⎢⎢⎢⎣
ẋ

ẏ

θ̇

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
cosθ 0

sinθ 0

0 1

⎤⎥⎥⎥⎦
⎡⎣v
ω

⎤⎦ (3.2)

Here, x ∈ R and y ∈ R are the Cartesian coordinates of the center of mass of the

vehicle, θ ∈ [0, 2π) is the heading of the robot with respect to the coordinate axis, v

and ω are the control inputs for linear and angular velocity, respectively.

3.3 Trajectory tracking

Trajectory tracking control problem can be solved in a number of ways. Among

the most popular techniques is the use of Model Predictive Control (MPC). In this

technique, the trajectory tracking task is taken as predictive control problem with

multi-constraints by transforming the continuous time system into a discrete state-

space mode with fixed sampling period [40]. The references [12, 13] also employ the

use of MPC to drive their robots to follow a reference leader. In their comparative

study, [40] demonstrate the accuracy of the controller but conclude that it is prone to

instability under harsh driving conditions. Another popular method is the Lyapunov

based approach, it involves the use of a Lyapunov function to design control inputs to
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Figure 3.1: Robot schematic

make the zero equilibrium of the system stable. A lot of references (examples include:

[10, 17, 41, 42]) have reported the use of a Lyapunov based controller to drive robots

to track a reference trajectory. In this work, controller design is not our main focus,

we therefore consider using the backstepping controller designed in [42] to drive our

robots.

Consider a tracking control problem where a robot is tasked to follow a reference

robot with a posture Pr = (xr, yr, θr) and reference control inputs vr and ωr.

Consider Figure 3.1 where robot’s posture (x, y, θ) is given, the error coordinates

can be denoted by (see [41]):

⎡⎢⎢⎢⎣
ex

ey

eθ

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
cosθ sinθ 0

−sinθ cosθ 0

0 0 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
xr − x

yr − y

θr − θ

⎤⎥⎥⎥⎦ (3.3)

The error dynamics are (see [41]):
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Figure 3.2: Reference and current posture [42]

⎡⎢⎢⎢⎣
ėx

ėy

ėθ

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
vrcoseθ + ωey − v

vrsineθ − ωex

ωr − ω

⎤⎥⎥⎥⎦ (3.4)

A Lyapunov stable time-varying state-tracking control law is designed in [42] based

on backstepping technique to control robot to track reference trajectory. According

to [42], if v̇r, ω̇r, vr,and ωr and bounded with the assumption that either vr or ωr

does not converge to zero, the global asymptotic stability of the error dynamics in

equation 3.4 is guaranteed, and thus errors converge to zero using the control inputs

in equation 3.5 ( see [42] for proof of convergence).

⎡⎣v
ω

⎤⎦ =

⎡⎣ vrcoseθ + kxex

ωr + kyeysineθ
eθ

+ kxeθ

⎤⎦ (3.5)

with a =
√︁

v2r + bω2
r , kx = 2ϵa, ky = b|vr|, ϵ > 0 and b > 0.
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3.4 Leader-follower formation control

Leader-follower formation control involve the use of a robot called the “leader” to

generate trajectory information for other robots in the team called “followers”. With

each follower robot tracking the leader at a prescribed desired distance and bearing,

leader-follower formation control problem can be viewed as a natural extension of tra-

jectory tracking problem. The references [10, 14] formulated formation control prob-

lem as a trajectory tracking problem by defining a desired posture Pd = (xd, yd, θd)

using parameters l and ϕ as desired distance and bearing, respectively, relative to the

posture of a leader robot or center of mass of the desired formation. This formulation

is defined by equations 3.6-3.8 below (see [10, 14]).

xd = xl + lcos (ϕ + θl) (3.6)

yd = yl + lsin (ϕ + θl) (3.7)

θd = atan2(ẏd, ẋd) + kπ, k = 0, 1 (3.8)

where k = 0; 1 defines the desired drive direction (0 for forward and 1 for reverse

motion) and atan2 is the four-quadrant inverse tangent function. As outlined in [10], it

is possible for a nonholonomic constrained mobile robot to track a reference trajectory

if equations 3.6-3.8 respect the nonholonomic constraint of the robot, meaning it

should be consistent with the following form:⎡⎢⎢⎢⎣
ẋd

ẏd

θ̇d

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
cosθd 0

sinθd 0

0 1

⎤⎥⎥⎥⎦
⎡⎣vd
ωd

⎤⎦ (3.9)

Therefore, [10] chose the desired orientation as in equation 3.8 for the desired

trajectory to satisfy 3.9.

25



Given posture of the follower robot Pf = (xf , yf , θf ) and that of the generated

desired posture Pd = (xd, yd, θd), formation is achieved if each follower robot tracks

its corresponding desired trajectory generated by the leader robot. Mathematically,

formation is achieved if lim
t→∞

(xd − xf ) = 0 and lim
t→∞

(yd − yf ) = 0, the condition

lim
t→∞

(θd − θf ) = 0 is desirable but not necessary, however must be bounded. The

desired velocities vd and ωd are derived from equation 3.9 as:

vd = ±
√︂

ẋ2
d + ẏ2d

(3.10)

ωd = θ̇d =
ẋdÿd + ẏdẍd

ẋ2
d + ẏ2d (3.11)

The sign ± depends on whether the motion is forward or backward. Note that the

necessary conditions for reference path design according to (Jiang & Nijmeijer, 1997)

is a nonzero desired linear velocity (vd ̸= 0) and a smooth twice differentiable path.

Similar to equation 3.5, the control inputs in equation 3.12 will drive the follower

agents to the desired position Pd to achieve desired formation.

⎡⎣vf
ωf

⎤⎦ =

⎡⎣ vdcoseθ + kxex

ωd + kyeysineθ
eθ

+ kxeθ

⎤⎦ (3.12)

with kx = 2ϵa, ky = b|vd|, a =
√︁

ω2
d + bv2d, ϵ > 0 and b > 0.

3.5 Obstacle avoidance

3.5.1 Theory

We want robots to avoid static obstacles along their respective trajectories and avoid

collision with other robots when switching roles in case of failure of leader failure. Sev-

eral avoidance strategies can be found in the literature. An interesting overview of

some of these strategies is given in [43]. References [14, 17] addressed avoidance con-

trol using avoidance function defined in [44, 45], which is active only in the bounded
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sensing regions of individual robot and do not interfere with robot’s individual opti-

mal control law outside of this region. Another notable approach is the limit-cycle

avoidance strategy proposed by [20]). This work employs a limit-cycle avoidance

strategy to safely avoid obstacles while cruising.

In limit-cycle avoidance strategy, robot needs to follow accurately limit-cycle vector

fields defined by the following differential equations (see [20, 21]):

ẋs = (sign)ys + xs

(︁
R2

c − x2
s − y2s

)︁
(3.13)

ẏs = −(sign)xs + ys
(︁
R2

c − x2
s − y2s

)︁
(3.14)

Here, (xs, ys) is the position of the robot according to the center of convergence of

the limit-cycle, Rc defines the radius of the limit-cycle, and ”sign = ±1” for clockwise

and counter-clockwise avoidance, respectively. Figure 3.3 shows the phase portrait

of limit-cycle if radius Rc = 1 with directions of trajectories - clockwise limit-cycle

(left) and counter-clockwise limit-cycle (right) - according to the xsandys axis. The

trajectories from all points (xs, ys) including inside the circle, move toward the circle.

Figure 3.3: Phase portrait of the limit-cycle defined by equations 3.13 and 3.14.
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To control robot to follow these trajectories when an obstacle is detected, references

[21, 22] used what is called the orientation control. The robot desired orientation is

derived from the differential equation of the limit-cycle as:

θd = atan2(ẏs, ẋs) (3.15)

And the error is given by

θe = θd − θ (3.16)

It is proved in [21] that with k > 0, the input ω = θ̇d + kθe will drive the robot to

the desired orientation, and with a constant nominal speed v, the robot will be able

to accurately follow the limit-cycle.

3.5.2 Algorithm

The avoidance algorithm in [21, 22] assumed obstacle to be somewhere between the

robot and the target destination. This is not the case in trajectory tracking problem

where a near zero tracking error is expected, hence, robot’s and goal positions are

approximately the same. We therefore propose a new avoidance algorithm to enable

the use of this strategy in trajectory tracking applications. To avoid obstacle, the

following are necessary:

• Detect obstacle to avoid.

• Define escape criterion which determine if an obstacle is completely avoided or

not.

We define Dj, the Euclidean distance between agent and obstacle j. Choose obsta-

cle with the least distance to the robot, this obstacle is characterized by its position

(xo, yo) and radius Ro. Given position (x, y) of the robot, the obstacle’s position

(xo, yo) is the center of the limit-cycle. Expressing the robot’s position (xs, ys) with

respect to the center of convergence of the limit-cycle, we have: xs = (x − xo) and
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ys = (y− yo). Dj is defined by equation 3.17, the radius of the region of influence Ri

and that of the limit-cycle Rc are defined by equations 3.18 and 3.19 respectively:

Dj =
√︁

x2
s + y2s (3.17)

Ri = Ro + Rr + δ (3.18)

Rc = Ri − ε, ε < δ (3.19)

Rr is the radius of the robot, δ is a safe margin for collision avoidance, and ε

relatively small positive number. Because we are dealing with dynamic obstacles

(other agents), the sign in equations 3.13 and 3.14 is set to -1 (counterclockwise

avoidance). A robot approaching an obstacle from any direction can have coordinate

positions (xs, ys) to be either positive or negative values (see Figure 3.4). This is used

to define escape criterion by keeping track of the signs of xs and ys.

Figure 3.4: Definition of robot’s position relative to an obstacle.

Define sgnxs and sgnys as the signs of xs and ys respectively, just after the robot

enters the circle of influence of the obstacle, and let n sgnxs and n sgnys be the signs
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of xs and ys respectively, when the robot is avoiding the obstacle. We compare

(sgnxs, sgnys) and
(︁
n sgnxs, n sgnys

)︁
and say that an obstacle is completely avoided

and switch to tracking controller when the conditions ”sgnxs ̸= n sgnxs” and ”sgnys ̸=

n sgnys” are satisfied.. The pseudo code for the orbital obstacle avoidance algorithm

is as follows:

Algorithm 1 : Orbital obstacle avoidance

1 if Dj ≤ Ri then
2 Avoidance controller
3 if n sgnxs ̸= sgnxs & n sgnys ̸= sgnys then
4 Tracking controller
5 else:
6 Avoidance controller
7 else:
8 Tracking controller

3.6 Hierarchical action selection algorithm

We have two distinct controllers at our disposal and can activate only one at a time.

Tracking controller is the primary while avoidance controller is active only when an

obstacle that can obstruct the robot’s motion is detected. Figure 3.5 show how these

two controllers would be managed while guaranteeing stability of the overall control.

While reactive approach in [46] and [47] activate avoidance controller only when the

robot is close to an obstacle, the hierarchical action selection approach introduced

in [20–22, 48] activate avoidance controller as soon existence of an obstacle that can

obstruct motion of the robot is detected, thus reducing the amount to time needed

to reach the target. Inspired by [21], we activate the tracking controller as soon as

the robot enters the region of influence of radius Ri of the obstacle.

Figure 3.6 depicts robot outside the region of influence of an obstacle of radius Ro

and region of influence of radius Ri. Given Dj, the Euclidean distance between a

robot and the nearest obstacle j, the pseudo code for the hierarchical action selection

algorithm is as follows:

30



Figure 3.5: Choice of controller at an instance [21]

Figure 3.6: Robot-Obstacle setting showing the region of influence of the obstacle.

3.7 Implementation

What follows in this section presents the implementation of our limit-cycle obstacle

avoidance algorithm, along with formation control with autonomous periodic leader

switch using simulations and experiment.
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Algorithm 2 : Hierarchical action selection

1 if Dj ≤ Ri then
2 Avoidance controller
3 else:
4 Tracking controller

3.7.1 Simulations

In this section, simulations are presented to verify the performance of our avoidance

algorithm. In addition, we present results for formation control with periodic leader

switch looking at cases regarding number of robots in the group and type of the

trajectory. To run our simulations, we use Dell G7 15 laptop with NVIDIA GPU

(GeForce RTX 2070 with Max-Q design). We then install and integrate GAZEBO,

an open-source 3D robotics simulator to ROS melodic, running on Ubuntu 18.04. It

is necessary for robot to be aware of its pose as well as where the rest of the world

(obstacles and other robots) is in relation to itself. In our simulations, position of

obstacles is provided by the /gazebo/model states topic. This topic publishes a list

of positions of all models on the ground plane, therefore, we subscribe to each of the

model’s position by accessing the data of its index in the list. We get the robots’ pose

estimates through odometry data by subscribing to their respective /odom topic.

3.7.1.1 Obstacle avoidance

We run a series of simulations to verify the effectiveness of our avoidance algorithm.

We consider the following cases:

• Single obstacle along a circular trajectory: Consider a nonholonomic

constrained mobile robot on a ground plane whose initial position is chosen at

random relatively close to the trajectory (see Figure 3.7). The goal is to track a

given reference circular trajectory and simultaneously avoid an obstacle present

along the trajectory. We define a trajectory in equation 3.20 of radius r = 4m

centered at (xc, yc) = (7, 7) on the ground plane. We task the robot to complete
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the circle over a period of T = 160s. The obstacle present along the trajectory

is of radius 0.14m. We set the control parameters for the tracking controller to

be ϵ = 0.9 and b = 2, while the parameter for the avoidance controller is set for

k = 1.8

Figure 3.7: Robot and obstacle on a ground plane.

⎡⎣xr

yr

⎤⎦ =

⎡⎣xc

yc

⎤⎦ + r

⎡⎣cosαt
sinαt

⎤⎦ , α =
2π

T
(3.20)

Figure 3.8(a) shows how the robot is able to detect and avoid the obstacle

during the trajectory tracking, while 3.8(b) displays tracking errors converging

to zero after the obstacle is avoided.

• Singe obstacle along a linear trajectory: In this case, we use the same

parameters as in case 1 for both controllers. With two obstacles present at po-

sitions (5, 5),and (10, 10) respectively, the robot’s initial pose is set for (0.5, 1, π
4
).

The trajectory is a straight line of gradient 1, defined by equation 3.21, and the

robot is to track it over a period of T = 100s.
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Figure 3.8: (a) Desired and robot’s trajectories, (b) Tracking errors and control in-
puts.

⎡⎣xr

yr

⎤⎦ =

⎡⎣xi

yi

⎤⎦ +

⎡⎣αt
αt

⎤⎦ , α =
4.14π

T
(3.21)

Figure 3.9: (a) Robot’s and reference trajectories, (b)Tracking errors and input ve-
locities.

The starting point of the trajectory is set for (xi, yi) = (1, 1). Note that the

robot’s initial posture is randomly chosen somewhere near (xi, yi), the obsta-

cles’ positions are chosen so that they can obstruct the robot’s motion along the

trajectory. It can the seen in Figures 3.9(a) and 3.9(b) that the robot avoids col-

lision with both obstacles successfully while maintaining roughly zero tracking
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error in the absence of obstacles.

Multiple obstacles along circular trajectory:Since we will be dealing with

multiple robots, we consider the case of having more than just two obstacles

along the trajectory. The aim here is to verify that the robot can detect each

of the individual obstacles and avoid only the one that can obstruct its motion,

and as well with the minimum distance to the robot. Figure 3.10(a) depicts

the robot avoiding three different obstacles (each with dimensions the same

as the first case) positioned at (11, 7), (3, 7), and (7, 3), respectively. It can

be observed from Figure 3.10(b) that the tracking error grows in the presence

of an obstacle, which asymptotically converge to approximately zero when the

obstacle is completely avoided, that is, when the tracking controller is active.

Figure 3.10: Trajectory tracking with multiple obstacle avoidance.

3.7.1.2 Formation control with periodic leader switch

As discussed in the previous sections, leader-follower formation control strategy is

easy to implement, but suffers a major practical drawback of leader failure, resulting

in followers’ inability to complete the given task. One way to solve this problem

is by periodically changing the leader, this is different from what the reference [10]

presented in the sense that new leader selection is automatic, all robots are controlled

using a single workstation, and as well, our leader robot is controlled by tracking and
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avoidance controllers. At each transition, the new leader breaks out of the formation

to continue with the trajectory tracking, and of course, avoid collision with other

robots. Followers and former leader then take new positions with respect to the new

leader and move in a formation. To demonstrate this, we consider two cases as follows:

• Three robots in a circular trajectory: Consider three robots on a ground

plane tasked with tracking a circular trajectory in a defined formation shape.

We intend to periodically switch the team leader such that each of the robots

leads the group for one-third of the period. The Lyapunov based tracking and

avoidance controllers are implemented on each of the robots. The group is

required to form an equilateral triangle of length 0.7m, that is, with one of

the robots leading the team, the two follower robots are to follow the leader

at a distance of 0.7m and bearings 5π
6

and 7π
6

respectively. We use the same

trajectory defined by equation 3.21 centered at (7, 7) with radius 4m over a

period of T = 180s. Figure 3.11 shows the robots at random initial positions

and a tapped image of the robots moving in a formation.

Figure 3.11: (a) Robots at initial position, (b) Robots moving in a formation

As shown in Figure 3.12, robot0 leads the group for the first one-third of the

period with robots 1 and 2 following robot0 at bearings 7π
6

and 5π
6

, respectively.

Robot1 then autonomously takes the leadership in the second one-third with

robots 2 and 0 following robot0 at bearings 7π
6

and 5π
6

respectively, and in the
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Figure 3.12: Trajectories of (a) Robot0, (b) Robot1, and (c) Robot2.

last one-third robot2 leads while robots 0 and 1 follow. It can be seen from

the plots that robots leading the team at a particular time track accurately the

trajectory, while follower robots follow the desired trajectory received from the

leader.

• Four robots in a linear trajectory: This case is a lot similar to the previous

case, but in this case, four robots are involved in tracking a linear trajectory

defined by equation 3.21 in a square formation shape for a period of 160 seconds,

with each robot to leading the team for 40s. The formation is of length 0.6m,

and bearings 5π
6
, π and 7π

6
from the leader.

Figure 3.13 shows robot3 following robot0 at bearing of 5π
6

, robot1 at a bearing

of π, and robot2 at a bearing of 7π
6

during the first, second, and third quarter

respectively, and finally leading the team in the last quarter. The case is similar

for robots 0, 1, and 2 respectively.

3.7.2 Experiment

Being that uncertainties are marginally handled in simulations, we run experiments

using low-cost robots to demonstrate our avoidance algorithm and periodic leader

switch working on real robot using four e-puck2 robots. The robot does not have

laser sensor, or an inbuild camera that can provide us with point cloud data. It only

offers a short laser reading of just about 8cm derived from interpolating data from six

of its proximity sensors on the front side. This means we can not use this robot for
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Figure 3.13: Trajectories of (a) Robot0, (b) Robot1, (c) Robot2, and (d) Robot3.

simultaneous localization and mapping (SLAM) in a large environment. We employ

the use ZED Stereo camera to provide the pose estimate of each of the four robots.

We mount a unique AR Tag on each of the robots so the camera can detect it using

the ar track alvar package. We use zed ar track alvar driver to get pose estimates of

the AR tags from the camera, and C++ Wi-Fi version of the ROS e-puck2 driver to

get sensor readings from the robots as well as ROS topics for the control script to

publish commands on actuators.

Figure 3.14 depicts the whole setup consisting of a Dell G7 workstation with

Ubuntu 18.04 and ROS Melodic installed on it, a ZED Stereo camera mounted at

about 2m above the ground, four e-puck2 robots each with a unique AR tag mounted
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Figure 3.14: Experimental setup.

on top, and a D-Link router that connects the robots and the workstation via wireless

communication. Throughout the experiment, the parameters for the tracking con-

troller are set for ϵ = 0.9 and b = 10, while the parameter for the avoidance controller

is set for k = 2.2. Due to the limited view of the camera in the setup, we use circular

trajectory defined by equation 3.20 throughout the experiment. The trajectory is

centered at (0, 0) with radius r = 0.4m and period T = 180s. Figure 3-15 is the

physical network setup for all experiments to be reported in this thesis.

3.7.2.1 Obstacle avoidance

To demonstrate obstacle avoidance, we use two e-puck2 robots 0 and 1, with robot0

tracking a circular trajectory and robot1 static at a random position along the tra-
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Figure 3.15: Workspace for our experiments.

jectory. As shown in Figure 3.16, robot 0 was able to detect and avoid robot1 located

at approximately (−0.18,−0.36) along the trajectory, then switched to tracking af-

ter avoidance is complete. Figure 3.17(a) shows the trajectory of the robot tracking

the reference trajectory and simultaneously avoiding obstacles present along. Figure

3.17(b) represents the tracking errors and input velocities, it can be observed from

the plots that the linear velocity is constant when the avoidance controller is active,

confirming the switch between controllers based on the hierarchical action selection

algorithm.

3.7.2.2 Formation control with periodic leader switch

For this experiment, we task four e-puck2 robots to track the circular trajectory

with three of the robots following the leader, and then automatically switch leader
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Figure 3.16: (a) Robot0 just before the region of influence of robot1, (b) Robot0
inside the region of influence of robot1 and avoiding it, (c) Robot0 back to trajectory
tracking after avoiding robot1 completely.

Figure 3.17: (a) Reference trajectory and robot0 motion trajectory, (b) Robot0 track-
ing errors and input velocities.

each time a circle is complete. We implement it such that robots move in a square

formation of size 0.15m, with follower robots following the leader at bearings of 180◦,

225◦, and 270◦ (see Figure 3.18). After completing a circle, robot at a bearing of 270◦

from the leader becomes the new leader, follower robots at bearings 180◦ and 225◦

follow the new leader at bearings 225◦, and 270◦ respectively (meaning the follow new

leader at a bearing 45◦ more than their previous). The former leader then follows the

new leader at 180◦ bearing. Some tapped images from the video of this experiment

shown in Figure 3-19 show scenes with each of the robots leading the team, the yellow

arrow on each of the scenes points the direction of motion at that moment. The group

41



tracks the trajectory four times during this experiment with each of the robots leading

the team once for a complete circle.

Figure 3.18: Desired formation shape.
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Figure 3.19: (a) Robot0 leading the group, (b) Robot1 leading the group, (c) Robot2
leading the group, (d) Robot3 leading the group.
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Chapter 4

Formation control subject to leader
failure

4.1 Multi-robot algorithms

Lately, we have seen a surge in the use of multi-robot systems (MRS) in a wide

variety of applications. A lot of MRS are being deployed in a variety of domains,

examples include: warehouse [1], hospital logistics [49], transport [50], just to name

a few. In order to develop and deploy robust MRS in real-world applications, a

number of challenging problems needs to be solved. These problems include, but are

not limited to, task allocation, group formation, cooperative object detection and

tracking, communication relaying and self organization to name just a few [51].

Great number of algorithms are present in the literature to improve task allocation

problems in MRS. Multirobot task allocation (MRTA) refers to the assigning of a

series of tasks to multiple robots with certain constraints to achieve an objective, such

as minimizing the total travel distance of all robots or the average cost of each task

and so on [51]. As reported in the survey by [52], consensus-based bundle algorithm,

consensus-based auction algorithm, fair subdivision algorithm, learning automata-

based probabilistic algorithm, and S+T algorithm allocate tasks to robot with the

objective of minimizing time to reach the goal. And to minimize distance travel

by robots, the commonly used algorithms include Prim allocation algorithm, SET-

MASR algorithm, SIT-MASR algorithm, task-switching algorithm, and incremental
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task allocation algorithm.

Our focus in this work is not to minimize time to reach goal or finding minimum

distance to the goal. We intend to fix the problem of leader failure in a formation by

assigning the task of leading the group to one of the follower robots so the group can

continue with the task (in this case, tracking a trajectory in a formation). We want

our system to be so robust to withstand the failure of not only the leader, but also

the failure of any robot in the group, or even in uncommon cases, failure of multiple

robots.

4.2 Assignment algorithm

Leader failure is the major drawback of leader-follower formation control strategy.

In [10], this problem is addressed by dynamically changing the leader, choosing a

new leader from the follower agents through a dedicated workstation, formation pa-

rameters are also (re)defined through this workstation. This seems like a good idea;

however, it does not really solve the problem because the newly selected leader could

fail as well. The approach also adds the burden of having a dedicated supervisor at

the workstation to manually select a new leader. In this work, we develop an algo-

rithm that assigns a role to each robot in the team. We rank roles serially from 0 to

(n− 1) with ”n” the number of robots in the team. Rank ”0” is the highest, defined

as the leadership-role. All other roles are follower-role with (n − 1) having the least

rank. Figure 4.1 shows the role positions in a defined formation shape and how we

ranked roles serially from 0 to (n− 1).

Roles are occupied by agents joining the team sequentially, each agent joining the

team takes the role with the highest rank from the vacant roles, meaning, the first

agent to join will take the leadership role, and the last to join takes the role with the

least rank. In case of a leader failure, this algorithm let agents change their roles to

that with a rank one step higher, meaning, agent with a previous role of ”one” will

take the leadership role ”zero”, and all other agents adjust their roles one step higher
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Figure 4.1: Role positions in a square shaped formation with robots occupying posi-
tions sequentially.

to follow the new leader, leaving the least role vacant for another robot joining the

team to occupy. With this, the problem of leader failure is eliminated completely, as

the algorithm will let one of the followers to take leadership automatically, as well,

let other followers adjust their roles to follow the new leader. Additionally, any robot

in the team could fail without affecting the formation, the active robots only need to

automatically adjust their roles if a role ranked higher than their current role become

vacant. This also mean that if we can recover the failed robot, we can easily launch

it back to the team to occupy the vacant role.

The pseudo code for this algorithm is as follows:

Algorithm 3 : Assignment algorithm

1 for Robot in Robots do
2 while Active do
3 get lead vacant role()
4 if robot role == None then
5 robot role = lead vacant role
6 else:
7 if rank(lead vacant role) == rank(robot role) +1 then
8 robot role = lead vacant role
9 else:

10 robot role = robot role
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4.3 Implementation

We run a series of simulations and experiments to describe how our algorithm works.

We use the same controllers and controller parameters previously used in Chapter 3

to drive robots for trajectory tracking and obstacle avoidance. The same workstation

in Chapter 3 is used for the implementation.

4.3.1 Simulations

Here, we consider a number of possible cases of robot failure that might happen to

robots in a formation. Using a maximum of four robots throughout the simulations,

we consistently launch the robots sequentially in the order robot0, robot1, robot2, and

robot3 so that the roles 0, 1, 2, and 3 are occupied by robots 0, 1, 2, and 3 respectively.

It should be noted that any robot can take available role with the highest rank, and

we only chose to launch them this way for the sake graphical clarity on how the

robots are adjusting their positions in the formation when a robot fails. The desired

formation shape as shown in Figure 4-2 is defined by a rhombus of length 1m, with

follower robots at bearings 135◦, 195◦, and 255◦. The trajectory used in this case is

defined by equation 3.20, centered at the origin (0, 0) with radius r = 4m and period

T = 180s.

Figure 4.2: Desired formation shape.
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The cases considered in this simulation are as follows:

• Failure of robot occupying role 0: As stated earlier, the main objective of

this algorithm is to enable follower robots to overcome the problem of leader

failure. In Figure 4.3(a), robots 0, 1, 2, and 3 successfully tracks the trajectory

for a complete circle in a formation by respectively occupying the roles 0, 1, 2,

and 3. We then fail robot0 (the leader) by killing its node when it is at about

(−3.8, 1.6). It can be seen in Figure 4.3(b), robot1 which was occupying role 1

now takes the vacant role 0 and proceeds with tracking the trajectory. Robots

2 and 3 previously on the roles 2 and 3 now adjusts their roles respectively to

1 and 2 to follow the new leader leaving role 3 vacant.

Figure 4.3: (a) Robots’ trajectories with no robot failure, (b) Trajectories under
leader failure.

• Failure of robot occupying role 1: In this case, we consider failing robot1

which is occupying role 1. With reference to Figure 4.4(a), Figure 4.4(b) shows

robot0 maintaining its role as the leader (of course because it is on a role higher

than that of the failed robot), while robots 2 and 3 update their roles to one

with rank one step higher to maintain the formation, leaving role 3 vacant in
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case the leader is recovered.

Figure 4.4: (a) Robots’ trajectories with no robot failure, (b) Trajectories under
failure of robot occupying role 1.

• Failure of robot occupying role 2: Similar to the previous cases, we sub-

jected the robot in role 2 to failure to see how our algorithm will handle the

case. As shown in figure 4.5(b), the group leader and robot on role 1 maintained

their roles, while robot 3 moved to the vacant role one step higher, leaving the

least role vacant.

• Failure of robot occupying role 3: We want to see if other robots will react

if the robot on a least ranked role fails, we therefore killed he robot on role

3. As we expect the algorithm to work, the active robots did not adjust their

roles to occupy the vacancy as they are already on a role with a higher rank.

Figures 4.6(a) and 4.6(b) respectively shows the robots’ trajectories without

robot failure and the trajectories when robot on role 3 fails.

• Multiple robots failure: We have previously considered cases where single

robot occupying a certain role fails and verified that the algorithm handles such
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Figure 4.5: (a) Robots’ trajectories with no robot failure, (b) Trajectories under
failure of robot occupying role 2.

Figure 4.6: (a) Robots’ trajectories with no robot failure, (b) Trajectories under
failure of robot occupying role 3.

cases well. We now consider testing the algorithm in a rare possibility where

multiple robots fail. The aim is to show that unless if every single robot in the

team fails, there will be at least one robot that will keep up with the trajectory

tracking (or any given task). Consider four robots tracking the trajectory in a
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formation (see Figure 4.7(a)) with three of them having the possibility of failure.

By respectively killing robots occupying the roles 2, 1, and 0 at different time

instances, it can be seen in Figure 4.7(b) how the robot on role 3 adjusted its

role to 2, 1, and finally 0. This proves the robustness of our algorithm to robots’

failure, and how it offers the flexibility to easily add new robots to the team or

remove the failed ones without affecting other robots.

Figure 4.7: (a) Robots’ trajectories with no robot failure, (b) Trajectories under
failure of multiple robots.

We have seen how the algorithm is able to handle different cases of failure among

robots, but what if we are able to recover a failed robot? that is, what will happen

if for example, a former leader robot gets back to the team? As mentioned earlier,

we designed our algorithm such that robots joining the team will only be assigned

role from the list of available roles. We implement it such that all failed robots have

their roles reset to ”None”, so they will be seen as robots with no previous roles.

This will enable the algorithm to assign them new roles from the list of vacant roles

regardless of what their previous role was. We show this in Figure 4.8(b) where we

assumed to have recover a failed leader (robot0 in this case). It can be seen that after

the followers have taken over that task of tracking, the failed leader joined back to
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occupy the available role 3. There was no role conflict between current leader and

the former leader which is now in the group as a regular follower. This shows the

effectiveness of our algorithm in assigning appropriate roles to robots so they can

overcome the problem of failure from other robots in the group.

Figure 4.8: (a) Robots’ trajectories with no robot failure, (b) Trajectories with failed
robot recovery.

4.3.2 Experiment

To demonstrate the effectiveness of our algorithm on real robots, we use the experi-

mental setup in Chapter 3 (see Figure 3.15) for the same reasons stated therein. The

packages, driver, trajectory, and formation shape choices remain the same as well.

We run a set of experiments considering each of the possible cases of robot failure on

a particular role. We present each of the cases in details as follows:

• Failure of robot occupying role 0: We begin with demonstrating the case of

leader failure in a formation. Consider four e-puck2 robots each with a unique

AR tag tracking a circular trajectory in a square formation. Figure 4.9(a) shows

the group with the encircled robot leading the team. We made the leader fail in
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Figure 4.9(b) by killing its control node, and we can see that the robot on role 1

takes the vacant role 0 with robots on roles 2 and 3 now following the new leader

on roles 1 and 2 respectively. Assuming to have recovered the failed robot, we

launched back to the group. Figure 4.9(c) shows the robot back in the group

right behind the leader occupying role 3. Similar to the result in simulation,

the algorithm enables follower robots to overcome leader failure, and the failed

robot launched back to the team takes available role not its former role as the

leader.

Figure 4.9: Four robots in a formation (a) before leader failure, (b) when the leader
failed, (c) when the failed robot is recovered.

• Failure of robot occupying role 1: We consider in this case, failure of the

successor (robot on role 1) which is at a bearing 270◦ from the leader. When

this robot fails, we expect the leader to maintain its role, and robots on roles

2 and 3 to respectively follow the leader on roles 1 and 2. The encircled robot

we see in Figure 4.10(a) is the robot on role 1 shortly before it fails, the leader

maintained its role, and other followers followed the leader on a new role as

shown in Figure 4.10(b). Figure 4-10(c) depicts the failed robot joining back

the team occupying the least ranked vacant role.

• Failure of robot occupying role 2: Similarly, the robot on role 2 failed, and

only the robot on role 3 adjust its role to fill the vacancy in role 2, while the

leader and robot on role 1 maintained their role. Figures 4.11(a) and 4.11(b)
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Figure 4.10: Four robots in a formation (a) before leader failure, (b) when the leader
failed, (c) when the failed robot is recovered.

depicts the robot before and after failure respectively, while Figure 4.11(c) shows

the robot rejoining the team taking the vacant role 3.

Figure 4.11: Four robots in a formation (a) before role 2 robot failure, (b) when role
2 robot failed, (c) when the failed robot is recovered.

• Failure of robot occupying role 3: The last case we looked at is when the

robot on the least role fails. Of course, we don’t expect other robots to care as

they are already on a higher ranked roles, and this is exactly what happen as

seen in Figures 4.12(a), 4.12(b), and 4.12(c).

We have seen experimentally, the effectiveness of our algorithm in not only solving

the problem of leader failure, but also the failure of any robot in the team. In addition,

it also enables followers adjust their positions in the formation when necessary to make

room for robots joining the team.
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Figure 4.12: Four robots in a formation (a) before role 3 robot failure, (b) when role
3 robot failed, (c) when the failed robot is recovered.

4.4 Technical difficulties

As to any research implementation that has to do with hardware devices, working

with mobile robots have its fundamental problems. Developing a good solution to

these problems is essential as robots become totally autonomous and continuously

expanding their range of application. As outlined in a review by [53], some of the

main challenges are navigation, path planning, localization, and obstacle avoidance.

Earlier in this thesis, we present algorithms to tackle problems of leader failure in a

leader-follower formation control strategy and obstacle avoidance in trajectory track-

ing problems, it is therefore important to discuss problems encountered when vali-

dating our approach using real robots. What follows describes the challenges faced

and how we find way out of these problems.

• Localization: The challenging part of localization is estimating the robot po-

sition and orientation of which this information can be acquired from sensors

and other systems [53]. We are dealing specifically with formation control prob-

lem where follower robots get formation information from their leader. Since

this information is defined relative to the leader’s pose, some level of accuracy

is needed in estimating the robots’ posture so we could achieve the desired

formation shape. The e-puck2 robot we use in our experiments provides pose
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estimates from the readings by the wheel odometer, and we can of course fuse

data form the Inertial Measurement Unit (IMU) using the Extended Kalman

Filter (EKF) for a more accurate pose estimation. Unfortunately, this robot

does not have laser sensor that will enable us to map our relatively large en-

vironment and eventually use the popular Adaptive Monte Carlo Localization

(AMCL) ROS package to track the pose of our robots.

With unique AR tag mounted on each robot, we involve the use of external

stereo camera to feed each of the robots with its pose estimate using the ar -

track alvar ROS package. This provides solution to our localization problem,

but also imposed constraints on where the robots can go due to the limited

view of the camera. We conducted a test using single robot to determine the

accuracy of the pose estimation and observed that at HD1080 resolution, we

get good estimates of the position with some jumps in the orientation data as

the robot moves away from the center of the camera’s field of view (see theta0

in Figure 4.13).

Figure 4.13: Test pose estimate.

Considering how we modeled the dynamics of our robot in equation 3.2 and

the desired formation in equations 3.6 to 3.8, these jumps in orientation data

creates big problem as it makes it difficult to control the robots to accurately

track the trajectory. Figure 4.14(a) depicts an e-puck2 robot tracking a circular
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trajectory getting its pose estimate from the camera. In Figure 4.14(b), we can

see oscillations in orientation error ”θe” resulting from the oscillations in the

orientation data from the camera.

Figure 4.14: (a) Test robot tracking a circular trajectory, (b)Plots for tracking errors
and input velocities.

We plot formation data generated by a leader robot to observe the trajectories.

Figure 4.15 shows how the three non-smooth trajectories generated by the robot,

and how the robot tracks the trajectory with visible tracking errors.

To mitigate this problem, we increased the camera resolution to HD2K, reduced

the distance from camera to the robots to just about 2m, limit our trajectory

option to circular with maximum radius of 0.4m, and defined a square forma-

tion of size 0.15m. This helped us get better pose estimates to implement the

experimental results presented in the previous section. Even though we some-

times don’t get a perfect square formation, Figures 4.9 to 4.12 show fairly good

formation shapes.

• Obstacle avoidance: The obstacle avoidance controller used in this thesis con-

trols only angular velocity of the robot with a constant linear velocity to avoid

obstacles. The jumps in orientation data which in turn affects the orientation

error defined by equation 3.16 makes it challenging to use this avoidance strat-

egy. Prior to arriving at the result for the obstacle avoidance presented in this
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Figure 4.15: non-smooth generated trajectories.

thesis, we obtained results where the robot avoids obstacle off the limit-cycle

(see Figure 4.16). This is mainly due to the pose estimation errors from the

camera which improve with improved localization. Another problem was with

the robot crashing into the obstacle when trying to track the origin instead of

the circumference of the limit-cycle. The reason was later found out to be the

choice of constant linear velocity and controller parameter. We carefully tuned

the parameter and velocity to arrive at the result in Figure 3-17.
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Figure 4.16: Obstacle avoidance under large pose estimation error.
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Chapter 5

Summary and conclusions

This thesis presents two novel algorithms: the obstacle avoidance algorithm that

enables the use of limit-cycle obstacle avoidance strategy in trajectory tracking ap-

plications, and Assignment algorithm that guarantee follower robots overcome the

practical problem of leader failure in leader-follower formation control strategy. We

introduced briefly in Chapter 2, some technical preliminaries. This includes Graph

theory as it applies to leader-follower formation control strategy whose formation con-

figuration is described as a diagraph, and Lyapunov stability theory which is used to

design both trajectory tracking and obstacle avoidance controllers from the literature.

In addition, we briefly describe the hardware devices used in our experiments, which

include the e-puck2 robot (a small differential drive robot) and the ZED Stereo cam-

era for localization. We introduce ROS – a flatform for writing robot software, fiducial

markers – to be detected by the camera for robot localization, and ROS drivers used

for our hardware devices to round up the second chapter.

We model our robot’s dynamics in Chapter 3, then introduced backstepping based

controller from the literature for the trajectory tracking problems which we used

throughout our implementations to drive our robots. We show from the literature

that trajectory tracking can be extended to solve formation control problem using

the leader-follower strategy. In leader-follower strategy, the leader having access to

the reference trajectory communicates formation information to its followers, this
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formation information is a trajectory that must be feasible for the follower robots. The

formation information defined in Chapter 3 of this thesis ensure that the trajectory is

feasible, and follower robots can successfully follow their leader to move in a desired

formation. We also introduced a Lyapunov-based, backstepping controller from the

literature, this controller is used to drive both leader and follower robots to their

desired posture so they can maintain formation.

Avoiding obstacle is essential for a mobile robot to reach its goal especially in a

case where multiple robots are involved or when robots find themselves in a cluttered

environment. We present in Chapter 3, a novel algorithm that enable the use of limit-

cycle obstacle avoidance strategy in trajectory tracking applications. The stability of

the controller used to drive robots to track accurately a limit-cycle is proved using

the Lyapunov stability theory. Having two controllers to work with, a hierarchical

action selection algorithm from the literature is used to switch between the two con-

trollers. We use simulations and experimental results to validate the effectiveness of

our avoidance algorithm. It is presented in the literature that we can switch leader

to reduce the leadership burden on single robot, which can locally solve the problem

of leader failure. We implement this by adding a layer of automation on the work

found in the literature. Our approach uses reduced number of workstations needed to

control the robots, and the necessity human intervention at the workstation to switch

leader or define new formation parameters.

Assignment algorithm presented in Chapter 4 is aimed at providing lasting solution

to the practical problem of leader failure in leader-follower formation control strategy.

A mobile robot deployed for rescue missions or surveying can fail, cause of which can

be energy or communication failure, this mean a whole group of robots will fail if the

failed robot happens to be their leader. Our algorithm solves this problem by letting

robots joining the team to choose their role – whether to lead or to follow – from the

list of available roles, and for robots in the group to adjust their roles when necessary

if they lose a team member. This implies when a leader is lost, robot in the best
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position to lead the group automatically becomes the new leader, and other follower

robots adjust their roles to follow this new leader. We have shown using simulations

and experiments using the ROS framework that unless if every robot in the team

fails, there will be at least one robot to continue with the assigned task. We proved

in practical setting that any robot in the group can fail without affecting the group

formation. We have also seen how the algorithm provides us with the flexibility to

easily add new robots to the group or remove failed robots from the group. We lastly

describe the technical difficulties we have faced during our experiments and how we

overcome such.

In conclusion, we proposed two novel algorithms and verified their effectiveness

using a set of simulations and experiments. Future work includes the use of our

algorithm in a more difficult task for robots in a formation and cooperative obstacle

avoidance. Lastly, we believe our algorithm can be applied in other distributed multi-

robot applications to mitigate problems that may arise from member robot failure.
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