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Abstract

Carbon capture and sequestration (CCS) in geological reservoirs is one of the mitigation

strategies to slow down the increasing atmospheric CO2 concentration due to human ac-

tivities. Effectively characterizing the transport phenomena between CO2 and materials

in reservoirs, including mass/heat transfer and phase change, is crucial but challenging for

accurately evaluating potential storage sites and monitoring the injection operation. This

doctoral study conducts microfluidic experiments to elucidate the transport behaviors of

CO2 and water at the injection pressure from 0.1 up to 9.5 MPa and the temperature be-

tween 22 and 35 ○C, corresponding to a deep injection depth. To this end, we develop a

high-pressure microfluidic platform and operating procedures for high-pressure experiments.

Three primary projects are carried out addressing the important issues of carbon storage

engineering.

Firstly (Chapter 3), we quantify the volumetric mass transfer coefficient (kLa) of CO2 at

three different states (i.e., gas, liquid, and supercritical phase) to elucidate the pressure effect

on the mass transfer process, by measuring the size change of CO2 micro-bubbles/droplets

generated using a microfluidic T-junction. The results show a significantly enhanced mass

transfer of supercritical CO2 in water, while the injection pressure has a minor influence

on the kLa measured from gas and liquid CO2. kLa shows a positive correlation with the

continuous phase’s Reynolds number, implying the importance of bubble/droplet speed on

transporting CO2.

Secondly (Chapter 4), we observe an intriguing multi-phase CO2 flow and emulsions

when operating at the pressure-temperature (P -T ) condition close to the CO2 gas-liquid

ii



phase boundary. We propose a series of strategies to unravel this complex multi-phase

dynamics and quantify the CO2 mass transfer while changing its phase state. The resulting

kLa decreases exponentially with time, which may be influenced by the shrinking specific

area (a), CO2 concentration gradient in the water slug, and the slowing down CO2’s traveling

speed.

Thirdly (Chapter 5), we investigate the effects of pore-structures and brine concen-

trations on salt precipitation, which is a potential threat to hinder CCS in deep saline

aquifers, using 2-D planar porous microfluidics. Three distinct stages are observed: (I) ini-

tial, (II) rapid growth, and (III) final phases, in the progression of salt nucleation with

different rates and size distributions upon brine drying. The location of large brine pools

plays an essential role in determining the distribution and size of nucleating salt. The pos-

itive correlation between the brine-drying and salt-precipitation speeds may help evaluate

salt’s precipitation speed for different porosities.

Finally (Chapter 6), research outlook and future projects are given, particularly regard-

ing microfluidic applications and studies of carbon capture and sequestration technology in

saline aquifers at elevated pressure conditions.
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Nomenclature

δf Liquid film thickness µm

ṀCO2 CO2 mass change rate kg/s

Ṁdis Dissolution rate of solute kg/s

ϵ Distance between the microfluidic chip and the flange m

µ Dynamic viscosity Pa⋅s

ρ Density kg/m3

σs Stress at the corners of microchannel MPa

σu Ultimat tensile stress of silicon MPa

τc Contact time of fluid element on CO2-water interface s

θc contact angle

a Specific area 1/m

Ab Surface area of a bubble/droplet m2

c Concentration of solute mol/m3

c∗ Equilibrium concentration of solute in a solvent mol/m3

c0 Initial concentration of solute in a solvent mol/m3
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Ce Stress concentration coefficient

Cp Specific heat capacity J/K

Cs Safty factor

Ca Capillary number

D Diffusivity of solute in a solvent m2/s

d Total deformation of microfluidic chip µm

d1 Deformation due to the fastening force µm

d2 Deformation due to the fluid injection µm

dinj Diameter of injection ports µm

dc Hydraulic diameter of microchannel µm

dL∗max Dimensionless maximum size change of CO2 bubble/droplet

E Elastic modulus of the compression part MPa

F Fastening force N

H Height of microchannel µm

h Heat transfer coefficient for a developed thermal flow W/(m2K)

J Moment of inertia of the compression part m4

JCO2 Mass flux of CO2 kgm2/s

kL Mass transfer coefficient m/s

kLa Volumetric mass transfer coefficient 1/s

Lb Length of bubble/droplet µm
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Lch Length of microchannel µm

lc Characteristic channel dimension m

Ls Length of liquid slug µm

Luc Length of unit cell µm

P Operating pressure MPa

Pgauge Pressure read from the pressure gauge MPa

Pinj Injection pressure MPa

PISCO Pressure read from the high-pressure gas pump MPa

Ptrans Pressure read from the pressure transducer MPa

QL Water injcetion rate µl/min

Re Reynolds number

S Solubility of solute in a solvent mol/m3

t Time s

Ti Inlet temperature of the medium K

To Outlet of the medium K

Tw Temperature of channel sidewall K

Thcom Thickness of compression part m

Thg Thickness of cover glass m

Ths Thickness of silicon wafer m

ub Mean bubble speed m/s
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Vbody Volume of center body of CO2 bubble/droplet m3

Vcap Volume of cap part of CO2 bubble/droplet m3

VL Volume of solvent m3

VT Volume of CO2 bubble/droplet m3

W Width of microchannel µm

wchip Width of microfluidic chip m

winj Width of injection area m

x Displacement of a bubble/droplet µm
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Chapter 1

Introduction

1.1 Microfluidics: Fundamentals and Applications

Microfluidics refers to the device integrating science and technology to control and ma-

nipulate fluids on a length scale smaller than hundreds of micrometers (few nanoliters

of the fluid volume handled in general) [1, 2]. The development and utilization of mi-

crofluidic devices originated from chemical analysis [3] and miniaturized printing nozzles [4].

Thanks to the rapid development in micromachining and fabrication technologies in micro-

electromechanical systems (MEMS) [5], microfluidic applications soon extended to many

other fields, including microsensors integrated with fluid controllers [6, 7], life and pharma-

ceutical sciences [8], material synthesis [9], chemical mixing [10] and separation [11], and

fundamental researches on fluid mechanics in microscale [12, 13, 14].

A typical microfluidic flow falls in the laminar flow regime because of its low Reynolds

number, defined as Re = ρulc/µ [15]. Here, lc and u refer to the microchannel’s characteristic

length and the working fluid’s mean flow speed. ρ and µ are generally the density and

viscosity of the working fluid, e.g., gas, aqueous solutions, organic solvents, and polymer

solutions. Low-Re-number implies a more dominant viscous effect comparing to the inertia

force [1, 4]. In addition, the influence of the gravitation effect becomes trivial at micro-

scale. Surface forces such as pressure, interfacial tension, van der Waals interactions, and
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electrical effects from surface charges, play essential roles in determining the behavior of

fluids flowing in a microchannel because of it’s enormous ratio of surface area to volume [16].

Therefore, manipulating these interfacial forces expands the application and design scopes

of microfluidics for various technological processes from both fundamental and engineering

perspectives.

Microfluidics also offers useful platforms and toolboxes allowing for high-resolution inves-

tigations of the interfacial transport phenomena in well-defined micron-scale confinements.

The transport phenomena across interfaces, including the transfer of momentum, mass, and

heat, are important in many macro-scale systems because they determine the performance

(efficiency) of the processes. The interfacial area between phases plays a key role by control-

ling the transport intensity in a fixed period. Microfluidic approaches can effectively create

interfaces with high surface-to-volume ratio (SV) that extensively enhance the transfer pro-

cess compared to most macro-systems [17]. Furthermore, the inherent small characteristic

length in microfluidics significantly reduces the heat and mass transfer span. For example,

fluid with an initial temperature of Ti is heated by heat convection when flowing in a circular

channel of length Lch, with a constant temperature Tw. The outlet temperature of the fluid,

To, can be estimated by a classical convective heat transfer equation [18]:

Tw − To
Tw − Ti

= exp(− 4hLch

mCP lc
) , (1.1)

where h is the heat transfer coefficient, m is the mass of a unit volume of liquid, and CP is the

fluid’s heat capacity. lc represents the characteristic channel dimension. Eqn. (1.1) describes

the decrease in temperature difference between To and Tw with a smaller lc, implying the

more rapid heat transfer in the microchannel.

Another example of transport phenomena in microfluidics concerns the 1-D mass diffu-

sion process of a solute in a straight tube filled with solvent. The solute concentration is

initially 0 at t = 0, and its solubility in the solvent is expressed as S. The time dependence of

solute concentration change C(t) can be expressed by the Fick’s second law’s solution [19]:

c(t) = Serfc (
lc

2
√
Dt
) . (1.2)
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Here, D is the diffusion coefficient of solute in the solvent. lc is the characteristic length of

the channel. Eqn. (1.2) implies the diffusion time is proportional to the square of the charac-

teristic length, t ∼ l2c , telling that small dimensions can substantially reduce the equilibrium

time for mass transfer.

Recently, in the light of global climate change and energy issues, microfluidics has at-

tracted much attention in the field of energy and environmental engineering to seek more

efficient methods that help inform the associated large-scale operations, such as fuel cell [20],

conversion of bioenergy [21], recovery of oil (and gas) [17, 22], and the carbon storage and

utilization [23, 24]. The inherently small injection area and volume in microfluidics allow

a wide range of operating conditions (pressure and temperature conditions), making mi-

crofluidics well suited in energy and environment fields. This doctoral study is driven to

exploit microfluidic technology in carbon storage engineering. The following sections will

review the topics directly relating to this work, including the micro-channel configuration,

flow regions, transport mechanisms, carbon storage technologies, and the design concept for

high-pressure microfluidics.

1.2 Microfluidic bubble/droplet generators

Microfluidic bubble/droplet generators are convenient material science tools because they

manage to produce highly uniform monodisperse bubbles/droplets massively, which typically

act as templates with a well-defined geometry to synthesize substances for pharmaceutical,

cosmetic, and food applications [25, 26, 27, 28]. These bubbles/droplets can also become

platforms for fast-screening and characterization due to the inherent large surface area to

volume ratio that facilitates fast mass and heat transfer and chemical reactions. Generally,

bubbles/droplets are generated by utilizing the fluid instability when introducing two immis-

cible fluids to come together. The one has smaller surface energy with the channel sidewall

breaks up to separated bubbles/droplets, called the dispersed phase. The other fluid that

carries the dispersed fluid is named the continuous phase. Channel confinement and forces

interactions, including the interfacial tension, the liquid viscosity, and the inertia force, play
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dominant roles in creating different dispersion patterns in various designs of bubble/droplet

generators [29, 30].

1.2.1 Designs of bubble/droplet generators

A. Cross-flow configuration

The cross-flow micro-bubble/droplet generator refers to the design that the channel of dis-

persed fluid intersects the continuous phase at the angle θ varying from 0○ < θ < 180○ [31].

The T-junction configuration is the most common cross-flow design, in which the dispersed

phase meets the continuous phase perpendicularly [32]. Many applications have frequently

used T-junction geometry due to its simplicity in design and the capability of consistently

producing monodispersed bubbles/droplets. Each individual has little size deviation accord-

ing to the measured coefficient of variation (CV), giving a small value down to less than 2 %.

Here, CV defines the ratio of the standard deviation to the average droplet radius [33]. After

tunning the injection parameters properly, such as injection rate ratio, the production rate

of T-junction can go up to 7.4 kHz reported by the experiment using air and water [34]. Be-

sides, channel dimensions determine the minimum bubble/droplet size a cross-flow generator

can achieve, usually larger than 10 µm in diameter [32].

B. Co-flow configuration

The bubble/droplet generator in co-flow configuration aligns the steam of dispersed fluid

parallelly inside the continuous phase flow [31]. It can be made by inserting a tapered circular

capillary tube into another rectangular microchannel or square capillary [35, 36, 37]. This

type of design can produce micro-bubbles/droplets at high frequency up to tens of kHz [35].

The size of the bubble/droplet depends on the flow rate ratio and the diameter of the

dispersed phase tube, which can create the finest feature down to the scale of 1 mum [38].

Besides, the flow regime (ratio of capillary number) determines the consistency of droplet

size. It was reported that bubbles/droplets have little size variation as small CV as 3 %

when both capillary numbers of the continuous phase (Cac) and the dispersed phase (Cad)
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are low [35], while droplets tend to be polydispersed as Cad exceeds O(10−2) [37].

C. Flow-focusing configuration

The flow-focusing device introduces the co-flowing dispersed and continuous phases passing

through a contracting orifice. Two immiscible fluids are hydrodynamically focused and

elongated in the orifice and eject bubbles/droplets after the break-up [31, 39, 40, 41]. This

method can massively generate small bubbles/droplets down to hundreds of nanometers [42]

with good reproducibility of CV < 5 % [43], whereas it is challenging to avoid the channel wall

of the orifice wetted by the dispersed phase [44]. In contrast to the conventional flow-focusing

design using two parallel flows in the same direction, there is an alternative using capillary

tubes to supply the dispersed and continuous phases in the opposite direction [30]. This

device is similar to the co-flow configuration, which inserts two circular tapered capillaries

into the bigger square one. Two tapered tips point against each other as the contraction

orifice, where fluids meet and produce droplets. Notably, this method allows generating

multiple emulsions in a designated order in one step [30, 45].

1.2.2 Flow patterns and break-up mechanisms

Although the micro-bubble/droplet generator’s design and geometry are diverse, we can

still categorize them into a few fundamental patterns according to similar hydrodynamic

processes and underlying mechanisms. These flow patterns generally include squeezing [46],

dripping [35], jetting [36], tip-streaming [47], and tip-multibreaking [48] according to the

ratio of capillary number from the dispersed (Cad) and continuous phases (Cac). Distinct

flow characteristics can associate with fluid instabilities due to the channel confinement and

complex interactions of surface forces. The first three patterns were often observed in most

fluidic devices, while the last two have not been reported using the cross-flow (T-junction)

channel. Here, we focus on the break-up mechanisms for patterns that are available for

T-junction devices for the easiness of design.
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A. Squeezing

The squeezing break-up pattern happens at low capillary numbers, where both Cad and

Cac are smaller than O(10−2) [49, 50, 51]. In this range, surface tension is strong enough

to keep the interfacial geometry from distorted by the viscous stress as the dispersed phase

enters junctions. The dispersed fluid protrudes and gradually grows in the main channel.

This protrusion, thus, restricts the continuous flow by blocking the entire main channel.

Consequently, the pressure gradient builds up across the expanding dispersed fluid. The

pressure from the continuous phase will finally overcome the surface tension and the pressure

inside the dispersed, which ”squeezes" the dispersed fluid into a bubble/droplet. The size

of generated bubbles is typically larger than the channel width, leading to a plug-like shape

instead of a sphere [52, 53, 54].

B. Dripping

The flow pattern will evolve from the squeezing to the dripping mode when the continuous

phase’s capillary number, Cac, increase to the order larger than 10−2 while Cad remains

smaller than O(10−2) [51]. In this range, the viscous force between the biphasic flow sup-

presses the surface tension that sustains the dispersed stream’s integrity. Typically, the

rupture happens right away as the dispersed fluid protrudes into the main channel due to

the capillary instability (Rayleigh-Plateau) [14]. The formatted bubbles/droplets do not

have enough time to grow bigger than channel dimensions. Therefore, the ruptured dis-

persed phase forms a stream of spheres in this flow region, which is explicitly different from

the squeezing pattern.

C. Jetting

The jetting mode features an extended dispersed phase (jet) shoots into the continuous fluid.

Bubbles/droplets are generated at the tip of the jet due to Rayleigh-Plateau instability [37].

This flow pattern occurs when the capillary number of the dispersed fluid is exceeding the

threshold capillary number, Cad > 0.01 [48]. In the jetting flow region, Cac controls the
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length and width of the shooting jet and the diameter of bubbles/droplets after the rupture.

The central jet in a smaller Cac is shorter and wider because of the deceleration effect as a

fast-moving fluid enters a medium with a slow bulk speed. As Cac increases, the continuous

phase stretches the jet and makes it thinner and elongating further downstream due to the

dominating viscous force [37].

1.3 Mass transfer in microfluidic channels

The plug-like flow pattern generated by the squeezing break-up mode at low capillary num-

bers, Ca < O(10−2), is appreciated in many characterization applications because it offers a

well-defined interfacial boundary, tunable volume fractions for both phases, high mass/heat

transfer rate [55], and a controllable residual time [56]. This segmented flow is generally

idealized by the classic Taylor bubble model, consisting of two spherical caps on both ends

and a cylindrical center body. For a two-phase system without chemical reactions between

fluids and fluid-sidewalls, the transport of a solute molecular from a Taylor bubble/droplet

to the adjacent solvent slug includes: (1) the mass transfer via two caps of a bubble/droplet,

(2) the mass transfer through the liquid film between a droplet and sidewalls, and (3) mixing

of the liquid film with the liquid slug [57, 58, 59]. This mass transfer process of a plug flow

is controlled by the cooperation of molecular diffusion and fluid advection. Solute molecules

diffuse into the solvent as it contacts and stays on the interface in a limit of time, τc. The

solute dissolved solvent units then mix with the bulk phase via the inherent recirculation

motion inside the liquid slug [55, 60, 61, 62, 63, 64].

Nevertheless, it is challenging to differentiate the complex diffusive-convective interac-

tions. Therefore, we introduce the mass transfer coefficient kL (m/s) to help quantify the

mass transfer rate (Ṁdis) of the solute. kL describes the mass transfer profile from c∗

to c0 across the fluid interface, which is influenced by combining diffusion and advection

effects [19]:

Ṁdis = kLAt(c∗ − c0), (1.3)

where At (m2) is the interfacial area between a bubble/droplet and the surrounding liquid.
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c∗ and c0 (kg/m3) represents the equilibrium and the initial concentration of solute in the

solvent, respectively. For a fluid pair consisting of a Taylor bubble and a solvent slug (also

known as a unit cell [57]), the concentration change of solute against time per fluid pair can

be written as:
dc

dt
= kL

At

VL
(c∗ − c0) = kLa(c∗ − c0), (1.4)

where a is the specific area defining the surface-to-volume ratio of a unit cell, and the

prefactor kLa measures the efficiency of mass transfer from the solute into per unit volume

of contacting solvent [19].

kLa in Eqn. (1.4) can be further broken down by considering the mass transfer con-

tributed from the cap side and the liquid film through the center body [57, 65]:

kLa = (kLa)cap + (kLa)film. (1.5)

Here, the (kLa)film term plays the dominant role in determining the overall mass trans-

fer efficiency due to the following two reasons. On the one hand, the specific area of a

droplet’s center body (afilm) is often larger than that of caps (acap). A large afilm would

greatly enhance the mass transfer if the liquid film remains active and well-mixed in the

slug section [57, 65, 66, 67, 68]. On the other hand, the liquid film may easily get saturated

with solute as passing through the long bubbles/droplets due to its thin thickness, which is

normally smaller than the order of 10−6 m [69]. It thus becomes inactive and inhibits and

mass transfer [70]. Moreover, a slow-moving bubble/droplet reduces the mixing between the

liquid film and the slug section because of the less intensive inner circulation [71]. The poor

mixing also results in a fast saturation in the liquid film, which leads to a low mass transfer

rate [72].

1.4 Technology of carbon capture and sequestration (CCS)

CCS refers to technologies that selectively remove (or capture) CO2 from the flue gas released

by industrial facilities, such as power plants, oil refineries, and cement and iron manufacture

factories [73, 74]. Generally, captured CO2 will transport to a suitable storage site after
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compressed to high pressure (∼ 100 bar) [75]. Storage options feature a stable geological

structure that can keep CO2 from re-emitting into the atmosphere for multiple hundreds or

thousands of years [76]. They include the depleted oil and gas reservoirs, unmineable coal

seams, saline aquifers, and deep ocean carbon sinks [77, 78, 79]. Among these potential sites,

saline aquifers and oceans have the largest total storage capacity for CO2, up to the order

of 104 Gt worldwide [80, 81]. It is, therefore, critical to get insights into these two carbon

storage methods to balance ecological concerns and successful engineering deployment.

1.4.1 Carbon storage in deep saline aquifers

A deep saline aquifer is a sediment layer of relatively large pore size [82] that can store

an enormous volume of CO2. The inherent high permeability is also appreciable from the

engineering perspective because it considerably reduces the required injection pressure to

deliver CO2 compared to other formation layers with low permeability [83]. The injected

CO2 will transform to the liquid or supercritical state depending on the injection depth and

replace the fluid in pore spaces (known as saline water or brine) [84]. Due to the low density

of supercritical CO2 comparing to the saline water, CO2 gradually migrates upward, driven

by the buoyant effect until being trapped by the caprock layer [85, 86]. The caprock is

a low-permeability layer working as a seal that essentially confines CO2 inside the aquifer

layer and prevents leakage [87]. Consequently, CO2 starts dissolving in the saline water and

reacting with rocks and minerals in the formation, and hence CO2 is anchored beneath the

earth surface for a long time [88].

1.4.2 Carbon storage in oceans

The ocean sequestration of CO2 refers directly to inject the compressed anthropogenic CO2

into the ocean. The injected CO2 will dissolve in the seawater when it rises like a bub-

ble/droplet plume or sinks to the seabed, forming a CO2 lake [80]. CO2 density increases

with a deeper injection depth, and it will become similar to the seawater’s density at an

injection depth of 3000 m. Above this depth, CO2 gradually rises due to buoyant force.
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Part of the injected CO2 will return to the atmosphere after staying in the ocean for some

time, while part of it dissolves in seawater [89, 90]. Alternatively, CO2 tends to stay in a

certain depth or sink to the seabed surface when the injection depth is deeper than 3000

m. In such conditions, the CO2 hydrate forms if the concentration of dissolved CO2 is high.

The hydrate phase is a solid material that each CO2 molecule sits in a cage-like structure

of water molecules held together by hydrogen bonds [80]. The formation of hydrate helps

CO2 trapped in the seabed longer due to the higher density than seawater [91].

1.5 Microfluidic applications in CCS

Microfluidics is a helpful tool to measure and analyze the mass transfer of CO2 for the

carbon capture and sequestration technologies (CCS) due to the merits of good spatial and

temporal resolution [17, 21, 23]. Besides, the capability of precisely controlling a small sam-

ple volume makes experiments more time and cost-effective and environmental-friendly [22].

The microfluidic works relating to the CCS applications have two primary groups: capture

and storage [23]. The CO2 capture studies emphasize the rapid and accurate screening for

an efficient CO2 separation from flue gas using solvents; Researches on the CO2 storage

aim to understand insights into CO2-liquid-rock interactions in pore-scale by applying the

direct visualization method to the microfluidic models that mimic rock formations. Current

microfluidics studies on the CO2 storage are engaging in three major topics: the invasion

and trapping mechanism of CO2, salt precipitation, and measuring the mass transfer of CO2

in water. The following subsections will introduce the background and current development

of each topic accordingly.

1.5.1 The invasion and trapping mechanism of CO2

The displacement patterns of CO2 invading into the pore-liquid (brine) is critical for achiev-

ing the optimum CO2 storage volume after the injection [92]. In this early storage stage,

the structural trapping is considered as the most time-effective mechanism to confine a large

volume of CO2 beneath the caprock [93, 94]. Therefore, the porosity of formation and the
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saturation of residual liquid are two main factors affecting this trapping mechanism at the

early stage [95].

Microfluidics allows us to directly visualize the propagation of injected CO2 and present

the results quantitatively, for example, the drainage rate, the saturation of residual brine,

and the contact angle on the CO2-brine-solid interface. A few microfluidic experiments have

been reported the invasion patterns of CO2 under different injection flow rates [96, 97, 98].

The distribution and saturation of residual brine under different injection pressure are also

observed and measured. In general, injecting CO2 in the liquid state shows a better drainage

efficiency due to the higher viscosity and contact angle [99, 96, 97, 100, 98]. Other methods

to increase the displacement efficiency of CO2 are developed as well, including adding a

surfactant to brine before injection [101] and injecting the CO2-water foam [98].

1.5.2 Salt precipitation during the CO2 injection

Salt precipitation could be a potential threat for the storage of CO2 in deep saline aquifers

according to the current core-flooding experiments and simulation results [102, 103]. The

precipitated salt can reduce the permeability of formation by blocking the pore network. It,

therefore, increases the required injection pressure of CO2 and reduces the injectivity and

capacity of the storage site [104].

Microfluidic approaches offer an excellent chance to understand the salt-brine interaction

in the pore-scale further [21, 105, 106, 107, 108, 109]. Recent results have identified that salt

precipitation is composed of two different crystal forms: bulk crystal and poly-crystalline ag-

gregate [105]. The poly-crystalline aggregate can further develop itself via attracting fresh

brine from the brine pools near around due to the hydrophilic nature of salt [106]. Salt

prefers to deposit locally on the water-wet surface of fractures in the reservoir rather than

oil-wet surfaces because the thin brine film bridges the brine sources and the evaporation

front [109]. Additionally, it is found that the injection of gas CO2 resulted in more exten-

sive salt precipitation comparing to the liquid and supercritical CO2 injections, which can

attribute to the poor drainage efficiency of brine during the gas injection [108].
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1.5.3 Measuring the mass transfer of CO2 in water

Investigating the dissolution of CO2 in water (or brine) is important for the CO2 seques-

tration in the deep saline aquifer and oceans [110]. Parameters such as solubility and dis-

solution rate are crucial to evaluate the capacity and security of CO2 storage in the oper-

ation site [111]. Many experiments in milli- and micro-scale have investigated parameters

that may influence the mass transfer of CO2 in water under atmospheric pressure condi-

tions [57, 112, 66, 113, 114, 115, 116].

However, microfluidic studies that address the CO2 dissolution behavior in water at

reservoir conditions are still limited. Liu et al. observed that the solubility of supercritical

CO2 decreases as the increase of salinity by using the Raman spectroscopy approach [117].

Sell et al. presented that the liquid side diffusion coefficient is independent of the increased

pressure from 1 to 5 MPa. The increased salt concentration significantly reduces the liquid

diffusivity to 1/3 when the salinity increases from 1M to 5M [118]. Yao et al. reported the

dissolution rate of a liquid CO2 droplet is enhanced by increasing the injection pressure up

to 3 MPa [72, 119]. Qin et al. investigated the influence of injection ratio of supercritical

CO2 and water on the mass transfer coefficient kL at 8 MPa and 40 ○C, showing that shorter

CO2 droplet results in a faster mass transfer [120].

1.6 Review of high-pressure microfluidic platforms

The development of the microfluidic devices withstanding the high-pressure and temperature

conditions are originated from the needs for integrating the functionalities of conventional

high P-T metal batches and continuous reactions into microfluidics [121]. High-pressure

microfluidics expands the operating ranges considerably for several chemical applications,

including the synthesis of nanoparticle [121, 23], solvent extractions [122, 123], catalytic

hydrogenation [124, 125, 126], and esterification reactions [127]. Materials such as metal,

glass, silicone, and polymers have been utilized in high-pressure microfluidic applications

after applying a proper interfacing technique. The following subsections will discuss the
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advantages and drawbacks of these materials. The primary interfacing method will be also

introduced.

1.6.1 General material for high pressure microfluidics

A. Metal-based microdevices

Microdevices made of metal (generally stainless steel) are excellent options for high-temperature

processes and handling toxic chemicals due to the good thermal and chemical resistance [128]

as well as the existing interfacing connectors for current macro-applications. Two different

variants were often used, the stainless steel tube and the microchannels engraved on the

metal piece [129, 130, 131, 132, 133]. The stainless steel tubings provide cheap and straight-

forward approaches to achieve high-pressure experiments on small scales (milli and micro)

and accurately manipulate experimental parameters such as temperature gradient and flow

rate [131, 121, 133].

Micropatterns engraved metal devices are usually fabricated using conventional micro-

machining [134], electro-discharge machining (EDM) [135], and laser ablation [136]. These

devices were reported operating in the temperature and pressure range up to 650 ○C and

25 MPa for the gasification of organic molecules using supercritical water [129, 130]. Al-

though the metal-based microdevices have advantages in the budget and relatively simple

fabrication steps (no reliance on cleanroom apparatuses), this material is limited by the

minimum feature size of several tens of micrometers (> 50 µm) due to the capability of

micromachining tools [121]. Furthermore, this kind of device is difficult to realize the in-situ

characterization and simultaneous visualization because of the challenge of offering optical

access in the metal substrate.

B. Glass/glass microdevices

Glass-based microfluidics made of Pyrex glass (borofloat) [137] or the soda-lime glass [138] is

another option for chemical and biological applications due to its cost efficiency, good chem-

ical durability and biocompatibility, the capability for surface functionalization, and optical
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transparency in a wide range of wavelengths [139, 140]. After carefully bonding two glass

pieces and silica fibers at the temperature of 600 ○C for several hours, glass microfluidics

can sustain high-pressure conditions up to 69 MPa at room temperature [141]. It is note-

worthy that the mechanical strength of glass decreases with the rising temperature [142],

which limits the temperature range of most experiments using glass microdevices between

20 − 100 ○C [124, 127, 143]

The diverse patterning techniques for glass microfluidics offer additional benefits to adapt

to different laboratory requirements, including classical micromachining [144], dry plasma

etching [145, 146, 147], and chemical wet etching [148, 137, 149]. The mechanical patterning

method includes drilling with diamond bits, powder blasting, and laser machining. This

method is more cost-effective than the dry and wet etching methods because of no cleanroom

requirement [144]. However, the method is constrained by the machining capability of tools

in patterns’ size and the poor surface finish on the patterning area. Techniques of deep

reactive ion etching (DRIE) using the inductively coupled plasma system (ICP) from sulfur

hexafluoride (SF6) [145, 146] or octafluorocyclobutane/fluoroform (C4F8/CF3) [147] gases

can generate high aspect ratio microstructures on the glass with smooth surface. This

method somehow is labor, time, and cost consumed due to the low etching rate of about 0.5

µm/min reported [150].

The chemical wet etching process provides a more straightforward and more cost-effective

solution to pattern the glass microdevice than the dry etching technique [150]. Generally,

this method creates patterns via dipping the glass substrate with a mask layer into the

etching baths, such as concentrated hydrofluoric acid (HF) [149], the mixture of hydrofluoric

acid and hydrochloric acid (HF/HCl) [150], or the aqueous solution of hydrofluoric acid and

nitric acid (HF/HNO3/H2O) [151]. The main challenge for wet etching is to choose a proper

mask layer material. The composition of the mask and its adhesion to the glass substrate

are crucial to the quality of fabricated microstructures [151].
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C. Silicon/glass microdevices

Silicon-based microfluidics generally composes silicon wafers and borofloat cover glass ther-

mally bound together using the anodic bonding method [152]. This kind of device is advan-

tageous to many applications through its inert nature to chemicals, high mechanical strength

for accessing high-pressures [153], and the easy visualization from the glass side [154]. Un-

like glass-based microfluidics has a limited operation temperature, silicon has an excellent

thermal conductivity that makes it more feasible in a broader range of operating tempera-

tures [155, 156]. Moreover, silicon-based microdevices can achieve integrating sensors into

complex pattern designs by taking advantage of well-developed MEMS technologies [5]. Both

wet and dry etching procedures allow fabricating high-aspect-ratio microchannels with con-

trollable channel dimensions and sidewall profiles [157, 158], which makes it more appreciable

due to the well-defined and reproducible boundary conditions.

Nevertheless, the brittle nature of both silicon and borofloat glass makes experiments at

high-pressure conditions more challenging. A proper interfacing design that considers the

leakage of working fluids and the maximum chip bending from cracking is crucial, which will

discuss in more detail later.

D. Microdevices made of other materials

The fused-silica capillary-based microreactor has been experimentally proved to operate

adequately at the injection pressure up to 60 MPa [159]. This pressure range is wide enough

for operating experiments using supercritical fluids. They were utilized to investigate the

pressure influence on the shifting of flow regimes from the immiscible co-flow system using

supercritical CO2 and water (18 MPa and 50 ○C) [160] and to synthesize the Zinc oxide

nanocrystals (ZnO NCs) under the condition of 25 MPa and 250 ○C [161].

Polymer-based microfluidics such as PMMA is a convenient option for high-pressure ap-

plications due to its good chemical compatibility and non-porous solid nature [162]. It is also

feasible for fast prototyping using laser ablation techniques to create miniaturized patterns

down to 50 µm [163, 162]. Some experimental works have successfully utilized PMMA based
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microfluidics for high-pressure purposes up to 5 MPa, which include investigating the influ-

ence of pressure and salinity on CO2 diffusivity in brine [118], measuring the pressure effects

on the two-phase slug flow [72], and quantifying the mass transfer rate [119]. Alternatively,

some recent studies have reported the polymer-based microfluidics that can sustain the oper-

ating pressure up to 20 MPa using the ceramic-like polymer polyvinylsilazane (PVSZ) [164]

and the UV-curable off-stoichiometry thiolenes (OSTEs) [165]. Nevertheless, both materials’

finest feature is between 200− 500 µm, limited by the fabrication steps for fast prototyping.

They will need more experimental works to explore their capacity further.

1.6.2 Interface methods for sustaining at high pressure

The most critical and challenging task for operating microfluidics at high pressures (or/and

temperatures) is to interface microfluidics to external fluid handling systems, including sy-

ringe pumps, backpressure regulators, and sample collectors. There are two primary meth-

ods for connecting microfluidics: (1) permanent integrated connections and (2) replaceable

modular connections [166].

The first integrated connection method refers to directly bond tubing and microfluidics

using epoxy glue [167, 141, 168], metal solder [169, 170], and glass brazing [171, 172] or

anodic bonding of Kovar tubes [173]. Although these approaches can withstand more than

30 MPa with unique interfacing design and treatment [171, 141, 170], they generally require

additional delicate microfabrication steps to achieve the best connection strength. Besides,

this direct connection method can be more cost- and time-consuming for the long term

because interchanging microfluidics is not allowed.

The second method, replaceable modular connection, usually utilizes an external man-

ifold to apply compression force on rubber O-rings [174] or elastic gaskets [175] to prevent

leakage from microfluidic systems. This approach has been proved to sustain the injection

pressure up to 45 MPa after using correct O-rings and groove designs [153], which have been

commercially developed [176]. In addition, the modular connection provides a convenient

way to interchange microfluidic chips. Most importantly, the external packaging components
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can be manufactured by current machining techniques that make this interfacing method

more flexible for different laboratory requirements. The major challenge of modular connec-

tions is to apply a uniform compression force onto the microfluidic chip and O-rings without

too much bending. Thus, clamping locations and the contact area between the microflu-

idic chip and the external manifold play crucial roles in designing the replaceable modular

connection.

1.7 Thesis objectives and outline

This thesis aims to provide insights into how CO2 transport in the pore-scale under reservoir

conditions using a high-pressure microfluidic method. This experimental work addresses

critical transport phenomena for current carbon storage technologies, which offers essential

data for macro-scale operations using lab-scale experiments. An introduction to microfluidics

fundamentals, CCS background, current microfluidic applications, and the review of high-

pressure microfluidic methods is given in this chapter.

Chapter 2 describes the methodology for our high-pressure microfluidic experiments.

Processes include the design and microfabrication of the silicon-glass bonded fluidic chips,

the external high-pressure microfluidic interface design, and the complete experiment pro-

cedures for the injection pressure up to 10 MPa.

The influence of different thermodynamic states on the microfluidic CO2 mass transfer is

experimentally investigated in Chapter 3. The CO2 phase state covers from the gas to the

supercritical state. Notably, the mass transfer data for supercritical CO2 in the microchannel

is still rare in the literature. Besides the pressure effects, the influence of other parameters

such as the capillary number (Ca) and the Reynolds number (Re) are discussed.

In Chapter 4, we present intriguing and remarkable multiphase coexisting CO2 emul-

sions, generated by a two-phase CO2 flow merging with water at the microfluidic T-junction,

as the operation condition is close to the gas-liquid phase boundary of CO2 (Pinj = 6.5 and

T = 23.5 ○C). A strategy to differentiate the phase state of CO2 inside an emulsion is de-

veloped. The emulsion’s mass transfer is also quantified by calculating the dissolution rate
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and estimating the volumetric mass transfer coefficient.

Chapter 5 addresses a specific engineering challenge for the carbon storage in deep

saline aquifers: salt precipitation. We apply a well-defined 2-D porous network to visualize

and analyze the dependence of salt growing rate and distribution on the brine-drying rate.

Chapter 6 summaries the primary outcomes of the thesis work. Some suggestions and

plans for future research regarding the mass transfer of supercritical CO2 and potential

applications for our high-pressure microfluidic platform are included.
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Chapter 2

Methodologies for High-Pressure

Microfluidic Experiments

2.1 Microfluidic chips: designs and fabrication

This study applies the standard photolithography procedure [177] followed by the deep re-

active ion etching method (DRIE) [178] to create desired patterns onto silicon wafers. The

patterned wafer can become the mold master for the replica molding process to fabricate

repeating patterns, such as polydimethylsiloxane (PDMS) based microfluidics. It can also

directly serve as silicon-based microfluidic after bonding with a cover glass. Fig. 2.1 il-

lustrates the fabrication steps for making a microfluidic device’s including the photo-mask

design. The following subsections will describe the fabrication procedures in more detail.

2.1.1 Design the pattern on a photo-mask

To design a microfluidic chip in high-pressure applications, we have to consider the strength

of silicon substrate after the etching process. The design criteria proposed by Marre et

al. [153] suggests that the interspacing between two channels, z, should be at least equal

to the channel width, W , as seen in Fig. 2.2. The applied stress at the corner of the

microchannel, σs, has to be smaller than the ultimate tensile stress of silicon, σu, as shown
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Figure 2.1. Standard procedures of fabricating a microfluidic chip. The thickness of each
layer is exaggerated for better visualization. The thickness of silicon chip is about 1.7 mm,
and the deposition depth of hexamethyldisilazane (HMDS) and photo-resist should follow
suggestions given in the operation protocols.

in the following estimation:

σs = CeCs
PW 2

2(Ths −H)2
< σu, (2.1)

where W and H represent the width and height of a channel, Ths denotes the thickness of

a silicon wafer, and P is the operating pressure. Ce is the coefficient associating with the

stress concentration at the channel’s corner, and Cs is the safety factor. Our design gives

the maximum σs = 11 MPa as P = 30 MPa, assuming Ce and Cs equal to 10 [179]. This

value is smaller than the ultimate tensile stress of silicon given in the literature, σu = 1 GPa

at room temperature [180].

The fabrication of photo-mask in this study was helped by the Nanofab in the University

of Alberta. They only accept the designing patterns in the file of GDS II format. We

deployed and exported our designs by using an IC layout editor, KLayout, directly.
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Figure 2.2. The schematic cross-section of a microfluidic chip. The thickness of cover glass
Thg is 1.2 mm, and Thg equals 1.7 mm. For all of our design, the main channel has the
width W = 100 µm and height H = 25 − 30 µm.

2.1.2 Surface cleaning in a piranha bath

We can initiate the fabrication process for MFs after the photo-mask has been made. We

use 4" prime grade round silicon wafers as substrates. Silicon wafers have to be dipped

in a piranha solution first for 15 minutes to remove contaminants on the surface. Piranha

solution is a mixture of sulfuric acid (H2SO4) and hydrogen peroxide (H2O2) in a volume

ratio of 3:1, which is highly reactive to organic materials. It should be noted that we must

pour the H2O2 liquid into the H2SO4 solution, and not the other way around. The mixing

ratio of the two solutions should be larger than 2:1 for safety concerns.

2.1.3 Surface coating processes

After the piranha bath, wafers are coated with a hydrophobic layer by the hexamethyld-

isilazane (HMDS) vapor treatment to promote photoresist adhesion on the silicon wafer.

Subsequently, a positive photoresist (HPR 504) is coated evenly on top of the HMDS layer

by using a spin coating device at 2000 rpm for 40 seconds. We solidify the photoresist by

soft baking the coated wafer on a hotplate at 115○ for 90 seconds.

2.1.4 Curing and patterning

We install the coated wafer and the photo-mask into the mask aligner to generate photoresist

patterns by exposing the UV light for 3 to 4 seconds. The photo-mask blocks out the

UV light and hence keeps the underlying photoresist cured. The UV-exposed, degraded

photoresist will dissolve in the photoresist stripper solvent (354 developer) after 90-second-

long developing step.
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2.1.5 DRIE etching and characterization

We apply the deep reactive ion etching method (DRIE) to create the final pattern on silicon

wafers. The photoresist patterned wafers were placed in the inductively coupled plasma

reactive-ion etching machine (ICP-RIE, Oxford Estrelas, DSE). A standard etching recipe

(Bosch high rate standard) was chosen to form the pattern with an etching rate of about

1 um per cycle. During this etching step, the photoresist layer protects the silicone surface

from high energy-intensity plasma bombardment. The unprotected area will be etched to

a designated depth. We calibrated the depth of patterns using a 2D surface topography

profiler (Alph-Step IQ) after each etching process to secure each wafer’s consistency.

2.1.6 Drill the connection ports

In the Nanofab, we use the drill press (Servo Precision, 7140-M), with a drill of 1.4 mm in

diameter, operated at the spin rate of 9000 rpm to create tubing ports on silicon wafers.

It is challenging to create these holes without breaking them by drilling manually. We

first bound the wafer with a borofloat glass on a hotplate using the Crystalbond adhesive

(CrystalbondTM 509) for reinforcement. This process helps reduce bending on the wafer’s surface

as drilling holes. The Crystalbond melts at about 120 ○C and is dissolvable in acetone.

2.1.7 Glass bonding and dicing

After the drilling step, wafers need to be baked in a barrel etching oven (Branson 3000 Barrel Etcher)

for 20 to 30 minutes and washed in the piranha bath again for 10 minutes to remove the residual

photoresist and surface contamination. The clean wafer will be bound with a borofloat glass of 1.2

mm in thickness in a glass bonder (SUSS) at 350○C for at least 60 minutes (including bonding and

cooling steps). The glass-bounded wafers will be tailored to a proper size for later experiments using

the glass blade dicing saw (Disco 3240).
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2.2 High-Pressure and Temperature platform

The high-pressure microfluidic platform designed in the study consists of five primary components,

as shown in Fig. 2.3. The injection part acts as the main body of the platform, which contains a

microfluidic chip and introduces working fluids into the chip from external sources, such as water

and CO2. The compression part covers the microfluidic chip on the injection part together with an

aluminum block to form a rigid assembly that can sustain high-pressure environments after being

fasten with four M6 bolts. The aluminum block is one of the crucial components that applies a

uniform force onto the microfluidic chip. It prevents over-bending the brittle silicon-glass substrate

when applying fastening forces on the four corners.

Figure 2.3. The 3-D exploded view of high-pressure microfluidic platform designed in this
study. Both the main body (1) and the compression plate (2) are made of aluminum,
manufactured by the MECE shop in the University of Alberta. The tubing connector (5)
has 1/8" NPT on one side and 1/16" Swagelok thread for inserting tubes. The M6 bolts (7)
and nuts (8) are standard products from Thorlabs.

We evaluate the performance of this platform design by estimating the maximum possible defor-

mation of the microfluidic chip during the high-pressure experiment, d [169, 153]. The force diagram

in detail for this analysis can be seen in Fig. 2.4. The total deformation of microfluidic chip can be

estimated by:

d = d1 + d2, (2.2)
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where d1 is the deformation due to force F applied by M6 bolts, and d2 is the contribution coming

from the fluid pressure that acts onto the microfluidic chip. d1 and d2 can be estimated via [169, 153]

d1 =
Fϵw2

chip

8EJ
, (2.3)

d2 =
F

384EJ
(w2

inj − 4wchipw
2
inj + 8w3

chip) . (2.4)

Here, the force applied by M6 bolts, F , is equal to the load exerted by the injection pressure P . F

is estimated by multiplying P with the total injection area. E denotes the elastic modulus of the

compression part. J = Th3
comdinj/12 is the moment of inertia of the compression part, where Thcom

is the height of the compression part, and dinj is the diameter of injection ports [153]. wchip is the

width of the microfluidic chip. winj is the width of the injection area. The ϵ denotes the distance

between the flange and the microfluidic chip. Our design gives a total deformation d of 7.23 µm

when the injection pressure was assumed to be 60 MPa, the theoretical maximum pressure we can

achieve using the gas pump (ISCO 100DX).

Figure 2.4. The force diagram for estimating the bending of a microfluidic chip at high-
pressure conditions. Here, d represents the maximum displacement of chip pushed by the
injected fluid, while the edge of a chip is assumed to be fixed on the main body.
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Fig. 2.5 shows the design of the injection part’s O-ring groove, which is the most crucial feature

on a high-pressure microfluidic platform. As seen in the figure, our O-ring groove design has an

outer diameter (OD) of 7.3 mm and an inner diameter (ID) of 2.9 mm with a height of 1.3 mm. It

gives a squeeze ratio of 25.3 % after installing a standard fluorocarbon O-ring (VitonTM Duro 90A)

with 2.9±0.13 mm in ID and 6.45±0.76 in OD. Our design can sustain under the injection pressure

of 20 MPa for 16 hours without breaking and leakage after a series of sealing tests. The Viton

fluorocarbon O-ring serves excellent performance for high-pressure CO2 applications. This material

has better resistance to the mechanical damage caused by rapid gas depressurization (RGD). When

operating in high pressures, CO2 molecules can penetrate and reside in the polymer (O-ring in our

applications) much easier than in low-pressure conditions. RGD happens due to the expansion of

penetrated CO2 molecules during the pressure releasing process. It makes the O-ring swelling and

fragile. The released CO2 would also carry organic contamination dissolved from the O-ring and

deposit in the microchannel.

Figure 2.5. Design of O-ring groove
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2.3 Experimental setup

The experimental setup for this research is shown schematically in Fig. 2.6. A cylinder tank (PRAX-

AIR, 99.998% RES K) supplies CO2 (a) directly to a high-pressure gas pump (ISCO, 100DX) (b),

using the 1/4” stainless steel tube. This pump can regulate the gas pressure up to 69 MPa, covering

the range for most high-pressure microfluidic applications [121]. The other working liquids (DI water

and brine) are supplied by a high-pressure syringe pump (Chemyx, Fusion 6000) (c), which allows us

to inject liquid at an adjustable flow rate and temperature. The maximum operating pressure of this

pump depends on the size of the syringe. According to our tests, the maximum injection pressure is

about 20 MPa using the 6 ml stainless steel syringe. Both of ISCO gas pump and Chemyx syringe

pump connect to the high-pressure microfluidic platform (d) directly using the 1/16” stainless steel

tube. The outlet of the microfluidic platform is connected with a backpressure regulator (TESCOM,

26-1700 series) and a pressure transducer (Omega, PX-309) coupling with a digital reader (Omega,

Platinum) to control and monitor the backpressure simultaneously (e). The setup includes an in-

verted microscope (Zeiss, Material 7) (f) coupled with a high-speed grayscale camera (Phantom,

VEO 710L) (g) for visualization and image recording. The operating temperature is regulated by

a ceramic heating plate directly connected to a DC supplier with an adjustable output current and

voltage (h). The chip temperature is monitored by a K-type thermocouple and a digital data logger

(i).

Figure 2.6. The schematic setups for high-pressure microfluidic experiments
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2.4 Operating procedures for high P/T microfluidic experi-

ments

2.4.1 Preparation of the continuous liquid phase

We first degas the ultra-clean water gathered from the water purification device (ELGA LabWater,

PURELAB R○) for at least 30 minutes to remove the dissolving gas in the water as much as possible.

The degassed water is loaded into the 6 ml stainless steel syringe and installed on the high-pressure

syringe pump. After the syringe is connected, we run the syringe pump to fill the tubing space in

the injection section, as seen in Fig. 2.6 (c). To make sure there is no air in the tubing, we turn

off the switch valve (3) until water starts dripping out of the tubing connector, which connects the

syringe pump (c) and the microfluidic platform (d). We can then adjust the injection pressure of the

continuous phase up to the designated pressure via injecting and withdrawing the continuous liquid.

This step is essential in our high-pressure experiments for preventing the CO2 backflow to the water

injection section. As operating at high-pressure conditions, CO2 will invade the syringe and mix

with water if we kept a low initial pressure of continuous phase. It leads to an increase in the initial

CO2 concentration in the water, which is unfavorable because of the fundamental assumption of

experiments: water is initially free from CO2.

2.4.2 Assembly of the high-pressure microfluidic platform

The assembling of the high-pressure microfluidic platform includes the following steps. The number

of the component is shown in Fig. 2.3.

1. Install four stainless steel connectors (Swagelok, 1/16" OD-1/8" NPT) on the main body

using the 1/8" NPT end. A PTFE tape can be applied for performing better sealing and

water resistance.

2. Place the FKM O-ring onto the O-ring groove of the main body and insert and microfluidic

chip.

3. Put the aluminum block sitting on the microfluidic chip and cover the compression part on

top of the aluminum block.

4. Clamp the whole assembly using four M6 bolts and nuts. We set a torque wrench with a

fastening torque of about 10 lb-in and fasten the bolt and nut diagonally to apply the uniform
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torque force.

5. Place assembly on the inverted microscope and connect with injection (continuous phase and

CO2) and the outlet sections using the 1/16”OD stainless steel tube.

2.4.3 Calibration of the backpressure

It is important to zero the backpressure before running experiments. After the high-pressure mi-

crofluidic platform is connected, the backpressure regulator must be fully open (turn counterclock-

wise) to equal the atmospheric pressure. Initiate the pressure transducer by supplying a stable direct

current of 15 V and 9 mA from a power supply. The reading from the data logger now should be

around 0.000 ± 0.001 due to the gauge pressure being monitored. After the calibration, turn the

backpressure regulator clockwise to close the system completely.

The pressure transducer measures the pressure ranging from 0 to 51.7 MPa with a linear voltage

output from 0 to 5 V. We calibrated the pressure transducer by comparing the reading from the

data logger with the data obtained from the ISCO high-pressure pump and mechanical pressure

gauge (reference value). The results showed that the pressure difference between the ISCO pump,

PISCO, and the pressure gauge, Pgauge, is always less than 0.1%. Therefore, we consider that

PISCO is accurate enough as a reference value. The deviation presented below will be the relative

error between PISCO and data from the pressure transducer, Ptrans, which is expressed as |Ptrans-

PISCO|/PISCO. Here, the maximum error was about 3.3% as Pgauge = 3.45 MPa. The error decreased

to about 1.6% as Pgauge raised to 11 MPa.

2.4.4 Control and monitor the temperature of fluids

Before the injection, we gradually heated up the high-pressure microfluidic platform to about 60 ○C

using a ceramic-covered heat plate directly affixed, which connects to a DC power supply with

adjustable voltage and current outputs. Meanwhile, the temperature of the microfluidic chip will

increase due to the good thermal conductivity of aluminum and silicon. We wait until the chip tem-

perature reaching the target temperature (for instance, 35 ○C for the experiment using supercritical

CO2) and start injecting the working fluids. Two thermocouples were applied for monitoring the

temperature on the heat plate and the microfluidic chip. After flowing through the heated microflu-

idic platform, the temperature of injected fluids (To) was estimated, by applying the classic heat
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transfer calculation assuming a constant sidewall temperature, Tw, via

To = Tw − (Tw − Ti) exp(
−hAs

ṁCp
) , (2.5)

where Ti is the initial temperature of the injected fluid before introduced into the microfluidic

platform. h denotes the heat transfer coefficient for a fully developed thermal flow. ṁ is the mass

flow rate of the injected liquid. Cp represents the specific heat capacity of the fluid. As is the total

surface area of the injection channel. According to Eqn. (2.5), CO2 with an initial temperature of

20 ○C and the injection rate of 20 µm/min will increase to about 50 ○C if we kept the temperature

of the microfluidic platform above 60 ○C.

2.4.5 CO2 injection

After finishing the steps mentioned above, we can initiate the CO2 injection by switching on the check

valve (2), as seen in Fig. 2.6, to steadily introduce CO2 into the microfluidic system. It should be

noted that the check valve (1) and (3) should remain off to prevent CO2 flowing into the syringe pump

and the CO2 tank. Second, we carefully ramp up the pressure to the target value using a constant

flow rate when the pressure in the system reaches a steady-state (Ptrans ∼ PISCO ±3%). Third, after

reaching the target pressure, switch the pump program to the ”constant pressure mode" that keeps

the pump pressure at a constant value and wait until the system becomes stable again (Ptrans also

shows the target pressure). Fourth, switch on the check valve (3) and inject the continuous phase

(water) at a constant flow rate (10 ∼ 20 µl/min in this study) into the microfluidic system. Finally,

raise the CO2 injection pressure to create a fixed pressure difference (PISCO − Ptrans ∼ 300 − 400

KPa for all experiments) across the microchannel once the continuous phase enters the T-junction.

CO2 bubbles/droplets in different sizes can be generated at the T-junction depending on the flow

rate ratio of the continuous phase and CO2.

2.5 Image analysis

We develop a method to extract the data of a single CO2 bubble/droplet, including displacement

and length, as it moves along the microchannel using ImageJ [181]. First, we set the main channel’s

center point right above the central T-junction as the microchannel origin, P (t = 0) = (x0, y0). The

second step is setting a threshold value to binarize the grayscale images. The binary image can help

identify the coordinates of two edges of a bubble/droplet, Pf(t) and Pr(t). Fig. 2.7 (a) and (b) are
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the representative snapshots showing the image before and after the thresholding process.

Figure 2.7. Snapshots of experiment data for demonstrating the image processing steps.
(a) The raw sample image before processing. (b) The binarized image after enhancing the
sharpness of interface and thresholding. (c) The image sequence shows the idea of tracing a
moving object along the microchannel using functions in ImageJ.

As one approach, subsequently we follow a bubble/droplet to measure the coordinates of two

edges changing with time t. The length of a bubble/droplet is the difference between the two

edges, L(t) = Pf(t) − Pr(t). The mean of Pf(t) and Pr(t) expresses the center coordinate of a

bubble/droplet, x(t) = 1
2
(Pf(t) + Pr(t)), as illustrated in Fig. 2.7 (c). As a second approach, the ROI

(region of interest) Manager with wand selection tool in ImageJ allows us to estimate the emulsion’s

length and central location, xc(t), varying with time. The displacement of a bubble/droplet from

the origin can be calculated according to the center coordinate.

After a series of tests, we picked a threshold value that gives the resultant bubble length, Lthd,

a maximum difference of 3.8% from the manually measured results, Lraw. The biggest standard

deviation measured from the bubble/droplet length is about 4%, which primarily comes from the

elongation when a bubble/droplet passes through corners. The error obtained from bubbles/droplets

moving on the straight channel reduces to about 2%. Finally, the consistency of bubbles/droplets

formatted in our experiments is evaluated using the method mentioned. We measure at least five

individual bubbles/droplets from three different phase states and pressure conditions: the gas state

at 1 MPa, the liquid state at 7 MPa, and the supercritical state at 9 MPa and 35 ○C. The results

show excellent consistency among the generated bubbles/droplets in terms of length, L(t), and

displacement, x(t), which gave the maximum error of 3.7% in L(t) and 3.1% in x(t).
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Chapter 3

Microfluidic Mass Transfer of CO2 at

Different Phases1

3.1 Introduction

The technology of CCS in saline aquifers is one of the most promising options to store a large

volume of anthropologic CO2 captured from major emission sites due to the high potential storage

capacity (estimated to be more than the order of 103 Gt) [81, 182]. Understanding the dissolution

and mass transfer of CO2 in the pore fluid (water or brine) is critical because these processes affect

the storage capacity of the early trapping mechanisms (i.e., structural and residual trapping) as well

as the long term solubility trapping and mineralization with the host rock [110, 183]. In addition,

CO2 is a sustainable “green” solvent widely utilized in cleaning, drying, and extraction, particularly

the supercritical state due to its low viscosity and surface tension with a high diffusivity [184].

Conventional methods of measuring CO2 dissolution rates and mass transfer include bubble

column reactors [185, 186] and stirred vessels [187]. A bubble column consists of a cylindrical vessel

with a gas distributor at the bottom. The gas is sparged in the form of bubbles into a liquid

phase or a liquid-solid slurry [188, 189]. Stirred vessels usually have similar configurations to bubble

columns, but an additional stirrer and motor are equipped to enhance the mixing and increase the

interfacial area [190]. However, the drawbacks of these methods include considerable back mixing

in the collecting tank, bubble coalescence, and requirement of relatively large operation space and
1This chapter is based on Ho, TH. M., Yang, J., and Tsai, P. A., “Microfluidic Mass Transfer of CO2 at

Different Phases”, Lab on a Chip (in press), 2021.
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fluid volume [185, 187] and, hence, motivate alternative efficient approaches.

Microfluidics has offered emerging and promising platforms for a variety of energy and envi-

ronmental technologies [191, 20, 21, 23, 22]. To name a few, microfluidics has been beneficially

utilized for visualizing the multiphase flow patterns of viscous fingering during the gas-liquid and

liquid-liquid displacement in a porous medium [22, 192, 193] as well as measuring mass transfer

rates of CO2 [113, 194, 114, 175] and ozone [195], gas diffusivity in different solvents [196], and CO2

solubility (under temperature effect [115], under surfactant influence [116] and in different solvents

[196, 175]).

Very recently, high-pressure microfluidic platforms have been developed to investigate the be-

haviors of CO2 with a background fluid at high pressure and temperature to simulate the conditions

of deep saline formations, which typically have the pressure (P ) range of 6 MPa < P < 27 MPa,

while temperature (T ) range of 26 ○C < T < 110 ○C [197]. For example, the investigations using

high-pressure microfluidics have focused on the flow patterns of CO2 displacing fluid [96, 100], the

applications of CO2 in oil recovery processes [198, 199], physical properties (e.g., density and viscos-

ity) at the supercritical state [200], fast screening the CO2 phase state in different solvents [201, 202],

and the solubility of CO2 in brine [117].

Nevertheless, microfluidic experimental studies regarding the CO2 transport rate in water or

brine at the P − T condition close to or in the reservoir conditions are relatively limited [118, 119,

203, 120]. Sell et al. applied sodium fluorescein tracer to measure the diffusivity of CO2 in brine

(up to 5M) at the pressure ranging from 0.1 to 5 MPa using a PMMA microfluidic cell. They

reported that the salinity had a significant impact on the CO2 diffusivity, while the system pressure

seemed to have a minor effect on the measured diffusion coefficient [118]. Yao et al. [119] performed

microfluidic T-junction experiment and found a gradual increase in the mass transfer coefficient, kL

( from 1.8×10−4 to 5.3×10−4 m/s) of CO2 bubbles in water with the rising pressure (from P = 0.1 to

P = 3 MPa). In 2017, Yao et al. investigated the influence of elevated pressure on the CO2 absorption

in water and a chemical solvent DEA (diethanolamine) by adjusting P ranging from 0.1 to 4 MPa.

They reported a decrease in kLa with the rising pressure in both physical and chemical absorption

processes due to the shrinkage of the interfacial area at high pressure [203]. Qin et al. experimentally

estimated the mass transfer coefficient kL to be 1.5×10−4 < kL < 7.5×10−4 m/s for supercritical CO2

in water (at P = 8 MPa and T = 313 K), based on the three-dimensional morphology of a shrinking

Taylor bubble in a rectangular channel [204]. Additionally, the results showed that a higher water

volume fraction results in a larger kL, and a faster-moving droplet generally has a higher kL [120].
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In this study, we experimentally investigated the influence of different thermodynamic states

on the microfluidic CO2 mass transfer, which is not fully addressed in the literature, particularly

the supercritical state. CO2 bubble/droplet was generated in a T-junction microchannel under

various conditions ranging from the standard state (P = 0.1 MPa and T = 24 ○C) to reservoir

conditions (P = 9.5 MPa and T = 35 ○C). The mass transfer rate is characterized by the volumetric

mass transfer coefficient, kLa, extracted from the length change of a CO2 slug when traveling in a

meandering microchannel. The influence of pressure on the mass transfer rate was examined. We

further investigate other key parameters that may affect the mass transfer rate, such as the capillary

number (Ca) and the Reynolds number (Re), and compare with other existing experimental results,

which used different hydrodynamic diameters.

3.2 Material and methods

We experimentally generated CO2 bubbles/droplets in milli-Q water using a T-junction microflu-

idics [32, 50] and measured the size change of traveling CO2 to acquire the mass transfer data.

Microchannels were fabricated using silicon wafers and bound with a cover glass after applying the

deep reactive ion etching (DRIE) technique [205, 206]. Fig.3.1a is an experimental snapshot, illus-

trating the generation of CO2 bubbles at the T-junction with injection pressure of 1.45 MPa. The

water (illustrated by the blue arrow) directly enters the main microchannel (whose width and depth

are 100 µm and 30 µm, respectively) as the continuous phase, while CO2 is injected via the narrower

side-channel (of a width of 50 µm) to form the dispersed phase.
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Figure 3.1. (a) The snapshot of CO2 bubbles generated using a microfluidic T-junction,
while subsequently moving in the channel. The water inlet has the same width as the
main microchannel of a width of 100 µm, and the CO2 channel is 50 µm in width. The
depth of microchannel is 30 µm. The (yellow) scale bar represents 300 µm. (b) The CO2
thermodynamic phase diagram near the critical point (yellow ●). Different symbols show
our various experimental conditions for the CO2 injection pressure, Pinj, facilitating different
CO2 phases of liquid (∎), gas (●), and supercritical (▲). Image of the phase diagram is
adapted from the National Institute of Standards and Technology (NIST) [207].

3.2.1 Experimental procedures

The microfluidics was installed in a metal platform that allows operation from the standard atmo-

spheric condition (P = 0.1 MPa and T = 24 ○C) to reservoir conditions (P = 9.5 MPa and T = 35 ○C),

covering the gas, liquid, and the supercritical state of CO2, as shown in Fig. 3.1b. A heating plate

and two thermocouples (K-type) were attached to the platform to heat up and monitor the temper-

ature of the assembly, respectively. Milli-Q water was loaded in stainless steel syringes and pumped

by a syringe pump (Chemyx Inc. Fusion 6000) after one hour of degassing in a vacuumed chamber.

CO2 was controlled by a high-pressure gas pump (ISCO 100DX), which directly connects with the

gas tank (Praxair, RES K CO2 99.998 %). A backpressure regulator (TESCOM BP 25-4000PSI)

was connected to the system’s outlet to keep a proper pressure gradient across the channel. The
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flow pattern was observed by using an inverted microscope (Zeiss Axio Observer 7 Materials) and

recorded by a high-speed camera (Phantom V710L) at a rate of 5000 frames per second (fps).

3.2.2 Image analysis

We processed the recorded images using ImageJ (NIH Image) [181] to measure the size of a single

bubble and track its position varying with time. The measured data were further analyzed by using a

customized code written in Matlab (MathWorks R○). The data variation was evaluated by calculating

the standard deviation of at least five bubbles for each pressure condition. The result showed good

consistency in both the bubble size and position. The variance is about 3 % in bubble length and

within ≈ 4 % in displacement.

3.2.3 Determining the volumetric mass transfer coefficient

As revealed by the experimental observation, e.g., Fig. 3.1a, CO2 bubbles slowly dissolve in water,

resulting in shrinkage in size, when they move along the microchannel. We hence analyze the change

of the CO2 bubble length, Lb, with time (t) to extract the (liquid-side) volumetric mass transfer

coefficient (kLa) as it moves at a speed, ub, downstream (adjacent to a liquid slug of water a length

of Ls) in a microchannel width (dc), schematically illustrated by Fig. 3.2a.

To estimate kLa, we used the so-called unit cell model [72, 119, 66] by analyzing the mass

transfer between one single bubble and its adjacent liquid slug, illustrated by the red dotted-line

compartment in Fig. 3.2a. Assume the liquid slug is initially free from CO2 and in time CO2 slowly

dissolved while well-mixed in the adjacent liquid slug, based on the mass balance concept, the mass

transfer of CO2 from the bulk phase (of bubble) through the phase boundary to the liquid slug can

be mathematically described by

ṀCO2 = −
ρdVb

dt
= VL

dc

dt
, (3.1)

where VL and Vb are the volumes of the liquid slug and CO2 bubble/drop, respectively. The CO2

density, ρ, is assumed to be a constant. The volume of the liquid slug VL remains unchanged because

of the fixed water injection rate (QL = 15 µl/min). c denotes the CO2 concentration in a liquid slug

as a function of position (x) and time (t). Here, the unit-cell model also assumes no mass transfer

between different unit cells [66, 119].

Eq. (3.1) correlates the CO2 concentration changes in a fluid element to the decrease in the

bubble volume. As CO2 bubbles/droplets move, fluid elements (in the liquid slug) repeatedly move
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Figure 3.2. The schematic of theoretical conceptual model: (a) A unit cell. The length of
a unit cell, Luc, is the sum of Lb and Ls, where Lb and Ls represent the length of the CO2
bubble/drop and liquid plug, respectively. A bubble is surrounded by the thin liquid film
of δf in thickness. It travels at the velocity of ub in the channel with a hydraulic diameter
dc. (b) Higbie’s penetration theory [19]: A fluid element from the bulk phase may contact
the phase boundary at a finite time. During this period, the mass transfer is assumed only
via molecular diffusion. The y-axis denotes the direction of mass transport, and the s-axis
represents the streamline direction.

from the bulk fluid phase onto the phase boundary (contacting with CO2) and stay for a limited

time, δt. The process is schematically illustrated by Fig. 3.2b, showing CO2 concentration variation

in liquid bulk and along the phase boundary. The initial concentration of CO2 in a liquid element

equals that in the bulk fluid phase, denoted as c(x), varying with the downstream location (x) as the

CO2 bubble/drop traveling downstream. Due to the direct contact the phase boundary (at y = 0)

is always saturated with CO2, whose saturation concentration is denoted as c∗(P,T ) as a function

of P and T . In short, these boundary conditions at the phase boundary and the liquid bulk can be

expressed as c(y = 0) = c∗ and c∞ ≡ c(y ≈∞) = c(x), respectively.

The mass transfer rate from a CO2 bubble to the surrounding liquid is the integral of the mass

flux through a fluid element over the surface area of the phase boundary around a bubble, Ab:

ṀCO2 = ∫
cs
JCO2dAb = kLAb (c∗ − c∞) . (3.2)

The CO2 mass flux, JCO2 , can be further expressed using the mass transfer coefficient, kL, which

by definition is determined by the ratio of CO2 mass flux to the concentration gradient.

The rate change of CO2 concentration in a liquid slug equals the mass transfer of CO2 through
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the phase boundary; We therefore combine Eqs. (3.1) and (3.2):

dc

dt
= kL

Ab

VL
(c∗ − c(x)) = kLa(c∗ − c(x)), (3.3)

where a is the specific area and defined by the ratio of Ab to VL. The prefactor kLa in Eqn. (3.3) is

the volumetric mass transfer coefficient, as an important measure for the CO2 transport efficiency

in a unit cell.

By integrating (3.3) and using the chain rule of total time-derivative, the CO2 concentration

change in a liquid slug can be modeled by:

c∗ − c(x) = (c∗ − c0) exp(−
kLa

jL
x) , (3.4)

where c0 is the initial concentration of CO2 in the water, c0 ≡ c∞(t = 0). jL is the superficial velocity

of liquid, that is, jL = QL/A, the ratio of liquid injection rate (QL) to the cross-sectional area of the

microchannel (A).

Eqn. (3.4) describes the concentration difference with an exponentially decay at a rate of kLa/jL.

Substituting Eqn. (3.4) into Eqn. (3.3), the change of bubble size (or length) relates to the concen-

tration change of liquid slugs (∆c = c∗ − c0) and kLa:

ρ
DVb

Dt
= ρAcub

dLb

dx
= −kLaVL(c∗ − c0) exp(−

kLa

jL
x) . (3.5)

Here, Ac is the cross-sectional area of CO2 bubble and assumed to be a constant. Lb denotes the

bubble length, changing with downstream position, x.

By integrating Eqn. (3.5) and dividing by the initial bubble length (Lb0), the dimensionless size

(or length) change of a moving (CO2) bubble with the position away from the origin (T-junction)

is described by:
Lb0 −Lb

Lb0
= 1

Lb0

jLVL

Acub

1

ρ
(c∗ − c0) [1 − exp(−

kLa

jL
x)] . (3.6)

The first term of prefactor determines the maximum size change at the equilibrium state, and the

second one (kLa/jL) determines the speed to reach equilibrium. Eq. (3.6) is used to obtain the

kLa from the size change of bubbles in a microfluidic system without measuring the concentration

change in liquid slugs [72, 119]. We extracted kLa using a best nonlinear fit of Eq. (3.6) with our

data measured at elevated CO2 injection pressures to investigate the influence of pressure on the

CO2 mass transfer, i.e., kLa.
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3.3 Results and discussion

3.3.1 CO2 bubble/droplet size change at different phases

Our experiments were operated from gas (Pinj = 0.25, 1.45, 3.45, and 5.45 MPa) to liquid (Pinj = 6.45,

7.5, 8.5, and 9.5 MPa at room temperature) and supercritical (Pinj = 8.5 and 9.5 MPa at 35 (±0.5)
○C) states of CO2 to reveal the dynamics of CO2 transfer in water and the influence of pressure. For

each injection pressure, we conducted at least three times of experiments independently to check the

reproducibility. In total, thirty-four sets of experimental data were summarized and presented in this

work. The complete experimental data is shown in Fig. A.1 in Appendix A. Revealed in Fig. 3.3a are

representative snapshots (taken from five fixed, downstream locations along the channel), including

the T-junction’s origin point. The initial length of CO2 bubbles/droplets (Lb0) was controlled within

212 (±7) µm, with the length of liquid slugs of 194 (±11) µm and the mean CO2 bubble/droplet

speed of 0.33 (±0.07) m/s.

Fig. 3.3b and 3.3c show the dimensionless length, L∗b = Lb/Lb0, and dimensionless length change,

dL/Lb0 = 1−Lb/Lb0, of CO2 vs. the traveling distance recorded from (a), respectively. It is notewor-

thy that all CO2 bubbles/droplets experienced a rapid shrinkage when they departed from T-junction

and later reached a final steady state. At high-pressure conditions, the size change became subtle.

As seen in (b), CO2 bubbles shrank more than half of its initial length at the low system pressure

(e.g., 1.45 MPa depicted by #). As the pressure increased, the range of drastic size change became

smaller, shown by the data of 5 MPa (depicted by ◻). In the liquid (◇) and supercritical state

(△), the shrinkage of a droplet decreased to about 10 % of its initial length. Meanwhile, these high-

pressure CO2 drops reached the final steady-state size faster than the low-pressure ones. It took

12 ms on average for liquid and supercritical CO2 droplets to reach a final steady state, whereas the

CO2 bubbles at 1 MPa needed more than 30 ms to reach its stable size.

To examine the above distinct observations, we correlated the dimensionless maximum size

change of CO2 (dL∗max) with the CO2 density, ρ(P, T), bubble velocity, ub, and liquid volume,

vslug, measured from experiments to investigate their influences on the (quasi-)equilibrium size (see

A.2 in Appendix A). The dL∗max was determined using the mean value of the dL∗ in the plateau

region of Fig. 3.3c. The results showed that CO2 density has a strong but negative correlation with

its size change. The significant difference in size change at the different states likely attributed to

the increase in CO2 density with increasing P , as it transforms from the gas, to liquid, and to SC

state. For instance, CO2 density increases by ≈ 25×, rising from ρ = 28.19 to 693.95 Kg/m3, when
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P increases from P = 1.45 MPa to P = 9.5 MPa for the same T = 24 ○C, as shown in Table A.1 in

Appendix A. Although the CO2 solubility in the water, i.e., c∗ − c0, also increases with pressure,

this solubility increase (by ≈ 3×, from 21.86 Kg/m3 at 1.5 MPa [208] to ≈ 67.3 at 9.63 MPa [209]) is

smaller than the contribution from the increase in CO2 density.

The bubble velocity and the liquid volume had only a minor correlation on the size change of

gas CO2 (P ≤ 6.29 MPa). The influences of these two parameters (for the ranges explored) are

negligible when CO2 phase changed into the liquid and the supercritical CO2 (as shown in Fig. A.2

in Appendix A).
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Figure 3.3. (a) Experimental snapshots of CO2 bubbles or droplets in water in the mi-
crochannel for four different injection pressures, covering the CO2 phase state from gas (#
and ◻) to liquid (◇) and supercritical state (△). As a reference of scale, the width of channel
is 100 µm. CO2 bubbles/droplets shown in (a) correspond to different locations: at initial
position (x = 0), 4,000 µm (section 1), 9,000 µm (section 2), 15,000 µm (section 3), and
18,600 µm (section 4) away from the T-junction. Dimensionless length and length change
of the CO2 bubbles/droplets measured from the image sequences are shown in (b) and (c),
respectively. In (c), the comparison of the measured CO2 length change with the results of
nonlinear regression fitting of the simplified form of Eqn. (3.6): dL∗ = α(1−exp(−βx)). The
volumetric mass transfer coefficient, kLa, is obtained by multiplying the fitting coefficient,
β = kLa/jL, by the inlet water flux, jL.
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3.3.2 Volumetric mass transfer coefficient under elevated pressure

We extracted the volumetric mass transfer coefficient, kLa, by applying a nonlinear regression

method with a reduced form of Eqn. (3.6): Y = α(1 − exp(βX)), to fit the experimental data

of dependent variable Y as a function of parameter X, which is the downstream location x from

the T-junction. Fig. 3.3c reveals the dimensionless size-change of CO2 dL∗/Lb0 at different pressure

conditions and the resultant fitting of the nonlinear regression (depicted by the black dashed lines).

Overall, Eqn. (3.6) models well our experimental data. At the gas states (P ≤ 6.29 MPa), The R-

squared values were between 0.97 and 0.99. The standard deviation of fitting coefficients was smaller

than 1 % for the prefactor α and within 3.2 % for the mass transfer coefficient term β. For the

results in the liquid and supercritical CO2, the uncertainty of α increased to 5 % and 10 − 15 % for

the error of β. The larger percentage errors in the latter cases are associated with the experimental

resolution (corresponding to ≈ 4µm per pixel) and due to relatively smaller change in the CO2 size

in the high−P regime.

The data reveals that the majority of CO2 transports in the rapid shrinkage stage at initial

time, as seen in Section 1 in Fig. 3.3, especially for high-pressure cases. We hence focused on this

short period (about 9 ms) to highlight the influence of pressure on CO2 mass transfer in water.

Fig. 3.4 shows the resultant volumetric mass transfer coefficient, kLa, in the rapid shrinkage stage

and the data from previous experiments [113, 194, 195, 119, 120], which primarily focused on low

pressures. As seen in the figure, kLa does not change significantly for low injection pressure when

Pinj is smaller than 8 MPa, with an average kLa = 28.85 s−1. When Pinj raises to above 8 MPa, kLa

increases to 45.4 s−1 on average for the liquid CO2 and greatly enlarges to a mean value of 100 s−1

for the supercritical CO2. Our data reveal that the average volumeric mass transfer coefficient,

kLa, is increased from the gas, liquid, to supercritical state for a comparative CO2 traveling speed

(of ub ≈ 0.33 m/s) in a microfluidic channel. This significant gain in kLa for the supercritical

state may primarily attribute to the temperature increase, from 24○C (room temperature) to 35○C

for a comparable ub range in our experiments. The rising temperature activates both water and

CO2 molecules and thus enhances the mass transfer processes by increasing CO2 diffusivitiy. As

a reference, the diffusion coefficient of CO2 in the water increases from 1.88 × 10−9 to 2.18 × 10−9

(m2/s) as measured in the temperature at 25 and 35 ○C, respectively [210].

Overall, CO2 droplets in the rapid shrinkage stage gives an average value of kLa = 46.4 (1/s)

(black dashed line in Fig. 3.4) in a microfluidic channel of a small hydrodynamic diameter (of dh =

46 µm). This value is greater than those from previous microfluidic data operated at lower pressure
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conditions (0.1 − 3 MPa) and room temperature, with their kLa values ranging between 0.3 and 16

(1/s) [113, 194, 195, 119]. The enhanced kLa measured in our experiments, by 3× to 150× compared

to those from the previous data. Since the range of CO2 traveling speed, ub, is comparable between

the experiments, the significant increase in kLa measured in our experiments compared to previous

low-P data likely come from the larger specific area (a) created by our micro-channel, elaborated

below.

The specific area, a, conventionally defined as the ratio of interfacial area to the volume of the

two phases [57]. For a similar total volume of the two phase, a can greatly enhance mass transfer

process by increasing the contact area of the multiphase. According to the calculation proposed by

Vandu et al. [66], the specific area consists of two parts, namely two spherical caps and a cylindrical

Figure 3.4. The volumetric mass transfer coefficients, kLa, during the rapid shrinkage stage
(Section 1) against elevated injection pressures, Pinj. Our data span a wide range of Pinj,
covering three different states, gas ( ), liquid (∎), and supercritical (▲) of CO2. The shown
points represent the average value of at least three independent experiments repeated for
the same experimental conditions. Error bars denote the standard deviations. The black
dashed line presents the mean value over all the presenting data, < kLa >= 46.4 (s−1). Grey
symbols are the maximum kLa available from previous microfluidic experimental results
[113, 194, 195, 119, 120], which mostly focused on low range of Pinj and used a microchannel
of a size greater than 100 µm.
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body of the drop or bubble (i.e., CO2), as follows:

a = acap + abody ≈
4

Ls
+ 4(Lb − dc)

dcLs
. (3.7)

The specific area hence is inversely related to the microfluidic hydraulic diameter, dc.

Most of microfluidic experiments studying the mass transfer rates for the segmented gas-liquid

flow applied the hydraulic diameters larger than 200 µm, which could generate bubbles with the

specific area (a), calculated based Eq. (3.7), ranging from 3,400 to 104 m−1 [113, 194, 195, 119]. As

a comparison, our microchannel has a low hydraulic diameter of 46 µm, which significantly enlarges

the specific area of CO2 bubbles/droplets up to 105 m−1 on average, approximately 10× to 30×

greater than those of previous microfluidic experiments [113, 194, 195, 119]. In addition, recent

high-pressure microfluidic experiment (with Pinj = 8 MPa and T ≈ 313 K) done by Qin et al. [120]

found mass transfer coefficient, kL, to be between 1.5 × 10−4 and 7.5 × 10−4m/s, consistent with the

low-pressure regime data [113, 194, 195, 119]. With a large specific area of 33,200 m−1, this high-

pressure microfluidic data also yields a a large kLa up to 24.9 (s−1) (depicted by ⋆) [120], consistent

with our microfluidic data at comparable pressure range. In short, these comparisons reveal that

smaller microfluidic channel enlarges volumetric mass transfer coefficient significantly by increasing

specific interfacial area, thereby benefiting various chemical reactions using a smaller hd.

Furthermore, the mass transfer coefficient, kL, at room temperature in this work is estimated

3.4 (±0.71)× 10−4 m/s on average. This result is consistent with the kL reported in previous micro-

scale experiments (1.8× 10−4 ≤ kL ≤ 7.3× 10−4 m/s) [113, 194, 195, 119]. For supercritical CO2, the

kL is calculated as high as 9.96 × 10−4 m/s on average, which is about three times larger than the

values estimated in the gas and liquid state. The higher KLa value of supercritical CO2 compared

to the liquid/gas counterpart may be attributed to the greater temperature (35 ○C) and a shorter

contact time of a fluid element on the CO2−water interface. The latter is suggested by the Higbie’s

penetration theory [19], where the mass transfer coefficient is modeled to be proportional to the

square root of diffusivity:

kL ∼
√

D

πτc
, (3.8)

where D is the diffusivity and τc denotes the contact time of a fluid element on the CO2-water

interface. D generally has a linear correlation to temperature, reported by previous experimen-

tal [211, 210, 212] and simulation works [213].
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3.3.3 CO2 mass transfer rate

We further investigate the influence of the Capillary number (Ca) and Reynolds number (Re) of the

injecting water on kLa (see Fig. 3.5). Here, Ca = µl ⋅ ub/σ, representing the ratio of viscous drag of

the carrier liquid (i.e., water) to the interfacial tension between CO2 and water, σ. Re = ρlubdc/µl

is calculated by comparing the inertial force of a moving bubble to the liquid’s viscous force, where

ρl is the liquid density, ub is CO2 traveling speed, and dc is the hydrodynamic diameter of the

microfuidic channel. The values of these thermodynamic parameters used are given in Table A.2

and A.3 in Appendix A.

On the one hand, as shown in Fig. 3.5a, the volumetric mass transfer coefficient does not signif-

icantly correlate with the Capillary number, Ca, ranging from 1.9 × 10−3 to 1.4 × 10−2 in this study.

The change in Ca primarily stems from the decrease in the CO2-water surface tension (σ) as CO2

phase changed from gas to the supercritical state. On the other hand, we correlated the kLa with

the Reynolds number in Fig. 3.5b, to study the influence of CO2 velocity. The black dashed line

represents the result of linear regression analysis from all the experimental data, showing the kLa

grows linearly with a prefactor of 0.53 (±0.58) with Re.
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Figure 3.5. The correlation of the measured volumetric mass transfer coefficient, kLa, with
(a) the capillary number and (b) the Reynolds number of the continuous liquid phase. (c)
The comparison of experimental data from this study, (kLa)exp, and values estimated using
the above empirical approximations, (kLa)est, previously proposed by Irandoust et al. (⋅)
[57], Bercic and Pintar (+) [112], and Vandu et al. (×) [66]. Three different colors represent
the experimental conditions in three phase states of CO2: green color denotes the gas state,
and blue and red symbols represent the conditions using the liquid and the supercritical
CO2, respectively.

45



The dependence of kLa on Re, observed from our data, indicates the significance of CO2 bubble

velocity, ub, on enhancing the mass transfer. This observation generally agrees with approximations

proposed previously, considering the bubble velocity (ub) a the critical parameter that determines

kLa [57, 112, 66]. Illustrated in Fig. 3.5b inset are the previous empirical approximations of kLa in

millimeter-scale capillaries proposed by Irandoust et al. [57] [dashed line (with ym = 0.5)] , Bercic and

Pintar [112] (solid line), and Vandu et al. [66] (dotted line). Here, we plot their data as the function

of Re based on their experimental conditions. All of the empirical results show a growing kLa with

the increasing Re, i.e., moving speed of bubbles. This dependent relation between kLa and Re may

associate with the fact that a faster ub enhances the mixing of fluid elements on the phase boundary

and the fresh bulk fluid due to the more intensive liquid slug’s internal recirculation [61, 71]. Also,

from the perspective of Higbie’s penetration theory [19], the more intensive internal recirculation

implies the more frequent contact of fluid elements with the phase boundary and the shorter contact

time for a fluid element on the phase boundary, thereby increasing kL [based on Eq. (3.8)].

How do our microfluidic results compared with the kLa obtained using the segmented gas-liquid

flow (so-called Taylor flow) in millimeter-sized capillaries [57], which are beneficially used in mono-

lithic chemical catalyst reactors? Fig. 3.5c shows such comparison between our experimental results

and the kLa estimated by three empirical approximations with millimeter-scale capillaries. Our

experimental results of (kLa)exp are plotted in the Y-axis, whereas the correspondingly estimated

values, (kLa)est, in X-axis, by substituting our experimental conditions into the previous empirical

equations, described below.

First, the semi-theoretical model developed by Irandoust et al. (depicted by ∗) considers the

bubble speed (ub) playing a crucial role in the mass transfer on both cap sides and the center cylinder

of a Taylor bubble [57]:

kLa = 4 [δf(dc − δf)Uav ym + D Sh (dc − 2δf)] /(d2cLuc), (3.9)

where Uav is the mean velocity of the liquid film passing through the cylindrical part of a bubble,

which is the function of ub (Re). Sh denotes the Sherwood number, defined by the ratio of convective

to diffusive mass transport [58]. ym is defined as the mix cup concentration of the solute in the liquid

film (contacting the cylindrical part of Taylor bubble) [57] and represents the dimensionless fraction

of dissolving gas in the liquid film (0 < ym < 1). The higher ym implies more solute dissolving in the

solvent via the cylindrical part of a bubble. Previous experimental data of kLa (for 11 < Re < 824)

using millimeter-scale capillaries showed consistent results [57], albeit ≈ 30% lower, compared to
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the (semi-)theoretical predictions. Notably, this model performs a good prediction on our results

at room temperature if assuming ym = 0.052, as depicted by blue and green symbols. The low ym

implies that the film contribution is small and inactive for mass transfer [see Eq. (3.9)].

Second, results calculated using Bercic and Pintar’s model underestimates the kLa comparing

to our measurements (depicted by +):

kLa = p1 × up2

b /L
p3
s , (3.10)

where p1 = 0.111, p2 = 1.19, and p3 = 0.57 [112], respectively. This empirical model was developed

to fit the results measured from experimental conditions of long Lb0 (28 mm < Lb0 < 110 mm) and

relatively low ub (0.076 m/s < ub < 0.15 m/s). In the previous experiments, the long gas bubble and

slow velocity make the mass transfer from the cylindrical side of a bubble inactive, i.e., corresponding

to the case of ym = 0 in Eqn. (3.9). Therefore, without modeling the contribution from the thin

film, this model would underestimate and result in smaller kLa for our experimental conditions (as

shown in Fig. 3.5c).

Third, the empirical model proposed by Vandu et al. suggests that the mass transfer happens

primarily via the cylindrical body to the liquid film. The contribution from the cap side can be

neglected because of the small specific area a of the cap side comparing to the cylindrical body [66];

therefore

kLa = C1

√
DUg

Luc

1

dc
≈ C1

√
DubLb0

Lucdc
, (3.11)

where the prefactor C1 is found to be 4.5 to fit their results the best, D is the diffusion coefficient

of the solvent, and Ug = ub ⋅ (Lb0/Luc). This model considering only the film contribution, however,

overestimates the kLa under our experimental conditions (depicted by x). This model corresponds

to another extreme condition of Eqn. (3.9) as ym ≈ 1, when fluid elements on the cylindrical body

remain active.

In brief, our microfluidic measurements of kLa for the segmented gas-liquid are significantly

greater than those obtained by millimeter-size capillaries. Consistently, kLa generally increases with

increasing ub and, hence, Re. Compared with various empirical models developed for the millimeter-

size capillaries, our microfluidic segmented Taylor flow measurements show the contributions of mass

transfer from both the spherical caps and the thin liquid film.
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3.4 Conclusions

We experimentally investigated microfluidic CO2 mass transfer rate in water under high-pressure con-

ditions, covering from the normal state on the ground (0.25 MPa and 24 ○C) to the deep formation’s

reservoir condition (9.5 MPa and 35○C) for the CCS applications. With the pore-scale measure-

ments of the segmented flow’s size-change in a high-pressure microfluidic device, we extracted the

liquid-side volumetric mass transfer coefficient kLa to quantify the dynamic mass transport of CO2

bubbles/droplets in gas, liquid, and supercritical state. The resultant kLa reveals a more intensive

mass transfer for the supercritical CO2. The measurement of kLa also shows a linear dependency

on the Reynolds number of the continuous phase with a factor of 0.53. Our microfluidic results

with dh ≈ 50 µm show a significant increase of kLa, by O(1 − 102) compared to other low-pressure

microfluidic measurements (with dh ≈ 200 µm) and by O(102 − 103) compared to those obtained

using millimeter-size capillaries.

In terms of CCS applications, our experimental results revealed intensive mass transfer (kLa) of

CO2 in the supercritical state at a pore-scale (dh ≈ 50 µm), leading to fast saturation in the water

at the early stage and benefiting subsequent sequestration of CO2. In addition, the increase in the

CO2’s traveling velocity (ub) considerably enhances its mass transfer. These two primary outcomes

can help assess the relevant time-scale and volume of supercritical CO2’s mass transfer in water for

the P−T conditions and fluid inject rates used. Furthermore, the microfluidic platform presented can

be extended for beneficial applications of pore-scale visualizations of CO2-EOR at different reservoir

conditions and intensive extractions using the green solvent of supercritical CO2.
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Chapter 4

Multiphase CO2 Emulsions in

Microfluidics: Formation, Phases, and

Mass Transfer1

4.1 Introduction

The technologies of carbon capture, utilization, and sequestration (CCUS) are essential to reduce

CO2 emissions and consequently mitigate global warming issues [214, 215]. CCUS integrates methods

to gather and transport CO2 from large emission sites, such as power plants and oil refineries [216].

The concentrated CO2 can be utilized for enhanced oil recovery (EOR) [217] and enhanced coalbed

methane [218, 219] for energy fuel production while sequestrating CO2, and the further purified

CO2 can be used for chemical synthesis [220, 221]. Alternatively, the captured CO2 can be stored

in various geological formations, such as in ocean [80, 110], in sub-seabeds [222, 223], and in deep

saline aquifers for a long time [224].

The CO2 mass transport behavior, therefore, plays a critical role in many CCUS processes,

including the CO2 absorption in the capture process [216, 23] and the CO2 dissolution in the pore

fluids of sequestration sites. For example, in EOR engineering precise data of CO2 dissolution in the

1This chapter is based on Ho, TH. M., Sameoto, D., and Tsai, P. A., “Multiphase CO2 Emulsions in
Microfluidics: Formation, Phases, and Mass Transfer”, submitted to Chemical Engineering Research and
Design, 2021.
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pore-fluids helps estimate the required injection pressure to reach the minimum miscibility pressure

for a better recovery efficiency [217]. The CO2 dissolution and mass transfer processes affect the

storage capacity of deep saline aquifers during the early injection stage (via structural and residual

trapping of CO2 in micropores) as well as the long-term solubility trapping and mineralization

of CO2 with the host, porous rock [225, 224, 110]. Furthermore, understanding the CO2 mass

transport processes helps evaluate the sealing integrity and calculate the pressure build-up and CO2

leakage [226], which are essential for mitigating potential environmental impacts [222, 227].

The early experimental investigations for measuring the CO2 dissolution rate and mass transfer

include both in-situ field experiments [228, 229, 227, 230] and laboratory measurements using stirred

vessels [187] or bubble column reactors [185, 186]. However, the field experiments usually are time-

and budget-consuming, and most of the previous laboratory experiments require large apparatuses

to handle working fluids at high pressure safely [231, 232, 233] and therefore more space, resources,

and experimental time. Hence, it motivates us to explore alternatives for acquiring essential mass

transfer data at elevated pressure more efficiently since the relevant experimental studies are crucial

but rare currently.

Microfluidics has become an emerging and useful tool for fluid physics [234, 235] as well as energy

and environmental technologies due to its time and economic efficiency [191, 20, 21, 22]. A variety of

microfluidic platforms have been utilized to investigate the mass transfer rate of gases (e.g., CO2 [113,

114, 175], air [194], and ozone [195]) in different solvents, the CO2 take-up capacity of physical

solvents for CO2 capture applications [114, 196, 175], and the influence of temperature [115] and

surfactants [116] on CO2 solubility in water. Moreover, the development of high-pressure microfluidic

devices in the last decade enables experiments to operate in a broader pressure (P ) and temperature

(T ) range up to P = 45 MPa and T = 500 ○C [121]. A few of microfluidic studies exploiting high-P

platforms provide insights into the CO2 behaviors in different carbon storage scenarios, including

the invasion patterns of CO2 displacing the pore fluid [96, 100], the applications in the enhanced oil

recovery (EOR) [198, 199], the physical properties at the supercritical state [200], fast screening the

CO2 phase state in different solvents [201, 202], and the CO2 solubility in brine [117].

Microfluidic studies addressing the mass transfer rate of CO2 in water/brine at high P -T condi-

tions, especially for the liquid and supercritical CO2, are still limited [118, 119, 203, 204, 120]. Sell

et al. [118] reported a minor influence of pressure on the CO2 diffusion coefficient as P increased

from 0.1 to 5 Mpa. In contrast, the salinity significantly hinders CO2 diffusion process in water,

with a decrease in the diffusion coefficient by 60% with increasing salinity (from 0 to 5 M).
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Yao et al. studied the pressure effects on the CO2 mass transfer rate in water by measuring

the liquid side volumetric mass transfer coefficient, kLa, under elevated pressure from 0.1 to 3 M

Pa. They found that kLa increased with the rising pressure and attributed this to the enlarged

cross-sectional area of a CO2 bubble at high pressure, which increases the CO2-water contact area

and enhances CO2 mass transfer [119]. Interestingly, they did not observe a significant influence

of pressure on the CO2 absorption in the chemical solvent DEA (diethanolamine) from their later

experiments. They attributed to the shrinking interfacial area due to the altering flow patterns and

the channel geometry [203].

Qin et al. calculated the mass transfer coefficient (kL) from the shrinkage of supercritical CO2

at 8 MPa and 40 ○C according to the 3-D morphology of an ideal Taylor bubble in a rectangular

channel [204]. Their results showed that kL rose from 1.5 × 10−4 to 7.5 × 10−4 m/s as the water

volume fraction increased from 0.28 to 0.9. Additionally, CO2 droplets with a faster-moving speed

had a high kL due to the strong inner recirculation in the water slugs, enhancing the mixing of CO2

and water [120].

In this work, we experimentally investigate the dissolution of liquid CO2 in water at the injection

pressure Pinj = 6.5 MPa and room temperature, T = 23.5 ○C. To the best knowledge of ours, we

observe intriguing and remarkable multiphase-coexisting CO2 dispersions at high pressure, for the

first time, generated by a two-phase CO2 flow merging with water at the microfluidic T-junction

(see Figure 4.1), while most similar microfluidic studies using two-phase flow have focused on the

generation of monodisperse segmented flows and associated fluid dynamics and patterns [236, 237,

238, 239, 240, 241]. To analyze the complex dynamics of the multi-component CO2 droplets, which

involves phase change and dissolution processes, we first differentiate the phase state of CO2 inside

the dispersion by comparing the mass change and the solubility limit in water (for a particular P

and T condition). A detailed discussion is provided according to two different phase combinations.

Based on these results, we further quantify the mass transfer process by calculating the dissolution

rate of CO2, Ṁdis, and calculating the volumetric mass transfer coefficient, kLa. We find that the

estimated kLa decreases rapidly with time, which may attribute to the change of the specific area,

CO2 concentration in the water slug, and the moving speed of dispersions.

51



4.2 Material and methods

We experimentally observed an intriguing two-phase CO2 flow with a clear interface in the CO2

injection channel before the microfluidic T-junction. Consequently, the multiphase coexisting CO2

dispersions were formed in the T-junction microchannel after merging with Milli-Q water, as shown

in Fig. 4.1a. The experiments were operated at the injection pressure, Pinj = 6.5 ± 0.05 MPa and

the chip temperature, Tchip = 23.5 ± 0.5 ○C, as pointed by the blue circle ( ) in Fig. 4.1b. The

microchannel was fabricated using the deep reactive ion etching method (DRIE) [205, 206]. The

main channel is 100 µm in width and 30 µm in height. The side-channel for introducing CO2 is

50 µm in width and has the same height as the main channel.

4.2.1 Experimental

The microfluidics was installed in a metal platform that can sustain high-pressure. CO2 pressure

was ramped up from the atmospheric condition (0.1 MPa and 23.5 ○C) to a high-pressure condition

for transforming to the liquid state (6.5 MPa and 23.5 ○C). This process was controlled by a high-

pressure gas pump (ISCO 100DX), which directly connects with the gas tank (Praxair, RES K CO2

99.998%). A back-pressure regulator (TESCOM BP 25 − 4000 PSI) was connected to the system’s

outlet to control the CO2 flow rate by regulating a proper pressure gradient across the channel.

Milli-Q water was loaded in stainless steel syringes and pumped by a syringe pump (Chemyx Inc.

Fusion 6000) after one hour of degassing in a vacuum chamber. Water is injected at the flow rate

of 10 µl/min for the bubbly, intermittent, and annular-1 flow. The water injection rate for the

annular-2 flow is lower, at 5 µl/min. A thermocouple (K-type) was attached to the microfluidic chip

and to monitor the temperature. The flow was observed by using an inverted microscope (Zeiss Axio

Observer 7 Materials, with a 5× objective) and recorded by a high-speed camera (Phantom V710L)

at 5,000 frames per second (fps).

4.2.2 Image analysis

We applied a series of post-image processing functions in ImageJ (NIH Image) [181] to measure

the size of a single dispersion and track its position with respect to time. We first calibrated these

data by comparing them with the manually measured results. The maximum difference between

them is within 2.3 % in length. The measured data were further analyzed by using a customized

code written in MATLAB (MathWorks R○). The variation between dispersions was evaluated by
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calculating the standard deviation of at least five bubbles for each representative flow pattern. The

result showed good consistency in the size and position. The variance is about 2.5 % maximum in

dispersion’s length and within 2.9 % in displacement.

Figure 4.1. (a) An experimental snapshot of dispersions, containing multiphase (gas/liquid)
CO2 surrounded by the continuous phase of water, generated with a microfluidic T-junction.
The scale bar represents 200 µm. (b) Plotted in the CO2 phase diagram are the experimental
pressure and temperature conditions (shown by  ) where the coexisting multiphase disper-
sions are observed. Experimentally, the pressure of CO2 was gradually increased to ≈ 6.5
MPa ( ) at room temperature, as the arrow indicates. The CO2 saturation pressure at
23.5○C is 6.14 MPa, as the black dashed line shows the gas-liquid phase boundary of CO2.
The phase diagram is plotted based on the database provided by the National Institute of
Standards and Technology (NIST) [207].
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4.2.3 Estimations of the total volume and surface area of a CO2 dispersion

From our experimental images we notice that a dispersion comprises a brighter area surrounded

by the back contour, as shown in Fig. 4.2a. We consider this black contour line resulting from the

curved CO2-water interface, which deflects the light and reduces the interface’s brightness. The

width of the black contour is measured to be about 8 µm. Therefore, we assume the geometry of a

CO2 dispersion is a planar disk, with two spherical caps on both ends (see Fig. 4.2b). The red area

represents the curved CO2-water interface. Fig. 4.2c and 4.2d show the schematic shape of the CO2

dispersion from the top view and the side view, respectively. The volume of a dispersion, VT , is the

sum of the center planar part and the two-sided caps:

VT = 2Vcap + Vbody. (4.1)

The volume of the cap Vcap equals the volume of the green fan minus the volume of the triangle

OP1P2, from Fig. 4.2c. The volume of the green fan, Vfan, and triangle OP1P2, Vtri, can be written

as:

Vfan =
1

2
∫

π
2 −θc

−(π2 −θc)
AsR1dθ, (4.2)

Vtri =
1

2
(W − 2δf)R1 cos(

π

2
− θc) (H − 2δf), (4.3)

where W and H are the width and height of the channel, R1 is the radius of the circular cap, θc

represents the contact angle between the (outer) cap and the microchannel (see Fig. 4.2c), and δf

denotes the thickness of water film between CO2 dispersion and the sidewall. As in Eqn. (4.2) is

the cross-sectional area of the green fan through the A-A plane, as the gray area in Fig. 4.2d. The

dimensions of As can be seen in Fig. 4.2e; note that the dimensions presented are exaggerated for

better demonstration. AS can be expressed as:

AS = (R1 −C)(H − 2δf) + βr2 −
1

2
r cosβ(H − 2δf), (4.4)

where r is the radius of the circular cap projected from the side view, and β is half of the central

angle. We acquired these two parameters according to their geometrical relations:

r cosβ = r −C, (4.5)

r sinβ = H

2
− δf . (4.6)
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The volume of the center body of a CO2 dispersion is calculated as Vbody = Ac(Ldrop − 2Lcap),

where Lcap = R1 cos(π2 − θc) is the length of the circular cap on both ends. Ac denotes the cross-

sectional area of the center body through the B-B plane. We assume the center section’s cross-

sectional area is constant. Fig. 4.2f schematically demonstrates the idealized dimensions of this

cross-section. We consider the shaded region of the body section is due to the curvilinear CO2-water

interface. Ac hence can be expressed as:

Ac = (W − 2δf)(H − 2δf) − (4 − π)(C − δf)2. (4.7)

By substituting Eqn. (4.2), (4.3), and (4.7) into Eqn. (4.1), the volume of CO2 dispersion is acquired.

This calculation result agree well with the 3-D model built using computer-aided design software

(PTC Creo), with an estimated, average error of 1.5%.

55



Figure 4.2. The schematic of an idealized microfluidic droplet, whose volume is comprised
of a central section and two spherical caps on both ends. (a) Experimental snapshot of a
CO2 droplet. The black contour has a constant width, C (≈ 8 µm), for each droplet. (b)
Schematic 3D model of CO2 droplet volume. The red area is the curved CO2-water interface,
resulting in the shadow area shown in (a). (c) The top view of a droplet with a total length
of Ldrop = 2Lcap+Lbody. Lcap is the length of the circular caps, and Lbody denotes the central
section of a CO2 droplet, which is assumed to have a liquid film of a constant thickness, δf ,
between the drop and sidewall. R1 represents the radius of spherical caps that contact the
sidewall with a contact angle, θc. C is estimated as the width of the dark area surrounding
a droplet shown in (a). Both θc and C are measured from experiments. (d) The schematic
drawing for the droplet’s side-view. As denotes the cross-sectional area of the fan region
(OP1P2) highlighted in color green in (c). (e) The detailed dimensions of the gray area As

in (d). (f) The drawing of the quarter cross-section of the center body through the B-B
plane.
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4.3 Results and discussion

4.3.1 Multiphase CO2 flow and dispersions

Fig. 4.3a−c are experimental snapshots, showing three distinct CO2 multiphase flow patterns ob-

served in the CO2 channel before the T-junction (when Pinj = 6.51 and 6.48 MPa, Pback = 6.15 MPa

and Tchip ≈ 23.5○C, close to the CO2 gas−liquid phase boundary). The multiphase flow quickly tran-

sited from a segmented flow pattern (Fig. 4.3a) to a parallel flow with an upstream pinch-off nose,

emitting segmented flow periodically (Fig. 4.3b). This parallel flow kept propagating along with

the CO2 channel and finally anchored at the T-junction, seen in (c). These three flow modes are

similar to the classic condensation flows observed when flowing the vapor state of water [242, 243] or

refrigerants [244, 245] in the microchannel as the sidewall temperature (Tw) is lower than the vapor

temperature of the fluid. We hence follow the same naming convention, calling the first segmented

flow the "Bubbly flow" (Fig. 4.3a), the "Intermittent flow" for the second transitional pattern (in

Fig. 4.3b), and the "Annular flow" for the final stratified flow pattern (in Fig. 4.3c). We artificially

dyed the central or inner dispersed phase in light green in the images for better visualization.

At the microfluidic T-junction, the multiphase CO2 flow periodically generates and emits dis-

persions in the main channel after being sheared off by the water flow. Fig. 4.3d shows such image

sequences of the development of CO2 dispersions for the different CO2 flow patterns shown in

Fig. 4.3a-c. These dispersions are multiphase with a clear interfacial boundary observed between

the phases. Although each of the multi-phases is known to be either gas or liquid CO2 because of

the experimental pressure condition, without presumptions each exact phase was not certain and

needed to be determined first. From the sequential images in Fig. 4.3 a-c, the inner phase (artifi-

cially dyed in light green) prefers to stay on the right side of a CO2 dispersion, while the outer phase

accumulates on the left. For clarification and convenience, we call the phase on the right side of the

CO2 dispersion the "inner (dyed) phase" and the other the "outer (undyed) phase" based on their

appearance before the microfluidic T-junction (see Fig. 4.3 a-c).

Fig. 4.3e shows the total length of CO2 dispersions, Ldrop, changing with traveling time. The

size change of the inner (dyed) phase seems to influences Ldrop greatly. For dispersions generated

by the bubbly flow (depicted by  ) and the intermittent flow (depicted by ∎), Ldrop decreases due

to the shrinkage of the inner (dyed) phase. Ldrop reaches the steady-state when the inner phase

completely vanishes. In general, we observe the same behavior for most dispersions generated by

the annular flow, as depicted by ⧫ in Fig. 4.3d. However, we surprisingly observed a different size
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Figure 4.3. The snapshots of three different CO2 flow patterns in our experiments: (a) the
bubbly flow, (b) the intermittent flow, and (c) the annular flow. In the CO2 channel, the
inner part of CO2 is highlighted in color light green. The yellow scale bar denotes 200 µm.
(d) Representative image sequences of gas-liquid coexisting CO2 dispersions in water of the
bubbly flow in (d1), the intermittent flow in (d2), and two annular flow cases in (d3)-(d4).
(e) the total length, Ldrop, of dispersions changes with time in the main channel after the
microfluidic T-junction. Notably, we observed two different phase change modes in the CO2
annular flow pattern. The first one is named Annular-1 (depicted by ⧫), and the second one
is called Annular-2 (depicted by ▲), respectively.

change behavior of inner (dyed) phase in some dispersions generated by the annular CO2 flow. As

shown in Fig. 4.3 (d4), the inner phase shrank at the beginning when the dispersion detached from

the T-junction. However, it started to expand after the dispersion traveled around 60 ms in the main

channel, leading to the growth of CO2 dispersions after moving 55 mm away from the T-junction

(depicted by ▲).

4.3.2 Determination of the phase states of a multiphase CO2 dispersion

Before detailed analyses on CO2 flow and dissolution dynamics, we have to first differentiate and

analyze the exact phases in the multiphase CO2 droplets/bubbles without any presumptions. Based

on the experimental condition (Pinj = 6.5 MPa and Tchip ≈ 23.5 ○C), we knew the coexistence of
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liquid and gas CO2 in a dispersion before the T-junction. However, it is challenging to identify

the phase states from the experimental grayscale images directly. These phases’ grayscale values

were close, measured to be 133.7 (±5.8) and 132.3 (±6.3) for the inner (dyed) and outer (undyed)

phases, respectively. In addition, the surface tension at the water-gas CO2 interface (σW-G = 31.7

mN/m) is very close to that at the water-liquid CO2 (σW-L = 30.8 mN/m) [246]. This implies that

both gas and liquid CO2 could affix to the water and wrap the other phase. Here, we discuss the

processes determining the phase state of CO2 dispersions in more detail by analyzing the volume

change, density difference, mass loss, and solubility in water.

Fig. 4.4a demonstrates the total volume of CO2 dispersions, VT , changing with time, while 4.4b

and 4.4c show the volume fraction of the inner (dyed) phase (Vin) and of outer (undyed) phase (Vout),

respectively. From the observations, Vin initially decreases dramatically for all representative cases,

while Vout increases in the range of 25% − 30% of the change of Vin, implying the mass exchange

between two phases inside a CO2 dispersion. Dispersions with a larger initial Vout result in a bigger

final size in the steady-state (flat regime), as seen in the bubbly flow (depicted by  ), comparing to

other cases with larger Vin (depicted by ∎, ⧫, and ▲).

To systematically determine each exact phase (gas or liquid) for the multiphase CO2, we fur-

thermore consider two different phase combinations and look into their corresponding mass change

with time. By comparing with the CO2 solubility data at 6.5 MPa and 23.5 ○C, this data would help

differentiate the phase state in a CO2 dispersion. The first presumption considers that the inner

(dyed) phase is liquid CO2 and the outer gas. The second presumption is the other way, assuming

that the inner (dyed) phase is gas and the outer liquid.
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Figure 4.4. (a) The dimensionless volume of CO2 dispersions changes with time, where VT

is estimated according to Eq.(4.1)-(4.7) and VT,0 denotes the initial volume of a dispersion,
i.e., VT (t = 0). The corresponding volume change of phase right and phase left inside the
dispersion is presented in (b) and (c), respectively. Dispersions generated by the three
distinct CO2 flow patterns are shown, including the bubbly flow ( ), the intermittent flow
(∎), and the two different CO2 phase change behavior observed in the annular flow [annular-1
(⧫) and annular-2 (▲)].
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Fig. 4.5 shows the calculation results according to the two presumptions by showing the total

cumulative mass, MT , the net mass change, ∆MT , and the estimated CO2 concentration in water

slugs, ∣∆MT ∣/Vslug. Under the first presumption (assuming the inner (dyed) phase is liquid CO2),

MT dramatically decreases in the first 20 ms and reaches the steady-state for dispersions of the

bubbly, intermittent, and annular-1 flow, as shown in Fig. 4.5a. The net mass change, ∆MT , during

this period is between −5 × 10−11 to −20 × 10−11 kg, shown in Fig. 4.5b. Notably, dispersions in

Annular-2 (▲) show a gradual gain of the mass after 40 ms of traveling time, which is different from

the previous three cases. Here, we consider that the mass transfer in a CO2 dispersion includes

two processes: (1) the phase transition between the two phases and (2) the dissolution of CO2 into

the surrounding water. The phase change processes should follow mass conservation, resulting in

zero (or negligible) mass change (see Appendix A for a detailed analysis). Therefore, the net mass

change, ∆MT , should always be negative due to the dissolution.

We further estimate the CO2 concentration in the water changing with time by dividing the

absolute value of ∆M by the volume of the adjacent water slug, Vslug. Fig. 4.5c shows that the

estimated CO2 concentration for all representative cases under presumption one is above 100 kg/m3,

much higher than the CO2 solubility in water, S = 61 (kg/m3), at the experimental conditions of

Pinj = 6.5 MPa and Tchip = 23.5 ○C [247]. Fig. 4.5d−f reveal the analyzed MT , ∆MT , and the

estimated CO2 concentration changing with time under the second presumption, respectively. The

total cumulative mass of CO2 dispersions decreases in a range of 1 × 10−11 ∼ 3 × 10−11 kg, smaller

than the results from the first presumption. All representative cases experienced an initial mass loss

and reached steady-state at about 40 ms of traveling time. It should be noted that presumption

two does not result in the strange mass gain in Annular-2 (depicted by ▲) in (d). Also, the net

mass loss, ∆MT = MT −MT (t = 0), is between −1 × 10−11 to −3 × 10−11 kg, giving the estimated

CO2 concentration in a range between 13.8 and 69.7 kg/m3. This range is consistent with the CO2

solubility data in the literature, S = 61 (kg/m3) [247].

The above analyses show that the second presumption yields consistent results with the CO2

solubility data given P and T . Therefore, we confirm that the inner (dyed) phase is CO2 gas state,

and the outer phase is the liquid state. This conclusion is further validated due to the following two

reasons. First, the volume change ratio of the outer to inner phase, Vout/Vin, is about 0.25−0.3. This

value is also close to the density ratio of gas to liquid CO2, ρg/ρl = 0.33, suggesting the shrinkage

of the inner (dyed) phase in a CO2 dispersion is the process combining the phase transition from

the gas to liquid and the dissolution into the surrounding water. Second, presumption one yields an
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unusual increase in the total mass of case Annular-2 (demonstrated in Fig. 4.4a), implying that this

assumption is incorrect because there are no other external mass sources. Besides, the presumption

one overestimates the amount of dissolving CO2 in water.

4.3.3 Formation of multiphase CO2 dispersions

We further look into how the multiphase flow is formed in the CO2 channel and what happens to

such a CO2 dispersion evolving in the microchannel, as seen in Fig. 4.3. These multiphase patterns

are observed when increasing Pinj from 1 atm up to 6.5 MPa at room temperature, and CO2 in the

pump started to phase change from the gas to liquid state slowly. Most of CO2 likely stayed in the

gas state as the oversaturated CO2 vapor.

As CO2 entered the microfluidics, CO2 in the gas state flows in the center of the CO2 channel,

while the liquid CO2 stayed on sidewalls because it is more viscous than the gas state. The formation

of three distinct flow patterns observed might be similar to the jetting flow generated using the co-

flow [37] and the cross-type microchannel [248]. This kind of flow pattern may occur when the central

fluid’s velocity (gas CO2) is greater than the outer one (liquid CO2). The upstream annular flow

may form because the inertia force from CO2 gas stream stabilizes with the viscous force and surface

tension at the gas-liquid interface [37]. At the nose of the central CO2 stream, gas bubbles detached

and became the downstream bubbly flow, which might be triggered by the amplified capillary waves

due to the surface tension gradient [249]. The intermittent flow may be the transition between

the bubbly and the annular flow. We observed that the intermittent flow emits droplets/bubbles

downstream while upstream became an annular flow.

After the CO2 flow merging with the continuous water phase, the multiphase CO2 dispersions

were formed periodically. The vapor CO2 in a dispersion (i.e., the dyed inner phase) continued to

transform from the gas to the liquid state, resulting in the rapid shrinkage of inner phase when

moving in the main channel, as shown in Fig. 4.3d (first three rows). The expansion of dispersion in

Annular-2 case (as demonstrated by ▲ in Fig. 4.3d and 4.3e) might due to the lower CO2 vapor tem-

perature than the microchannel’s sidewall temperature. The local pressure along the channel keeps

decreasing due to the hydraulic pressure gradient that drives the movement of a CO2 dispersion [250].

CO2 vapor temperature drops with the descending pressure, based on the Clausius-Clapeyron rela-

tion [251], leading to the P − T condition moving toward the phase boundary (Fig. 4.1b). Once the

vapor temperature decreases to the sidewall temperature, CO2 starts phase change from the liquid

to gas state and expands Ldrop.
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Figure 4.5. Results of time-varying CO2 mass change estimated according to the presump-
tion 1 and 2. (a) and (b) compare the cumulative mass of a CO2 dispersion, MT =Min+Mout

(kg), changes with time, where Min and Mout represent the mass of the inner (dyed) and
outer phase of the dispersion, respectively. (c) and (d) show the net mass change of CO2
dispersions, where ∆MT = MT −MT (t = 0) (kg). Here, the negative sign of ∆MT implies
the dissolution of CO2 in the water. (e) and (f) demonstrate the CO2 concentration change
in water, estimated by dividing the absolute value of ∆MT by the volume of adjacent water
slug, Vslug (m3). The black dash line denotes the theoretical solubility of CO2 in water at
P = 6.5 MPa and T = 23.5 ○C [247].
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4.3.4 Mass transfer of the multiphase CO2 dispersions

To unravel the dissolution process while phase change is taking place, we develop an analysis to

estimate the volumetric mass transfer coefficient, kLa (1/s), of CO2 in water according to the

dissolution rate of CO2, Ṁdis, and mass conservation. We first assume that the continuous phase,

water, is initially free from CO2. Both gas and liquid CO2 are incompressible due to the negligible

density variation in a small pressure difference (estimated ∼ 22 kPa). The CO2 dissolution rate

equals the net mass change rate of a dispersion, which can be expressed to the sum of the liquid and

the gas parts:

Ṁdis =
dMT

dt
= ρl

dVl

dt
+ ρg

dVg

dt
, (4.8)

where ρl (ρg) is the density of CO2 in the liquid (gas) state. Vl (Vg) denotes the volume of liquid

(gas) CO2. By integrating Eqn. (4.8), the total mass of dissolving CO2 is expressed as:

∫
t

0
Ṁdisdt = ρl(Vl − Vl,0) + ρg(Vg − Vg,0), (4.9)

where Vl,0 and Vg,0 (m3) denotes the volume of liquid and gas CO2 at t = 0, respectively.

The dissolved CO2 increases its concentration in a water slug, and the convective mass transfer

can be expressed as: [119]

Ṁdis = −kLAT (C∗ −C(t)) = −Vslug
dC

dt
. (4.10)

Here, kL (m/s) denotes the mass transfer coefficient of CO2 in water. AT (m2) is the surface area of a

dispersion, and Vslug is the volume of the adjacent water slug. C∗ and C(t) represent the saturation

concentration of CO2 in water and the mean CO2 concentration in a water slug, respectively.

The CO2 concentration change in the water slug, C∗ − C(t), can be written as an exponential

function by integrating the second identity in Eqn. (4.10), so C∗ −C(t) = (C∗ −C0)e−kLat = Se−kLat.

The dissolved CO2 in water as a function of time thus can be expressed as:

Ṁdis = −kLaSVsluge
−kLat, (4.11)

where C0 is the initial CO2 concentration in water. Because we assume water is initially free from

CO2, C∗ −C0 represents the CO2 solubility in the water (S) in the unit of kg/m3. a ≡ Ad/Vslug; The

volumetric mass transfer coefficient, kLa, is associated with the mass change of CO2 with time via

integrating Eqn. (4.9) after substituting Ṁdis by Eqn. (4.11):

kLa = −
1

t
ln{1 + 1

SVslug
[ρl(Vl(t) − Vl,0) + ρg(Vg(t) − Vg,0)]} . (4.12)
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It should be noted that Eqn. (4.10) and Eqn. (4.11) consider a flat CO2-water interface for

the mass transfer. Studies have shown that the Laplace pressure between the two phases can

enhance gas molecules’ transport of a stationary gas bubble into the surrounding solvent due to the

overpressure. This enhancement becomes significant when the bubble radius is smaller than 15 µm

and the solvent is nearly saturated [252, 253]. In our experiments, we degas water for an hour to

ensure it is initially free from any dissolving gases, including CO2. A large concentration difference

between CO2 dispersion and adjacent water would primarily drive the mass transfer of CO2 [253].

In addition, the Laplace pressure at Pinj = 6.5 MPa is estimated to be 1.5 kPa (about 0.023% of

Pinj). Therefore, the influence of the Laplace pressure or surface curvature on the CO2 mass transfer

is likely negligible in our cases.

Fig. 4.6a shows the semi-log plot of the estimated kLa for four representative cases by using

Eqn. (4.12). All cases show a decreasing trend of log(kLa) with a slop of −7.5 ± 2.2. The black

dashed line depicts the linear function as an eye guide. Overall, the average kLa is estimated to be

25 (1/s), which is consistent with our previous experimental results from injection pressures smaller

than 8.5 MPa, giving the value of 29 (1/s) on average (Chapter 3). This dynamic change in kLa

was also observed and reported in a recent sub-millimeter scale experimental study of CO2 mass

transfer in water [254].

The decreasing trend of kLa may attribute to the three following factors. First, the specific area

(a) decreases with the reducing length of CO2 dispersion Ldrop due to phase change and dissolution,

where a is defined by the ratio of the surface area of a CO2 dispersion (AT ) and the sum of VT

and Vslug. Second, the CO2 concentration across the water-CO2 interface is initially high as water

contacts with CO2 at t ≈ 0, leading to the large kLa because CO2 molecules dissolve in water in

a very short time. The dissolution rate of CO2 would quickly drop due to the surrounding water

gradually saturated with CO2. Finally, we found that the traveling speed of CO2, ue, influences kLa

significantly.

Fig. 4.6b shows that kLa is the linear function of α ⋅ ue + β for all representative cases. The

fitting coefficient α shows a larger value of 9150.9 (±1383.9) for the bubbly ( ), intermittent (∎),

and annular-1 (⧫) cases. A smaller α of 1162.9 is found for the annular-2 (▲). The faster ue allows

fluid elements to pass the body part of CO2 dispersions in a shorter time, preventing the fluid

element from saturated with CO2 and therefore increasing the mass transfer rate. Also, a high ue

induces more intensive inner circulation inside the water slug, enhancing the mixing of dissolving

CO2 in the water [61, 71].
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Furthermore, the annular-2 flow shows a smaller estimated kLa than the other three flow pat-

terns. The data suggest that the pattern of the multiphase CO2 flow and the water injection rate

play a significant role in CO2 mass transfer. The annular-2 flow is observed at the water injection

rate of 5 µl/min, whereas the other cases are generated at a high water injection rate of 10 µl/min.

The small water injection implies the weaker shear stress exerting from the continuous water on the

dispersed CO2 phase. As a result, the water phase takes a longer time to rupture the multiphase

CO2 stream and thus generates longer CO2 dispersions (177.2 ±2 µm) and water slugs (216.8±1.6

µm). The average length of CO2 dispersions and water slugs for the bubbly, the intermittent, and

the annular-1 flows are 162.9 ± 4 µm and 109.1 ± 4 µm, respectively. The long CO2 dispersion

may prohibit the CO2 mass transfer due to the inactive liquid film surrounding the CO2 disper-

sion [57, 70]. In addition, a long water slug may also hinder the mass transfer of CO2 to water due

to the inefficient mixing inside the water slug [112, 255]. As a result, the annular-2 flow shows a

small kLa than the other cases.
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Figure 4.6. (a) The semi-log plot of estimated volumetric mass transfer coefficient, kLa, of
CO2 changes with time. The black dashed lines are fitting curves showing the linear relation
of log10(kLa) to time t. (b) The correlations of the estimated kLa and the traveling speed of
CO2 dispersions, ue. The black dashed line represents the linear function of kLa = αue + β.
Here, ue is defined by dividing the displacement from the origin by the traveling time.

4.4 Conclusions

We experimentally investigate an intriguing dissolving dynamics of multiphase CO2 dispersions in

water at the P-T condition close to the gas-liquid phase boundary of CO2 (P = 6.5 MPa and

T = 23.5 ± 0.5 ○C). The multiphase CO2 dispersions are generated by merging the gas-liquid CO2

flow with water using a microfluidic T-junction. Three flow patterns were observed sequentially, from

the bubbly flow to the intermittent flow and the annular flow, representing the gaining dominance

of the central CO2 vapor stream over the liquid. A series of strategies are proposed and discussed
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to differentiate the phase state of CO2 inside a dispersion, including estimating the volume of

two distinct phases, calculating the corresponding mass change, and evaluating the possible CO2

concentration change in the water. We find that the gas CO2 with lower viscosity traveling faster at

the center of the CO2 channel and could be pitched off to form bubbles surrounded by liquid CO2.

We further estimate the volumetric mass transfer coefficient, kLa, from the multiphase dispersion

dissolving into the surrounding water by considering both dissolution and the phase change processes.

The estimated kLa in our experiments (≈ 25 s−1) is greater than those from previous experimental

data (of 0.3 < kLa < 1.6 s−1) obtained when P between 0.1 and 3 MPa [113, 194, 195, 119]. The larger

KLa value found is likely attribute to the smaller hydraulic diameter used in our design (dc ≈ 50 µm),

giving rise to a larger specific area (a) compared to previous work. Finally, the resultant kLa of the

multiphase CO2 dispersion shows an exponential decay with time due to decreasing a and, moreover,

a significantly linear increase with the CO2 traveling speed, ue.
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Chapter 5

Microfluidic Salt Precipitation:

Implications for Geological CO2

Storage1

5.1 Introduction

The carbon capture and sequestration (CCS) technology in deep saline formations is one of the

most promising methods to mitigate the anthropological emission of CO2 due to the ample storage

capacity of saline aquifers. [182, 256, 78, 197, 257, 225, 110]. Salt, particularly Halite, precipitation

may impede the CCS process and efficiency in deep saline formations, by blocking pore spaces [81]

and, in turn, decreasing the permeabilities of the formations. [102, 258, 259, 103] Such alterations

and decrease of rock pores can detrimentally affect the injectivity, sealing, and storage capacity of

the saline formations for the CCS technology. [258, 259, 103, 104]

To evaluate the influence of salt precipitation during CO2 injection in the CCS process, the

core-flooding method with CT (computed tomography) scans has been often used, by measuring

the distributions of salt deposits, the change of pore-size, and the possible impairment of the rock

permeability. [260, 261, 262, 263, 264, 265, 266, 267, 268, 269] Two common types of nucleated salt

patterns have been observed experimentally: homogeneous and local salt precipitations. On the

1This chapter is based on the publication Ho, TH. M. and Tsai, P. A. “Microfluidic salt precipitation:
implications for geological CO 2 storage." Lab on a Chip. 2020;20(20):3806-14.
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one hand, the homogeneous nucleation has a minor effect on the rock formation due to sufficiently-

connected pore-space remained after the salt deposits. [267] On the other, local salt precipitation can

be a massive salt accumulation at the near-inlet regime of core samples. [265, 266] Some numerical

studies have also revealed the dense deposits locally at near-wellbore region, leading to a reduction of

the injectivity and a build-up of the injection pressure. [261, 269] More recently, several studies have

been carried out to investigate the effects of injection rate, [260, 261, 263, 264] salinity, [261, 263]

and temperature [269] on the salt precipitation.

Besides the conventional core-flooding experiments, microfluidics is another useful approach by

providing pore-scale observations and insights of salt precipitation at micro/nano-scale. With various

microfabrication methods, microfluidics allows direct visualization and quantitative measurements

of multiphase flow and dynamics in a well-defined (patterned or random) micro-structures. [270,

105, 21, 106, 107, 109, 108] Recent microfluidic experiments mimicking the CCS process have iden-

tified that salt precipitation is composed of two different crystal configurations: bulk crystals and

polycrystalline aggregates. Salt aggregates tend to grow around the bulk crystals and extend to a

large range. [105] R. Miri et al. proposed a self-enhancing mechanism to explain the poly-crystal

aggregation process, in which a liquid film exists and plays a critical role by connecting residual

brine pools and drying front. The liquid film delivers salt ions to support the growth of salt ag-

gregates. [106] The significance of water film is also mentioned by A. Rufai and J. Crawshaw, who

reported a decrease of permeability in the water-wet channel, whereas no noticeable permeability

change in the oil-wet channel. [109] In addition, M. Nooraiepour et al. injected different states of

CO2 (gas, liquid, or supercritical) into a vessel made of organic-rich shale rock that simulates the

fractures of caprock. From their measurements, gas CO2 results in the most extensive salt coverage

compared to those for the liquid and the supercritical state of CO2 injected. [108]

Albeit these previous pioneering investigations of obtaining insights into salt precipitation at

the pore scales, due to complex multiphase processes and interactions, quantitative pore-scale mea-

surements of (i) salt distributions varying with brine-drying rate and (ii) the dependence of salt

growing rate on the “in-situ" brine drying rate are still missing. To fill the knowledge gaps, in this

work, we quantitatively elucidate the pore-scale dynamics of both salt precipitation and de-wetting

patterns of brine in a well-defined porous network during continuous gas injection. By applying a

series of post-image processes, we extract quantitative data and correlate the brine-evaporation and

salt-nucleation rates at the pore-scale. We further analyze the distributions and morphologies of

the salt precipitation changing with time and discuss the underlying mechanisms. Finally, we also
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investigate the effect of porosity on the dynamics of both brine drying and salt precipitation that

mimic the CCS processes in a deep saline formation at pore-scales.

5.2 Materials and Methods

5.2.1 Microfluidics

The microfluidic device consists of an elastomer substrate covered by a thin transparent cover glass

for clear visualization (see Fig. 5.1a). We fabricated the substrate using a replica molding method

with Polydimethylsiloxane (PDMS) to create a well-defined porous structure [271]. In the replica-

molding method, we first designed and fabricated the mold master by applying the standard deep

reactive ion etching procedures (DRIE). PDMS elastomer was cast on the mold to form the mi-

crostructures and subsequently bonded with a microscope cover-slide for better sealing and obser-

vation. Two patterns of different porosity values, ϕ = 0.52 and ϕ= 0.23, are designed and used.

Regular circular pillars (of the diameter of d = 550 µm) are arranged in a body-centered lattice to

form the porous pattern for ϕ = 0.52. The ϕ = 0.23 pattern is formed by micro-pillars (of the diameter

of d = 460 µm) in a hexagonal lattice. The pillar height (h) is fixed to be h = 25 µm. The details

of microfluidic patterns (with images) and replica-molding processes are described in Appendix C.1

and C.2.

5.2.2 Experimental Section

We experimentally investigate the pore-scale dynamics of fluid transport and salt precipitation when

air is injected in a porous medium initially saturated with brine. After air displaces brine, water

molecules in the residual brine gradually evaporated. Subsequently, salt started to precipitate due

to the supersaturation of salt as evaporation goes on. Fig. 5.1 shows representative snapshots of

our microfluidic experiment in a porous network, initially fully saturated with brine in (a) and salt

crystals precipitated at a later time in the residual brine in (b).

Three initial brine concentrations were used: 16.5% , 21.6%, and 25.6% (in weight fraction

of NaCl in 100 ml DI water). Potassium permanganate (KMnO4, 1wt%) was added as a purple

dye for better visualization and to conveniently and accurately measure the brine drying rate. We

also tested the experiments without the additive dye but would need to manually analyze the data

of brine-drying and salt-precipitation areas varying in time. We found consistent results of salt
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Figure 5.1. Snapshots of our microfluidic experiments: (a) The microfluidic chip is initially
saturated with a dyed salt solution. The brine is displaced by air (injected from right to
left) at a rate of 500 (µl/min) at room temperature and 1 atm. (b) Precipitated salt crystals
(indicated by the yellow dashed lines) nucleated in a residual brine pool (shown by the
mauve color). As gas was continuously injected, salt concentration gradually exceeded the
saturation point because of water evaporation, leading to more salt precipitation.

precipitation rates and morphologies of a NaCl solution without and with KMnO4, although the

latter may contribute to more poly-crystalline and feather-shaped precipitations as well as a maximal

error of 5% for the total amount of salt crystallization, which corresponding to a maximal error of

≈ 5 × 10−3% for the growth-rate (per second). For each concentration, a new microfluidic device

was initially placed in a vacuumed chamber to saturate with a brine solution fully. The ambient

air (with ≈ 16% relative humidity) was injected by a syringe pump (Chemyx Inc. Fusion 6000) at

a constant rate of 500 (µl/min) at room temperature (22○C), and the microfluidic outlet is open

to 1 atm. A digital camera (Canon EOS 70D) was used with a LED backlighting to capture the

dynamics of water drying and salt precipitation (at a rate of one frame per 60 secs for 9 hours to

record a set of a complete experiment).
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5.2.3 Image Analysis

To accurately quantify the brine-drying and salt-nucleation dynamics, we performed a series of post

image processes of the captured snapshots to distinguish and analyze the changes of the three phases

(e.g., gas, liquid, and solid) involved. As shown in Fig. 5.1b, the solid salt crystal gradually nucleated

after the injected air drains the residual brine. Our image analysis can differentiate the time-evolution

of the coverage areas (or volumes) of remaining brine and salt nucleation. To precisely identify the

boundaries of the porous structure, residual brine, trapped air, and nucleated salts, the recorded

image sequences were processed via a color threshold algorithm using ImageJ (NIH Image). [181] For

a better result, the CIELAB color space (L∗, a∗, and b∗) was used as the thresholding color space.

This color space includes all perceivable colors, which allows us to differentiate the minor color

difference between the boundaries of salt crystals and the PDMS substrate. We also minimize the

background light deviation between each image by adjusting the desirable range of brightness. [272]

From each series of experimental images recorded, we finally generated two binary image se-

quences displaying (i) the drying process of residual brine and (ii) nucleation process of salt crystals.

By measuring coverage areas of these two binary-image sequences, i.e., AB(t) and AC(t) for the

brine residual and the salt nucleation areas varying with time (t), respectively, we were able to cal-

culate several relevant time-evolving results accurately. Because our microfluidic porous network has

a uniformed height (h = 25 µm), the (volumetric) brine drying rate will be V̇ brine = ∣h ⋅ (dAB/dt)∣.

Similarly, by assuming the salt crystallizations occupy the entire channel height, h, the (volumetric)

growing rate of the salt precipitation is V̇ salt = h ⋅ (dAC/dt). We hence carried out linear fits of

dAB(t)/dt and dAC(t)/dt to accurately calculate the the drying rate of residual brine and the nu-

cleation growth rate of salt crystals, respectively, for the different drying periods. These are critical

for further analyzing the salt precipitation dynamics at the pore-scale. The thresholding setting and

image calibration are described in Appendix C.3.

5.3 Results and discussion

5.3.1 Brine Drying and Salt Precipitation

Fig. 5.2 reveals the general dynamics of (i) de-wetting and drying of brine as well as (ii) salt

precipitation in the microfluidic porous medium. Shown in Fig. 5.2a are the typical experimental

snapshots, revealing the sequential processes of initial brine drainage, subsequent drying, and later-
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time salt precipitation, under a constant injection of air. These processes, occurring at different

timescales, are revealed by the initial, rapid-drainage of brine (with fast-decreasing purple area in

Fig. 5.2a), subsequent slow-change of brine coverage (e.g., at 30%–50% drying time in Fig. 5.2a)

and slow salt nucleation (shown by the appearance and accumulation of black spots between 30%–

100% of drying time in Fig. 5.2a), respectively. By quantitative image analysis of the time-varying

coverage area (e.g., Fig. 5.2a snapshots), we measured the initial brine-drainage, subsequent drying,

and final salt-precipitation rates, as shown in Fig. 5.2b, to elucidate the corresponding dynamics

and mechanisms at different times.

From inspections of sequential snapshots and quantitative measurement (e.g., 5.2a and b, re-

spectively), we observe three sequential states of brine de-wetting: initially full-saturation, drainage,

and drying of residual brine. More specifically, the microfluidic observations generally show that, in

the first half-hour of air-injection, the brine solution in the pore structure remained fully-saturated

because the gas pressure needs to overcome the capillary pressure when displacing water at the

pores. [273] This period corresponds to the initial steady, constant plateau region of normalized

residual brine volume, shown by the Fig. 5.2b initial data (▼) between a dimensionless time, t∗ =

-0.2 and 0. Here, the dimensionless time (t∗) is defined as t∗ = (t− to)/(tf − to), where to is the initial

time of drainage, and tf is the complete drying time.

Once the pressure is greater than the capillary pressure, injected air starts to expel brine quickly

and, hence, dramatically reduces the brine saturation in the porous network. This drainage state is

illustrated by the steep decrease in the volume of residual brine displaced (see Fig. 5.2b data (▼)

for 0 < t∗ ≲ 0.1). After air drains the majority of brine, the residual brine is nearly immobile and

trapped in some areas of the pores, forming several pools of residual brine of various sizes. Because

the injected air is unsaturated with water vapor (about 16% of relative humidity), water molecules

keep evaporating from these brine patches to the surrounding air. The evaporating stage shows

three slightly different trends of drying rates, revealed by the blue curve right after the sharp drop

of the drainage phase.
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Figure 5.2. Simultaneous dynamics of both brine drainage/drying (▼) and salt nucleation
(⧫) in a well-defined microfluidic network of a constant depth, under a constant air injection
(with 16.7% w/w initial salt concentration). (a) Representative experimental snapshots
of salt precipitation during a brine drainage. The dimensionless time (t∗) represents a
characteristic time with the definition of t∗ = (t − to)/(tf − to), where to is the initial time
of drainage, and tf is the final time when the brine is dried completely (to = 2760 s and
tf = 20,040 s in this case). (b) The changes of residual brine (▼) and salt nucleation (⧫)
volumes in time; here the dimensionless volume is normalized by the unit volume of the
regular pore-structure (with a constant depth), i.e., in terms of the numbers of unit-pore.
From (b), the development of salt nucleation reveals three distinct phases: (I) initial slow,
(II) rapid growth, and (III) final stages characterized by different growth rates measured.
Here, AB represents data of residual brine area varying in time; AC means the area of salt
precipitation; AP is a constant of a unit pore area we defined (AP = 2.51 × 105 µm2 in this
case; see Fig. C.1 for a detailed AP ).
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The dynamics of salt nucleation is simultaneously measured and shown by the increasing area of

salt crystals in time, depicted by (⧫) in Fig. 5.2(b). The data presented is for the case of 16.7wt%

initial salt concentration and ϕ = 0.52. We observe three phases of salt precipitation and categorized

them into: (I) initial, (II) rapid growth, and (III) final stages, based on the different nucleation

growth rates observed. We also observed that the faster drying period of residual brine corresponds

to a more rapid precipitation of salt. Measurement in Fig. 5.2(b) reveals the salt nucleation at the

initial stage (I) grows at a rate of 0.6 (unit pore size/t∗) while under a slower drying rate of residual

brine of 210 (unit pore size/t∗). Subsequently, the nucleation growth rate at the rapid growth stage

(II) accelerates up to 172.8 (unit pore size/t∗) with the corresponding highest drying rate of 450

(unit pore size/t∗). At the final stage (III), nucleation growth tends to slow down to a rate of

51.8 (unit pore size/t∗) as the drying rate of brine decreases to a smaller rate of 170 (unit pore

size/t∗) before completely drying out. We conducted three independent experiments for each salt

concentration for the two porosity cases, and in total 18 sets of experimental data were analyzed.

For all the concentration and porosity cases, three distinct salt growing regimes as described above

are observed, as shown in Fig. C.5 in Appendix C.

To further illustrate the correlation between the nucleation rate and drying rate at different

stages, we propose the following possible mechanisms. In the initial phase, the residual brine is

confined in the throat (or neck) of pillars by capillary force, i.e., the narrowest gap of pore structure.

The evaporation rate, therefore, stays low because of the limiting contact area between gas and

liquid. Salt nucleation at this early stage mainly occurs in the small residual brine area (trapped in

the throat). Due to this limiting size of the brine area, the coverage of nucleated salt grows slowly.

As water further evaporates, the salt concentration of large brine pools, occupying more than

20 pore units in Fig. 5.2, gradually exceeds the solubility limit to initiate the rapid growth of salt

nucleation. This fast process is shown in the second (II) rapid growth region (in the light blue

shaded area) in Fig. 5.2b. Two following mechanisms are observed and likely cause this significant

increase in the nucleation rate. First, the gas-liquid contact front gradually shifts from the throat

towards the region with bigger pore space, which enlarges the gas-liquid contact area and, in turn,

accelerates water evaporation and salt nucleation. Second, the small salt deposits, nucleated at the

initial stage, can help to speed up the evaporation and nucleation processes at the same time by

creating a positive feedback loop discussed below.

The hydrophilic nature of salt crystals can play a crucial role in initiating this feedback loop by

attracting the surrounding brine to form a thin film on the crystal surfaces. [103] This affixed brine
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film largely increases the gas-liquid contact area and enhances water evaporation. Meanwhile, a new

layer of salt crystal nucleates on the original crystal surfaces after water escapes from the brine film,

and it extends the coverage of salt precipitation. This newly formed salt creates a more brine-film

covered area. It further promotes the positive feedback loop, thereby enhancing further nucleation.

Large brine pools adjacent to the drying and nucleation interfaces are the major ions sources in this

rapid growth stage. They continuously provide sufficient salt ions to the nucleation region and keep

the salt precipitation growing by capillary forces supplying with the ionic current. As a result, the

majority of residual brine is consumed and large salt precipitate in this stage.

The final stage of salt nucleation occurs when most of the large brine pools are completely dried,

and the majority of salt ions in the system is consumed. The growing rate of salt nucleation thus

becomes slower due to the salt concentration in the remaining brine being too low to keep in a

supersaturation state, as shown in the final region III in Fig. 5.2b. It hence takes time to regain

the supersaturation condition and continues to nucleate the rest of salt ions before the system is

completely dried out.
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5.3.2 Pore-scale Salt Precipitation

We observed two primary types of salt morphology from the images of final drying patterns under a

microscope: large bulk crystals and polycrystalline aggregates. These observations are in agreement

with previous microfluidic studies. [105, 106] Large bulk crystals, with transparent and ordered

cubic structure, nucleate first via the self-assembly process of salt ions in the liquid phase when

the ion concentration exceeds the solubility in certain thermodynamic conditions. [274] After the

appearance of bulk crystals, polycrystalline aggregates nucleate on the gas-liquid-solid interfaces and

further grow into a group of disordered salt crystals, when a sufficient ion supply is received from

the brine sources. [275] The assemblies of bulk crystals and polycrystalline aggregates are revealed

in all three nucleation stages, illustrated in Fig. 5.3. For each phase, each row of image sequences

demonstrates the evolution of salt nucleation before and after the appearance of the precipitant as

well as the zoom-in microscopic images, using 5× and 20× magnifications.

At the initial stage (I), the majority of salt crystals first appear inside the small brine spot (≈ 1

pore space), trapped within the throat of the pore space. As the shrinkage of small drying brine

spots, a few salt crystal branches nucleate and extend from the gas-liquid interface towards the air

region to construct the backbone structure for the polycrystalline aggregates. Because of the limiting

ion supply from these brine spots, these backbone structures stop growing and deposit in the form

of tiny salt debris, as shown in the image sequence in Fig. 5.3a.

During the rapid growth stage (II), large brine pools provide sufficient salt ions to assemble

bigger bulk crystals. Thus, the poly-crystalline backbones further developed to create the dendritic

(or feather-liked) frameworks inside the pore area, as shown in Fig. 5.3b. The dendritic structure

helps to increase the contact area between the air and brine by forming a thin brine film via a

capillary effect. The brine film can further transport ions from other brine patches. With more

salt ions participate in constructing the poly-crystal, dendritic salts start to connect and merge.

They generate a much larger and more complicated salt aggregate, which gradually fills the pore

space, as shown in the 20× magnification of image sequence Fig. 5.3b. This self-enhancing process

can, therefore, precipitate a large salt crystal assembly, also shown in Fig. 5.4a, in the pores before

completely drying out.

In the final stage (III), salt ions in the rest of brine pools continue migrating to the vast pre-

cipitation region and nucleating on the surface of salt aggregates because of the strong capillary

induced flow. The hydrophilic nature of salt crystals also helps to keep these delivered ions on the

crystal surface. It makes the whole aggregate structure more complicated, as shown in the 20×
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magnification of image sequence Fig. 5.3c.

Figure 5.3. Morphologies and patterns of the salt nucleation at the different nucleation
stages. Each row of image sequence reveals the development of salt nucleation with the initial
residual brine area, subsequent salt precipitation patterns, and magnified salt morphologies
under 5× and 20× magnifications at different nucleation stages: (a) initial stage, (b) rapid
growth stage and (c) final stage, which are delineated by the different crystallization speeds
measured in Fig. 5.2b.
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5.3.3 Global Distribution of Salt Precipitation

Fig. 5.4a shows the final distribution of salt precipitation after the porous structure was completely

dried. A large amount of salt accumulates locally at the position close to the outlet channel to form

banded salt deposits, as highlighted by the yellow dash line. This banded precipitation can block

accessible pathways for the injecting gas and can potentially damage the pore structure. How to

explain the appearance of this massive local salt accumulation? We first noticed that the distribution

of salt precipitation strongly depends on the initial location of residual brine. Large brine pools are

trapped in the area close to the outlet channel. In contrast, the remaining brine of small and

medium-size widely distributes around the region close to the injection channel after the majority

of brine was drained by gas.

Fig. 5.4b shows the size-distribution of the salt deposits precipitated in the three nucleation

stages. The bottom x-axis represents the size of salt nucleation in the unit of micron squares (µm2),

while the top axis is the number of pore spaces (being occupied by salt). From this statistic result

of the salt distribution, about 75% of salt is nucleated during the (II) rapid growth stage. Most

salt (more than 64%) that is precipitated in the initial stage (I) is smaller than ≈ 500 µm2 (i.e.,

≈ 0.2% of Ap). These small salt deposits mostly scatter around the near-inlet region but have little

impact on the pore connectivity. In contrast, the salt aggregates of a size larger than 0.5× 105 µm2,

occupying ≈ 20% of Ap, are all jamming at the region close to the outlets of the channel to form the

banded salt deposits as mentioned in Fig. 5.4a. This massive local precipitation can likely block the

pathway of air flow that may potentially reduce the permeability of porous medium and affect the

injectivity.
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Figure 5.4. The spatial and size distributions of salt precipitation for the case of ϕ = 0.52.
(a) A snapshot of salt distribution after the porous system was completely dry. The scale
bar represents 2 mm. (b) Statistical analysis of the size distribution of salt precipitations
nucleated at the different stages: I, II, III, shown by the bars of ∎, ∎, ∎, respectively. This
distribution diagram presents the numbers of salt-nucleation spots of particular sizes, in
µm2 (in the bottom axis) and by the numbers of unit pore size of AP = 2.51 × 105µm2 (in
the top axis).

5.3.4 Development of Extended Salt Precipitation

Shown in Fig. 5.5 are representative sequential snapshots demonstrating how a massive salt precip-

itation develops locally during the rapid growth stage (II). Initially, a few salt deposits have been

precipitated near the large residual brine pools in the initial stage (I). The leftover brine was ob-

served to shrink in the direction pointed by the blue arrows in Fig. 5.5a. With the brine shrinkage,

the pore area, shown by the blue dashed rectangular in Fig. 5.5b, in front of the brine pool turns

to the color of lighter purple, indicating the brine liquid moving from the original pore space to the

salt-covered region. Simultaneously, more salt precipitates and further extends the coverage shown
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in the red rectangular in Fig. 5.5c. This process is consistent with the self-enhancing mechanisms

proposed by the previous studies [106, 103] and discussed above. The hydrophilic nature of salt

sustains a brine film on the surfaces of salt aggregate, which helps deliver the residual brine pools

to the areas of precipitated salt (see Fig 5.5d). As water keeps evaporating from the brine film,

fresh brine is provided from the pool to the drying surface to dilute the salt concentration, as in

Fig 5.5e. As a result, more salt ions transport to the drying area and enhance the growth of the salt

aggregates to become massive salt precipitation (see Fig 5.5f).

Figure 5.5. Development of local salt precipitation in the rapid growing regime (II). The
representative image sequences are taken about 4 hours after air injection, with 10 minutes
time lapse. Blue arrows indicate the flow direction of the brine, attracted by nucleated salt.
Red arrows show the growing direction of salt aggregate, which attracts the fresh brine. The
air flow goes from the right hand side. The scale bars represent 1 mm.
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5.3.5 Effect of Porosity

The porosity not only is a key parameter measuring the permeability of the porous structure [276,

273] but also influences the competition between viscous and capillary forces on a multi-phase

interface. [277, 273] Porosity, hence, can affect the transport of salt ions, which directly affects

the rates of water evaporation and nucleation growth. As a major objective, here we investigate the

influence of porosity on the distribution and size of salt precipitation. By comparing the microfluidic

observations obtained from two porosity cases (ϕ = 0.52 and ϕ = 0.23), we observed that, under the

same conditions of air injection (of 500 µl/min), the cases of ϕ = 0.23 require ≈ 20% more time to

initiate the drainage process than that of ϕ = 0.52, because of a greater local capillary pressure to

be overcome due to the low permeability (or porosity).

Fig. 5.6 reveals the correlation between the (areal) growing rate of salt nucleation (i.e., V̇ salt/h)

and the (areal) drying rate of residual brine (i.e., V̇ brine/h) in the rapid growth stage (II) for three

different initial salt concentrations, as the microfluidic gap (h) is kept constant. The dashed lines

in Fig. 5.6 represent the fitting curves of linear regression, based on a least-squares fit. Detailedly,

we carried out a fitting of simple linear regression of a functional form of Y = aX + b + ϵ, where

Y is the dependent (or responsive) variable (e.g., areal salt growing rate for Fig. 5.6), X is the

independent (or input) variable (e.g., areal brine drying rate for Fig. 5.6), ϵ represents the error

or residual. The fitting results explicitly describes a relationship between the response and input

variables, with approximately a linear relationship. The fitting results also illustrate the positive

correlation between salt precipitation and the evaporation of brine rates, with a constant and positive

slope. More specifically, the slopes of the fitting lines are a = 0.38 (± 0.12) for the large pore space

(ϕ = 0.52) and a = 0.31 (± 0.12) for ϕ = 0.23, as shown by the dashed lines in Fig. 5.6 a and b,

respectively.
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Figure 5.6. Correlations between the growth rate of salt nucleation and drying-rate of the
residual brine in the (II) rapid growth phase of nucleation, for ϕ = 0.52 and ϕ = 0.23 in (a)
and (b), respectively. Here, V̇ salt and V̇ brine represent the volumetric salt growing rate and
brine drying rate, respectively; h (= 25 µm) is the uniform depth of the porous structures.
(C) Data collapse of a new correlation of the data in (a) and (b) divided by the interspacing
distance, s. The dashed lines represent best fitting results based on the (least-squares
residual) linear fit for the corresponding variables in (a) – (c), respectively. As shown in SI
Fig. S1, s = 157.1 µm and 40 µm for ϕ = 0.52 and ϕ = 0.23, respectively.

The overall trend of the correlations shows that the greater evaporation rate, the higher salt

growth rate. Residual brine evaporates faster in the media with large pore space (ϕ = 0.52) and

results in more salt nucleation. According to our measurements, the water evaporation rate is about
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3.9× 103 µm2/s on average for the cases of ϕ = 0.52, which is about 1.73 times than that of ϕ = 0.23

(≈ 2.26 × 103µm2/s) due to the larger air-brine contact area. Therefore, the salt-growing rate is

faster on average (by ≈ 33%) in the cases of ϕ = 0.52 (≈ 1.2× 103 µ m2/s) than those measured from

ϕ = 0.23 (≈ 0.9 × 103 µm2/s).

To further analyze the correlation between the salt-precipitation rate and brine drying rate for

different ϕ, we divided the correlation data (Fig. 5.6 a-b) by their respective interspacing, s, between

the two pillars and found a good data collapse, shown in Fig. 5.6c, for different ϕ and initial salt

concentrations. Here, the quantity V̇ brine/(hs) physically can represent the receding speed of the

residual brine undergoing drying, while V̇ salt/(hs) indicates the speed of local salt precipitation.

The well-collapse of our data shown in Fig. 5.6c reveals a positive and universal correlation with

a linear slope of 0.47 (±0.04), i.e., implying the salt precipitation speed, V̇ salt/(hs), is about half

of Relevant to the CCS in saline formations, this quantitative result would help predict the total

amount and the rate of salt precipitation at pore-scale if the brine-drying rate is known or estimated

for different porosities.

5.4 Conclusions

Our microfluidic results reveal the gas-liquid-solid interactions applicable to the CCS processes at

pore scales and can offer the following implications for evaluating the effect of salt precipitation at

an operational CCS site. First, the three distinct phases of salt precipitation are always observed at

pore scales and could be expected during a CCS process. These distinct phases are dependent on the

local drying rates of brine, resulting in various size distributions of salt crystals. Second, the positive

correlation found, with good data collapse, can be used to relate the speed of salt nucleation with

brine drying rate for different porosities. Third, the location of large brine pools plays an essential

role in nucleating salt and, hence, the possibility of impairment of the CCS process. From our

microfluidic measurements, on the one hand, we notice that small salt crystals precipitate first from

the brine trapped in a single-pore area in the first phase, which has an insignificant influence on

reducing formation permeability. On the other, in the second fast-drying phase, a large volume of

residual brine trapped (close to the outlet) provides an ion source for extended salt nucleation via a

self-enhancing mechanism with a capillary flow, providing a positive feedback loop. The extended

salt nucleation can reduce the pore connectivity and, hence, hinder the displacement of CO2 flow

during the CCS deployment in deep saline aquifers.
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Chapter 6

Conclusions and Outlook

6.1 Conclusions

This thesis describes experimental studies on the transport phenomena of CO2-water system using

microfluidic devices to mimic P −T conditions and porous environments of a CO2 storage reservoir.

The aim of this work is to explore the microfluidic application on carbon storage engineering and to

investigate how pressure elevation and porosity can influence pore-scale mass transfer.

Microfluidics can visualize the mass transport of CO2 in water by recording the size change of

CO2 bubbles/droplets as they move along the microchannel after launching from the T-junction.

According to the size change of CO2 bubbles/droplets, we can extract the volumetric mass transfer,

kLa, to quantify the dynamic mass transport inside the microchannel. With the aid of the high-

pressure microfluidic platform coupled with a ceramic heat plate, the CO2 injection pressure can

cover from 0.1 to 10 MPa, and the inlet temperature of liquids can reach up to 50 ○C during the

test (Chapter 2). This P-T range covers the CO2 phase state from the gas to the liquid and the

supercritical state.

The mass transfer of supercritical CO2 is measured to be more intensive than that of in the

gas and the liquid state, whereas the pressure elevation does not affect CO2 mass transfer to water

obviously at room temperature (Chapter 3). The measured kLa shows a dependency on the

Reynolds number of the continuous phase, implying the significance of the bubbles/droplets moving

speed. Moreover, the significant rise in the mass transfer of supercritical CO2 may associate with

the greater temperature and a shorter contact time of a fluid element on the CO2-water interface,

according to Higbie’s penetration theory.
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As injection conditions are close to the CO2 gas-liquid phase boundary, an intriguing multiphase

CO2 emulsion is generated by merging the multiphase CO2 flow with the continuous water phase at

the T-junction (Chapter 4). We find that the mass transfer of CO2 is more rapid at the beginning

(right after leaving the T-junction) and decreases with time, which may attribute to the shrinking

specific area, the increase of CO2 concentration in water slugs, and the dependence on the moving

speed.

Chapter 5 reveals the gas-liquid-solid interactions at pore scales to address the brine-drying

and salt-growing relation for salt precipitation problems. Our results show that the salt growing

rate increases linearly with the brine drying rate, while the structure of higher porosity dries brine

faster and thus precipitates salt more rapidly due to a wider gas-liquid contact area. Also, large

residual brine pools’ location is crucial because they provide sufficient salt ions to build extended

salt precipitation, which can reduce the pore connectivity and thus limit the CO2 injection.

6.2 Outlook

6.2.1 Mass transfer of supercritical CO2 in the microchannel

We have experimentally demonstrated the high-pressure microfluidic platform’s capability to provide

the essential mass transfer data of CO2 in water for CCS applications (Chapter 3 and Chapter 4).

Our next step is to understand the mass transfer of supercritical CO2 in more detail. First of all, we

observed a considerable high kLa measured from supercritical CO2 comparing to those from the gas

and the liquid CO2 with similar initial bubble/droplet size and traveling speed. Although we suspect

that the temperature and the convective effect play key roles in the mass transport enhancement,

the underlying mechanisms are still unclear. One of the potential options to further verify the data

could be applying the PH value-sensitive fluorescent dye [118] to show the CO2 concentration change

in water slugs. Furthermore, the traveling speed of a bubble/droplet significantly influences the mass

transport between two phases by controlling the liquid film thickness between the dispersed phase

and sidewalls [278, 69], the mixing efficiency of the liquid film [70, 255], and the circulation intensity

of continuous slugs [279, 280]. However, the optimum traveling speed of a CO2 bubble/droplet in

the microchannel representing the hydrodynamic condition in the reservoirs is still unclear in the

literature. An additional systemic study to further understand the dependence of mass transfer

of supercritical CO2 on injection rate, including the moving speed and flow topology, is essential

to link the microfluidic results and field operations. Finally, most of the pore fluids (brine) and
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seawater have several inorganic ions dissolved. The salinity of brine has been experimentally proved

to negatively influence both diffusivity [118] and solubility [117] of CO2 in water. Our high-pressure

microfluidic platform can systematically instigate the effect of salinity on the supercritical CO2 mass

transfer rate in various P − T conditions.

6.2.2 Microfluidic salt precipitation by injecting supercritical CO2

Chapter 5 has shown the capability of microfluidic methods to help visualize and quantify the

dynamics of salt precipitation in pore-scale. The next step will be investigating the precipitation

process during the injection of supercritical CO2 using our high-pressure microfluidic platform.

We may focus on three critical parameters influencing salt precipitation underground, which are the

temperature effect, the CO2 injection rate, and the aqueous phase’s mobility [103]. The temperature

is a key parameter that affects salt precipitation. The solubility of water in supercritical CO2

increases with the rising temperature. As a result, more salt may precipitate as water becomes

more soluble in the CO2 phase [281, 261]. Neverlethess, the experimental study addressing the

temperature effect on salt precipitation, is still rare that could be a potential future work.

Some studies have suggested that a high CO2 injection rate would, on the one hand, remedy

the intensive salt accumulation because the increased pressure gradient suppresses the capillary

backflow [263, 282, 283, 261]. On the other hand, however, an increase in the injection pressure may

result in a slower mean speed of CO2 due to the dependence of viscosity on pressure, leading to a

higher evaporation rate of residual brine and more extensive salt precipitation [284]. An optimized

injection rate (mean flow speed of CO2) is essential for minimizing the impact from salt precipitation.

Moreover, the mobility of brine controls the injection pressure and the saturation of residual

brine. The latter has a significant influence on salt precipitation in terms of distribution and total

volume, as demonstrated in Chapter 5. Brine would become more mobile as the substrate’s wet-

tability tends to oil-wet (hydrophobic). It thus reduces the coverage of residual brine and less salt

precipitation. In addition, the more mobile brine may increase the mean injection speed of CO2

that suppresses the capillary backflow [282]. Studying the combining effect of surface wettability

and critical injection rate on salt precipitation could be an exciting topic for evaluating the storage

site’s rock properties.
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Additional data and analysis for

"Microfluidic Mass Transfer of CO2

at Different Phases"
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A.1 EXPERIMENTAL DATA

Figure A.1. The data demonstrate the dimensionless length change of CO2 bubbles/droplets
against the traveling distance for all of the experimental sets. Experiments for gas CO2 are
presented in (a)−(c), highlighted in the green rectangle. Size change in the liquid state is
shown by (d)−(g), highlighted in the blue polygon. (h) and (i) are the cases working in
the super-critical state, highlighted in the red rectangle. For CO2 in gas and liquid states,
three different sets of experiments were repeated (depicted by #, ◇, and △). For the super-
critical CO2, we ran five independent sets of experiments to confirm the reproducibility
further (depicted by #, ◇, △, ◻, and ∇). Solid symbols are the representative data shown
in the paper.
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A.2 MAXIMUM SIZE CHANGE

We correlated the dimensionless maximum size change of CO2 (dL∗max) with the CO2 density, bubble

velocity, and liquid volume measured from the experiments. The dL∗max was determined using the

mean value of the dL∗ as a CO2 bubble reaches its steady state. The results showed that the size

change of CO2 is primarily correlated with the CO2 density. As the injection pressure, Pinj, is higher

than 6.29 MPa, CO2 phase changed to liquid and supercritical states. The CO2 droplets become

so condensed that mass transport during this short period does not significantly change the droplet

size.

Figure A.2. (a) The dimensionless maximum bubble size change (dL∗max) vs. CO2 density;
(b) dL∗max vs. the mean bubble velocity (ub); (c) dL∗max versus the fraction of injection water.
Ls0 and Luc0 represent the initial length of the water slug and the unit cell, respectively.
Here, the greater Ls0/Luc0, the larger water volume is.
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A.3 THERMODYNAMIC PROPERTIES

Table A.1

Thermodynamic properties of CO2 used in the calculations
Injection
Pressure

Temperature CO2 Density CO2 Viscosity CO2 Phase State

Pinj Tchip ρ∗CO2
µ∗CO2

n/a
(MPa) (K) (kg/m3) (µPa ⋅ s) n/a

0.25 297 4.68 14.89 Gas
1.45 297 28.19 15.04 Gas
3.45 297 77.22 15.61 Gas
5.45 297 156.48 17.27 Gas
6.45 297 737.48 60.76 Liquid
7.5 297 776.98 66.81 Liquid
8.5 297 800.81 70.83 Liquid
9.5 297 819.16 74.14 Liquid
8.5 308 617.59 46.45 Super Critical
9.5 308 693.95 55.23 Super Critical

* Data sourced from the NIST Chemistry Webbook [207].

Table A.2

Thermodynamic properties of water used in the calculations
Injection
Pressure

Temperature Water
Density

Water
Viscosity

Interfacial Tension (H2O-CO2)

Pinj T ρ∗H2O
µ∗H2O

σ†

(MPa) (K) (kg/m3) (µPa ⋅ s) (mN/m)
0.25 297 997.40 913.85 73.44
1.45 297 997.95 913.53 65.73
3.45 297 998.85 913.00 52.42
5.45 297 999.74 912.50 41.29
6.45 297 1000.2 912.26 36.00
7.5 297 1000.7 912.01 30.12
8.5 297 1001.1 911.78 30.28
9.5 297 1001.5 911.56 25.11
8.5 308 997.76 721.60 30.28
9.5 308 998.21 721.63 25.11

† Data averaged from previous measurements [285, 286, 287, 246, 288].
* Data sourced from the NIST Chemistry Webbook [207]
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Table A.3

The resultant dimensionless parameters for calculating the film thickness
P ReH2O CaH2O We CO2 Phase State

(MPa) ρubdc
µ

µub

σ

ρu2
bdc
σ n/a

0.25 16.33 1.86 × 10−3 0.01 Gas
1.45 33.14 4.22 × 10−3 0.06 Gas
3.45 36.91 5.88 × 10−3 0.10 Gas
5.45 34.79 7.02 × 10−3 0.11 Gas
6.45 38.82 8.97 × 10−3 0.16 Liquid
7.5 37.85 1.04 × 10−2 0.18 Liquid
8.5 43.51 1.19 × 10−2 0.24 Liquid
9.5 41.37 1.37 × 10−2 0.26 Liquid
8.5 51.47 8.87 × 10−3 0.21 Super Critical
9.5 51.46 1.07 × 10−2 0.25 Super Critical
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Appendix B

Detail analysis of phase change for

"Multiphase CO2 Emulsions in

Microfluidics: Formation, Phases, and

Mass Transfer"
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Detailed calculations of mass change of each phase due to phase

change and dissolution

This appendix shows the case bubbly flow’s detailed mass change calculations for supporting the

discussions regarding Fig. 4.5. Each representative case demonstrated in Fig. 4.5 has gone through

this type of analysis for determining the phase state of a CO2 emulsion. For a CO2 emulsion flowing

in the microchannel, the total volume and mass is the sum of the inner (dyed) and outer phase, as

seen in Fig. B.1a−c. Fig. B.1b and B.1c demonstrate the mass of a CO2 emulsion varying with time

based on the two different phase combinations, using presumption 1 and 2.

The total CO2 volume and mass can be estimated from the contributions of the inner (dyed)

and outer phases:

VT (t) = Vin(t) + Vout(t), (B.1)

MT (t) = ρCO2Vin(t) + ρCO2Vout(t). (B.2)

The mass change of each phase comes from two primary parts: due to the phase change and the

dissolution in water (denoted by the subscript P and D, respectively):

Mout(t) −Mout(t0) =mD
out +mP

out, (B.3)

Min(t) −Min(t0) =mD
in +mP

in, (B.4)

where Mout (Min) denotes the mass of the outer (dyed inner) phase. mP represents the mass

change due to the phase transition between the outer and inner phases; mD is the mass loss due to

its dissolution in water.

We consider the mass conservation during a phase change process and assume mP
in = −mP

out. The

mass change of a CO2 emulsion can be obtained by adding Eqn. (B.3) and Eqn. (B.4):

∆MT (t) =MT (t) −MT (t0) =mD
out +mD

in. (B.5)

Fig. B.1e−f present the results of ∆MT (t) according to the two presumptions. Eqn. (B.5) implies that

the mass of a CO2 emulsion is always decreasing because CO2 dissolves in water. Fig. B.1d shows

the estimated CO2 concentration in the adjacent water slug, C(t), compared with the theoretical

CO2 solubility in the water (black dashed-line). C(t) was calculated by dividing the absolute value

of ∆MT in (e) and (f) by the volume of adjacent water slug, Vslug.

We can further estimate mP
in by subtracting Eqn. (B.4) from Eqn. (B.3):

mD
out −mD

in + 2mP
in =∆Min(t) −∆Mout(t). (B.6)
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Here, we assume the dissolved CO2 from both phases is comparable. Thus, the term mD
out −mD

in is

negligible compared to the 2mP
in term. mP

in can be expressed as half of the difference of ∆Min(t)

and ∆Mout(t):

mP
in =

1

2
[∆Min(t) −∆Mout(t)] . (B.7)

The results calculated from Eqn. (B.7) are shown in Fig. B.1g.

Figure B.1. The detailed calculations of a CO2 emulsion based on the mean value from five
emulsions in the case of the bubbly flow. (a) The volume fractions, Vi(t), of the outer phase
(Vout), the (dyed) inner phase (Vin), and the total volume (VT = Vout + Vin) changing with
time (t). (b) The mass of the outer phase, Mout = ρCO2Vout, and the dyed, inner phase,
Min = ρCO2Vin, changing with time based on Presumption 1 (assuming the inner phase is
the liquid CO2). The total mass of a CO2 emulsion, MT = Mout + Min. (c) Results of
Mout, Min, and MT calculated from Presumption 2 (assuming the outer phase is the liquid
CO2). (e) and (f) present the net mass change of an emulsion varying with time calculated
according to presumption 1 and 2, respectively. ∆M represents the variation of mass from
its initial value, M(t0). The data for the outer phase is denoted by ◂, while the dyed inner
phase by ▸;  represents the sum properties. (d) The estimated CO2 concentration, C(t),
changes with time according to presumption 1 ( ) and 2 ( ). The black dashed line denotes
the theoretical CO2 solubility in the water. (g) The estimated mass change of the dyed,
inner phase resulted from the phase transition.
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Reproducibility data and image

analysis for "Microfluidic Salt

Precipitation: Implications for

Geological CO2 Storage"
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C.1 PATTERNS of MICROFLUIDIC POROUS MEDIA

Shown in Fig. C.1 are the two microfluidic network patterns used, primarily consisting of regular

micro-pillars of a constant height arranged in a 2D ordered lattice. For the case of ϕ = 0.52 in (a),

cylindrical micro-pillars align in a body-centered packing of a pillar diameter of d1 (= 550 µm). The

closest distance between two pillars, Lp1 (= 500
√
2 µm). The right image in (a) shows the unit pore

area used here, corresponding to the purple area of Ap1 = L2
p1 − πd21/4 = 2.62 × 105 µm2. In (b),

for ϕ = 0.23 micro-pillars align in the form of a hexagonal packing, where the pillar diameter d2 =

460 µm. The closest distance between the two pillars is Lp2 (= 500 µm). The length scales of the

pillar diameter and pore throat chosen align with those of Alberta Cambrian Basal Sandstone [289]

(medium sand [82]). The unit pore area used for ϕ = 0.23 is shown in the right image of (b), where

is Ap2 = (
√
3L2

p2/4 − πd22/8) = 2.51 × 104 µm2.

Figure C.1. The patterns of microfluidic porous structures and the schematic of the unit
pore area used, for two different porosity (ϕ) values: (a) ϕ = 0.52; (b) ϕ =0.23. The scale
bar here presents 4 mm.
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C.2 MICRO-FABRICATION PROCEDURES

C.2.1 PROCEDURE OF REPLICA MOLDING

Fig. C.2(b) shows the steps followed for replica molding. The silicon mold template (shown in Fig.

C.2(c)) is first cleaned by DI water and ethanol. After applying the well-mixed PDMS (SYLGARD

184, Dow Corning, 10:1 ratio of silicone elastomer to a curing agent) onto the micro-structured

wafers, the entire mold including un-cured PDMS is degassed in a vacuum chamber (for 45 minutes)

to remove the bubbles in the PDMS. Subsequently, they were baked in an oven at 60○C for an

hour to cure the PDMS [290]. After carefully de-molding the cured elastomer from the template,

the micro-structured PDMS is bonded to a microscope glass slide by using a high-frequency plasma

generator (Electro-Technic Inc., BD-20). The whole assembly is baked in an oven again at 60○C for

an hour to bind the PDMS and the glass slide firmly. The final PDMS microfluidics is shown in

Fig. C.2(d).

Figure C.2. (a) Process steps used for the micro-fabrication; (b) Replica molding steps using
PDMS; (c) Photo of silicon template for the replica-molding method (before final cleaning);
(d) A snapshot of the 2D porous PDMS microfluidics.
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C.3 DETAILS OF IMAGE ANALYSIS

C.3.1 POST-IMAGE PROCESSES

Fig. C.3 is an example of isolating salt nucleation and the residual brine from the raw images to

the binary images by thresholding in the CIELAB space. The CIELAB color space measures the

brightness change of image from completely dark (L∗ = 0) to white (L∗ = 100) (The ImageJ-Fiji

linearly expresses the maximum value of L∗ to 255 for a RGB image [272]). The color channel a∗

represents the components from green (a∗ = 0) to color red (a∗ = 255), and the b∗ represents from

color blue (b∗ = 0) to yellow (b∗ = 255) [291]. After several tests, we found that the color space

range of 100 < L∗ < 104, 140 < a∗ < 150, and b∗ = 255 can isolate the salt nucleation from the raw

images, as shown in (a). To extract the signal of residual brine, the range of color space is tested to

be 100 < L∗ < 104, 140 < a∗ < 255, and b∗ = 255, as (b) represents. The color channel a∗ represents

the components from green (a∗ = 0) to color red (a∗ = 255), and the b∗ represents from color blue

(b∗ = 0) to yellow (b∗ = 255).

C.3.2 CALIBRATION

We checked and calibrated the processed images with the original raw images against the design

parameters. As shown in Fig C.3 (c), the diameter of a pillar on the top image, Dr, is measured

manually from the raw images. In each case, we manually measured the diameter of ten pillars from

the raw images. The average value of Dr has about 2% of the relative error to the design value.

The pillar diameter measured from the processed images (Db) has an additional 1% of relative error

on average. Consequently, the maximum accumulative error, resulting from the fabrication and

post-image processes, is about 3% in our experiments. We further examine the measurement results

of salt nucleation by overlapping the raw data with the binary images. Some salt deposits are not

detected by the threshold steps, as shown in Fig. C.4. We manually crop these regions and measure

the cover area of undetected salt. It is estimated to take about 1.53 % of total salt nucleation on

average for the experiments with ϕ = 0.52 porous patterns, while ≈ 3.12% error of undetected salt

on average for the ϕ = 0.23 structure.
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Figure C.3. Post image process for extracting the signals of salt crystals and residual brine
from the raw images (represented by the first row of the images) for (a) Salt nucleation and
(b) Residual brine. (c) shows a calibration of the raw and the binary images.

Figure C.4. The isolated salt nucleation (red area) and the undetected salt (spots cropped
by yellow lines) after the threshold steps. The scale bar presents 4 mm.
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C.4 EXPERIMENTAL DATA

Figure C.5. The data summary of brine evaporation (shown by ◻, ▽, and ×) and salt growing
(indicated by ◇, △, and ⋆) rates varying with dimensionless time in this experimental study.
The two columns show the two different porosity cases, and the initial salt concentration
increases from the first row (16.6 wt%) to the third row (25.9 wt%). The representative
data for Fig. 2 (b) in the paper is highlighted by the solid triangles (▼ and ▲) for ϕ = 0.52
and 16.6 wt% salt-concentration.
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