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Abstract 

Multi-phase jet in crossflow (MJC) garnered significant attention across a range of applications, 

including artificial aeration in oceans, lakes, and rivers. As of yet, the vast majority of the MJC 

literature focuses on pure gas or solid injection into crossflow, and limited studies pay attention to 

the much more complex two-phase (e.g., injecting air-water mixture) or three-phase (e.g., injecting 

air-water-sand mixture) jets in crossflow. This thesis addresses existing knowledge gaps in the 

field of MJC by conducting fundamental studies on two-phase and three-phase jets in crossflow 

through a combination of laboratory experiments and numerical simulations. 

Bubbly (i.e., air-water mixture) jets in crossflow have been mainly investigated based on physical 

experiments. To unveil more hydrodynamics of bubbly jets in crossflow, a 3-dimensional model 

was developed, calibrated and validated by coupling the Euler-Euler two-fluid model with 

unsteady Reynolds-averaged Navier Stokes (URANS) approach in OpenFOAM. The results 

showed that the modeled gas void fraction, bubble velocity, water jet centerline trajectory, and jet 

expansion agree well with the experimental data. Compared to pure water jets, bubbly jets are 

stretched wider in the vertical direction due to the lift of bubbles and thus dilution is larger. 

Interestingly, the vorticity at water jet cross-sections of bubbly jets evolves from two vertical 

“kidney-shapes” to two axisymmetric “thumb-up-shapes”.  

Although previous studies of bubbly jets in crossflow have been conducted in free-surface 

crossflow, relevant studies in crossflow with the top solid boundary effects (e.g., in a pipe/conduit 

or under ice-cover) are much scarce. A series of physical experiments were conducted to 

investigate the bubble characteristics for bubbly jets in pipe crossflow. The centerline gas void 

fraction and bubble size increase with distances after bubbles touch the top wall, mainly because 
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bubbles are prone to gathering to the centerline to form larger bubbles. Good agreement has been 

achieved between horizontal bubble velocity and the 1/7th power law for water velocity in the pipe, 

and a correlation was proposed for predicting bubble rise velocity. Furthermore, turbulence 

characteristics of bubbles (e.g., root-mean-square of bubble fluctuating velocity, bubble turbulence 

intensity) were investigated for the bubbly jets. 

Compared to two-phase flows, gas-liquid-solid three-phase flows (GLSTPF) are inherently 

complex. The utilization of the Eulerian-Eulerian-Lagrangian (E-E-L) approach for modeling 

GLSTPF, especially incorporating the population balance model (PBM), has been scarcely 

reported. A new solver coupling E-E-L approach with PBM was developed in OpenFOAM to 

simulate GLSTPF. The new solver was successfully compared with the experimental results of 

bubble size distribution and phase velocities in a three-phase bubble column. The introduction of 

PBM significantly improved the predictions of bubble rise and solid velocities (by up to 20%) and 

phase holdups (by up to 30%).  

Air-water-sand three-phase jets in crossflow, as an extension of two-phase bubbly jets and a 

specific case of GLSTPF, have not been previously investigated. A series of physical experiments 

were conducted to explore air-water-sand three-phase jets in crossflowing water. The results reveal 

that sand particles that tend to separate from the bubbly region enhance downstream bubble 

dispersion. The sand concentration at the same level as the nozzle exit typically follows a parabolic 

distribution in the streamwise direction, and the peak position shifts closer to the source with an 

increased gas flow rate or reduced slurry flow rate. Finally, dimensionless prediction equations are 

proposed for the gas void fraction and sand concentration, which agree well with the experimental 

data (R2 = 0.91 - 0.94). 
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To comprehensively explore the flow field and particle movement in air-water-sand three-phase 

jets in crossflow, a large eddy simulation (LES) was conducted based on the developed Eulerian-

Eulerian-Lagrangian solver. The results showed that the predicted concentration and velocity of 

both gas and sand agree well with the experimental data. A pronounced jet expansion of the scalar 

concentration for the liquid-phase was observed at the location where the leading and the trailing 

edges of resolved turbulent kinetic energy collapse into one single peak. Sand particles escape 

from the jet region with a low rising velocity, and then turn downwards and accelerate rapidly to 

ultimately achieve a relatively uniform settling velocity as they descend to the bed.  
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1. General Introduction 

 
1.1. Research Background 
 

A multi-phase jet in crossflow (MJC) refers to a multi-phase system generated by injecting one or 

more phases (e.g., air, water, or sand) into a crossflowing fluid phase (e.g., air or water). Compared 

to a single-phase jet in crossflow, the existence of different phases in MJC increases the complexity 

of the flow and jet behaviors, such as mixing characteristics, phase interaction, jet trajectory, and 

flow structures (Socolofsky and Adams, 2002; Zhang and Zhu, 2013; Dong et al., 2020). 

Regarding the injection method at the source (nozzle), multi-phase jets in crossflowing water 

can be categorized into pure gas or sand jets, two-phase bubbly jets (air-water) or slurry jets (water-

sand), and three-phase jets (air-water-sand). A pure gas jet is generated by injecting air from 

submerged nozzles, which can be extended to a bubbly jet with the simultaneous injection of water. 

Compared to the pure gas injection, the additional water injection at the source for bubbly jets 

promotes the formation of smaller bubbles that have longer residence times, both enhancing 

interfacial mass transfer (Lima Neto et al., 2008a, b; Zhang and Zhu, 2013). Furthermore, air-

water-sand three-phase jets are generated by the simultaneous injection of air-water-sand mixture, 

which involve more complex jet behaviors such as the interaction between air bubbles and sand 

particles. 

MJC has received wide attention in many applications including artificial aeration in oceans, 

lakes, and rivers (Asaeda and Imberger, 1989; Schladow, 1993; McGinnis et al., 2004; Wang et 

al., 2019), exploitation of offshore natural gas (Zheng et al., 2003), subsea blowouts (Milgram, 

1983; Swan and Moros, 1993; Yapa et al., 2010), wastewater treatment (Le Moullec et al., 2008), 

chemical and nuclear industrial applications (Seol et al., 2007; Zhang et al., 2020), among others. 
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For instance, Lima Neto et al. (2007) conducted a field study by injecting oxygen into the ice-

covered Athabasca River, Canada, to enhance the dissolved oxygen level. The results indicated an 

absorption efficiency of up to 50% for the injected oxygen, confirming the effectiveness of 

artificial aeration. Another example is the incident of the Ixtoc 1 subsea blowout in 1979, which 

was found to contain a mixture of gas, liquid (oil/water), and sand (Jernelöv, 2010). However, 

monitoring the volume of oil and its dispersion progress using planes or satellites remains 

challenging. Therefore, there is a critical need to deepen our understanding of the subsea blowout 

process, including both operational and fundamental aspects.  

Nevertheless, previous studies of multiphase jets in crossflow are mainly focused on pure gas 

jets (i.e., bubble plumes) in crossflow, fewer attentions have been paid to the flow characteristics 

by injecting gas-liquid mixture (i.e., bubbly jets), which is shown to be more efficient for artificial 

aeration and mixing processes (Socolofsky and Adams, 2002; Zhang and Zhu, 2013). To the 

authors’ knowledge, no study has been reported on the more complex air-water-sand three-phase 

jets in crossflow. 

1.2. Overall literature review 
 

In this Chapter, an overall literature review is presented, composed of two main aspects: two-phase 

bubbly jets in crossflow, and air-water-sand three-phase jets in crossflow. More detailed literature 

for each work can be found in Chapters 2 - 6. 

(a) Bubbly jets in crossflow have been mainly studied based on physical experiments. 

Socolofsky and Adams (2002) conducted physical experiments with various dispersed phases (air, 

oil, and alcohol) in crossflows, and found that air bubble plumes showed a stronger separation 

from the entrained ambient water than oil-alcohol plumes as a result of higher slip velocities of 
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bubbles. Zhang (2012) reported that the increase of injected water flow rate was able to break large 

bubbles into small ones, mainly due to the shear forces exerted on the bubble surface by the water 

jet. Zhang and Zhu (2013, 2014) conducted a series of physical experiments and observed that the 

liquid jet trajectory of bubbly jets in crossflow was lifted by the existence of bubbles, and thus the 

liquid jet thickness and likely the mixing were enhanced. The radial distributions of void fraction, 

bubble frequency and bubble specific interfacial area generally follow the Gaussian distribution. 

Several studies have investigated the bubble behaviors in pure gas jets in pipe crossflow (Balzán 

et al., 2017; Kang et al., 2019; Dhar et al., 2021). However, the effects of the additional water 

injection and the presence of top pipe wall on bubble behaviors have not been studied. 

A few numerical studies have been conducted for gas-oil bubbly jet/plumes in coastal currents 

under deepwater conditions (Zheng et al., 2003; Chen and Yapa, 2003, 2004; Dissanayake et al., 

2018). The numerical models developed by these studies were calibrated with the field or 

laboratory data, and the effects of gas-phase separation from the liquid-phase jet/plumes, the phase 

changes and bubble size distribution on the modeling results were considered. However, these 

researches mainly focused on the evolution of jet/plume (e.g., jet/plume geometries, trajectories, 

gas dissolution) within a scale of hundreds of meters in deepwater, and the detailed hydrodynamics 

(e.g., gas/liquid velocity distribution, vorticity) and mixing characteristics were not reported. 

Meanwhile, limited numerical simulations have been conducted on pure gas injection into liquid 

crossflow. For instance, Le Moullec (2008) numerically studied a wastewater treatment reactor 

where air was injected into water crossflow. In their study, the Euler-Euler two-fluid model was 

applied, coupled with two turbulence models: k-ε and Reynolds Stress Model (RSM). Rek et al. 

(2017) conducted the numerical modelling of air jet in crossflowing water using the computational 

fluid dynamics (CFD) code OpenFOAM, and the Volume of Fraction (VOF) method was 
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employed to simulate the interface between bubbles and water. Mitrou (2018) conducted an 

Eulerian-Lagrangian simulation of gas jet in water crossflow, and investigated the vortex structures 

caused by the interaction between the two phases. 

(b) To the authors’ knowledge, no research has been reported on the air-water-sand three-

phase jets in crossflow. Nonetheless, various studies have been conducted in different domains, 

such as fluidized beds and wastewater treatment (Kang et al., 2018; Xie et al., 2022), to investigate 

three-phase flow phenomena. In the realm of measuring phase properties within three-phase flow, 

a variety of intrusive and non-intrusive methods have been developed. Intrusive techniques include 

the use of ultrasonic probes (Bouillard et al., 2001), electrical conductivity probes (Liu et al., 2007), 

and optical fiber probes (Mokhtari and Chaouki, 2019; Li et al., 2022a). On the other hand, typical 

non-intrusive methods encompass image processing techniques (Götz et al., 2016; Dong et al., 

2019b), electrical resistance tomography (Razzak et al., 2009; Hansen et al., 2019), and phase 

Doppler anemometry (Gan, 2013). Compared to intrusive methods that are constrained to 

measuring specific locations at one time, non-intrusive methods offer the advantage of faster data 

acquisition without perturbing the flow field (Jin et al., 2010). However, it is important to note that 

non-intrusive methods tend to have high requirements for optical operations (De Oliveira et al., 

2015). 

For the modeling method of three-phase flow, it can typically be categorized into five types: 

pseudo two-fluid (Eulerian-Eulerian, i.e., E-E) approach, three-fluid (E-E-E) approach, Eulerian-

Eulerian-Lagrangian (E-E-L) approach, Eulerian-Lagrangian-Lagrangian (E-L-L) approach, and 

volume of fluid-discrete particle model (VOF-DPM) approach. The pros and cons of each method 

were systematically summarized in Chapter 4. Concerning modeling three-phase flows using the 

E-E-L model, Wen et al. (2005) investigated flow characteristics of a gas-liquid-solid three-phase 
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fluidized bed, and the modeled local phase holdup and axial liquid velocity agreed with the 

experimental results. However, only drag force was considered for the fluid-solid interphase 

coupling, and selection of bubble size was not described. Sedrez et al. (2019) and Sedrez and 

Shirazi (2021) studied erosion of pipe elbows in GLSTPF using the E-E-L approach in ANSYS 

FLUENT, but particle effect on fluid behavior and particle-particle collisions were not considered 

(one-way coupling). To explore the effect of spatial radiation distribution (SRD) on photocatalytic 

oxidation of methylene blue, Liu et al. (2019a) proposed a SRD model coupling with a reaction 

kinetic model based on the E-E-L approach in gas-liquid-solid mini-fluidized beds. All the 

previous researches demonstrated the applicability and reliability of the E-E-L approach on 

predicting flow characteristics of GLSTPF, but bubble sizes were fixed in these studies without 

considering the bubble coalescence and breakup, which are however commonly encountered in 

complex GLSTPF (Ghaffarkhah et al., 2018; Pan et al., 2018; Zhou et al., 2020). 

1.3. Knowledge gaps, hypothesis, and research objectives 
 

Based on the comprehensive literature review, several knowledge gaps have been identified and 

corresponding hypothesis and objectives have been determined. 

Specific knowledge gaps, hypothesis, and objectives include: 

Gap 1: No CFD study has been reported on bubbly jets in crossflow, and the understanding of this 

topic is still insufficient: (1) the mixing/dilution characteristics have not been reported; (2) the 

detailed flow structures, e.g., vortex structures, are still not clear; (3) many hydrodynamic aspects 

are not revealed, e.g., the water velocity field and vorticity within both air- and water-phases of 

bubbly jets. 
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Hypothesis 1: (1) Bubbles in bubbly jets enhance the mixing of liquid-phase; (2) The presence of 

bubbles in bubbly jets affects the shape and strength of the counter-rotating vortex pair; (3) the 

liquid-phase will be lifted by bubbles, thereby affecting the liquid-phase trajectory. 

Objective 1: To numerically unveil more hydrodynamics of bubbly jets in crossflow, based on 

Euler-Euler two-fluid model coupled with unsteady Reynolds-averaged Navier Stokes (URANS) 

approach by using the CFD code OpenFOAM. Particularly, bubble effects on water velocity field 

and mixing characteristics will be explored. 

Gap 2: Studies on bubbly jets in crossflow with the top solid boundary effects (e.g., in a 

pipe/conduit or under ice-cover) are scarce. 

Hypothesis 2: (1) Due to the curvature restriction of the pipe wall, bubbles will gather towards the 

pipe center plane; (2) the additional injection of water should enhance the bubble velocity 

fluctuations. 

Objective 2: To experimentally investigate the bubble characteristics of bubbly jets in pipe 

crossflow. Particularly, the boundary effects of pipe wall on bubble properties will be explored, 

such as the distributions of gas void fraction, bubble diameter, and gas-phase half-width after 

bubbles reach the top pipe wall.  

Gap 3: The applicability and reliability of E-E-L approach need to be further examined due to the 

limited studies, and in particular, the effects of bubble coalescence and breakup on the accuracy 

of E-E-L approach have not been investigated; the individual particle motions and flow structures, 

e.g., vortex structures, have been barely reported in GLSTPF. 
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Hypothesis 3: (1) The introduction of PBM is expected to enhance the predictive accuracy of the 

E-E-L approach in modeling GLSTPF; (2) the solid particle velocity is expected to be lower than 

bubble velocity in a bubble-driven flow. 

Objective 3: (1) To develop a new E-E-L solver in OpenFOAM that couples E-E-L approach and 

PBM for investigating the characteristics of GLSTPF; (2) To evaluate the effect of PBM on the 

accuracy of the E-E-L approach in modeling GLSTPF. 

Gap 4: The characteristics of air-water-sand three-phase jets in crossflow have not been 

investigated, and in particular, the mutual influence between air bubbles and sand particles on their 

behaviors are unknown. 

Hypothesis 4: (1) The additional injection of sand particles is expected to breakup bubbles into 

smaller ones; (2) sand particles may drive bubbles to spread further downstream; (3) an increase 

of gas flow rate is expected to enhance the spreading of sand particles. 

Objective 4: To experimentally investigate bubble characteristics and sand transport of air-water-

sand three-phase jets in crossflow, and to explore the mutual influence between air bubbles and 

sand particles on their concentrations. 

Gap 5: The air-water-sand three-phase jets in crossflow have not been modeled using the E-E-L 

approach; the sand transport, flow field, and vortical structures in air-water-sand three-phase jets 

in crossflow are not clear. 

Hypothesis 5: (1) In the bubbly region, the bubble velocity should be higher than the liquid and 

sand velocities; (2) Sand particles are expected to attain a relatively uniform settling velocity 

before reaching the bed; (3) vortical structures including shear-layer vortices, wake vortices, and 

counter-rotating vortex pair are expected to be observed. 
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Objective 5: To apply the E-E-L approach to the air-water-sand three-phase jets in crossflow, and 

to investigate the complex velocity field, phase concentrations, particle movement and flow 

structures. 

1.4. Thesis Outline 
 

This thesis investigates the characteristics of two- and three-phase jet in crossflow based on either 

laboratory experiments or numerical simulations. The focus of two-phase jet is on air-water bubbly 

jet in crossflow, and the three-phase jet is air-water-sand jet in crossflow. Figure 1-1 shows a brief 

overview of the five main contents of this thesis. For the bubbly jet in crossflow, the first work 

aims to numerically unveil more hydrodynamics of bubbly jets in free-surface crossflow (without 

top boundary effects; Chapter 2); and then the bubble characteristics were investigated 

experimentally in pipe crossflow (with top boundary effects; Chapter 3). For the air-water-sand 

three-phase jet in crossflow, a new E-E-L three-phase solver was firstly developed in OpenFOAM, 

which was successfully validated in a three-phase bubble column (Chapter 4). Subsequently, a 

series of physical experiments were conducted to explore both bubble and sand properties in air-

water-sand three-phase jets in crossflow (Chapter 5). Based on the experimental setup and results, 

a large eddy simulation was finally performed using the developed three-phase solver in Chapter 

4 to investigate the complex flow field and particle movement (Chapter 6). 
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Figure 1-1. The main contents of this thesis from Chapter 2 to Chapter 6, where the red color indicates 

the five contributions on two- or three-phase jets in crossflow. 

The detailed outline of this thesis is organized as follows: 

Chapter 2 numerically investigates the hydrodynamics that cannot be measured (or measured 

easily) for both gas- and water-phases of air-water bubbly jets in crossflow, including the 

mixing/dilution characteristics, flow structures (e.g., vortex structures), water velocity field and 

vorticity within both air- and water-phases of bubbly jets. 

Chapter 3 reveals the bubble characteristics for bubbly jets in pipe crossflow by conducting a series 

of physical experiments. The bubble properties (gas-phase trajectory, gas void fraction, bubble 
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diameter, and bubble velocity) were systematically investigated before and after bubbles touch the 

top pipe wall, based on image processing techniques. 

Chapter 4 develops a new solver coupling Eulerian-Eulerian-Lagrangian approach (E-E-L) with 

population balance model (PBM) in OpenFOAM to simulate gas-liquid-solid three-phase flow. 

The effects of the PBM model on the accuracy of the E-E-L approach are studied.  

Chapter 5 presents a series of physical experiments to investigate air-water-sand three-phase jets 

in crossflow. The bubble size, gas void fraction, and sand concentration were systematically 

investigated, and dimensionless prediction equations are proposed for the gas void fraction and 

sand concentration. 

Chapter 6 conducts a large eddy simulation using the developed E-E-L three-phase model, which 

is calibrated and validated with the experimental data, to numerically investigate the characteristics 

in air-water-sand three-phase jets in crossflow, such as the flow field, particle movement, and 

vortical structures.  

Chapter 7 provides general conclusions and discusses the future directions of this research.
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2. Numerical simulation of bubbly jets in crossflow using 

OpenFOAM* 

2.1. Introduction 

Multi-phase jet in crossflow (MJC) has received wide attention in many applications including 

artificial aeration, mixing, subsea blowouts of oil and gas, etc. (Zheng and Yapa, 1998; Socolofsky 

and Adams, 2002; Zhang and Zhu, 2013; Rek et al., 2017; Dong et al., 2020). As of yet, the vast 

majority of the MJC literature focuses on pure gas or liquid jets in crossflow, and limited studies 

pay attention to the much more complex bubby jets in crossflow, which are resulted from the 

injection of a mixture of multiphase flow (e.g., air-water mixture) in crossflow. As reported by 

Zhang and Zhu3, the injection of air-water mixture can produce much smaller bubbles (1.5-3.1 

mm), compared to pure air injection (5.5-13.5 mm), and therefore, bubbly jets are more efficient 

for artificial aeration and mixing. Bubbly jets have been reported to have lower construction and 

maintenance costs (Lima Neto et al., 2008a). 

In the case of pure gas injection into liquid crossflow, experimental investigations of 

bubble/gas-phase behaviors such as bubble size, rising velocity, gas void fraction, bubble jet 

penetration and trajectory, are of great interest (Socolofsky and Adams, 2002; Balzán et al., 2017; 

Kang et al., 2019; Dong et al., 2020; Dong et al., 2021). Compared to an air jet in stagnant liquid, 

the existence of crossflow affects greatly to the bubble behaviors (Wang and Socolofsky, 2015). 

For instance, bubbles deform into ellipsoids and spherical cap during rising in the still water, 

 
* The content of this chapter has been published as: Zhang, H., Zhang, W., 2022. Numerical simulation of bubbly jets 

in crossflow using OpenFOAM. Phys. Fluids 34(12). 
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whereas they are observed to be irregularly shaped ellipsoids skewed towards the ambient flow 

direction under crossflow effect (Xu et al., 2018). As the crossflow velocity increases, the bubbles 

become smaller and tend to be rounded (Kang et al., 2019). Besides experimental studies, 

numerical simulations on pure gas injection into liquid crossflow are limited. Le Moullec et al. 

(2008) numerically studied a wastewater treatment reactor where air was injected into water 

crossflow. In their study, the Euler-Euler two-fluid model was applied, coupled with two 

turbulence models: k-ε and Reynolds Stress Model (RSM). Rek et al. (2017) conducted the 

numerical modelling of air jet in crossflowing water using the computational fluid dynamics (CFD) 

code OpenFOAM, and the Volume of Fraction (VOF) method was employed to simulate the 

interface between bubbles and water. Mitrou et al. (2018) conducted an Eulerian-Lagrangian 

simulation of gas jet in water crossflow, and investigated the vortex structures caused by the 

interaction between the two phases. 

Compared to pure gas jet in water (i.e., bubble plumes), fewer attentions have been paid to 

injecting gas-liquid mixture (i.e., bubbly jets) into either still liquid or crossflow, which is shown 

to be more efficient for artificial aeration and mixing processes (Zhang and Zhu, 2013; Pakhomov 

and Terekhov, 2019; Wang et al., 2019; Yin et al., 2020). Focusing on bubbly jets in stagnant 

water, Lima Neto et al. (2008) conducted an experimental study to investigate the gas void fraction, 

bubble size distribution, and velocities of air and water. Based on Lima Neto et al.’s experiment, 

Wang et al. (2019) further investigated turbulent kinetic energy and entrainment coefficient of 

bubbly jets in stagnant water using a mixture model. Seo and Kim (2021) experimentally explored 

the distributions of bubble size and phase velocities, as well as turbulence characteristics in bubbly 

jets in stagnant water. Pakhomov and Terekhov (2019) numerically studied the structure of a free 
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round bubbly jet in stagnant water by using the Eulerian approach, and found that the additional 

injection of gas bubbles enhanced the flow turbulence and mixing. 

On the other hand, bubbly jets in crossflow have been mainly studied based on physical 

experiments. Socolofsky and Adams (2002) studied the multi-phase jets into crossflows with pure 

air, air-oil, and air-alcohol injections. The results showed that, in strong crossflows, the bubbles 

separate from the liquid phase (oil or alcohol) due to the buoyancy effect. Zhang (2012) reported 

that the increase of injected water flow rate was able to break large bubbles into small ones, mainly 

due to the shear forces exerted on the bubble surface by the water jet. Zhang and Zhu (2013) 

conducted a series of physical experiments and observed that the liquid jet trajectory of bubbly jets 

in crossflow was lifted by the existence of bubbles, and thus the liquid jet thickness and likely the 

mixing were enhanced. To better understand the bubbly jets mixing in crossflow, Zhang and Zhu 

(2014) investigated the visual centerline trajectories of both air-phase and water-phase.  

A few numerical studies have been conducted for gas-oil bubbly jet/plumes in coastal currents 

under deepwater conditions (Zheng et al., 2003; Chen and Yapa, 2003; Chen and Yapa, 2004; 

Dissanayake et al., 2018). The numerical models developed by these studies were calibrated with 

the field or laboratory data, and the effects of gas-phase separation from the liquid-phase 

jet/plumes, the phase changes and bubble size distribution on the modeling results were considered. 

However, these researches mainly focused on the evolution of jet/plume (e.g., jet/plume 

geometries, trajectories, gas dissolution) within a scale of hundreds of meters in deepwater, and 

the detailed hydrodynamics (e.g., gas/liquid velocity distribution, vorticity) and mixing 

characteristics were not reported. 
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Based on the comprehensive literature review, there are several knowledge gaps that needs to 

be investigated on bubbly jets in crossflow: (1) the mixing/dilution characteristics have not been 

reported; (2) the detailed flow structures, e.g., vortex structures, are still not clear; (3) many 

hydrodynamic aspects are not revealed, e.g., the water velocity field and vorticity within both air- 

and water-phases of bubbly jets; (4) no CFD study has been reported. 

This paper aims to numerically unveil more hydrodynamics of bubbly jets in crossflow, based 

on Euler-Euler two-fluid model coupled with unsteady Reynolds-averaged Navier Stokes 

(URANS) approach by using the CFD code OpenFOAM. The remainder of this paper is organized 

as follows: the mathematical model and setup details are introduced in Sections 2 and 3. Section 4 

presents the numerical results, including model calibration and validation, flow structure and 

turbulent kinetic energy, water velocity, scalar concentration, vorticity, and water jet centerline 

trajectories. Finally, conclusions and the future research directions are provided in Section 5. 

2.2. Mathematical model formation 

2.2.1. Euler-Euler two-fluid model 

In the Euler-Euler two-fluid approach, both the continuous liquid phase and the dispersed gas 

phase are treated as two interpenetrating continua. In this study, both phases were assumed to be 

adiabatic interactive phases. The continuity and momentum equations were solved for each phase 

separately (Fard et al., 2020): 

𝜕(𝜌𝜑𝛼𝜑)

𝜕𝑡
+ ∇ ∙ (𝜌𝜑𝛼𝜑𝐔𝜑) = 0     (2-1) 

𝜕(𝜌𝜑𝛼𝜑𝐔𝜑)

𝜕𝑡
+ ∇ ∙ (𝜌𝜑𝛼𝜑𝐔𝜑𝐔𝜑) = −𝛼𝜑∇𝑃 + 𝛼𝜑𝜌𝜑𝐠 − ∇ ∙ (𝛼𝜑𝜏𝜑

eff) + 𝐅𝜑  (2-2) 
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where bold letters denote vectors, 𝛼𝜑 represents the fraction of phase φ, 𝜌𝜑 is the phase density 

(constant in this paper), 𝐔𝜑 denotes the ensemble-averaged phase velocity, P is the pressure, g is 

the gravitational acceleration vector, and 𝐅𝜑 is the interfacial forces between phases. 𝜏𝜑
eff is the 

effective stress tensor composed of viscous and Reynolds stresses: 

𝜏𝜑
eff = −𝜇𝜑

eff [∇𝐔𝜑 + (∇𝐔𝜑)
𝑇

−
2

3
(∇ ∙ 𝐔𝜑)I]    (2-3) 

where 𝜇𝜑
eff represents the effective viscosity, which is composed of the molecular viscosity 𝜇𝜑 and 

the turbulent viscosity 𝜇𝜑
T .  

2.2.2. Interfacial force terms 

The term Fφ in Eq. (2-2) represents the inter-phase momentum exchange between phases due to 

interphase forces. In this study, the total interfacial forces were decomposed into four main terms 

(Niceno et al., 2008): 

𝐅𝜑 = 𝐅𝑙𝑔 = −𝐅𝑔𝑙 = 𝐅𝐷 + 𝐅𝐿 + 𝐅𝑉𝑀 + 𝐅𝑇𝐷     (2-4) 

where 𝐅𝑙𝑔 refers to the momentum transfer from the gas phase to the liquid phase and vice versa 

for 𝐅𝑔𝑙 , and  𝐅𝐷 , 𝐅𝐿 , 𝐅𝑉𝑀  and 𝐅𝑇𝐷  represent the drag force, lift force, virtual mass force and 

turbulent dispersion force, respectively. It should be noted that, the lift force tends to reproduce 

the radial dispersion of bubbles, which has been demonstrated for single bubbles (Dissanayake et 

al., 2018). However, there are still uncertainties for bubble swarms, and various (negative, zero, 

positive) values of lift coefficient have been utilized by previous studies (Mohammadi et al., 2019; 

Liu et al., 2020; Zhu et al., 2020). In the absence of a specific standard for selecting an appropriate 

value of lift coefficient, the lift force term was not considered in the present simulation, and similar 

treatment has also been employed in similar studies (Fard et al., 2020; Kannan et al., 2019; Hu et 

al., 2021). 
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The drag force originates from the resistance experienced by the dispersed phase (air bubble 

in this study) moving in the continuous phase (water in this study). For a bubble swarm, the drag 

force per unit volume was given by (Clift et al., 1978): 

𝐅𝐷 =
3

4
𝛼g𝐶𝐷

𝜌𝑙

𝑑b
|𝐔𝑔 − 𝐔𝑙|(𝐔𝑔 − 𝐔𝑙)    (2-5) 

where CD is the drag coefficient and db is the bubble diameter. Various drag models have been 

proposed and compared in the literatures (Schiller, 1933; Ishii and Zuber, 1979; Tabib, 2008), and 

the widely used Schiller-Naumann drag model (Schiller, 1933) was adopted to calculate CD in this 

study. 

The virtual mass force is resulted from the bubble acceleration that will accelerate the 

surrounding fluid (Niceno et al., 2008), and was modelled as: 

𝐅𝑉𝑀 = 𝛼𝑔𝜌𝑙𝐶𝑉𝑀 (
D𝐔𝑔

D𝑡
−

D𝐔𝑙

D𝑡
)     (2-6) 

where CVM is the virtual mass coefficient, and was fixed to be 0.5 in this study for individual 

spherical bubbles (Dhotre et al., 2008). 

In this URANS simulation, the fluid velocity for calculating interfacial forces was ensemble-

averaged value. Therefore, the turbulent dispersion force was included to take into account the 

random influence of turbulent eddies. As proposed by Lopez de Bertodano et al. (1994), bubbles 

tend to disperse from high void fraction regions to low void fraction regions under the action of 

liquid eddies. The turbulent dispersion force can be expressed as: 

𝐅𝑇𝐷 = 𝐶𝑇𝐷𝛼𝑔𝜌𝑙𝑘𝑙∇𝛼𝑔     (2-7) 

where kl is the turbulent kinetic energy of the liquid, and the turbulent dispersion coefficient CTD 

was taken as 1.0 in this study after testing numerous values to match the experimental 

measurements. 
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2.2.3. Turbulence modeling 

In this study, two turbulence models, namely the mixture k-ε model and Reynolds stress model 

(RSM) were adopted and compared. The mixture k-ε model uses one set of equations for turbulent 

kinetic energy (TKE) k and turbulent dissipation rate ε of the mixture of the liquid and gas phases. 

This model is able to solve the problem that at high phase fractions, both liquid and gas fluctuate 

as a unit (Behzadi et al., 2004), and the k and ε equations describing the model are as follows: 

𝜕

𝜕𝑡
(𝜌𝑚𝑘𝑚) + ∇ ∙ (𝜌𝑚𝐔𝑚𝑘𝑚) = ∇ ∙

𝜇𝑚
𝑇

𝜎𝑚
∇𝑘𝑚 + 𝑃𝑘

𝑚 − 𝜌𝑚𝜀𝑚 + 𝑆𝑘
𝑚   (2-8) 

𝜕

𝜕𝑡
(𝜌𝑚𝜀𝑚) + ∇ ∙ (𝜌𝑚𝐔𝑚𝜀𝑚) = ∇ ∙

𝜇𝑚
𝑇

𝜎𝑚
∇𝜀𝑚 +

𝜀𝑚

𝑘𝑚
(𝐶𝜀1𝑃𝑘

𝑚 − 𝐶𝜀2𝜌𝑚𝜀𝑚 + 𝐶𝜀3𝑆𝑘
𝑚) (2-9) 

where m refers to the mixture of the two phases, and the mixture properties are related to the 

continuous (liquid) and dispersed (gas) phases as follows, 

𝜌𝑚 = 𝛼𝑙𝜌𝑙 + 𝛼𝑔𝜌𝑔                                                              (2-10) 

𝑘𝑚 = (𝛼𝑙
𝜌𝑙

𝜌𝑚
+ 𝛼𝑔

𝜌𝑔

𝜌𝑚
𝐶𝑡

2) 𝑘𝑙                                                    (2-11) 

𝜀𝑚 = (𝛼𝑙
𝜌𝑙

𝜌𝑚
+ 𝛼𝑔

𝜌𝑔

𝜌𝑚
𝐶𝑡

2) 𝜀𝑙                                                    (2-12) 

𝐔𝑚 =
𝛼𝑙𝜌𝑙𝐔𝑙+𝛼𝑔𝜌𝑔𝐔𝑔𝐶𝑡

2

𝛼𝑙𝜌𝑙+𝛼𝑔𝜌𝑔𝐶𝑡
2                                                         (2-13) 

𝜇𝑚
𝑡 =

(𝛼𝑙𝜇𝑙
𝑡+𝛼𝑔𝜇𝑔

𝑡 𝐶𝑡
2)𝜌𝑚

𝛼𝑙𝜌𝑙+𝛼𝑔𝜌𝑔𝐶𝑡
2                                                       (2-14) 

𝑃𝑘
𝑚 = 𝛼𝑙𝑃𝑘

𝑙 + 𝛼𝑔𝑃𝑘
𝑔

                                                       (2-15) 

𝑆𝑘
𝑚 = 𝑆𝑘

𝑙 + 𝑆𝑘
𝑔

= −𝐴𝑔[2𝛼𝑔(𝐶𝑡 − 1)2𝑘𝑙 + 𝜂𝑙∇𝛼𝑔 ∙ 𝐔𝑟]                       (2-16) 
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The model constants 𝐶𝜀1, 𝐶𝜀2, and 𝐶𝜀3 are 1.44, 1.92, and 1.92, respectively. Eqs. (2-8)-(2-16) are 

solved with the twoPhaseEulerFoam solver within OpenFOAM-v2006, and the detailed solution 

procedure can be found in Behzadi et al. (2004) and Bhusare et al. (2017).  

Regarding the RSM model, turbulence was only considered for the liquid phase in this paper, 

and bubble induced turbulence source terms were added to the transport equations. The transport 

equation for the liquid Reynolds stress tensor Rl reads (Shi et al., 2019): 

𝜕(𝛼𝑙𝜌𝑙𝐑𝑙)

𝜕𝑡
+ ∇ ∙ (𝛼𝑙𝜌𝑙𝐔𝑙𝐑𝑙) = ∇ ∙ [𝛼𝑙 (𝜇𝑙 + 𝜌𝑙𝐶𝑠

𝑘𝑙

𝜀𝑙
𝐑𝑙) ∇𝐑𝑙] + 𝛼𝑙𝜌𝑙𝐏𝑙               

+𝛼𝑙𝜌𝑙𝚽𝑙 −
2

3
𝛼𝑙𝜌𝑙𝜀𝑙𝐈 + 𝐒𝑅,𝑙               (2-17) 

where the turbulent production of Reynolds stress Pl is given by, 

𝐏𝑙 = −𝐑𝑙 ∙ [∇𝐔𝑙 + (∇𝐔𝑙)
T]                                                   (2-18) 

The pressure-strain term 𝚽𝑙 is modeled as, 

𝚽𝑙 = −𝐶1
𝜀𝑙

𝑘𝑙
(𝐑𝑙 −

2

3
𝑘𝑙𝐈) − 𝐶2 (𝐏𝑙 −

2

3
tr(𝐏𝑙)𝐈)                                (2-19) 

The liquid turbulent kinetic energy kl is calculated by, 

𝑘𝑙 =
1

2
tr(𝐑𝑙)                                                            (2-20) 

𝐒𝑅,𝑙 is the source term of bubble induced turbulence, which was modeled by following Le Moullec 

et al. (2008) who simulated a pure gas jet in crossflow: 

𝐒𝑅,𝑙 =
2

3
𝛼𝑙𝐶𝑅𝐅𝐷|𝐔𝑔 − 𝐔𝑙| ∙ 𝐈                                            (2-21) 

To close the RSM model, the transport equation of the dissipation rate 𝜀𝑙  needs be solved by 

follows, 
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𝜕(𝛼𝑙𝜌𝑙𝛆𝑙)

𝜕𝑡
+ ∇ ∙ (𝛼𝑙𝜌𝑙𝐔𝑙𝜀𝑙) = ∇ ∙ [𝛼𝑙 (𝜇𝑙 + 𝜌𝑙𝐶𝜀

𝑘𝑙

𝜀𝑙
𝐑𝑙) ∇𝜀𝑙]               

+𝛼𝑙𝜌𝑙
𝜀𝑙

𝑘𝑙
[𝐶𝜀1

1

2
𝑡𝑟(𝐏𝑙) − 𝐶𝜀2𝜀𝑙] + 𝐒𝜀,𝑙               (2-22) 

where the source term 𝐒𝜀,𝑙 is calculated as, 

𝐒𝜀,𝑙 = 𝛼𝑙
𝜀𝑙

𝑘𝑙
𝐶𝜀1𝐶𝜀𝐅𝐷|𝐔𝑔 − 𝐔𝑙|                                          (2-23) 

The model constants are 𝐶𝑠 = 0.22, 𝐶1 = 1.8, 𝐶2 = 0.6, 𝐶𝑅 = 1.44, 𝐶𝜀 = 0.15, 𝐶𝜀1 = 1.44, and 

𝐶𝜀2 = 1.92. Note that the RSM model was not coupled with two-phase system in OpenFOAM-

v2006, and thus Eqs. (2-17)-(2-23) were implemented in the twoPhaseEulerFoam solver in this 

work. 

2.3. Numerical simulation details 

2.3.1. Numerical setup and scenarios 

The setup of numerical simulation is based on the experimental configuration of Zhang and Zhu 

(2013). The experiments of bubbly jets in crossflow were conducted in a water flume of 25  1.2 

 0.8 m3 (L  W  H). The water depth and crossflow (cross-sectional-average) velocity were kept 

at 0.65 m and 0.2 m/s, respectively. This resulted in a turbulent crossflow with a Reynolds number 

of 249,600. A circular nozzle with a diameter of d = 6 mm was set vertically at the center-plane of 

the flume, and it was 12 cm above the flume bed to avoid the bottom wall effect. To validate the 

mathematical model and examine 3D hydrodynamics, the same configurations were used in the 

simulations. The computational domain was reduced to 1.0 m in length (as shown in Figure 2-1) 

to save the computational time. The nozzle was set at 0.1 m downstream of the crossflow inlet, 

and the coordinate origin was set at the nozzle exit where the mixture of air and water was injected. 
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It should be noted that x, y, z are the longitudinal, vertical, transverse directions, respectively; the 

λ and ξ directions are along the water and gas phase centerlines, respectively, and the η direction 

is perpendicular to ξ and points downwards. 

 

Figure 2-1. Computational domain and the coordinate system. 

The boundary conditions were defined as follows. Fixed water velocity was assigned at the 

crossflow inlet. At the crossflow outlet, velocity was set to inletOutlet, which is normally the same 

as zero gradient. However, if there is backward flow at the outlet, it switches to a fixed value (zero 

in this study). At the nozzle exit boundary, the air and water velocities were specified to be fixed 

values, and the initial gas volume fraction was calculated by 𝛼0 = 𝑄𝑔/(𝑄𝑔 + 𝑄𝑙) (Zhang and Zhu, 

2013), where Qg and Ql were air and water flow rates, respectively. The turbulence level of water 

at the crossflow inlet and nozzle exit were specified by (Bhusare et al., 2017) 𝑘𝑤 =
3

2
(𝐔𝑤I)2 and 

𝜀𝑤 =
𝐶𝜇

3/4
𝑘3/2

0.07𝐿
, where the turbulent intensity I = 0.16(Re𝑤)−1/8 , 𝐶𝜇 = 0.09 , and L is the 

characteristic length (set as hydraulic diameter at the crossflow inlet and nozzle diameter at the 

nozzle exit). The air phase turbulence properties were only needed to set at the nozzle exit when 

using the mixture k-ε model. Slip and zero-gradient boundary conditions were imposed at the top 
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surface of the domain for water and air, respectively. The rest surfaces were specified as wall 

boundaries, and the no-slip boundary conditions were adopted.  

Initially, the water was flowing from crossflow inlet to outlet with the same velocity at 

crossflow inlet, and the hydrostatic pressure distribution at time t = 0 was defined in the vertical y 

direction. No gas and sand particles exist in the channel flow at the initial time, and the scalar 

concentration is zero in the domain. Based on the experimental observations of Zhang and Zhu 

(2013), bubble coalescence and breakup mainly occurred near the nozzle (ξ < 20d), which is not 

the focus of this work. Therefore, db was fixed as the average value of 3 mm in this study without 

considering bubble coalescence and breakup. The effect of bubbles deformation was not 

considered because bubbles with db = 3 mm can be approximated as spherical bubbles (Clift et al., 

1978), for which deformation is not important during rising. 

The governing equations were solved using the open source CFD package OpenFOAM v2006 

with the twoPhaseEulerFoam solver. This solver is based on the finite volume method to discretize 

the governing equations, and has shown to be stable for transient calculations (Fard et al., 2020). 

The phase volume fractions were solved based on Eq. (2-1) by using MULES method (Deshpande 

et al., 2012), and phase fraction boundedness was ensured using a limiter. The PIMPLE algorithm 

which combines the advantages of PISO (Issa, 1986) and SIMPLE (Patankar, 1980) algorithms 

was employed for the velocity-pressure coupling. The first order bounded implicit Euler scheme 

was used for the time derivative terms in the equations, the second order Gauss linear scheme was 

adopted for the gradient terms, the limited discretization scheme was used for the divergence terms, 

and the diffusive terms were interpolated with the Gauss linear uncorrected scheme.  
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The adjustable time step was adopted to satisfy the Courant number requirement 𝐶𝑜 =

∆𝑡
𝑈max

∆𝑥min
< 1, in which Δxmin represents the shortest distances between the computational points. 

Table 2-1 shows the five scenarios studied in this work, in which the crossflow velocity Ua 

increased from 0.2 m/s to 0.5 and 1.0 m/s, the air flow rate Qg were specified as 0 or 3 L/min, and 

the water flow rate Ql varied from 3 to 6 L/min, corresponding to the initial gas void fraction α0 of 

0 or 0.5. Moreover, the Cases 0.2-3-3 and 0.2-0-3 were used for model calibration and validation. 

Each scenario was run for 200 s, and time averaging ∅̅ =
1

200−100
∫ ∅𝑡𝑑𝑡

200

100
 (where ∅𝑡 is a generic 

variable at time t) was performed between 100-200 s when the flow reached statistically stationary 

turbulence. The numerical simulations were carried out on a cluster with 20 processors for each 

scenario.  

Table 2-1. Summary of numerical scenarios of bubbly jets in this study. 

Case I.D. 
Crossflow velocity  

Ua (m/s) 

Air flow rate  

Qg (L/min) 

Water flow rate  

Ql (L/min) 

Initial gas volume 

fraction α0 

0.2-0-3 0.2 0 3 0 

0.2-0-6 0.2 0 6 0 

0.2-3-3 0.2 3 3 0.5 

0.5-3-3 0.5 3 3 0.5 

1.0-3-3 1.0 3 3 0.5 

2.3.2. Grid requirements and grid sensitivity analysis 

In this numerical simulation, the grid requirements for Euler-Euler two-fluid model need to be 

considered. As described by Dhotre et al. (2008), one intrinsic assumption of deriving the Euler-

Euler equations is that the grid cell (control volume) size should be larger than the bubble size to 

encompass all the interfacial details. Therefore, this is a basic requirement for Euler-Euler method 

that must be strictly satisfied. One important criterion of applying Euler-Euler model is the ratio 
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of grid cell size to bubble diameter Δ/db, which is supposed to be larger than 1.5 (Milelli, 2002). 

By using the Euler-Euler approach, Le Moullec et al. (2008) investigated the characteristics of a 

pure gas jet in crossflow with Δ/db = 2.5. Diaz et al. (2008). conducted a URANS simulation of 

bubble column and concluded that the coarse mesh (with maximum Δ/db = 11.2) agreed better with 

the experiments, compared with the medium and fine grids. Pfleger and Becker (2001) and Buwa 

and Ranade (2002) also presented that as the grid cell size decreased, the predicted time-averaged 

axial velocity differed more from the experimental results. Therefore, it is indispensable to conduct 

the grid sensitivity analysis before the investigation. 

In the current study, four different grid cell sizes, as shown in Table 2-2, were used to compare 

with the experimental data. Figure 2-2 shows the comparison between the simulated time-averaged 

gas void fraction () by the mixture k-ε model and experimental data for Case 0.2-3-3, in which 

20d - 80d represent different cross-sections from the nozzle exit in the ξ direction. It was found 

that, in both the η and z directions, the overall trends of simulated and experimental distributions 

of gas void fraction agree well with each other, and Mesh 3 gives the best agreement. However, 

the distribution of void fraction becomes wider with the increase of mesh sizes, especially in the η 

direction, and the peak values tend to be larger for the finer grids. This is probably because as the 

mesh size decreases, the interfacial details between bubbles and surrounding water cannot be fully 

captured. In the z direction, the differences between Mesh 3 and Mesh 4 decrease, indicating that 

Mesh 3 is large enough to encompass all the interfacial details in the z direction.  

Table 2-2. Main characteristics of the computational mesh. 

Mesh 
Grid cell size Δ 

(mm) 
Total cell number 

Cell partition 

(x×y×z) 
Δ/db 

1 5 6,460,447 200×130×240 1.6 
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2 7.5 1,943,123 133×86×160 2.5 

3 10 811,791 100×65×120 3.3 

4 12 594,869 83×54×100 4 
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Figure 2-2. Comparison between the simulated and experimental time-averaged gas void fraction 

at Sections 20-80d for Case 0.2-3-3 in the (a) η direction and (b) z direction with different meshes. 

The experimental results were from Zhang and Zhu (2013). 

It should be noted that, the simulated results might be dependent on different mesh sizes due 

to the grid requirements of the Euler-Euler model, and the predictions by finer meshes were likely 

to deviate more from the experimental data as reported by many researchers (Liu et al., 2019b; Liu 

et al., 2020). In this study, Mesh 3 with Δ = 10 mm and Δ/db = 3.3 was chosen for the following 

computations given the accuracy of the prediction and taking the computation time into 

consideration. Figure 2-3 shows the final grid configuration of the computational domain, and 

local refinement was implemented near the nozzle, leading to a grid cell size of 1.5 mm in the sub-

domain. The grid sensitivity analysis was also conducted near the nozzle, and the differences 

between several grid cell sizes (0.375-1.5 mm) were relatively small and could be ignored. 

   
                                     

Figure 2-3. Grid configuration for the model: (a) Global grids configuration; and (b) Local grid 

refinement near the nozzle. 
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2.4. Results and discussion 

2.4.1. Mathematical model calibration and validation 

In addition to the calibration of gas void fraction as shown in Figure 2-2, the distribution of bubble 

velocity was calibrated as it plays an important role in bubbly jets in crossflow. Figure 2-4 shows 

the comparison between the simulated and measured time-averaged bubble velocities for Case 0.2-

3-3 in both the η and z directions, in which the η and z boundaries were defined as 5%max. It was 

found that the results by both the RSM and mixture k-ε model agree well with the experimental 

data (average error level �̅� ≤ 5.4% for RSM and �̅� ≤ 6.3% for mixture k-ε model), and the 

differences between RSM and mixture k-ε model are relatively small. As the distance from the 

nozzle exit increases, the bubble size distribution tends to be uniform (Zhang and Zhu, 2013), and 

the predicted bubble velocity matches well with the experimental results. 
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Figure 2-4. Comparison between the simulated and experimental time-averaged bubble velocity at 

Sections 20-80d for Case 0.2-3-3 in the (a) η direction and (b) z direction. The experimental results 
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were from Zhang and Zhu (2013), the η and z boundaries were defined by 5%max, and �̅� denotes 

the average error bar. 

The trajectory of water jet centerline was next calibrated for bubbly jets. In the current work, 

the jet centerline was detected by implementing the scalarTransport function object in OpenFOAM. 

By using the high speed camera technique, Zhang and Zhu (2014) measured the water jet centerline 

for both bubbly jets and pure water jets. For pure water jets in crossflow, Lee and Chu (2003) 

proposed an equation of jet centerline based on experimental and numerical results of advected 

line puff:  

𝑦𝑐

𝐿𝑚𝑡
= 2.65 (

𝑥

𝐿𝑚𝑡
)

1/2

 for  𝑦𝑐 ≤ 𝐿𝑚𝑡   (2-24a) 

𝑦𝑐

𝐿𝑚𝑡
= 1.56 (

𝑥

𝐿𝑚𝑡
)

1/3

 for  𝑦𝑐 > 𝐿𝑚𝑡   (2-24b) 

where yc is the centerline location in the y direction, and 𝐿𝑚𝑡 =
𝑀0

1/2

𝑈𝑎
 is the momentum length scale 

for a jet in crossflow. Ua is the ambient crossflow velocity, and the initial specific momentum flux 

M0 = U0Q0, where U0 and Q0 are the initial water jet velocity and flow rate, respectively. 

Figure 2-5 shows the comparison of the simulated water jet centerlines with the studies of 

Zhang and Zhu (2014) and Lee and Chu (2003) for Cases 0.2-3-3 (bubbly jet) and 0.2-0-3 (pure 

water jet). It was shown that both the simulated visual and concentration jet centerlines agree well 

with the previous studies, and the RSM and mixture k-ε profiles are nearly superimposed by each 

other. Note that the visual jet centerlines in the numerical simulations were based on the vertical 

half-width of the iso-volume of C/C0 = 0.1%, where C is the scalar concentration and C0 is the 

initial concentration at the nozzle exit. The concentration centerlines are higher than the visual 

centerlines, which is typical for jets in crossflow (Lee and Chu, 2003). The vertical locations of 
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the centerlines for the bubbly jet (Case 0.2-3-3) are higher than that for the pure water jet (Case 

0.2-0-3) mainly because the bubbly jet has larger initial jet velocity at the nozzle Uw0 and the lift 

force of bubbles on the water jet (Zhang and Zhu, 2014).  

 

Figure 2-5. Comparison of simulated with experimental/theoretical water jet centerlines for (a) a 

bubbly jet in crossflow (Case 0.2-3-3), and (b) a pure water jet in crossflow (Case 0.2-0-3). The 

experimental results were from Zhang and Zhu (2014), and the theoretical results were from Lee 

and Chu (2003). 

The jet expansion (spreading) rate was further calibrated for bubbly jets. For the air phase, 

Zhang and Zhu (2014) proposed a Gaussian distribution of the gas void fraction as follows, 

𝛼

𝛼max
= exp[−0.693(𝑧/𝑏𝑧)2] or 

𝛼

𝛼max
= exp [−0.693(𝜂/𝑏𝜂)

2
]                  (2-25) 

where αmax is the maximum gas void fraction, 𝑏𝑧 and 𝑏𝜂 represent gas-phase half-width in the z 

and η directions, respectively, and are defined as where α/αmax = 50%.  
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To investigate the jet expansion simulated by the two turbulence models, Figure 2-6(a) shows 

that 𝑏𝑧 and 𝑏𝜂 agree well with the experimental data for both the RSM and mixture k-ε models, 

and the differences between the two models are small. For the water phase, jet expansion was 

represented by the visual half-thickness bt,vis (Zhang and Zhu, 2014). In the simulations, bt,vis was 

determined by defining an iso-surface of water-phase with C = 0.1% (same with that used for 

determining water jet centerline). Figure 2-6(b) shows that the simulated bt,vis by both models 

generally lies well with the experiments, and the maximum differences between the RSM and 

mixture k-ε models are 4.5% for the bubbly jet, and 6.5% for the pure water jet. For the both jets, 

small difference between the simulated and experimental bt,vis occurs near the nozzle, probably 

because the grid cell size was not fine enough there. Note that the computational time of the RSM 

is much higher (more than three times) than the mixture k-ε model in this study, owing to the 

additional transport equations for the Reynolds stresses. Given the similar results predicted by the 

RSM and mixture k-ε models, which was also illustrated for the flow field in a pure gas jet in 

crossflow (Le Moullec et al., 2008), the rest of this paper only shows the results of the mixture k-

ε model. 
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Figure 2-6. Comparison between simulated and experimental (a) half-width of air phase in a 

bubbly jet (Case 0.2-3-3) and (b) visual half-thickness of water phase in the bubbly jet and a pure 

water jet (Case 0.2-0-3). The experimental data were from Zhang and Zhu (2014). 
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The numerical model was validated against the distribution of gas void fraction at Section 80d 

for Case 0.2-3-3. Figure 2-7 shows the comparison between the predicted and experimental results 

of Zhang and Zhu (2013), where the simulated cross-section was taken from the iso-volume of gas 

void fraction  = 0.05%, which was the same as the experiment. As shown in Figure 2-7(a) and 

(b), the contours of the experimental and simulated gas void fractions resemble each other, either 

for the kidney shape, range, or the corresponding values. The evolution of gas void fraction at 

different sections (20-80d) are shown in Figure 2-7(c). It decreases with the increasing distance 

from the nozzle exit as expected, and the single-peak distribution at Section 20d evolves into two 

peaks at further distances (60-80d). 
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Figure 2-7. Time-averaged gas void fraction distributions for Case 0.2-3-3 at various sections: (a) 

Section 80d from the URANS model, (b) Section 80d from the experiment of Zhang and Zhu 

(2013), and (c) Sections 20-80d from the URANS model. 

2.4.2. Flow structure and TKE of bubbly jets in crossflow 

The instantaneous flow structure of bubbly jets for Case 0.2-3-3 at t = 80 s using the URANS 

model is shown in Figure 2-8, with the upper part (in red color) representing the air-phase and the 

lower part (blue color) denoting the water-phase. At the nozzle exit, the two interactive phases (air 

and water) are injected simultaneously with a volume fraction of α0 = 0.5 for each phase. It was 

observed that the two phases are initially mixed together after injecting from the nozzle exit, and 

then the air-phase separates from the water-phase at a certain height, which agree with the 

experiment of Zhang and Zhu (2013). Figure 2-8 shows that the flow structure simulated by 

URANS is able to predict the mean flow structure of the bubbly jet, and the turbulence properties 

were included in the mixture k-ε turbulence model.  
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Figure 2-8. Instantaneous flow structures of air-phase (in red color) and water-phase (in blue color) 

of the bubbly jet of Case 0.2-3-3 at t = 80 s. The iso-surfaces of air- and water-phases were defined 

as  = 0.05% and C = 0.05%, respectively.  

Figure 2-9 shows the vertical distribution of TKE at different sections (Sections x = 4d, 8d, 

12d and 16d) in the center-plane (xy plane) for both the bubbly jet (Case 0.2-3-3) and pure water 

jets (Cases 0.2-0-3 and 0.2-0-6). The two pure water jets were selected for the comparison because 

they have the same initial water jet velocity (Case 0.2-0-6) or the same initial water flow rate (Case 

0.2-0-3) as the bubbly jet. It was observed that the location of maximum TKE becomes higher as 

the jet penetrates farther, and the values of maximum TKE rapidly decrease in the x direction, 

especially near the nozzle (0.012 – 0.005 m2/s2 from 4d to 8d for the bubbly jet). The maximum 

TKE is larger for the bubbly jet than that for Case 0.2-0-3, mainly because the water velocity at 

the nozzle is higher for the bubbly jet (twice the Case 0.2-0-3), consistent with that observed in 

bubbly jet in stagnant water (Wang et al., 2019). However, the maximum TKE of the bubbly jet is 

smaller than that for Case 0.2-0-6, although the water velocity at the nozzle is the same for both 

cases. This is probably due to the lower initial water jet momentum for the bubbly jet (half of Case 
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0.2-0-6) resulted from the lower water jet flow rate, which produces weaker turbulent fluctuations 

in the flow field. 

  

Figure 2-9. Vertical distribution of TKE at different sections (Sections x = 4d, 8d, 12d and 16d) in 

the center-plane (xy plane) for the bubbly jet and pure water jets. 

It is interesting to notice that the TKE distribution evolves from mono-peak to dual-peaks 

(12d – 16d) as x increases for the bubbly jet, where one peak is associated with the water-phase at 

lower location, and the other is related to the air-phase at higher location. At x = 4d – 8d, the mono-

peak TKE was mainly dominated by the velocity fluctuations of the air and water jet mixture, since 

both phases were mixed after injection from the nozzle. However, the air-phase has separated from 

the water-phase of bubbly jet at x = 12d – 16d, and the bubbles appear to increase substantially the 

turbulence intensity by interacting with the ambient water flow, which has been demonstrated in 

the bubbly jet in stagnant water (Wang et al., 2019). Therefore, the dual-peak TKE was observed 

at farther sections, although the maximum value caused by the air-phase of bubbly jet is relatively 
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lower than that by the water-phase. Note that the TKE is relatively smaller (< 7×10-4) in the far-

field regions (x > 16d), where the bubbles effect on water jet mixing is also significant and will be 

illustrated in the following sections. 

2.4.3. Water velocity distribution 

Figure 2-10 shows the time-averaged in-plane water velocity Us at different sections of the air-

phase in the ξ direction for Case 0.2-3-3, and the cross-section was taken from the iso-volume of 

 = 0.05%. Us is the tangential component of 𝑈𝑦𝑧 at the sections, where 𝑈𝑦𝑧 = (𝑈𝑦 ∙ 𝑗 + 𝑈𝑧 ∙ �⃗⃗�), 

and Uz is the main contributor to the transverse water movement. Ux was not included in the figure 

because its absolute value is much larger than Uy or Uz. It was found that water tends to move 

outwards from the center-plane to form a counter-rotating vortex pair (CVP), and the magnitude 

of Us decreases with the increase of distance from the nozzle exit. At Sections 20d and 40d, the 

water velocity is relatively large (with maximum Us of 0.18 m/s and 0.08 m/s, respectively), 

induced by the large initial jet momentum; however, the water velocity varies little at further 

distances as shown in Sections 60d and 80d, mainly because the water jet separates with the air-

phase, and the water in the air-phase region moves under the action of inertia and interaction with 

bubbles. It is interesting to notice that the water velocity is larger at the bottom and lower at the 

top of the sections, probably because the water is lifted faster by the bubbles at the bottom region 

due to the wake of proceeding bubbles, whereas the water is suppressed by the crossflow at the 

top of the sections. 
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Figure 2-10. Time-averaged in-plane water velocity at different sections (Sections 20-80d) within 

the air-phase of Case 0.2-3-3. 

The bubble effects on the water-phase of a bubbly jet can be better exhibited by comparing 

the water velocity distributions of the bubbly jet (Case 0.2-3-3) with pure water jets (Cases 0.2-0-

6 and Case 0.2-0-3), as shown in Figure 2-11 at the vertical Section x = 80d. It was found that the 

maximum velocity occurs at the center-plane for both the bubbly and pure water jets, consistent 

with the previous studies for the pure water jet in crossflow (Yuan, 1997; Ziefle and Kleiser, 2009). 

For the pure water jets, the in-plane velocity is larger for Case 0.2-0-6 than that for Case 0.2-0-3 
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as expected, because the former has larger initial jet velocity that induces larger and more 

pronounced CVP (Zhang and Yang, 2017). More importantly, for the bubbly jet, the velocity 

distribution is both higher and wider than both the pure water jets, with an even more pronounced 

CVP. Comparison of Case 0.2-3-3 with Case 0.2-0-6 suggests the importance of the lifting and 

spreading effects of bubbles on the water-phase of a bubbly jet that make the water-phase higher 

and wider and make the CVP more pronounced and lifted. Comparison of Case 0.2-3-3 with Case 

0.2-0-3 suggests the importance of both bubble effects and the effect of the initial water jet velocity. 

 
Figure 2-11. Time-averaged in-plane water velocities at the vertical section of x = 80d within the 

water-phase of the bubbly jet and pure water jets. 

2.4.4. Scalar concentration distribution 

The injected water of bubbly jets was examined for mixing by introducing a passive scalar with 

concentration of C0 = 1.0 at the nozzle exit, where the passive scalar was only implemented into 

the water phase. Figure 2-12 shows the distribution of normalized concentration C/C0 at different 

horizontal sections (xz planes) for the water-phase of Case 0.2-3-3. It was observed that the 
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concentration decreases with the increasing distance from the nozzle, and the spreading area 

increases correspondingly, both as expected. It is worth mentioning that a “C” shape is formed at 

Section 15d, and the peak value (C/C0 = 0.09) occurs in the upstream region. The shape evolves 

into a kidney shape at Section 30d, where the peak value region (C/C0 = 0.08) locates in the two 

sides of center-plane, and the kidney shape has been elongated at Section 45d due mainly to the 

transport and mixing of the injected water. 
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Figure 2-12. Distribution of time-averaged scalar concentration at different horizontal sections 

(Sections y = 15d, 30d and 45d) for the water-phase of Case 0.2-3-3. 

 



42 

 

To better illustrate the mixing evolution of water-phase of bubbly jets, as well as to reveal the 

impact of bubbles on the mixing, the dimensionless center-plane (xy plane or z = 0 plane) 

concentration at different vertical sections was plotted in Figure 2-13. It was observed that the 

concentration increases to its maximum value and then decreases in the vertical (y) direction, and 

the maximum concentration decreases as expected with the increasing distance from the nozzle in 

the x direction. For the pure water jets, compared to Case 0.2-0-3, Case 0.2-0-6 has higher and 

wider concentration distribution in the y direction, and smaller maximum concentration. This can 

be attributed to the relatively large initial water jet momentum for Case 0.2-0-6 (4 times Case 0.2-

0-3), which has been demonstrated to contribute to the spreading and dilution of the water jet in 

crossflow (Lee and Chu, 2003). 

For the bubbly jet of Case 0.2-3-3, the maximum concentration for Case 0.2-3-3 is smaller 

than that for Case 0.2-0-3, and similar to Case 0.2-0-6. Compared to Case 0.2-0-6, the bubbly jet 

has larger spreading region, especially at further distances downstream at Sections 64d and 96d, 

as shown in Figure 2-13. It is interesting to notice that the vertical location of the maximum 

concentration for the bubbly jet is higher than that for Case 0.2-0-3, but lower than that for Case 

0.2-0-6 at Sections 16d and 32d, and it becomes increasingly higher at further distances 

downstream. This is mainly because that the initial jet momentum for the bubbly jet is twice the 

Case 0.2-0-3 and half of Case 0.2-0-6, which results in a middle location of the maximum 

concentration (Lee and Chu, 2003). In addition, at Section 16d where the bubbles have not 

separated with the water jet, the lift effect of bubbles on the water-phase is weak since the water 

jet momentum is dominant in this region (Zhang and Zhu, 2013). The water jet is lifted by the 

bubbles at further distances from the nozzle (Sections 64d and 96d), due mainly to the gas 

buoyancy effect.   
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Figure 2-13. Time-averaged center-plane concentration at different sections (Sections x = 16d, 

32d, 64d and 96d) for the water-phase of the bubbly jet and pure water jets. 

The time-averaged center-plane maximum concentration, Cmax, in the x direction is compared 

with the study of Lee and Chu (2003) in Figure 2-14. In the momentum-dominated near- and far-

fields, Lee and Chu (Lee and Chu, 2003) proposed: 
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 represents the jet centerline dilution, and yc is calculated from Eqs. (2-24a) and 

(2-24b), respectively. 

As shown in Figure 2-14, the maximum concentration decreases sharply to a lower value in a 

short distance from the nozzle (e.g., Cmax/C0 decreased to approximately 0.05 at x/d = 20 for the 
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decreasing trends between the present study and the study of pure water jets by Lee and Chu (2003), 

possibly due to the different domain sizes between the present study and Lee and Chu (2003), as 

well as the different numerical model setup. However, the center-plane concentrations of Case 0.2-

0-3 are larger than that of Case 0.2-0-6 according to both the present and Lee and Chu’s studies, 

which is also consistent with Figure 2-13. The Cmax/C0 line of Case 0.2-3-3 overlaps that of Case 

0.2-0-6 until x/d = 40, after which the bubbly jet profile locates between the two pure water jets. 

This is probably because the bubbles have already separated from the water phase of the bubbly 

jet at x/d = 40 as presented in Zhang and Zhu (2014), and thus the water-phase acts as a pure water 

jet afterwards. As described in Eqs. (2-24) and (2-26), a higher initial jet momentum contributes 

to a higher dilution, and therefore, the maximum concentration profile of the bubbly jet locates 

between the two pure water jets because its initial jet momentum is between those of the two pure 

water jets as stated above. 

 

Figure 2-14. Time-averaged maximum concentration at the center-plane (xy plane or z = 0 plane). 
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2.4.5. Vorticity distribution 

The CVP is the typical, dominant vortex feature for jets in crossflow, which is resulted from the 

stretching and reorientation of the flow vorticity that originates from the near-field (Yuan et al., 

1999). Figure 2-15 shows the positive and negative streamwise vorticities 𝜔x (calculated by 
𝜕𝑈𝑧

𝜕𝑦
−

𝜕𝑈𝑦

𝜕𝑧
) at different sections for the water-phase of the bubbly and pure water jets. Overall, the 

vorticity magnitude decreases with the increasing distance from the nozzle, which can be attributed 

to the decreasing in-plane velocity Uyz. For the pure water jets, it was observed that the positive 

and negative 𝜔x  distribute at the two sides of the center-plane respectively, with maximum 

absolute value locating near the centers of CVP, which has been demonstrated by various 

researches (Yuan et al., 1999; Ziefle and Kleiser, 2009; Du et al., 2019). The maximum vorticity 

magnitude is larger for Case 0.2-0-6 than that for Case 0.2-0-3 as expected (e.g., 11 for Case 0.2-

0-6 and 7 for Case 0.2-0-3 at Section 16d). The location of the maximum vorticity magnitude is 

higher for Case 0.2-0-6, corresponding with the velocity distribution shown in Figure 2-11. 

It was observed that the maximum vorticity magnitude is higher for Case 0.2-3-3 than that for 

Case 0.2-0-3, but slightly lower than that for Case 0.2-0-6, and the spreading area is much larger 

for the bubbly jet. Compared to the pure water jets, the evolution of vorticity is much faster for the 

bubbly jet, especially in the vertical y direction. It is interesting to note that 𝜔x of the bubbly jet is 

stretched at the top of the two axisymmetric regions, and the vorticity contour evolves from two 

vertical “kidney-shapes” at Section 16d to two axisymmetric “thumb-up-shapes” at Section 96d. 

The two long vortex regions formed in the vertical direction indicate that the water is lifted in the 

two regions to extend the CVP shown in Figure 2-11.  
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Figure 2-15. Positive and negative streamwise vorticity at different vertical sections (Sections x = 

16d, 48d and 96d) for the water-phase of the bubbly jet and pure water jets. 
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To further illustrate the lift phenomenon by bubbles, Figure 2-16(a) and (b) show the iso-

surfaces of 𝜔x = -2 (blue color) and 2 (red color) s-1 for both the pure water jet (Case 0.2-0-6) and 

bubbly jet (Case 0.2-3-3), respectively. For the pure water jet, the vorticity shapes are 

approximately axisymmetric to form the CVP (Figure 2-16a), similar with that observed in the 

experiment by Coletti et al. (2013). In addition to the CVP induced by the water injection, two 

pronounced vortex structures are stretched out at x = 0.2 m (where the bubble plume starts to 

separate from the water jet as shown in Figure 2-8) in the bubbly jet (Figure 2-16b), which are 

located at higher positions of both sides of the water-jet-induced CVP. This interesting 

phenomenon can be related to the lift effect of air bubbles, which enhances water rotation and thus 

mixing outside of the water-jet-induced CVP.  

The bubble effect on water movement can be more clearly demonstrated in Figure 2-16(c) 

and (d), in which the 𝜔x contours and water velocity vectors (white color) in the half-plane of 

Section x = 96d are displayed, accompanying with the streamlines originated from a vertical line 

(z = 0.05 m) at the crossflow inlet. For the pure water jet (Figure 2-16c), the streamlines under the 

nozzle and at y > 0.3 m act as free-stream lines, while the streamlines originated from about y = 0 

- 0.2 m tend to twist in the clockwise direction, resulting in the formation of CVP caused by the 

water injection. On the other hand, for the bubbly jet, the behavior of streamlines originated from 

y < 0.2 m is similar with that for the pure water jet. However, the twist of streamlines at higher 

positions is also observed in the bubbly jet (Figure 2-16d), although the twist is weaker compared 

to the water-jet-induced CVP region. This twist of streamlines can be attributed to the upward and 

outward water movement (indicated by the velocity vectors) induced by the air bubbles, which 

tend to spread in both y and z directions. Eventually, the water reaches the top surface and moves 

outwards to tilt the vorticity distribution, resulting in a “thumb-up-shape” at Section 96d. 
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Figure 2-16. Iso-surfaces of 𝜔x = -2 (blue color) and 2 (red color) s-1 for the (a) pure water jet 

(Case 0.2-0-6) and (b) bubbly jet (Case 0.2-3-3); 𝜔x contour and water velocity vectors (white 

color) at Section x = 96d, and streamlines originated from a vertical line (z = 0.05 m) at the 

crossflow inlet for the (c) pure water jet and (d) bubbly jet. 
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2.4.6. Effects of crossflow  

The ratio of jet exit velocity to crossflow velocity r plays a significant role in single-phase jet in 

crossflow, and the larger value enhances the CVP strength, jet penetration, as well as jet 

entrainment and mixing (Plesniak and Cusano, 2005). In the present work, three crossflow 

velocities (0.2, 0.5 and 1.0 m/s, corresponding r equal to 17.5, 7.0, and 3.5 respectively) were 

selected to investigate the hydrodynamics of a bubbly jet. As shown at Section 64d in Figure 2-17, 

the locations of the maximum concentration, maximum velocity magnitude, maximum vorticity 

magnitude and water jet centerline all tend to be lower with the increasing crossflow velocity. It 

was found that the maximum concentration is similar for the three cases in Figure 2-17(a). The 

concentration configuration in Case 0.2-3-3 shows a kidney shape, whereas it tends to shrink to a 

circular shape as the crossflow velocity increases. Furthermore, the concentration distribution 

changes from two peaks to one peak as the crossflow velocity increases, revealing that the 

crossflow velocity plays a negative role in water jet mixing and spreading.  

The velocity and vorticity distributions at Section x = 64d for different crossflow velocities 

are shown in Figure 2-17(b) and (c), respectively. Both of them show the sharp decreases in the 

vertical and transverse distributions, illustrating that the bubbles effect on the lifting and spreading 

of water jet becomes weaker for a larger crossflow velocity. In addition, the maximum velocity 

magnitude decreases with the increasing crossflow velocity, but the maximum vorticity magnitude 

varies little, indicating that the rotation of water jet tends to concentrate on a small region for a 

large crossflow velocity. 

Figure 2-17(d) shows the water jet centerline trajectories in different crossflow velocities, and 

the visual centerline for Case 0.2-3-3 by the present work agrees well with that by Zhang and Zhu 

(2014). As the crossflow velocity increases, the jet centerline becomes lower, and the deviations 
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between visual and concentration centerlines reduce to a negligible value, mainly because larger 

crossflow restricts the spreading of the jet as shown in Figure 2-17(a), causing the small difference 

between the two centerlines.  
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Figure 2-17. Impacts of crossflow velocity to time-averaged properties of bubbly jets: (a) scalar 

concentrations, (b) in-plane water velocities and (c) vorticities at Section x = 64d, as well as (d) 

water jet centerline trajectories. 
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2.5. Summary and conclusions 

Bubbly jets in crossflow are commonly encountered in many applications, but the numerical 

simulation on this topic is rare. In this study, a 3-dimensional mathematical model was developed, 

calibrated and validated to investigate the hydrodynamics that cannot be measured (or measured 

easily) for both two-phases of air-water bubbly jets in crossflow. By using the open source code 

OpenFOAM, the Euler-Euler two-fluid model was coupled with the URANS approach. Four 

different mesh sizes were compared to explore the relationship between grid cell size (Δ) and 

bubble diameter (db), and the mesh size with Δ/db = 3.3 provides best agreement with experimental 

results.  

The results showed that the modeled gas void fraction, bubble velocity and water jet centerline 

trajectories agree well with the experimental data, suggesting its robustness in predicting the mean 

flow properties of both phases of bubbly jets in crossflow. The main conclusions from this paper 

are as follows: 

(1) The TKE is mainly concentrated in the near-field region (x < 16d). The location of 

maximum TKE becomes higher as the jet penetrates farther, and the values of maximum 

TKE rapidly decrease in the x direction, especially near the nozzle. The TKE distribution 

evolves from mono-peak to dual-peaks as x increases for the bubbly jet due to the 

interactions between bubbles and ambient water flow. 

(2) The in-plane water velocity at the air-phase cross-sections is large near the nozzle, induced 

by the initial jet momentum, and it decreases sharply from Section 20d to 60d but varies 

little at larger distances from Section 60d to 80d. Additionally, the water velocity is larger 

at the bottom and lower at the top of the sections.  
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(3) The water velocity distribution at the water-phase cross-sections of bubbly jet is higher 

and wider than the pure water jets with the same initial jet exit velocity and water flow 

rate, and the maximum water velocity occurs at the center-plane for both bubbly and pure 

water jets. A pronounced CVP can be well modeled for both the bubbly and pure-water 

jets.  

(4) Generally, the center-plane maximum concentration decreases in the crossflow (x) 

direction. Compared to pure water jets, the water-phase of bubbly jets is wider in the 

vertical direction and thus dilution is larger due to the lift of bubbles.  

(5) The vorticity contour at the water-phase cross-sections shows a pronounced difference 

between the bubbly and pure water jets. For bubbly jets, the vorticity is stretched at the 

top of the two axisymmetric regions, and the vorticity contour evolves from two vertical 

“kidney-shapes” to two axisymmetric “thumb-up-shapes”.  

(6) As the crossflow velocity increases, the locations of maximum concentration, maximum 

velocity magnitude, maximum vorticity magnitude, as well as water jet centerline, all tend 

to be lower for bubbly jets. With the increase of crossflow velocity, the deviation between 

the visual and concentration water jet centerlines reduces, and it becomes negligible when 

the crossflow velocity is large (r = 3.5). In addition, the maximum water velocity 

magnitude at the water-phase cross-sections of bubbly jets decreases with the increasing 

crossflow velocity, but the maximum vorticity magnitude varies little. 

  



54 

 

3. Experiment on bubble characteristics of turbulent bubbly jets in 

pipe crossflow* 

3.1. Introduction 

Bubbly jets can be generated by injecting air-water mixtures from submerged nozzles, and bubble 

behaviors in two-phase jets have attracted considerable interests in many engineering applications 

including artificial aeration in oceans, lakes and rivers (Asaeda and Imberger, 1989; Schladow, 

1993; McGinnis et al., 2004; Wang et al., 2019), exploitation of offshore natural gas (Zheng et al., 

2003), subsea blowouts (Milgram, 1983; Swan and Moros, 1993; Yapa et al., 2010), bubble 

breakwaters (Sun and Faeth, 1986), chemical and nuclear industrial applications (Seol et al., 2007; 

Zhang et al., 2020), among others. In oceans, lakes and rivers, the existence of bubbles can increase 

dissolved oxygen concentration by oxygen mass transfer through the air-water interface, and 

enhance water mixing by entraining ambient water into the bubbly jet. Compared to bubble plumes 

induced by pure gas injection, the additional water injection at the source (nozzle) promotes the 

formation of smaller bubbles that have longer residence times, both enhancing interfacial mass 

transfer (Lima Neto et al., 2008a, b; Zhang and Zhu, 2013).  

Crossflowing ambient water is commonly present in oceans, lakes and rivers, which increases 

the complexity of bubble behaviors in bubbly jets or bubble plumes (Karagozian, 2014; Behera 

and Saha, 2020; Dong et al., 2021). It has been reported that smaller bubbles can be generated by 

the crossflowing water (Loubière et al., 2004), and the bubble coalescence tends to be reduced by 

 
* The content of this chapter has been published as: Zhang, H., Yin, Z., Chen, M., Zhang, W., 2023. Experiment on 

bubble characteristics of turbulent bubbly jets in pipe crossflow. Ocean Eng. 271, 113782. 
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the crossflow, thereby affecting the bubble size distribution (Oguz and Prosperetti, 1993; Tan et 

al., 2000; Jobehdar et al., 2016). Socolofsky and Adams (2002) conducted physical experiments 

with various dispersed phases (air, oil, and alcohol) in crossflows, and found that air bubble plumes 

showed a stronger separation from the entrained ambient water than oil-alcohol plumes as a result 

of higher slip velocities of bubbles. Zhang and Zhu (2013) investigated the behaviors of air-water 

bubbly jets in crossflowing water, and the bubble characteristics such as gas void fraction, bubble 

size distribution and bubble slip velocity were measured using an optical fiber probe. Zhang and 

Zhu (2014) further investigated the trajectories of bubbly jets in crossflow. The results revealed 

that bubbles tend to separate from the water jet at a certain distance from the nozzle, and the 

separation height and centerline trajectories of both the air and water phases were modeled.  

A few studies also examined pure gas jets in crossflow (Socolofsky and Adams, 2002; Wang 

and Socolofsky, 2015; Xu et al., 2018). When a gas jet is injected into crossflowing water, the 

ambient flow structures and static pressure become unsteady and complicated via the release of a 

gas jet in the form of bubbles, and bubble behaviors are mainly dependent on the crossflow velocity 

(Dong et al., 2020). For instance, with the increase of crossflow velocity, bubble breakup occurs 

and bubble rise velocity will be suppressed; and bubble rise velocity in strong crossflow resembles 

the terminal velocity of a single bubble in stagnant flow (Wang and Socolofsky, 2015; Xu et al., 

2018). Moreover, with the increase of crossflow velocity, the gas-phase trajectories become more 

curved and fluctuations occur at the gas-liquid interface (Dong et al., 2020). Recently, Dong et al. 

(2021) experimentally and numerically studied the flow structures of gas jets into crossflow, and 

a modified integral model was proposed to predict the gas jet evolution, including jet trajectory, 

inclination angle and penetration length. 
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Note that all the above-mentioned studies of bubbly jets, air jets or bubble plumes in crossflow 

were conducted in free-surface crossflow. Relevant studies in crossflow with the top solid 

boundary effects (e.g., in a pipe/conduit or under ice-cover) are much scarce; yet understanding 

such effects is important in many applications such as in ocean/river ice prevention (Hussain and 

Narang, 1984; Cui et al., 2018; Kan et al., 2020; Wang et al., 2020), oil/gas transport in pipelines 

(Chen et al., 2020; Chen et al., 2022b; Wang et al., 2022), and artificial aeration in ice-covered 

rivers (Lima Neto et al., 2007). Balzán et al. (2017) studied a gas jet into liquid crossflows in a 

square conduit, identified three bubble formation regimes near the nozzle (single bubbling, pulse 

bubbling, and jetting), and determined the effects of dimensionless parameters (e.g., Froude and 

Reynolds numbers of the gas phase) on the bubble formation. Kang et al. (2019) investigated the 

bubble characteristics in a closed loop, where the air was injected vertically into flowing water. 

The trajectory patterns and bubble velocity were investigated under different crossflow velocities, 

and the relationships between bubble aspect ratio and the Eötvös and Weber numbers were 

established. Dhar et al. (2021) measured the void fraction, bubble size and velocity of bubble 

plumes using a fiber optical probe in a pipe. The results indicated that the bubble size increases as 

the air flow rate increases and the larger bubbles tend to rise to the top side of bubble plumes, both 

agree with the conclusion of Zhang and Zhu (2014) in free-surface crossflow. Note that these 

above studies in pipe/conduit crossflow were based on pure gas injection, and thus knowledge 

gaps still exist on bubbly jets in pipe/conduit crossflow, especially after bubbles reach the top wall 

boundary. 

Regarding measurement techniques of bubbles, various intrusive and non-intrusive methods 

have been reported. Typical intrusive methods are via needle-type optical fiber probes (Dhar et al., 

2021; Behzadipour et al., 2022), conductivity/resistivity probes (Chanson, 2002; Shi et al., 2018; 
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Dong et al., 2019a), and wire-mesh sensors (Da Silva et al., 2010; Wiedemann et al., 2019). The 

non-intrusive methods include image processing techniques (Mohagheghian et al., 2020; 

Cerqueira and Paladino, 2021), Laser Doppler Anemometry (Kulkarni et al., 2001; Gvozdić et al., 

2019; Timkin and Gorelik, 2020), particle image velocimetry (Rezvani and Socolofsky, 2012) and 

particle tracking velocimetry (Seol et al., 2007). Both intrusive and non-intrusive methods have its 

own pros and cons. The intrusive methods require direct contact between probes and bubbles, 

which may disturb the surrounding flow field (Cerqueira and Paladino, 2021) or underestimate 

bubble size (Xu et al., 2018). This limitation can be avoided by using the non-intrusive methods, 

despite its high requirement of optical access to the flow (De Oliveira et al., 2015). 

To the authors’ knowledge, this study is probably the first investigation on bubble 

characteristics of air-water bubbly jets in pipe crossflow. Based on the non-intrusive image-

processing method, the bubble characteristics were investigated under different scenarios, and 

relationships between gas-phase trajectory and flow properties were established. The boundary 

effects of pipe wall on bubble properties were particularly explored, such as the distributions of 

gas void fraction, bubble diameter and gas-phase half-width after bubbles reach the top pipe wall. 

Moreover, bubble mean velocity components in different directions, as well as bubble turbulence 

characteristics, were studied for the first time in bubbly jets.  

3.2. Experimental setup and methodology 

3.2.1. Experimental apparatus and procedures 

The experiments were conducted in a horizontal pipe with a diameter dp = 0.25 m and a length lp 

= 7.50 m at the University of Alberta (Figure 3-1). At one end of the pipe, tap water at 20 ℃ was 

supplied by an underground reservoir through a pump, and a flow straighter was mounted at the 
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inlet of the pipe. At the other end of the pipe, a basin was built to guide the flow into the 

underground reservoir. To ensure full pipe flow condition and control the flow rate in the pipe, a 

slide gate was mounted at the outlet of the pipe. The flow was measured via a magnetic flow meter. 

As shown in Figure 3-1(a), a circular nozzle of 6 mm was set vertically at 2 cm above the 

pipe bottom. The air and water were pre-mixed in a Venturi injector (Model 384, Mazzei Injector 

Corp.) before exiting from the nozzle, as shown in Figure 3-1(b). The air was supplied at a constant 

pressure of 1 atm from a gas line in the laboratory, and the air and water flow rates were controlled 

with rotameters. To remove visual distortion of bubbly jets caused by curvature effect of pipe wall, 

a rectangular transparent box with 3.5 m × 0.5 m × 0.5 m (L × W × H) was built around the pipe 

and the space between the box and the pipe was filled with water. Similar technique has been 

adopted by previous studies (Razzaque et al., 2003; do Amaral et al., 2013; Deendarlianto et al., 

2019).  

As shown in Figure 3-1(b), the origin of the coordinate system was defined at the nozzle exit. 

x, y, and z represent the longitudinal, transverse, and vertical directions, respectively. ξ indicates 

the mean trajectory of gas-phase centerline, and η is in the direction perpendicular to ξ and points 

upwards. The touching distance X0 is defined as the horizontal distance from nozzle exit to the 

location where the centerline of bubble plume touches the top pipe wall. 
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Figure 3-1. Schematics of the experimental setup: (a) side view and top view of the setup; (b) detail 

near the nozzle and the definition of the coordinate system. 

 A high-speed camera (Phantom V211, Vision Research Inc.) was used to visualize the 

bubbles of the bubbly jets. To cover the entire range before and after bubbles reach the top pipe 

wall, the horizontal measurement range is x = 40 - 465 mm for the side view, and x = 530 - 880 

mm for the top view. Images were taken at 200 frame per second with a resolution of 1280 × 800 

pixels, and the exposure time was set as 20 μs. A total of 5,477 images were captured for each 

experimental scenario. The background light source was provided by 2 × 1000 watts halogen lamps 

and diffused in a softbox.  

3.2.2. Experimental scenarios 

In this study, a total of 8 experimental scenarios (Table 3-1) were conducted to investigate the 

bubbly jet behaviors in pipe crossflow. The ambient pipe flow rate Q was set as 20, 30 and 40 L/s 

(corresponding to ambient flow velocity U = 0.4, 0.6 and 0.8 m/s, respectively); the air flow rate 

Qa was 1, 3 and 5 L/min; and the injected water flow rate Qw was 0, 1.5, 2.3 and 3 L/min. It should 

be noted that the bubble plume scenario (Qw = 0) is a special scenario of bubbly jets. The 
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experimental I.D. of each scenario was named after the sequence of U, Qa and Qw of the scenario 

as shown in Table 3-1. The initial gas void fraction at the nozzle exit α0 was calculated by: α0 = 

Qa/(Qa+Qw). All the 8 scenarios were investigated from the side view, and 4 of them (Expt. A-3-

0, B-1-1.5, B-3-2.3, C-3-3) were also investigated from the top view.  

Table 3-1. Summary of experimental scenarios of bubbly jets in this study. The first character in 

Experimental I.D. stands for the pipe flow velocity, i.e., A, B, and C = 0.4, 0.6, and 0.8 m/s, 

respectively; the numbers are the injected air and water flow rates at the nozzle, respectively. 

Expt. I.D. U (m/s) 
Qa 

(L/min) 

Qw 

(L/min) 
α0 Re Rea Rew We 

A-3-0 0.4 3 0 1.00 101,676 717 0 569 

B-3-0 0.6 3 0 1.00 152,514 717 0 1,279 

A-3-1.5 0.4 3 1.5 0.67 101,676 1,075 15,887 569 

B-1-1.5 0.6 1 1.5 0.40 152,514 597 8,826 1,279 

B-3-2.3 0.6 3 2.3 0.57 152,514 1,267 18,711 1,279 

B-5-3 0.6 5 3 0.63 152,514 1,912 28,243 1,279 

C-3-3 0.8 3 3 0.50 203,352 1,434 21,182 2,274 

C-5-2.3 0.8 5 2.3 0.68 203,352 1,744 25,770 2,274 

 

In the side view, a total of 5 cross-sections along the gas-phase centerline ξ were measured 

for each scenario, namely ξ = 20d, 35d, 50d, 65d, and 80d where d is the nozzle diameter, and 9 

points in the η direction were measured at each section. Note that the bubbles have already reached 

the top wall of the pipe at 80d for Expt. A-3-0 and A-3-1.5, and therefore this section was not 
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measured in these two scenarios. Similarly in the top view, 5 sections along the gas-phase 

centerline were selected for each scenario, x = 95d, 105d, 115d, 125d, and 135d. These sections 

were selected to examine bubbles characteristics after they have reached the top wall. At each 

section, 9 points along the y direction were selected for analysis.  

3.2.3. Image processing  

The raw images captured by the camera were processed in the widely-used software “ImageJ” 

(Rasband et al., 1997), and Figure 3-2 shows an example of processing the bubbles from the top 

view of Expt. B-3-2.3. The background of the raw image (Figure 3-2a) was firstly removed by 

subtracting the image without bubbles (Figure 3-2b). As a result, some regions might be dark (e.g., 

the left part of Figure 3-2b), and the bubbles cannot be well-captured. Therefore, the 12-bit image 

was converted to a binary image by applying a grayscale threshold, and the bubbles that were still 

not well-captured were manually outlined in the image. Afterwards, these bubble outlines were 

mapped into the threshold images as shown in Figure 3-2(c). The obtained binary image was 

processed by a series of automatic operations including close, dilate, erode, fill holes and 

watershed, as well as manual operations (e.g., separate single bubbles that were merged after 

automatic operations), to make the detection of bubbles more precise (Figure 3-2d). In this study, 

bubbles smaller than 1 mm2 were neglected to avoid measurement errors. Figure 3-2(e) shows the 

detected bubbles, and Figure 3-2(f) depicts the bubble outlines mapped into the raw image. At 

least 200 images with an interval of 0.13 s (within a total duration of 26 s) were processed for each 

scenario. 
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Figure 3-2. An example of image processing for bubbles in the top view of Expt. B-3-2.3.

(a) Raw image 

(f) Bubbles outline (e) Bubbles detected 

(d) Fill holes and watershed (c) Threshold 

(b) Background removal 
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The method of calculating bubble properties is as follows. The gas void fraction α, defined as 

the ratio of gas volume to the total volume, was determined by calculating the mean gas area 

fraction at each measuring point surrounded by a small area of 1 mm2. Bubble diameter was 

obtained from calculating the area of bubbles passing through each measuring point, assuming 

circular shape for the bubbles: 𝑑b = √
4𝐴

𝜋
, where A is the bubble area. Bubble velocity was 

calculated as 𝑈b =
𝑃𝑡+Δ𝑡−𝑃𝑡

Δ𝑡
, where Pt denotes the current position of the front of each bubble, Pt+Δt 

denotes the position of bubble at the next time step, and Δt (0.005 s) is the time interval. The mean 

bubble diameter and velocity were obtained by averaging all the bubbles passing through each 

measurement point during the measuring period. Similar methods have been used in Zhang and 

Zhu (2013), in which the results measured from both image processing and an optical fiber probe 

were compared and proved to have acceptable differences (of 2.2%, 7.0% and 9.2% for α, 𝑑b and 

𝑈b, respectively). Note that these differences do not provide an accurate error estimate. However, 

comparing the results with an intrusive probe is one of the common approaches for validating 

image processing techniques (Zhang and Chanson, 2018; Shi et al., 2023). For instance, 

differences between the two techniques have been reported as ranging from 6% to 14% for α 

(Kiambi et al., 2003), 10% for 𝑑b (Lima Neto et al., 2008c), and 15% for 𝑈b (Leandro et al., 2014). 

In this study, the bubble properties computed using image processing are considered acceptably 

accurate due to the relatively low difference compared to the probe results. To better show the 

movements of bubbles, Ub was decomposed into two velocity components: Ubx and Uby for the top 

view; and Ubx and Ubz for the side view. 



64 

 

3.3. Results and analysis 

In this Section, most of the results for the side view are included in the Appendix A, since they are 

similar with those of bubbly jets in free-surface crossflow (Zhang and Zhu, 2013). In the main text, 

we focus more on the bubble characteristics that has not been reported from the side view (i.e., 

bubble velocity components and turbulence characteristics), as well as top boundary effect on the 

bubble behavior (i.e., from the top view). 

3.3.1. Photographic observations 

Figure 3-3 shows the typical snapshots of the recorded videos (a total duration of at least 26 s) of 

four scenarios from both the top and side views, with the section positions marked for each 

scenario. It was observed that most of the bubble shapes are close to round for the top view (Figure 

3-3a), except for the bubble plume (Expt. A-3-0), where bubbles coalesce to form large and 

elongated (slug-like) bubbles. The formation of the slug-like bubbles can be attributed to the 

absence of initial momentum (no injection of water) that generates large bubbles at the nozzle, the 

low pipe flow velocity U (0.4 m/s) that makes the large bubbles quickly rise to the top pipe wall, 

and the pipe wall that retards bubbles and causes the coalescence of bubbles near the wall. For the 

bubbly jets, the bubble sizes are much smaller and rounded, especially for the higher Qw and U. 

This is mainly caused by the turbulence fluctuation (the water jet Reynolds number at the nozzle 

Rew varies from 8,826 to 25,770) and shear stress inside the Venturi injector (Risso, 2000; Li et 

al., 2016; Huang et al., 2020). Furthermore, a higher U in the pipe also increases the turbulence 

fluctuations (Peixinho et al., 2005), as well as the vertical velocity gradient, which leads to a higher 

shear stress at the nozzle exit (Papaioannou and Stefanadis, 2005; Kwon and Seo, 2005; Große 

and Schröder, 2008). For the side view, the bubble shapes are mainly irregular ellipsoids (Figure 
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3-3b). In addition, compared to pure bubble plume, large quantities of smaller bubbles occur for 

bubbly jets, and they spread more widely in the η direction. 
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Figure 3-3. Examples of bubbly jets in pipe crossflow: (a) top view and (b) side view. Ambient 

pipe flow direction: from right to left. 

(a) (b)  

Expt. A-3-0 

Expt. C-3-3 

Expt. B-1-1.5 

Expt. B-3-2.3 

ξ 

ξ 

ξ 

ξ 
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3.3.2. Gas-phase trajectory 

The trajectories before bubbles reach the top wall are shown in Figure 3-A1 (Appendix A), where 

each instantaneous trajectory of the bubble plume (grey line) is fitted by a polynomial curve with 

a 4th order. The red line is the mean gas-phase centerline trajectory ξ obtained by averaging these 

instantaneous trajectories, and the blue dashed line represents the virtual centerline from the nozzle 

to the test section by assuming a straight line (Zhang and Zhu 2013). It is worth mentioning that 

the trajectories are fitted without considering the bubbles near the top wall, because the trajectories 

afterwards are simply straight lines (in the streamwise x direction).  

To explore the effects of ambient pipe flow velocity, air and water flow rates on the gas-phase 

trajectory, the relationships between dimensionless touching distance X0/d and U, Qa and Qw need 

to be established. For a bubbly jet with small Qw (0 or 1 L/min), Zhang and Zhu (2014) has 

proposed an equation for predicting the gas-phase inclination angle θ as follows: 

 𝜃 = 𝑡𝑎𝑛−1(�⃗⃗⃗�/𝑈𝑠
⃗⃗⃗⃗⃗)                                                               (3-1) 

where Us is the bubble slip velocity, which is related to the bubble diameter db: 

𝑈𝑠
⃗⃗⃗⃗⃗ = √2.14𝜎/(𝜌𝑑𝑏) + 0.505𝑔𝑑𝑏                                                 (3-2) 

where ρ is the water density and σ denotes the surface tension of air-water interface. 

For a pure gas jet in free-surface crossflow, Xu et al. (2018) has also derived an equation for 

predicting θ: 

𝜃 = 0.03
𝑅𝑒0.63𝑊𝑒0.15

𝑅𝑒𝑎
0.14                                                               (3-3) 
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where 𝑅𝑒 =
𝜌𝑤𝑈𝑑𝑝

𝜇𝑤
 denotes the Reynolds number of the ambient crossflow, 𝑊𝑒 =

𝜌𝑤𝑈2𝑑𝑝

𝜎
 is the 

Weber number of the ambient crossflow, and 𝑅𝑒𝑎 =
𝜌𝑎𝑢𝑎𝑑

𝜇𝑎
 is the Reynolds number of the air jet at 

the nozzle.  

Zhang and Zhu (2014) figured out that the separation height between the air and water phases 

increases with an increase in water jet momentum, thereby affecting the trajectory of bubbly jets. 

Based on Eq. (3-3), for bubbly jets, the Reynolds number of water jet at the nozzle 𝑅𝑒𝑤 =
𝜌𝑤𝑢𝑤𝑑

𝜇𝑤
 

should be added to further predict the gas-phase centerline trajectory. Therefore, the following 

relationship can be constructed for predicting X0/d: 

𝑋0 𝑑⁄ = 𝑓(𝑅𝑒, 𝑊𝑒, 𝑅𝑒𝑎, 𝑅𝑒𝑤) = K𝑅𝑒A𝑊𝑒B𝑅𝑒𝑎
C𝑅𝑒𝑤

D                        (3-4) 

where K, A, B, C and D are constants to be determined. After fitting Eq. (3-4) to the current 

experimental data with the power law curves by using the method of non-linear least square 

regression, the expression can be written as: 

𝑋0 𝑑⁄ = 1.8
𝑅𝑒0.73𝑊𝑒0.16

𝑅𝑒𝑎
0.12(𝑅𝑒𝑤

0.15+143)
                                                    (3-5) 

The effects of dimensionless parameters on predicted X0/d using Eq. (3 5) are illustrated by 

plotting the family of curves (Figure 3-A2). Figure 3-4 shows the relationships between predicted 

X0/d by Eq. (3-5) and measured X0/d, as well as the predicted X0/d from Eqs. (3-1) and (3-3). It 

was demonstrated that Eq. (3-5) is able to predict the touching distance in a promising manner, 

and the maximum deviations between predicted and measured X0/d are ±8% in this study. The 

explanations can be divided into two groups: the Re and We are primarily associated with the pipe 

flow velocity U, and the inclination of gas-phase tends to be enhanced by the higher U; meanwhile, 

increases in Rea and Rew produce higher jet momentum, resulting in higher separation heights 
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between air and water phases and smaller inclination angles (Lee and Chu, 2003; Zhang and Zhu, 

2014), thereby leading to the shorter touching distances. Additionally, the deviations between 

predicted X0/d by Eq. (3-1) for small Qw in free-surface crossflow and measured values for pipe 

flow are less than -15%, revealing that the boundary effect on gas-phase trajectory is relatively 

low for small Qw. However, larger deviations (50%) are found between the measured and predicted 

X0/d by Eq. (3-3), probably due to the absence of water jet properties in Eq. (3-3) as Xu et al. (2018) 

only examined pure air injection/jets (not bubbly jets).  

 

Figure 3-4. Comparison between predicted and measured dimensionless touching distance X0/d 

3.3.3. Distributions of gas void fraction 

Figure 3-5(a) shows the distributions of α at different sections from the top view. The peak values 

typically occur at the centerline (y = 0) of gas-phase trajectories, and most of the distributions 

resemble the Gaussian curves, except for Expt. A-3-0 at x = 135d that shows a top-hat distribution. 

This is because for the pure bubble plume with a lower U, bubbles move slowly after they reach 

40 60 80 100 120 140

40

60

80

100

120

140

 Eq. (3-1) by Zhang and Zhu (2014)

 Eq. (3-3) by Xu et al. (2018)

 Eq. (3-5) by This study

P
re

d
ic

te
d

 X
0
/d

Measured X0/d

+20%

-20%



70 

 

the top wall, and a slug-like shape is formed at further distances as shown in Figure 3-3(a). 

Compared to the pure bubble plume, the peak void fractions of the bubbly jets are much lower, 

due mainly to the generated smaller bubbles by the water jet flow Qw. As the Qw increases, the 

peak void fraction decreases and the distribution of α becomes wider for all the sections (x = 95 - 

135d), revealing that higher Qw delays the gathering of bubbles to the gas-phase centerline.  

To better illustrate the distribution of gas void fraction, α is normalized and fitted with the 

Gaussian distribution by using the method of non-linear least squares regression: 

𝛼 𝛼𝑐⁄ = exp [−0.693 (
𝑦−𝑦′

𝑏𝑤
)

2

]                                         (3-6) 

where 𝑦′ is a measurement error of the centerline location, αc is the centerline gas void fraction, 

and bw is the half-width in the y direction for top view. The half-width is defined as the distance 

from the centerline to where 𝛼 𝛼𝑐⁄ = 0.5. Figure 3-5(b) shows the fitted results by the Gaussian 

distribution using the current experimental data in different scenarios. It was found that the 

normalized void fraction is well fitted with the Gaussian distribution with R2 = 0.95 - 0.99, which 

is similar to the distribution of bubbly jets in both stagnant water (Lima Neto et al., 2008a) and 

free-surface crossflow (Zhang and Zhu, 2013). 𝑦′ varies from 0 to 3 mm in all the scenarios, which 

is relatively small and thus can be neglected.
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Figure 3-5. Distributions of (a) gas void fraction and (b) normalized gas void fraction at different 

sections along y direction. Both from the top view.  

To further investigate the evolution of gas void fraction, Figure 3-6(a) shows the changes of 

centerline gas void fraction αc along the x direction from the top view. It was found that the values 

of αc increases steadily in the x direction, which is different with the decreasing trend in the ξ 

direction for side view in both pipe crossflow (Figure 3-A4) and free-surface crossflow (Zhang 

and Zhu, 2013). This is mainly because after the bubbles reach the top wall of the pipe, they tend 

to move towards the centerline of the pipe under the curvature restriction of the pipe shape, leading 

to an increase in αc. Note that αc in Expt. B-1-1.5 is lower than other scenarios, owing to the lower 

air jet flow rate at the nozzle. The normalized centerline void fraction αc/α0 from the top view is 

also shown in Figure 3-6(b), where α0 is the initial gas void fraction at the nozzle (Table 3-1). It 

was observed that the tendencies of αc/α0 generally resemble that of αc. However, some values of 

αc/α0 in Expt. B-1-1.5 and B-3-2.3 are larger than 1.0. This can be ascribed to the relatively larger 
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αc than α0 due to the bubbles moving towards the centerline, and α0 is relatively smaller for both 

the scenarios.  

 
Figure 3-6. Changes of (a) centerline gas void fraction and (b) normalized centerline gas void 

fraction along the gas-phase trajectories. Both from the top view. 

3.3.4. Distributions of bubble size  

In this study, the overall bubble size distributions resemble log-normal curves for both the top and 

side views (see Figure 3-A5 in the Appendix A), similar to the bubble size distribution of bubbly 

jets measured by fiber-optic probes in stagnant water (Lima Neto, 2008a) and in free-surface 

crossflow (Zhang and Zhu, 2013). Figure 3-7 shows the mean bubble size distribution at different 

sections along the y direction from the top view. The peak bubble diameter occurs approximately 

at the gas-phase centerline (y = 0), and it decreases to the both sides in the y direction. Interestingly, 

the bubble sizes for the Expt. A-3-0 (bubble plume) are much larger (with maximum db of 37.4 

mm) than other scenarios at each section, mainly due to the lower pipe flow velocity and the 

absence of water jet at the nozzle. Furthermore, with the increasing distance from the nozzle, large 

and elongated slug-like bubbles are formed at the pipe wall as discussed in Section 3.3.1. In 

comparison, the bubble sizes are relatively smaller (1.6 - 11.2 mm) for bubbly jets with U = 0.6 
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m/s due to the enhanced turbulence fluctuations and shear force exerted on the bubbles by water 

jet and the higher pipe flow velocity. With the increase of Qw and U, the bubble sizes tend to be 

smaller and the distribution of bubble sizes in both the x and y directions are more uniform as 

shown in Expt. C-3-3. 

 
Figure 3-7. Bubble size distribution at different sections along y direction from the top view. 

To explore the development of bubble size in bubbly jets, Figure 3-8(a) depicts the changes 

of centerline bubble size db,c along the x direction from the top view, where the db,c was shown in 

log-scale. In all the measured locations, the standard deviation of mean bubble diameter varies 

from 15% to 30%, and the deviation at the centerline is denoted in this figure by the error bars. It 

was observed that db,c increases steadily (with a slope of 0.02-0.5 mm) with increasing x/d, 

especially for the scenarios with lower U, mainly due to the curvature and boundary effects of the 

top wall. Figure 3-8(b) shows the changes of half-width along the x direction from the top view. It 

was found that bw/d decreases in the x direction for the bubbly jets, whereas it increases for the 

bubble plume. The decreasing trend of bw/d is opposite to the evolution from the side view (Figure 

3-A7), because bubbles tend to gather towards the pipe centerline as they travel in the x direction 

for the bubbly jets. However, large slug-like bubbles are formed at further sections (x/d = 115-135) 

for the bubble plume (Figure 3-3a), which also develop in the y direction, and therefore bw/d 

increases. 
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Figure 3-8. (a) Centerline distribution of bubble size. The error bars represent the standard 

deviation of the measured bubble diameters; and (b) distributions of gas-phase half-width. Both 

from the top view. 

The relationships between db,c and Rew, as well as the relationships between db,c and Weber 

number were compared and validated with the previous studies of Lima Neto et al. (2008a) and 

Zhang and Zhu (2013), which can be found in Figure 3-A8 in the Appendix A. They are not 

included in the main text to make this paper more concise and focused on the more interesting 

results. 
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expected, and the values of Ubx are approximately uniform at each section for most scenarios 

(Figure 3-9a). Compared to Ubx, the differences of the other component of bubble velocity Uby are 

more evident as shown in Figure 3-9(b). A positive value of Uby denotes the bubble velocity in the 

y direction, and a negative value means the reversed direction. The sign of Uby and y is opposite to 

each other, meaning that bubbles tend to travel towards the gas-phase centerline (centerline plane 

of the pipe) due to the curvature of pipe wall. Furthermore, the peak absolute value of Uby (0.05-

0.13 m/s) occurs at a certain distance (roughly 20 mm) from the gas-phase centerline, and its 

distribution is approximately axisymmetric with respect to the centerline. This indicates that Uby 

decreases as the bubbles move to the centerline since the bubbles at the both sides of centerline 

are moving towards each other.  

 

 

Figure 3-9. Examples of distributions of bubble velocity component along y direction at different 

sections from the top view. (a) Ubx and (b) Uby 

-60 -40 -20 0 20 40 60
0.0

0.2

0.4

0.6

0.8

-60 -40 -20 0 20 40 60 -60 -40 -20 0 20 40 60 -60 -40 -20 0 20 40 60

U
b
x
 (

m
/s

)

y (mm)

A-3-0

y (mm)

B-1-1.5

y (mm)

B-3-2.3

y (mm)

 x = 95d

 x = 105d

 x = 115d

 x = 125d

 x = 135dC-3-3

-60 -40 -20 0 20 40 60
-0.2

-0.1

0.0

0.1

0.2

-60 -40 -20 0 20 40 60-60 -40 -20 0 20 40 60 -60 -40 -20 0 20 40 60

U
b
y
 (

m
/s

)

y (mm)

A-3-0

y (mm)

B-3-2.3

y (mm)

B-1-1.5

y (mm)

 x = 95d

 x = 105d

 x = 115d

 x = 125d

 x = 135d

C-3-3

(a) 

(b) 



76 

 

Compared to the top view, the values of Ubx are relatively larger (by 0.2-0.3 m/s for the same 

scenario) for the side view (Figure 3-10a) owing to the absence of or weakened boundary effect. 

Rapid decreases occur at the upper side of Sections ξ = 65d in Expt. A-3-0 and ξ = 80d in Expt. B-

1-1.5 and C-3-3, because the bubbles are approaching to the top pipe wall at these locations. Figure 

3-10(b) shows that Ubz generally increases in the η direction for the side view under all the 

scenarios, except for some locations near the top wall where a decrease is observed. The increase 

of Ubz can be attributed to the increase of buoyancy force exerted on the bubbles (due to the 

increasing db as shown in Figure 3-A6) in the η direction. The decreases of Ubz near the top wall 

indicate the restriction of wall boundary on bubble rising, and Ubz will eventually reduce to zero 

at the top pipe wall.  

 

 

Figure 3-10. Examples of distributions of bubble velocity component along η direction at different 

sections from the side view. (a) Ubx and (b) Ubz 

Figure 3-11 shows the changes of centerline bubble velocity components Ubx,c and Uby,c along 

the x direction from the top view as well as Ubx,c and Ubz,c along the ξ direction for the side view. 
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As shown, Ubx,c decreases (with a slope of -0.07 to -0.4 cm/s) with an increasing distance from the 

nozzle for the top view (Figure 3-11a), mainly owing to the resistance on the bubbles by the top 

wall. However, Ubx,c slightly increases or keeps relatively uniform as the bubbles travel further for 

the side view (Figure 3-11b), due to the absence of the top boundary effect.  

As shown in Figure 3-11(a), Uby,c tends to fluctuate around zero after bubbles reach the top 

wall, and the range of Uby,c is between -0.026 m/s and 0.029 m/s. This indicates that bubbles move 

unsteadily near the gas-phase centerline, and bubble collision and coalescence can be visualized 

at the centerline caused by the relative movement of bubbles from both sides. Figure 3-11(b) shows 

that Ubz,c is approximately uniform along the ξ direction for all the scenarios with an average value 

of around 0.264 m/s, and the effects of U, Qa and Qw on Ubz,c are not obvious within their study 

ranges.  

  
Figure 3-11. Changes of centerline bubble velocity from the (a) top view; and (b) side view. 
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To further investigate the vertical distribution of horizontal bubble velocity Ubx, the Ubx 

values at different sections from both the top and side views were compared with the theoretical 

water velocity using the well-established 1/7th power law in pipe flow (Schlichting, 1979): 

𝑈l

𝑈m
= (

𝑧

𝑑p
)1/7                                                               (3-7) 

where Ul is the local water velocity, and Um is the maximum water velocity, which is theoretically 

equal to the velocity at the center of the pipe. In this study, to compare with the normalized water 

velocity, Ubx was non-dimensionalized by its maximum value Ubx,m, which was assumed at the 

center of the pipe. 

The comparisons between Ubx/Ubx,m and the theoretical 1/7th power law for water velocity 

are shown in Figure 3-12. All the data points from the side view were used, and only the data 

points in the gas-phase centerline were selected from the top view because the comparisons focus 

on the center-plane (y = 0) of the pipe. As shown, the Ubx/Ubx,m data points lie well with the 1/7th 

power law for water velocity, indicating that Ubx varies consistently with the water velocity. That 

is, the bubbles can be deemed as tracers of the water flow field in the pipe. Specifically, the 

normalized Ubx generally decreases from the center of the pipe to the both sides, and much smaller 

values are obtained near the pipe boundary. Similar conclusions have also been presented for the 

bubble velocity within boundary layer in the hydraulic jumps (Zhang et al., 2014). 
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Figure 3-12. Examples of comparison of measured Ubx/Ubx,m and the 1/7th power law for pipe 

water velocity. 

Bubble rise velocity is an important parameter for bubbly jets in crossflow, which has been 

studied for pure gas jets in free-surface crossflow (Zhang and Zhu, 2013; Wang and Socolofsky, 

2015; Xu et al. 2018). In this study, bubble rise velocity refers to the vertical bubble velocity Ubz 

from the side view, which shows an increasing trend in the η direction (Figure 3-10b). Therefore, 
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for all the scenarios are depicted in Figure 3-A10, where bt is the half thickness of the bubble 

plume (defined as the distance from the centerline to where 𝛼 𝛼𝑐⁄ = 0.5). It was observed that 

Ubz/Ubz,c and η/bt can be described by a linear relationship for all the scenarios. After fitting all the 

experimental data with the linear relationship, a correlation between Ubz/Ubz,c and η/bt can be 
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The comparison between the predicted and measured Ubz/Ubz,c is shown in Figure 3-13. It is 

demonstrated that Eq. (3-8) is able to satisfactorily predict the normalized bubble rise velocity. 

Almost all of the data points locate within ±20% of the line, and most (88%) of the predicted data 

have an error of < 10%. The good prediction of the proposed equation can be attributed to the 

increasing trend of bubble size in the η direction (Figure 3-A6), since a larger bubble size 

contributes to a higher rise velocity due to the higher buoyancy force. 

  
Figure 3-13. Comparison between predicted and measured normalized rise velocity Ubz/Ubz,c 
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plume (Expt. B-3-0) and the bubbly jet (Expt. B-3-2.3) from the side view. In both scenarios, the 

(𝑟𝑚𝑠)𝑈𝑏
′  at the downstream side (η < 0) is slightly higher than that at the upstream side (η > 0), 

probably due to the smaller bubble sizes at the downstream side. As reported by many researchers 

(e.g., Bhole et al., 2008; Laupsien et al., 2022), smaller bubbles tend to be affected by liquid 

vortices, resulting in a higher rms bubble velocity.  

Compared to the bubble plume, the values of (𝑟𝑚𝑠)𝑈𝑏
′  are larger for the bubbly jet, due to 

that the additional injection of water decreases the bubble size (Figure 3-A6) and thus enhances 

the bubble velocity fluctuations. The maximum (𝑟𝑚𝑠)𝑈𝑏
′  occurs near the centerline for the bubble 

plume, while two peak values exist near the boundary of the bubbly jet. One possible reason for 

the two peaks is that strong mixing occurs in the mixing (or shear) layer of bubbly region due to 

the simultaneous water injection for the bubbly jet, and hence the bubbles fluctuate strongly there. 

These two peaks caused by mixing in the shear lay have also been demonstrated in a pure gas jet 

in liquid (Dahikar et al., 2010), entrained air bubbles in a plunging jet (Qu et al., 2013) and a 

confined gas jet (Xiao et al., 2019). 

 
Figure 3-14. Comparison of rms bubble velocity fluctuations between bubble plume (Expt. B-3-0) 

and bubbly jet (Expt. B-3-2.3) from the side view. 
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top view (Figure 3-15a), the maximum (𝑟𝑚𝑠)𝑈𝑏
′ /𝑈  occurs at x = 95d due to the interaction 

between bubbles and top pipe wall, and then it decreases in the x direction as expected due to the 

friction effect of top pipe wall. For the side view (Figure 3-15b), the distributions of (𝑟𝑚𝑠)𝑈𝑏
′ /𝑈 

varies between different sections for the bubble plume, and the difference decreases as the Qw and 

U increases. The bubble turbulence intensity in each scenario generally varies from 0.1 to 0.3 with 

a mean value of around 0.2, which is comparable with the measured turbulence intensity of pure 

liquid jets (Kamotani and Greber, 1972; Crabb et al., 1981; Andreopoulos and Rodi, 1984), dense 

jets (Ben Meftah and Mossa, 2018), or buoyant jets in crossflow (Cintolesi et al., 

2019). (𝑟𝑚𝑠)𝑈𝑏
′ /𝑈 has a similar value at different positions for Expt. C-3-3, indicating that higher 

Qw and U promote the uniform distribution of bubble turbulence intensity. 

 

 
Figure 3-15. Distributions of bubble turbulence intensity (𝑟𝑚𝑠)𝑈𝑏

′ /𝑈 from the (a) top view and 

(b) side view. 
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3.4. Summary and conclusions 

In this study, a series of physical experiments were conducted on air-water bubbly jets (by injecting 

air-water mixture) in pipe crossflow. The bubble properties (gas-phase trajectory, gas void fraction, 

bubble diameter, and bubble velocity) were systematically investigated before and after bubbles 

touch the top pipe wall, based on image processing techniques. The main conclusions are 

summarized as follows: 

(1) The gas-phase trajectory was related to the Reynolds number and Weber number of the 

ambient pipe flow, as well as the Reynolds numbers of both the air and water phases of 

bubbly jets. With these parameters, dimensionless relationship was built with good 

accuracy (± 8% error) for the horizontal distance that the gas-phase centerline touches the 

pipe top wall.  

(2) Due to the gathering of bubbles towards the pipe center plane under the curvature 

restriction of the pipe wall, the centerline gas void fraction increases with an increasing 

distance from the nozzle after touching the pipe wall, and the sign of transverse bubble 

velocity component Uby and y is opposite to each other.  

(3) The horizontal bubble velocity Ubx increases with an increase in pipe crossflow, and its 

value is smaller after touching the pipe top wall. The dimensionless Ubx/Ubx,m fits well with 

the 1/7th power law for water velocity distribution in pipe flow.  

(4) Bubble rise velocity generally increases in the η direction due to the increasing bubble size. 

A dimensionless equation is proposed for predicting bubble rise velocity, and a good 

agreement with the measured data has been achieved. 
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(5) The root-mean-square of bubble fluctuating velocity is slightly higher at the downstream 

side (η < 0) than that at the upstream side (η > 0), probably due to the smaller bubble sizes 

at the downstream side. The additional injection of water enhances the bubble fluctuations, 

and higher water jet and pipe flow rate promote the uniform distribution of bubble 

turbulence intensity.



85 

 

4. A new Eulerian-Eulerian-Lagrangian solver in OpenFOAM and its 

application in a three-phase bubble column* 

4.1. Introduction 

Gas-liquid-solid three-phase flows (GLSTPF) exist in a wide range of industrial processes, such 

as flotation bubble column reactors in chemical engineering (Sarhan et al., 2017a, b, 2018a), three-

phase fluidized beds (FB) in biochemical industry (Gruber et al., 2016; Li and Li, 2018), and 

wastewater treatment in environmental engineering (Chen et al., 2020). Compared to single- or 

two-phase flows, the presence of three phases substantially increases the complexity of 

hydrodynamics of a flow field, e.g., bubble breakup and coalescence, bubble induced turbulence, 

and interaction between different phases (Wen et al., 2005; An et al., 2020). Although a number 

of experimental studies have been conducted to investigate GLSTPF (Gao et al., 2019; Li et al., 

2022b) such as phase holdups, particle size distributions and phase velocities, knowledge gaps 

(e.g., detailed phase velocity field and vortex structures) still exist on hydrodynamics of GLSTPF 

due to its complexity nature. 

In the last decades, computational fluid dynamics (CFD) has attracted considerable interest in 

studying GLSTPF (An et al., 2020). Modeling GLSTPF can be typically categorized into five types: 

pseudo two-fluid (Eulerian-Eulerian, i.e., E-E) approach, three-fluid (E-E-E) approach, Eulerian-

Eulerian-Lagrangian (E-E-L) approach, Eulerian-Lagrangian-Lagrangian (E-L-L) approach, and 

volume of fluid-discrete particle model (VOF-DPM) approach. In the E-E approach, the liquid and 

 
* The content of this chapter has been published as: Zhang, H., Yin, Z., Chi, W., Zhang, W., 2023. A new Eulerian 

Eulerian Lagrangian solver in OpenFOAM and its application in a three phase bubble column. Powder Technol. 426, 

118661. 
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small solid particles are treated as a pseudo-homogeneous phase with varying density and viscosity, 

whereas the details of particle motion cannot be calculated separately (Gruber et al., 2016). The 

E-E-E method is frequently applied in dense particle loading systems, where all three phases are 

separately treated as “fluids” in Eulerian coordinates with interphase interactions included between 

phases (Sarhan et al., 2016). This method introduces more empirical closures for phase interactions, 

and individual particle motions cannot be tracked (Zhou et al., 2020). 

In the E-E-L approach, gas and liquid are treated as continuous phases in Eulerian coordinates, 

and solid phase is modeled as dispersed phase in Lagrangian coordinates (Wen et al., 2005; Liu et 

al., 2019a). On the other hand, the E-L-L approach generally treat liquid as Eulerian continuous 

phase, while gas and solid are described as Lagrangian dispersed phases (Li and Li, 2018). These 

two approaches can directly calculate particle motions compared to the pure Eulerian approaches; 

whereas their drawback is the higher computational requirement due to the use of Lagrangian 

approach, and thus they are generally applied in low particle loading systems (Liang et al., 2016). 

In the VOF-DPM approach, interface between gas bubbles and liquid is tracked by the VOF front 

tracking technique, and solid phase is modeled by the DPM method (Liu and Luo, 2018; Washino 

et al., 2021). Currently, this approach is only feasible in small scales and dilute systems owing to 

computational costs (Ji et al., 2018). 

As one of the most popular open-source CFD packages, OpenFOAM has inbuilt solvers for 

various problems, and provides access to source code for developing new solvers (Jasak, 2009). 

Several CFD studies on GLSTPF have been conducted using the aforementioned E-E (An et al., 

2020), E-E-E (Zhu et al., 2023) and VOF-DPM approaches (Chen et al., 2022d), which correspond 

to the existing solvers in OpenFOAM-v2006, namely twoPhaseEulerFoam (or 

reactingTwoPhaseEulerFoam), multiPhaseEulerFoam and MPPICInterFoam, respectively. By 
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using the E-L-L approach, Gruber et al. (2016) investigated the effect of bubble–particle 

interaction models on the hydrodynamics of a three-phase bubble column, and the algorithm was 

developed based on three software packages including OpenFOAM. 

Despite of recent progress, existing studies using the E-E-L approach are rather limited, and 

to the authors’ best knowledge, no research and suitable solver have been reported on GLSTPF 

using the E-E-L approach in OpenFOAM. Wen et al. (2005) investigated flow characteristics of a 

gas-liquid-solid three-phase fluidized bed using the E-E-L model, and examined the local phase 

holdup and axial liquid velocity. However, only drag force was considered for the fluid-solid 

interphase coupling, and selection of bubble size was not described. Sedrez and Shirazi (2021) 

studied erosion of pipe elbows with GLSTPF using the E-E-L approach in ANSYS FLUENT, but 

particle effect on fluid behavior and particle-particle collisions were not considered (one-way 

coupling). To explore the effect of spatial radiation distribution (SRD) on photocatalytic oxidation 

of methylene blue, Liu et al. (2019a) proposed a SRD model coupling with a reaction kinetic model 

based on the E-E-L approach in gas-liquid-solid mini-fluidized beds. These previous researches 

demonstrated the applicability of the E-E-L approach on predicting flow characteristics of 

GLSTPF, but bubble sizes were fixed in these studies without considering the bubble coalescence 

and breakup that are however common in GLSTPF (Ghaffarkhah et al., 2018; Pan et al., 2018). 

To account for bubble coalescence and breakup, population balance model (PBM), which is 

based on the population balance equation (PBE), is commonly applied in polydisperse multiphase 

systems (Sarhan et al., 2018b). Typical methods of solving PBE are the quadrature method of 

moments (QMOM) proposed by McGraw (1997) and developed by Marchisio et al. (2003), and 

the fixed pivot technique that belongs to the class method proposed by Kumar and Ramkrishna 

(Kumar and Ramkrishna, 1996). In PBM, bubble coalescence and breakup are two key terms that 
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influence bubble size distribution (BSD), and various models have been proposed (Prince and 

Blanch, 1990; Lehr et al., 2002). To couple PBM with CFD models in GLSTPF, the E-E-E 

approach is the most commonly-used approach in the literature (see the summary in Table 4-1). 

So far, only one study has been reported on the use of the E-E-L approach, but it had no detailed 

description on the model formation (Wang et al., 2021a). 
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Table 4-1. Typical simulation studies coupling PBM with CFD models in GLSTPF. 

 

Studies 
Multiphase 

approaches 
Applications Descriptions 

An et al. (2020) E-E Slurry bubble column 

A correlation of attenuation factor for turbulent 

dissipation rate in PBM kernel models was 

proposed, and the gas holdup and BSD were 

well predicted by combining the Energy-

Minimization Multi-Scale approach, PBM and 

attenuation factor. 

Li et al. (2015) E-E-E 

Gas-liquid-slag three-

phase flow in ladle 

metallurgy 

The gas, molten steel and slag phases were 

represented by N2, water and oil respectively, 

and the class method was used to solve the PBE 

and simulate the BSD. 

Ge et al. (2018) E-E-E 
Gas-liquid-solid three-

phase abrasive flow 

A gas-liquid-solid three-phase abrasive flow 

processing model was proposed based on the 

Eulerian multiphase model and PBM, and the 

Luo model was used to describe the aggregation 

and breakage of bubbles. 

Pan et al. (2018) E-E-E 
Gas-liquid-solid three-

phase polyethylene FB 

The liquid droplet diameter was fixed as a 

constant value, while the particle size 

distribution was described by the PBM.  

The results indicated that the particle growth 

rate can be enhanced by increasing the 

condensed liquid content. 

Hui et al. (2019) E-E-E 
Gas-liquid-solid three-

phase polyethylene FB 

A polymerization kinetics model was coupled 

with the three-fluid model to describe the 

polymer properties in the FB.  

The polymerization reaction rate was found to 

be influenced by the scale‐up effect. 

Zhou et al. (2020) E-E-E 
Gas-liquid-solid three-

phase FB 

Good predictions were obtained for the BSD 

using the CFD-PBM coupled model, and the 

effects of superficial gas, liquid velocities and 

particle circulating rate on the BSD were 

investigated. 

Wang et al. (2021a)  E-E-L Slurry bubble column 

The gas and liquid were modeled by E-E 

approach, the BSD was predicted by PBM, and 

the solid phase was described by DPM. 

The results showed that the existence of solid 

phase can reduce the peak liquid velocity in 

bubble column, whereas it has no pronounced 

effect on gas holdup. 
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Due to the limited studies on GLSTPF using the E-E-L approach, the objective or novelty of 

this work is: a) to further examine the applicability and reliability of the E-E-L approach on 

modeling GLSTPF, and in particular, the effects of the PBM model on the accuracy of the E-E-L 

approach which has not been reported; and b) to reveal the individual particle motions and flow 

structures (e.g., vortex structures), which have been barely reported in GLSTPF. To achieve these 

objectives, a new E-E-L solver was developed in OpenFOAM that couples the E-E-L approach 

and PBM for investigating the characteristics of GLSTPF. In the new solver, gas and liquid phases 

were described by two-fluid model in Eulerian coordinates, and solid particle motion was solved 

by DPM in Lagrangian coordinates. Interphase coupling was achieved by considering interfacial 

forces acting on phases, and particle-particle and particle-wall interactions were resolved by the 

spring-dashpot-slider method. To solve PBE and model BSD in GLSTPF, the widely-used class 

method was adopted and coupled with the E-E-L approach. The new solver was tested with and 

without PBM to examine its impact, and compared with the experimental data in a three-phase 

bubble column to demonstrate its capability in simulating GLSTPF. 

4.2. Mathematical model formation 

The framework of the developed solver is demonstrated in Figure 4-1, where our modifications to 

the existing source code or model are highlighted in red color. Details of the developed 

mathematical model are described in Sections 4.2.1 and 4.2.2. 

4.2.1. Eulerian-Eulerian-Lagrangian model 

In this Eulerian-Eulerian-Lagrangian approach, liquid and the gas phases were described by the 

two-fluid model with solid particle effect, and both phases were treated as two interpenetrating 
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continua. The continuity and momentum equations (Liang et al., 2016) were modified (by adding 

the solid particle terms) and solved for each phase separately: 

𝜕(𝜌𝜑𝛼𝜑)

𝜕𝑡
+ ∇ ∙ (𝜌𝜑𝛼𝜑𝐔𝜑) = 0     (4-1) 

𝜕(𝜌𝜑𝛼𝜑𝐔𝜑)

𝜕𝑡
+ ∇ ∙ (𝜌𝜑𝛼𝜑𝐔𝜑𝐔𝜑) = −𝛼𝜑∇𝑃 + 𝛼𝜑𝜌𝜑𝐠 − ∇ ∙ (𝛼𝜑𝜏𝜑

eff) + 𝐅𝜑 + 𝐅𝜑𝑝 (4-2) 

where bold letters denote vectors, 𝜌𝜑 is the density of fluid phase φ (gas or liquid), 𝐔𝜑 denotes the 

fluid phase velocity, P is the pressure, g is the gravitational acceleration vector, 𝐅𝜑 is the interfacial 

forces between phases of gas and liquid, 𝐅𝜑𝑝 is the forces acting on the fluid phases from solid 

particles, and 𝛼𝜑 represents the fraction of fluid phase. Note that the effect of particle volume 

fraction 𝛼𝑝 was considered in our developed solver, and thus the phase volume fractions satisfy 

𝛼𝑔 + 𝛼𝑙 + 𝛼𝑝 = 1. 𝜏𝜑
eff is the effective stress tensor composed of viscous and Reynolds stresses 

(Yan et al., 2022): 

𝜏𝜑
eff = −𝜇𝜑

eff [∇𝐔𝜑 + (∇𝐔𝜑)
𝑇

−
2

3
(∇ ∙ 𝐔𝜑)I]    (4-3) 

In Eq. (4-3), 𝜇𝜑
eff represents the effective viscosity, which is composed of molecular viscosity 𝜇𝜑 

and turbulent viscosity 𝜇𝜑
T . For liquid phase, the eddy viscosities induced by bubbles 𝜇𝐵𝐼 and by 

solid particles 𝜇𝑃𝐼 are also taken into account. The effective viscosities for both gas and liquid 

phases can be expressed as follows: 

𝜇𝑔
eff = 𝜇𝑔 +  𝜇𝑔

T                                                          (4-4a) 

𝜇𝑙
eff = 𝜇𝑙 +  𝜇𝑙

T + 𝜇𝐵𝐼 + 𝜇𝑃𝐼                                              (4-4b) 

In this study, turbulent fluctuation of fluid phase was modeled by large eddy simulation (LES) 

approach. Grid scale large eddies were directly resolved, while isotropic small eddies were 

modeled by sub-grid scale (SGS) models. The fluid velocity in Eqs. (4-1) and (4-2) can be defined 

as (Ničeno et al., 2008): 
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𝐔𝜑 = �̃�𝜑 − 𝐔𝜑
′       (4-5) 

where 𝐔𝜑 represents the filtered (resolved) phase velocity, �̃�𝜑 is the instantaneous velocity and 

𝐔𝜑
′  is the unresolved part that needs to be modeled.  

The SGS model is the key element in LES and it determines the effect of the unresolved scales 

of motion on the resolved scales. In the current work, the one-equation SGS model (Ničeno et al., 

2008) was adopted for both gas and liquid phases. This model solves a transport equation for the 

unresolved kinetic energy kSGS as follows: 

𝜕

𝜕𝑡
(𝑘𝑆𝐺𝑆) + ∇ ∙ (𝑘𝑆𝐺𝑆𝐔𝜑) = ∇ ∙ (

𝜇𝜑+𝜇𝜑
T

𝜌𝜑
∇𝑘𝑆𝐺𝑆) + 𝐺𝜑 − 𝐶𝑒

𝑘𝑆𝐺𝑆
3/2

∆
   (4-6) 

where ∆= 𝑉𝑜𝑙1/3 is the filtered width, and Vol is the volume of the computational cell. 𝐺𝜑 is the 

production term, defined as: 

 𝐺𝜑 =
𝜇𝜑

T

𝜌𝜑
|𝑆𝑖𝑗|       (4-7) 

where 𝑆𝑖𝑗 = ∇𝐔𝜑 + (∇𝐔𝜑)
T
 is the strain rate of the resolved velocity field. The sub-grid eddy 

viscosity is calculated from: 

 𝜇𝜑
𝑇 = 𝜌𝜑𝐶𝑘∆𝑘𝑆𝐺𝑆

1/2
     (4-8) 

The model constants are Ce = 1.05 and Ck = 0.07 as suggested by Ničeno et al. (2008). For 

liquid phase, the bubble and particle induced turbulences are accounted for by increasing the eddy 

viscosity (Sato and Sekoguchi, 1975): 

𝜇𝐵𝐼 = 𝐶𝜇𝜌𝑙𝛼𝑔𝑑𝑏|𝐔𝑔 − 𝐔𝑙|                                                     (4-9a) 
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𝜇𝑃𝐼 = 𝐶𝜇𝜌𝑙𝛼𝑝𝑑𝑝|𝐔𝑝 − 𝐔𝑙|                                                     (4-9b) 

where the model constant 𝐶𝜇 = 0.6 (Chen et al., 2020), 𝑑𝑝 and 𝐔𝑝 are the particle diameter and 

velocity, respectively. 

Based on the DPM approach, the translational particle motion is described in Lagrangian 

coordinate system, where the origin is set at particle center. The motion of a particle in fluid is 

governed by integrating a force balance on the particle using Newton’s second law of motion: 

𝑑𝐱𝑝

𝑑𝑡
= 𝐔𝑝                                                                (4-10) 

𝑑𝐔𝑝

𝑑𝑡
= 𝐅𝑝𝐵 + 𝐅𝑝𝐺 + 𝐅𝑝𝜑 + 𝐅𝑝𝐶                                            (4-11) 

where xp and Up denote the particle position and velocity, FpB and FpG are the buoyancy and 

gravitational forces per unit particle mass, respectively. In this study, the four-way coupling (that 

considers both fluid-particle and particle-particle interactions) method was applied. 𝐅𝑝𝜑  is the 

interaction force between fluid and solid particle, and 𝐅𝑝𝐶 is the contact force induced by particle-

particle and particle-wall collisions. 𝐅𝑝𝐶 can be calculated based on the soft-sphere model proposed 

by Cundall and Strack (1980), consisting of a spring, a dashpot and a slider, which has already been 

implemented in OpenFOAM. Details about the contact force model and determination of parameters 

are available in Tsuji et al. (1992). 

The term Fφ in Eq. (4-2) represents the interphase forces between gas and liquid phases, 

consisting of four main terms (Ničeno et al., 2008): 𝐅𝜑 = 𝐅𝑙𝑔 = −𝐅𝑔𝑙 = 𝐅𝐷 + 𝐅𝐿 + 𝐅𝑉𝑀 + 𝐅𝑇𝐷, 

where 𝐅𝑙𝑔 refers to the momentum transfer from gas phase to liquid phase and vice versa for 𝐅𝑔𝑙, 

and  𝐅𝐷 , 𝐅𝐿 , 𝐅𝑉𝑀  and 𝐅𝑇𝐷  represent the drag force, lift force, virtual mass force and turbulent 

dispersion force, respectively. The interaction force 𝐅𝑝𝜑 between fluid and solid phases includes 
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drag force, shear lift force and virtual mass force:  𝐅𝑝𝜑 = −𝐅𝜑𝑝 = 𝐅𝐷,𝑝𝜑 + 𝐅𝐿,𝑝𝜑 + 𝐅𝑉𝑀,𝑝𝜑. The 

algorithm in the new solver was developed by considering the gas-solid and liquid-solid interaction 

forces separately, and then all the forces exerted on a solid particle were added together. The 

corresponding expressions for each force term can be found in the Appendix B. 

4.2.2. Population balance model for gas phase 

In this study, different bubble sizes were modeled, since bubble breakup and coalescence are 

important in a two- or three-phase system due to the liquid turbulence (Vieira et al., 2018). The 

PBM approach is able to simulate BSD and describe the evolution of bubble number density of 

different bubble sizes, and has been widely applied in gas-liquid two-phase flow simulations 

(Askari et al., 2018; Sarhan et al., 2018c; Khalil et al., 2021). Note that the comparison of different 

methods of solving PBE was outside of the scope of this work, and thus the class method 

implemented in OpenFOAM-v2006 was used, in which BSD were discretized into several classes 

and the PBE for the i-th bubble class can be expressed as (Kumar and Ramkrishna, 1996): 

𝜕𝑛𝑖

𝜕𝑡
+ ∇ ∙ (𝐔𝑔𝑛𝑖) = 𝐵𝑖,𝑐𝑜 − 𝐷𝑖,𝑐𝑜 + 𝐵𝑖,𝑏𝑟 − 𝐷𝑖,𝑏𝑟                            (4-12) 

where ni denotes the bubble number density for class i in each computational cell, and Bi,co, Di,co, 

Bi,br, and Di,br represent the birth and death rates due to coalescence and the birth and death rates 

due to breakage, respectively (see Appendix B).  

The bubble number density is related to its gas volume fraction: 

𝑛𝑖 =
𝛼𝑖

𝑉𝑖
                                                            (4-13) 

where Vi is the volume of a bubble of class i, and 

∑ 𝛼𝑖 = 𝛼𝑔                                                        (4-14) 
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where 𝛼𝑔 considers the effect of solid holdup (𝛼𝑔 = 1 − 𝛼𝑙 − 𝛼𝑝) in the new solver. The volume 

fraction of each bubble class can be normalized by the total gas volume fraction as a scalar fi: 

𝑓𝑖 =
𝛼𝑖

𝛼𝑔
            with           ∑ 𝑓𝑖 = 1                                  (4-15) 

Thus, Eq. (4-12) can be rewritten using fi as: 

𝜕𝛼𝑔𝑓𝑖

𝜕𝑡
+ ∇ ∙ (𝛼𝑔𝐔𝑔𝑓𝑖) = 𝑉𝑖(𝐵𝑖,𝑐𝑜 − 𝐷𝑖,𝑐𝑜 + 𝐵𝑖,𝑏𝑟 − 𝐷𝑖,𝑏𝑟)                (4-16) 

Based on the fixed pivot technique, the discretization scheme of bubble classes can be 

expressed as (Kumar and Ramkrishna, 1996; Sarhan et al., 2018d): Vi+1 = sVi, where s > 1. The 

coupling between the PBM and the Eulerian-Eulerian-Lagrangian model was achieved via the 

Sauter mean diameter d32 of bubbles in this study (Figure 4-1), which is defined as the diameter of 

a sphere that has the same volume to surface area ratio. For the PBM with class method, d32 can 

be determined as follows: 

𝑑32 =
∑ 𝑓𝑖𝑖

∑ 𝑓𝑖/𝑑𝑖𝑖
                                                          (4-17) 

With Eqns. (12) - (17), bubble number density and hence d32 are directly related to the birth 

and death rates of bubbles. To solve the PBE, closure models for predicting coalescence and 

breakup of bubbles need to be determined. In this work, the widely-used coalescence model 

developed by Prince and Blanch (1990) was adopted, which accounts for turbulent and buoyancy-

driven collision of bubbles. Two breakage models proposed by Lehr et al. (2002) and Laakkonen 

et al. (2006) were tested and compared in our study. Both models assume that bubble breakage is 

caused by the collision between bubbles and turbulent eddies. In Lehr et al.’s model, size 

distribution of daughter bubbles is derived directly from the breakup rate of bubbles, while 

Laakkonen et al.’s model requires an additional equation for the size distribution.
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Figure 4-1. Framework of the newly developed solver for GLSTPF, combining the E-E-L approach and PBM. Red color represents our 

modifications to existing source code or model. 
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4.3. Numerical methodology 

4.3.1. Experiment description 

The setup of numerical simulation is based on the experimental setup of a gas-liquid-solid three-

phase bubble column reported by Gan (2013). The schematic diagram of the setup is shown in 

Figure 4-2(a). The bubble column having a radius of r = 0.076 m was filled with a mixture of salty 

water (the liquid phase; density = 1048.5 kg/m3), and the water height was 1.050 m. Monosized 

acrylic beads with a density of 1050 kg/m3 were used as the solid phase, and a total of 20,000 solid 

particles were used in the column, resulting in a relatively low particle loading (i.e., the total 

particle holdup was 1.6%). Dry air was injected into the column with a flow rate of 0.8 L/min via 

an air stone (sparger) of 0.030 m in diameter and 0.050 m in height, which was placed at the center 

of the column bottom. Phase Doppler Anemometry technique was used to determine the bubble 

and solid size distributions, and the generated bubble size was generally within 0.6-2.4 mm. The 

solid particle diameter was in the small range of 2.75-3.25 mm, and the mean was 3 mm. Figure 

4-2(b) shows an example of the size distributions measured at 0.1 m above the gas sparger. 
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Figure 4-2. (a) Schematic diagram of the three-phase bubble column (not to scale); (b) size 

distributions at 0.1 m above the gas sparger (adapted from Gan (2013)). 

4.3.2. Mesh generation and boundary conditions 

In this study, the experimental geometry was discretized into computational grids by the 

blockMesh utility in OpenFOAM. Three grid cell (control volume) sizes were tested, i.e., coarse 

grid containing 16,860 cells (5.6-10.5 mm edge length), medium grid containing 31,904 cells (4.5-

8.8 mm edge length) and fine grid containing 56,056 cells (3.8-7.8 mm edge length). Note that all 

the three grids adhere to the criterion that their cell sizes are larger than the sizes of bubbles or 

particles. Figure 4-3(a) and (b) show the configuration of the medium grid for the side and plan 

views, respectively. Due to that the detailed structure of the gas sparger was not provided in Gan 

(2013) it was simplified into a rectangular box (3ⅹ3ⅹ5 cm3), and the same treatment was 

conducted in Gruber et al. (2016). The top surface of the sparger was set as the air inlet with 16 (4

ⅹ4) small faces, as shown in Figure 4-3(b) and (c). Additionally, the top surface of the bubble 
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column was set as outlet, and the remaining surfaces of the column were specified as wall. The 

coordinate system is defined in Figure 4-3(c), where the origin was set at the inlet center, y is the 

vertical (axial) direction, and x and z are the radial directions. 

              

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-3. Configuration of the medium grid for (a) side view, (b) plan view, and (c) gas sparger 

and coordinate system. 
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column, in which the particle positions were determined via MATLAB. No gas exists in the 

column at the initial time. Gas bubbles consisting of 16 groups (shown in Table 4-2) with s = 1.26 

were injected from the inlet to drive the flow, and a fixed velocity of 0.015 m/s were specified at 

the inlet, which was calculated by the ratio of the gas flow rate 0.8 L/min (Gan, 2013) to the inlet 

area. Therefore, a laminar gas injection is specified at the inlet, yielding a Reynolds number of 30 

for the bubble plume. At the outlet, a degassing boundary condition was used for gas-liquid phases, 

which acts as a free surface for the liquid and allows bubbles to escape. Non-slip boundary 

condition was imposed at the walls for both the gas and liquid phases. Furthermore, the solid 

particles bounced back with a restitution coefficient of 0.9 at the walls and 0.1 at the outlet (Gruber 

et al., 2016). Detailed setup of boundary conditions for each variable is summarized in Table 4-3. 

Table 4-2. Bubble classes used in the simulation. 

Bubble class index Bubble diameter (mm) Bubble class index Bubble diameter (mm) 

1 0.73 9 1.36 

2 0.79 10 1.46 

3 0.86 11 1.58 

4 0.93 12 1.71 

5 1.00 13 1.85 

6 1.08 14 2.00 

7 1.16 15 2.16 

8 1.25 16 2.33 

 

Table 4-3. Boundary conditions used in the simulation. 

Variable Inlet Outlet Walls 

αg Dirichlet inletOutlet Neumann 

Ug Dirichlet pressureInletOutletVelocity noSlip or slip 

Ul Dirichlet slip noSlip 

p calculated calculated calculated 
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prgh fixedFluxPressure prghPressure fixedFluxPressure 

kSGS Dirichlet inletOutlet kqRWallFunction 

𝜇𝜑
𝑇  calculated calculated nutkWallFunction 

 

4.3.3. Simulation procedure 

Same as the basic solvers in OpenFOAM, the newly developed reactingEulerDPMFoam is based 

on the finite volume method to discretize the governing equations. The fluid phase volume 

fractions were solved by using a modified MULES method (the algorithm was modified to 

consider the effect of solid particle 𝛼𝑝), and the velocity-pressure was coupled via the PIMPLE 

algorithm. The first order bounded implicit Euler scheme was used for the time derivative terms 

in the equations, the second order Gauss linear scheme was adopted for the gradient terms, the 

limited discretization scheme was used for the divergence terms, and the diffusive terms were 

interpolated with the Gauss linear uncorrected scheme. The detailed schemes for each term in the 

governing equations are listed in Table 4-4. 

Table 4-4. Numerical schemes used in OpenFOAM: ∅ is a generic variable, ∇2 is the Laplacian 

term, ∇⊥ is the surface-normal gradient term, and (∅)𝑓 is the face interpolation operator. 

Term Scheme 

𝜕∅/𝜕𝑡  Euler implicit 

∇∅  Gauss linear 

∇p  Gauss linear 

∇ ∙ (𝐔𝝋𝛼𝜑)  Gauss vanLeer 

∇ ∙ (∅𝐔𝝋𝐔𝝋)  Gauss limitedLinearV 1 

∇ ∙ (𝐔𝝋∅)  Gauss limitedLinear 1 

∇ ∙ (𝜏𝜑
eff)  Gauss linear 

∇2∅  Gauss linear uncorrected 

∇⊥∅  uncorrected 
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(∅)𝑓  linear 

 

A fixed time step of 0.001 s was adopted to resolve the flow field and the movement of 

Lagrangian particles, and to ensure the maximum Courant number below 1. Each case was run for 

more than 300 s real-time, and time averaging was performed after 50 s when the flow reached 

statistically stationary turbulence (the gas holdup was used to determine the statistical 

independence of the flow). The numerical simulations were carried out on a cluster (Compute 

Canada) with 10 processors for each case. A total of 7 numerical cases with different parameters 

were simulated in this study (see Table 4-5). Cases 1 (with PBM) and 6 (without PBM) were used 

as the baseline cases. 

Table 4-5. Summary of numerical cases of three-phase bubble column in this study: Prince-Laa 

and Prince-Lehr represent the coalescence model of Prince and Blanch (1990) coupled with the 

breakage models of Laakkonen et al. (2006) and Lehr et al. (2002), respectively. 

Case Coalescence-breakage models Mesh grid Gas slip on walls 

1 Prince-Laa  Medium No 

2 Prince-Lehr  Medium No 

3 Prince-Laa  Coarse No 

4 Prince-Laa  Fine No 

5 Prince-Laa  Medium Yes 

6 No PBM  Medium No 

7 No PBM  Medium Yes 

 

To obtain the solid phase properties in the Eulerian flow field, one challenge was to convert 

the Lagrangian data to the Eulerian data. The Eulerian particle volume fraction has already been 

implemented in OpenFOAM-v2006, yet the solid particle velocity still needs to be mapped to the 



103 

 

Eulerian field. Therefore, a volVectorField 𝑣pm was created in reactingEulerDPMFoam to 

calculate the mean particle velocity in each cell. It should be noted that time-averaging of particle 

velocity may not be accurate to calculate 𝑣pm, since there might not be any particles at a certain 

time in a specified cell (the particle velocity will be assigned as the default value zero in this case). 

As a result, 𝑣pm is calculated by: 𝑣pm =
∑ 𝑣p

𝑛
1

𝑛
, where 𝑣p is the instantaneous velocity for each 

particle, and n denotes the total particle number passing through each cell. 𝑣pm was introduced 

after 50 s real time. 

4.4. Results and discussion 

4.4.1. Grid independence analysis 

A grid sensitivity analysis was conducted on the three grids (coarse, medium, and fine) to 

investigate the influence of grid resolution on the simulated results. Figure 4-4(a) shows the 

distribution of mean axial velocity of solid particles, 𝑣pm, at y = 0.7 m predicted with the three 

grids, along with the experimental result from Gan (2013). The results show that the simulated 

𝑣pm by both the medium and fine grids are in good agreement with the experimental data, with 

only minor differences (up to 0.005 m/s) observed between the two grids. However, the predicted 

𝑣pm with the coarse grid deviates more from the experimental data, especially for negative values 

near the wall region. Figure 4-4(b) compares the gas holdup between experimental data and 

predicted results at y = 0.1 m. Again, the predicted results from both the medium and fine grids 

generally agree well with the experimental data. The deviation between the grids occurs mainly 

near the centerline, where the maximum deviation is 7% at x/r = 0. Large differences (with more 
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than 50% deviations at the centerline) are observed between the results of the coarse grid and the 

experimental data.  

Both the medium and fine grids are capable of providing reliable results, but the simulation 

time of the fine grid (~ 4.5 days) is approximately 1.5 times longer than that of the medium grid 

(~ 3 days). Therefore, to balance computational accuracy and cost, the medium grid was selected 

for the remaining simulation cases. 

 
Figure 4-4. Grid effects on the radial distributions of (a) mean axial particle velocity at y = 0.7 m, 

and (b) mean gas holdup at y = 0.1 m in the center-plane (z = 0 m). 

4.4.2. Resolved turbulent kinetic energy 

The resolved turbulent kinetic energy kre is a significant criterion in examining the adequacy and 

feasibility of fluid flow resolved by LES, which can be calculated as: 𝑘𝑟𝑒 =
1

2
((𝑢′)2̅̅ ̅̅ ̅̅ ̅ + (𝑣′)2̅̅ ̅̅ ̅̅ ̅ +

(𝑤′)2̅̅ ̅̅ ̅̅ ̅ ) , where u’, v’ and w’ are the fluctuating velocity components. Figure 4-5 shows the 

comparison of the resolved axial fluctuating liquid velocity (𝑣′)2̅̅ ̅̅ ̅̅ ̅ in the center-plane (z = 0 m) 

between our study and Gruber et al. (2016) who used the E-L-L approach. The results of both 

studies showed similar shapes and values of (𝑣′)2̅̅ ̅̅ ̅̅ ̅, but the distribution was more stretched in this 

study, with more axial fluctuations resolved near the gas inlet. 
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Figure 4-5. Comparison of the resolved fluctuating liquid velocity in the center-plane between (a) 

Gruber et al. (2016) and (b) current study. 

In a well-resolved flow, the ratio of resolved turbulent kinetic energy to the total turbulent 

kinetic energy, k’ = kre / (kre + kSGS), is suggested to be greater than 80% (Pope, 2000). Figure 4-6 

shows the distribution of k’ at the center-plane and different heights along the column. It was 

observed that k’ is higher than 80% at most positions, and all the values are higher than 70% except 

those near the wall regions, where the turbulent kinetic energy is included in the SGS model. 

(𝑣
′ )

2
̅̅

̅̅
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̅  

(a) (b) 



106 

 

Therefore, the flow field is considered to be resolved, and the resolution of the LES with the current 

mesh is acceptable for further analysis. 

 

 

                         
Figure 4-6. The distribution of k’ at the (a) center-plane and (b) different heights along the bubble 

column. 

4.4.3. Bubble size distribution 

Two different methods, namely probability density function (PDF) and cumulative density 

function (CDF) (Tabib and Schwarz, 2011), were used to evaluate BSD in the bubble column. The 

relationship between the normalized bubble number and bubble size was used to construct the PDF, 

and Figure 4-7(a) shows the PDF of each bubble class at y = 0.1 m in the center of the column. 

(a) (b) 
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The experimental results show that the bubble diameter exhibits a normal distribution with a peak 

near 1.5 mm. The Prince-Lehr model predicts a lower PDF than the experimental values for db < 

1.4 mm, and a higher PDF for db > 1.4 mm. In comparison, the PDF predicted with the Prince-Laa 

model is basically consistent with the experimental data for db < 1.8 mm. However, the predicted 

PDF tends to overestimate the experimental data for larger bubbles (db > 1.8 mm), probably owing 

to the larger intervals between adjacent bubble classes as listed in Table 4-2. Therefore, it is 

necessary to compare the CDF between the experimental and simulated bubble sizes. 

Figure 4-7(b) shows the experimental and predicted CDF of bubble classes at y = 0.1 m, where 

the error bar represents the bias within 5% of experimental db (Gan, 2013). The predicted CDF 

profiles from both the Prince-Lehr and Prince-Laa models are consistent with the experimental 

results. Specifically, the maximum deviation between the Prince-Lehr and experimental results is 

lower than 5% for db < 1.7 mm, whereas it becomes larger (5% - 11%) for db > 1.7 mm. On the 

other hand, the Prince-Laa model shows better agreement with the experiment, and the maximum 

deviation is generally lower than 5% for all the bubble classes. As a result, the Prince-Laa model 

was adopted in this work due to its higher accuracy. 
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Figure 4-7. Comparison between predicted and experimental (a) PDF and (b) CDF of bubbles at y 

= 0.1 m in the center of the column. 

4.4.4. Phase velocity distribution 

To illustrate the effect of PBM on flow characteristics, phase properties (i.e., velocity and holdup) 

at two different heights (y = 0.1 m and 0.7 m) of the bubble column were investigated and 

compared with previous studies (Gan, 2013; Gruber et al., 2016) in Sections 4.4.4 and 4.4.5. The 

bubble rise and solid particle velocities were calculated primarily by the momentum/force balances 

via Eqs. (4-2) and (4-11), respectively. Figure 4-8(a) shows the radial distribution of mean axial 
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bubble velocity 𝑣gm at y = 0.1 m and y = 0.7 m in the center-plane, and both the predicted results 

with and without PBM are compared with the experimental data (the error bar denotes ±15% 

deviations of experimental data (Gan, 2013). 𝑣gm decreases in the radial direction as expected. At 

y = 0.1 m, the predicted 𝑣gm with PBM agrees well (within 15% error level) with the experimental 

data, except for the near-wall regions where the simulated 𝑣gm rapidly decreases to zero. In 

contrast, larger deviations are observed between the predicted 𝑣gm without PBM and measured 

data. The differences between the predicted 𝑣gm with and without PBM decrease at y = 0.7 m, but 

some data points deviate from the measured values (maximum errors of 18% with PBM and 28% 

without PBM). At both heights, the inaccuracy of modeling near the wall can be attributed to the 

non-slip conditions of bubble velocity specified at the wall, while the linear interpolation is used 

in the wall-nearest cell, and thus the interpolated bubble velocity may not be realistic (Gruber et 

al., 2016). In the experiment, there is a smooth change of 𝑣gm in the near wall region, indicating 

that the individual bubbles are able to slip at the wall as expected. 

Thus, the bubble rise velocity with free-slip condition at the wall is further tested in Figure 4-

8(b). Compared to the non-slip condition, the predicted rise velocity with the free-slip condition is 

closer to the measurement values in the near-wall regions. The accuracy of the simulated results is 

improved to a great extent, and the bias between the predicted 𝑣gm with PBM and experimental 

data is generally smaller than 15% at both heights (0.5% - 10% at y = 0.1 m and 0.8% - 14% at y 

= 0.7 m). Compared to the results at y = 0.1 m, similar results are predicted with and without PBM 

at y = 0.7 m, indicating that the effects of bubble coalescence and breakup are weaker at higher 

locations, which is consistent with the experimental observations (Gan, 2013) and one’s intuition. 

Compared to the results without PBM, the predicted bubble rise velocity with PBM is significantly 

improved with a maximum value of 20% at y = 0.1 m and 6% at y = 0.7 m. 
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Figure 4-8. The radial distribution of mean axial bubble velocity 𝑣gm at y = 0.1 m and 0.7 m with 

(a) non-slip and (b) slip conditions for gas at the wall. 
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The radial distributions of mean axial particle velocity 𝑣pm at y = 0.1 m and 0.7 m are shown 

in Figure 4-9, with error bars indicating ±15% deviations from the experimental data (Gan, 2013). 

The peak velocity of upward moving particles (positive 𝑣pm values) is observed at the center of 

the column, while the velocity decreases radially and changes to a downward direction near the 

wall to circulate in the column (Gan, 2013). Good predictions are achieved at y = 0.7 m for both 

the 𝑣pm with PBM (maximum difference of 0.005 m/s) and without PBM (maximum difference 

of 0.010 m/s). At y = 0.1 m, the positive values of 𝑣pm with PBM agree well with the experimental 

data, with a maximum deviation of 5.8% at the column center. The positive values without PBM 

also demonstrate promising results except for the column center (with a deviation of 16%), where 

bubble coalescence and breakup are significant (Gan, 2013). However, larger deviations occur for 

the negative values of 𝑣pm, although better agreement is achieved with PBM (with a maximum 

difference of 0.023 m/s). The underestimation of the absolute value of negative 𝑣pm is consistent 

with the findings of Gruber et al. (2016). Possible reasons for this observation will be discussed in 

the Section 4.4.5.  
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Figure 4-9. The radial distribution of mean axial particle velocity 𝑣pm at y = 0.1 m and 0.7 m in 

the center-plane. 

To further demonstrate the movement of the three phases in the bubble column, Figure 4-10 

displays the velocity fields of all the three phases at the center-plane, where Figure 4-10(a) - (c) 

are the instantaneous velocity fields at t = 300 s, and (d) - (f) present the mean velocity fields. The 

instantaneous bubble rise velocity 𝑣g is irregularly distributed in the bubble column (Figure 4-10a), 

mainly due to the oscillation of the bubble plume caused by the turbulence effect (Joshi et al., 

2002), as well as its interactions with solid particles. The instantaneous liquid velocity 𝑣l and solid 

particle velocity 𝑣p generally follow the distribution of gas bubbles, but their maximum 

magnitudes are significantly lower (25% for 𝑣l  and 38% for 𝑣p ) than 𝑣g  (Figure 4-10b - c). 

Additionally, the different orientations of liquid velocity vectors indicate the presence of swirling 

flow in the column (Figure 4-10b), which will be further discussed in Section 4.4.6. The mean 

velocity fields exhibit a symmetric distribution with the highest values at the centerline of the 

bubble column (Figure 4-10d - f), because the velocities are time-averaged. Similar with the 

instantaneous distributions, the maximum magnitudes of mean liquid and particle velocities are 

lower (39% for 𝑣lm and 63% for 𝑣pm) than 𝑣gm. Interestingly, both the liquid and solid phases 

tend to move outwards and inwards (as depicted by the velocity vectors) in top and bottom regions 

respectively, to circulate in the column. The minimum mean velocities (moving downwards) for 

both phases occur in the middle region (y = 0.3 - 0.6 m) of the column.  
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Figure 4-10. The instantaneous velocity fields of (a) gas phase, (b) liquid phase and (c) solid phase 

at t = 300 s; and the mean velocity fields of (d) gas phase, (e) liquid phase and (f) solid phase in 

the center-plane. 

4.4.5. Phase holdup distribution 

The radial distributions of mean gas holdup αgm at y = 0.1 m and 0.7 m are illustrated in Figure 4-

11, along with the simulated αgm at y = 0.7 m by Gruber et al. (2016) for comparison. At y = 0.1 

m, the predicted αgm with PBM agrees well with the experimental data, leading to an improvement 

of 11% at the column center compared to the case without PBM. The difference between the 

predicted αgm with and without PBM decreases at y = 0.7 m. However, both models with and 

without PBM significantly underpredict the gas holdup at y = 0.7 m, with a maximum difference 

of about 0.01 at x/r = 0, while the predicted values are consistent with those in Gruber et al. (2016). 

This underprediction could be attributed to the high lift coefficient CL = 0.5 used in the coupling 

of gas and liquid phases, which leads to a strong lateral spreading in the bubble column. To address 

this issue, several tests were conducted, and the results suggest that decreasing CL can resolve the 

underprediction at y = 0.7 m, but this will also increase the gas holdup and velocity at the column 

center. It is worth noting that after integrating the gas mass flow rate �̇�𝑔 = ∫ 𝜌𝑔𝛼𝑔𝑚𝑣𝑔𝑚 ∙ 2𝜋𝑟𝑑𝑟
𝑟

0
 

at two cross-section (y = 0.1 m and 0.7 m) of the column, the gas mass flow rate is conserved in 

the current simulation. However, in Gan’s experiment, �̇�𝑔 at y = 0.7 m is about twice that at y = 

0.1 m according to the experimental data. Given the good predictions of 𝑣gm and αgm at y = 0.1 m, 

as well as the similar prediction results in Gruber et al. (2016) at y = 0.7 m, this underprediction 

of αgm at y = 0.7 m could be related to the experimental errors there. 
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Figure 4-11. The radial distributions of mean gas holdup αgm at y = 0.1 m and 0.7 m in the center-

plane. 

Figure 4-12(a)-(c) shows the isosurface of 0.005 of the instantaneous gas holdup at t = 50 s, 

150 s, and 300 s, respectively. The gas phase exhibits oscillatory behavior in the bubble column, 

and the bubbly region widens as it ascends due to plume diffusion in the radial direction. Moreover, 

the irregular shape of the isosurface signifies the periodic movement and spreading of gas bubbles. 

To examine the time-averaged diffusion of gas phase, the distribution of mean gas holdup αgm at 

center-plane is depicted in Figure 4-12(d). The gas bubbles were found to spread widely 

throughout the column, with the maximum αgm occurring at the centerline. The centerline gas 

holdup initially decreases rapidly (from 1 to 0.02) near the nozzle and then decreases gradually 

(from 0.01 to 0.005) from the middle to the top surface.  
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Figure 4-12. The isosurface of the 0.005 instantaneous gas holdups at (a) t = 50 s, (b) 150 s, and 

(c) 300 s; (d) the distribution of mean gas holdup αgm in the center-plane. 

The radial distributions of mean particle holdup αpm at y = 0.1 m and 0.7 m are shown in 

Figure 4-13. The predicted αpm with PBM is smaller than that without PBM at y = 0.1 m, whereas 

they are similar at y = 0.7 m. The current study improved the predicted αpm at y = 0.1 m compared 

to the results of Gruber et al. (2016).  While good agreement is obtained between the predicted αpm 

with PBM and the experimental results at both heights, the near-wall region presents a challenge 

(a) (b) (c) (d) 



117 

 

for both the present study and Gruber et al. (2016), where αpm is overpredicted. Overall, the 

introduction of PBM significantly improves the prediction of αpm by up to 30%. 

 
Figure 4-13. The radial distributions of mean particle holdup αpm at y = 0.1 m and 0.7 m in the 

center-plane. 

To further examine the reason of deviation near the wall, the solid particle mass flow rate 

�̇�𝑝 = ∫ 𝜌𝑝𝛼𝑝𝑚𝑣𝑝𝑚 ∙ 2𝜋𝑟𝑑𝑟
𝑟

0
 was calculated at both cross-sections (y = 0.1 m and 0.7 m) of the 

column. It was found that the upward particle mass flow rate equals the downward value at both 

sections in the current simulation. However, in Gan’s experiment, the downward �̇� is 47% higher 

than the upward �̇� at y = 0.1 m, while it is opposite (55% lower) at y = 0.7 m. The higher 

downward �̇�𝑝 at y = 0.1 m indicates that either the particle velocity and/or particle holdup was 

measured higher than their actual values near the wall, and vice versa at y = 0.7 m. Additionally, 

the increasing trend of particle holdup near the wall has also been observed by many other 

researchers in three-phase bubble columns (Atta et al., 2009). 
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Figure 4-14(a) - (c) show the instantaneous distributions of particle holdup αp at t = 50 s, 150 

s, and 300 s, respectively. The distribution of αp is discontinuous, because it is obtained by mapping 

the Lagrangian data to the Eulerian field. At t = 50 s, the solid particles are non-uniformly 

distributed in the column (Figure 4-14a). As time progresses, the particles tend to settle more in 

the lower region of the bubble column due to the slightly larger density of the particles than the 

liquid (Figure 4-14b and c), which is consistent with the experiment observations (Gan, 2013). 

The time-averaged distribution of particle holdup αpm is shown in Figure 4-14(d), revealing 

that the solid particles tend to accumulate at the bottom of the column (near the sparger wall) and 

the top corner of the column. Near the top of the column, the particles move towards both sides 

and flow downwards along the wall to circulate in the bubble column (Figure 4-10f). In the lower 

region of the column, the downward solid particles can only be drifted up by the bubbles near the 

sparger, whereas they settle down at other radial positions (Gan, 2013). In other regions, the solid 

particles are primarily concentrated near the centerline and the walls, indicating that their 

movement follows the fluid circulation in the column.
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Figure 4-14. The distributions of instantaneous particle holdups αp at (a) t = 50 s, (b) 150 s, and (c) 

300 s; (d) the distribution of mean particle holdup αpm in the center-plane. 

4.4.6. Vorticity distribution 

It is well known that swirling flow exists in two-phase bubble columns, which triggers flow 

instabilities (Liu and Li, 2018; Liu et al., 2020). The orientation and angular speed of local spinning 

motion can be represented by vorticity, which is often used to determine the existence of vortices, 

as well as describing the formation, transformation, and extinction of vortex rings (Liu and Li, 

2018). Vorticity ω is defined as the curl of flow velocity (Liu et al., 2020): 

𝝎 = ∇ × 𝐔𝑙                                                              (4-18a) 

(a) (b) (c) (d) 
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𝜔x =
𝜕𝑤

𝜕𝑦
−

𝜕𝑣

𝜕𝑧
,  𝜔y =

𝜕𝑢

𝜕𝑧
−

𝜕𝑤

𝜕𝑥
,  𝜔z =

𝜕𝑣

𝜕𝑥
−

𝜕𝑢

𝜕𝑦
                                       (4-18b) 

where Ul is the liquid velocity vector, ωx, ωy, and ωz are the vorticity components, and |𝝎| =

√𝜔x
2 + 𝜔y

2 + 𝜔z
2. 

To better understand the characteristics of swirling and oscillating flow in the three-phase 

bubble column, the instantaneous distributions of vorticity components ωy and ωz at t = 300 s are 

demonstrated in Figure 4-15, in which ωx is not shown due to the similar results as ωz. Figure 4-

15(a) shows the distributions of ωz at the center-plane, as well as the 2D streamlines obtained from 

the instantaneous liquid velocity. It was found that ωz is randomly distributed in the plane, and the 

positive and negative values indicate that the local flow is rotating in the opposite directions, 

respectively. The rotation and vortices can be more clearly observed through the streamlines, 

where the vortices are smaller and denser in the top half of the column at t = 300 s. The isosurfaces 

of ωz = 3 s-1 and -3 s-1 are shown in Figure 4-15(b). The positive and negative ωz originate from 

the gas sparger, and irregular shapes of ωz develop along the column axis, which is consistent with 

the development of instantaneous liquid velocity field (Figure 4-10a and b). 

Figure 4-15(c) shows the distributions of ωy at different heights along the column axis at t = 

300 s. The maximum magnitude of ωy (4 s-1) is much lower than ωz (10 s-1), owing to the higher 

liquid velocity in the y direction induced by the bubble plume. The peak of ωy occurs at around 

half height of the bubble column, indicating that horizontal oscillation and rotation of the flow are 

stronger in that region. This phenomenon can be further demonstrated in Figure 4-15(d), where 

the isosurfaces of ωy = 2 s-1 and -2 s-1 are depicted. The isosurface distributions are discontinuous 

in the column, and different scales of vortex structures can be observed. Specifically, the horizontal 

vortex structure is mainly in the middle region of the column, and both the positive and negative 

ωy intersect with each other, illustrating the existence of complex swirling flow in the column. 
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Figure 4-15. The instantaneous distributions of vorticity components at t = 300 s: (a) ωz in the 

center-plane, (b) the isosurfaces of ωz = 3 s-1 and -3 s-1, (c) ωy at different heights along the column 

axis and (d) the isosurfaces of ωy = 2 s-1 and -2 s-1. 

4.4.7. Discussion about collision models 

In this study, the particle-particle collision was directly detected (deterministic treatment) by using 

the discrete particle model in OpenFOAM (Zhang et al., 2021), and the particle-bubble collision 

was not included because the subsequent particle-bubble agglomeration was not considered due to 

the larger size of particles than bubbles and the challenge of applying agglomeration models to an 

Eulerian-Eulerian-Lagrangian approach. To make the proposed solver more feasible in various 

applications, the particle-bubble collision is suggested to be included, and a brief discussion 

(c) (a) (b) (d) 
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regarding particle-bubble and particle-particle collision models is provided here for future 

reference.  

Considering the particle-bubble collision, the collision frequency is an important parameter 

related to particle-bubble relative velocity, which originates from the flow turbulence and 

gravitational motion of particles and bubbles (Kostoglou et al., 2020). It has been demonstrated 

that flow turbulence contributes significantly to the collision frequency (Ngo-Cong et al., 2018; 

Hassanzadeh et al., 2018). Darabi et al. (2019) found that the collision frequency in the turbulent 

zone is 10-12 times higher than that in the quiescent zone, but they did not develop a general 

expression for predicting the collision frequency in both zones. Most collision frequency models 

are valid only in turbulent flows (Koh et al., 2006), but there are some regions (e.g., far from the 

impeller/stator-rotor region) where the gravitational collision dominates in a practical flotation 

device (Kostoglou et al., 2020). Recently, a few studies have proposed equations for the collision 

frequency including the effects of both turbulence and gravity (Ngo-Cong et al., 2018; Kostoglou 

et al., 2020). A suitable collision model needs to be selected and implemented in the proposed 

solver for predicting particle-bubble collisions. 

In terms of particle-particle collisions, there are mainly three different mechanisms for the 

collision frequency in different flow regimes (Jeldres et al., 2018): Brownian motion (laminar), 

differential sedimentation (laminar), and flow shear (laminar or turbulent). It has been reported 

that each collision mechanism should be independent of each other, and the actual collision 

frequency of particles can be calculated by the sum of the contributions from each mechanism 

(Jeldres et al., 2018; Song et al., 2019). For the collisions caused by flow shear, although different 

forms of collision frequency models have been proposed for laminar or turbulent flows (Meyer 

and Deglon, 2011), few general expressions were applicable in both flow regimes. Alternatively, 



123 

 

most researchers used or combined the previous particle collision models for different flow 

conditions using either Eulerian or Lagrangian approaches (Sun and Cao, 2021; Dodds et al., 2022; 

Su et al., 2023; Gao et al., 2023). Therefore, a more fundamental particle-particle collision model 

is suggested to be developed in the future. 

4.5. Summary and conclusions 

In this study, a new E-E-L coupled solver was developed within the OpenFOAM framework to 

simulate gas-liquid-solid three-phase flow (GLSTPF). Gas and liquid phases were described in 

Eulerian coordinates, while the solid phase was treated as discrete particles. Interphase coupling 

was achieved by the interfacial forces, and particle-particle or particle-wall interactions were 

resolved by the spring-dashpot-slider method. The turbulence of fluid phase was modeled by the 

LES approach. The developed solver was tested in a three-phase bubble column, and validated 

with the experimental results.  

The main conclusions from this paper are as follows: 

(1) The predicted bubble size distribution and phase velocities agree well with the 

experimental data, suggesting the robustness of the proposed solver for GLSTPF. 

(2) The introduction of PBM in the solver significantly improves the predictions of gas/solid 

phase velocities and holdups, especially at lower region of the bubble column where the 

bubble coalescence and breakup are significant. 

(3) The instantaneous bubble rise velocity is irregularly distributed in the bubble column, 

mainly due to the oscillation of bubble plume. The instantaneous liquid and solid particle 

velocities generally follow the distribution of gas bubbles, but the magnitudes are 

significantly lower than bubble velocity.  
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(4) The gas holdup decreases in the radial direction due to the lateral spreading of gas bubbles, 

and the solid particles are accumulated at the bottom and the top corner of the bubble 

column. Both the liquid and solid phases tend to move outwards and inwards in top and 

bottom regions respectively, to circulate in the column. 

(5) Swirling and oscillating flow exists in the column. The vorticity exhibits irregular shapes 

over the column, and different scales of vortex structure were observed. The maximum 

magnitude of ωy (4 s-1) is much lower than ωz (10 s-1), owing to the higher axial liquid 

velocity induced by bubble plume.
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5. Distributions of bubble size, gas void fraction, and sand 

concentration in air-water-sand three-phase jets in crossflow* 

5.1. Introduction 

Multi-phase jet in crossflow (MJC) garnered significant attention across a range of applications, 

including artificial aeration in oceans, lakes, and rivers (McGinnis et al., 2004; Wang et al., 2019; 

Dhar et al., 2021), offshore gas/oil exploitation (Dong et al. 2021; Chen et al., 2022a; Wang et al., 

2022), and subsea blowouts (Dissanayake et al., 2018; Mitrou et al., 2018; Li et al., 2022c), among 

others. Regarding the injection method at the source (nozzle), multi-phase jets can be categorized 

into pure gas or sand jets, two-phase bubbly jets (air-water) or slurry jets (water-sand), and three-

phase jets (air-water-sand). In environments such as oceans, crossflowing ambient water is 

typically present, which adds complexity to the jet behaviors including mixing characteristics 

(Dong et al., 2020; Zhang and Zhang, 2022), bubble size distributions (Jobehdar et al., 2016; Kang 

et al., 2019), and the velocities of dispersed phases (Xu et al., 2018; Newland and Woods, 2023).  

Compared to pure gas jets, the concurrent injection of water and gas in bubbly jets can 

generate smaller bubbles with extended residence times, thereby enhancing gas-liquid interfacial 

mass transfer (Lima Neto et al., 2008a; Zhang and Zhu, 2013). Various experiments have been 

conducted to explore the characteristics of bubbly jets in crossflow, focusing on bubble properties 

(e.g., gas void fraction, bubble size distribution, and bubble velocity), jet trajectories, and mixing 

or dilution characteristics. Under the influence of crossflow, the dispersed phase (e.g., air, oil, and 

 
* The content of this chapter has been submitted as a journal manuscript: Zhang, H., Yin, Z., Zhu, D. Z., and Zhang, 

W., 2023. Distributions of bubble size, gas void fraction, and sand concentration in air water sand three phase jets in 

crossflow. Ocean Engineering, Under Review. 
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alcohol) tends to separate from the liquid phase at a specific height due to buoyancy effects. 

Notably, air bubble plumes exhibit more pronounced separation compared to oil or alcohol plumes, 

primarily because of the higher slip velocities of the bubbles (Socolofsky and Adams, 2002).  

Zhang and Zhu (2014) investigated the trajectories of both gas and liquid phases of air-water 

bubbly jets, observing that the gas-phase spreading rate exhibited a linear relationship with bubble 

diameter. As reported by Zhang and Zhu (2013), the radial distribution of gas void fraction 

exhibited a Gaussian shape, similar to that observed in stagnant water (Lima Neto et al., 2008a). 

Due to the diminished wake effect induced by crossflow, the bubble slip velocity resembled the 

terminal velocity of a single bubble in stagnant water. In a recent numerical simulation of bubbly 

jets in crossflow by Zhang and Zhang (2022), it was found that the liquid phase extended more 

widely in the vertical direction due to the lift of bubbles, resulting in greater dilution compared to 

pure water jets. Additionally, in a pipe crossflow scenario, Zhang et al. (2023a) reported that 

bubble fluctuations could be intensified through the additional injection of water. Furthermore, the 

distribution of bubble turbulence intensity tended to become more uniform as water jet and pipe 

flow rates increased. 

In addition to the study of air-water bubbly jets, significant attention has been directed 

towards the investigation of pure sand or slurry jets, owing to their relevance in diverse 

applications such as wastewater discharge, mining operations, and marine bed capping (Azimi et 

al., 2011; Chen et al., 2022b). Concerning pure sand or slurry jets in stagnant water, extensive 

experimental and numerical investigations have aimed to elucidate the characteristics of these jets, 

encompassing aspects such as particle concentration, velocity, mixing, spreading patterns, and 

deposition behavior. For instance, in vertically downward slurry jets in stagnant water, it has been 

consistently observed that the distribution of sand velocity and concentration closely adheres to 
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the Gaussian profile (Singamsetti, 1966; Hall et al., 2010; Huai et al., 2013), mirroring the behavior 

of bubbles in vertically upward bubbly jets in stagnant water (Lima Neto et al., 2008a). Mingotti 

and Woods (2020) have further underscored the substantial influence of particle sedimentation on 

altering fluid buoyancy in both upward and downward particle-laden plumes in stagnant water, 

leading to shifts in the intrusion height of the fluid. Furthermore, Manzouri and Azimi (2019) 

delved into the intricacies of sand deposition patterns by releasing sand particles from oblique 

pipes into stagnant water, and they emphasized the predominant role of nozzle size in mound 

formation, while release angle and height played secondary roles. Conversely, in the examination 

of deposition behavior involving an upward-inclined sediment-laden jet originating from the 

bottom of a water tank, Chen et al. (2023) identified that the discharge angle primarily governed 

the sediment velocity profile. 

In the realm of pure sand or slurry jets in crossflow, most existing research has concentrated 

on the scenario of downward injection above a flowing channel. For instance, Bhuiyan et al. (2010) 

conducted experiments examining mounds formed by sediment release into a crossflow, analyzing 

mound height, longitudinal profiles, and areal extent under varying flow conditions. Employing 

large eddy simulation, Decrop et al. (2015) undertook a numerical investigation of the evolution 

of turbidity plumes in crossflow, exploring parameters like particle concentration, velocity, plume 

trajectory, and different turbulent structures. Expanding the scope to encompass both stratified and 

unstratified ambient fluids, Mingotti and Woods (2022) conducted a series of experiments, 

shedding light on the dynamics of positively or negatively buoyant particle-laden plumes in 

crossflow. Additionally, James et al. (2022) explored particle separation behavior within turbulent 

particle plumes in crossflow, revealing a critical separation threshold where particles exhibited 

separation behavior when their Stokes settling speed exceeded 0.92 times the vertical plume speed. 
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While extensive research has been dedicated to air-water or water-sand two-phase jets, the 

investigation of more complex three-phase (e.g., air-water-sand) jets has received limited attention, 

despite their practical relevance in scenarios such as subsea blowouts that typically involve a 

mixture of gas, liquid (oil/water), and sand (Brooks et al., 1978; Jernelöv, 2010; Bogoyavlensky 

et al., 2020; Chen et al., 2020). Nonetheless, various studies have been conducted in different 

domains, such as fluidized beds and wastewater treatment (Kang et al., 2018; Xie et al., 2022), to 

investigate three-phase flow phenomena. In the realm of measuring phase properties within three-

phase flow, a variety of intrusive and non-intrusive methods have been developed. Intrusive 

techniques include the use of ultrasonic probes (Bouillard et al., 2001), electrical conductivity 

probes (Liu et al., 2007), and optical fiber probes (Mokhtari and Chaouki, 2019; Li et al., 2022a). 

On the other hand, typical non-intrusive methods encompass image processing techniques (Götz 

et al., 2016; Dong et al., 2019b), electrical resistance tomography (Razzak et al., 2009; Hansen et 

al., 2019), and phase Doppler anemometry (Gan, 2013). Compared to intrusive methods that are 

constrained to measuring specific locations at one time, non-intrusive methods offer the advantage 

of faster data acquisition without perturbing the flow field (Jin et al., 2010). However, it is 

important to note that non-intrusive methods tend to have high requirements for optical operations 

(De Oliveira et al., 2015). 

This research represents, to the best of the authors’ knowledge, one of the pioneering studies 

on air-water-sand three-phase jets in crossflow. The research leveraged image processing 

techniques to extract bubbles and sand particles from primary images, and subsequently conducted 

measurements of their respective properties under varying flow conditions. In this study, the focus 

is on the distributions of bubble size, gas void fraction (bubble concentration), and sand 

concentration, under the impacts of different key flow parameters at the nozzle (i.e., initial sand 
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concentration, air and slurry flow rates). Moreover, different pertinent models were proposed to 

predict the gas void fraction and sedimentation behavior of sand particles under different scenarios.  

5.2. Experimental setup and methodology 

5.2.1. Apparatus and procedures 

Experiments were carried out in a large horizontal water flume of 25 × 1.2 × 0.8 m3 (L × W × H) 

in the T. Blench Hydraulics Laboratory at the University of Alberta. The side walls are made of 

transparent glass. Honeycomb flow straighteners in the feed plenum are used to distribute uniform 

flow in the flume, and a tailgate at the downstream end of the flume is used to control the water 

depth. In this study, the crossflow discharge was kept at 158 L/s and the water depth was 0.65 m, 

resulting in an average longitudinal crossflow velocity of 0.2 m/s. This led to a turbulent crossflow 

with a Reynolds number of 249,600. 

Figure 5-1(a) shows the experimental setup, where a nozzle with 0.012 m diameters was built 

vertically upwards at about 11 m downstream of the flume entrance. To eliminate the effects of 

the bottom wall and ensure a more uniform distribution of crossflow velocity in the measurement 

region, the nozzle exit was situated at 0.12 m higher than the flume bed (Zhang and Zhu, 2013). 

In this study, the nozzle height was determined by measuring the mean longitudinal water velocity 

Ux using an Acoustic Doppler Velocimeter (ADV) (Nortek Vectrino Plus) at 0.25 m upstream 

from the nozzle. The distribution of Ux along the water depth H is shown in Figure 5-C1 (Appendix 

C). Ux remains approximately uniform above 0.12 m, especially for the water depth between 0.12 

m and 0.3 m. This observation illustrates that the boundary layer thickness was approximately 0.12 

m, and thus the nozzle exit was established at that location. Minor oscillations are observed at H > 

0.3 m with a maximum variation of about 0.03 m/s, which is probably caused by the surface waves 
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generated at the entrance of the water flume. The sand particles (Sil Industrial Minerals Inc., 

Edmonton, Canada) used in this study were carefully sieved to an average diameter of ds = 1.3 mm 

(between 1.2-1.4 mm) with a density of ρs = 2630 kg/m3. Prior to injection from the nozzle, a slurry 

tank was employed to premix water and sand, which were subsequently supplied to the nozzle 

using a centrifugal pump with a maximum capacity of 0.9 L/s. Specifically, the water depth in the 

slurry tank was kept at a constant level through controlled inflow and outflow, while sand particles 

were meticulously weighed and distributed within the tank to achieve the desired concentrations. 

To ensure a uniform sand distribution in the tank, sand particles and water were strongly mixed by 

a stirrer.  

 

Figure 5-1. (a) Schematic of the experimental setup and measurement points; and (b) Test section 

and measurement sub-windows. 

The slurry (water-sand mixture) flow rate was regulated using a valve and monitored by a 

magnetic flow transmitter (FoxBoro, IMT25). To keep a constant sand concentration, sand 

particles were added into the slurry tank at a constant rate via a funnel-shaped sand hopper. The 

(a) 

(b) 
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slurry was conveyed through a pipeline and further mixed with air supplied from a laboratory gas 

line. Air pressure was controlled at 1 atm using a pressure-regulating valve, and constant air flow 

rates were monitored and controlled with a rotameter. The coordinate systems are illustrated in 

Figure 5-1(a), with the origin located at the nozzle exit. x, y, and z represent the longitudinal, 

transverse, and vertical directions, respectively. ξ denotes the direction of gas-phase centerline, 

and η is the direction perpendicular to ξ, pointing towards the downstream side. 

To visualize the behavior of bubbles and sand in the three-phase jets, a high-speed camera 

(Phantom V211, Vision Research Inc.) with a sensor size of 1280 × 800 pixels was employed. The 

camera was equipped with a Nikon lens with a focal length of f = 60 mm and an aperture of f / 2.8. 

The depth of field (DOF), defined as the distance within which objects captured by the camera are 

well-focused, was estimated to be approximately 20 mm (see Appendix D) in our study, where the 

working distance (the distance between the front of the lens and the measurement plane) was 640 

mm. The background illumination was provided by 2 × 1000 watts halogen lamps and diffused in 

a softbox. The entire measurement region (L × H = 0.50 m × 0.53 m) was divided into 15 sub-

windows (Figure 5-1b). Images were captured at 500 frames per second with a field of view of 

220 × 138 mm2 for each sub-window, corresponding to a spatial resolution of 5.8 pixels per 

millimeter. The exposure time was set to 100 μs. A total of 9,130 images (equivalent to a total 

duration of 18.26 s) were captured for each sub-window under each experimental scenario, which 

was shown to be sufficient to obtain reliable results (see Figure 5 C2 in Appendix C). 

In this work, a total of 18 scenarios (Table 5-1) were conducted to investigate the bubble and 

sand behaviors in the three-phase jet in crossflow. The initial volumetric sand concentration C0 

was set to 0, 0.25%, 0.5%, and 1%; the slurry flow rate Qsl was 18, 24, and 30 L/min; and the air 

flow rate Qg was 0.2, 0.4, and 0.6 L/min. It is worth noting that Qsl was relatively high compared 
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to Qg due to the necessity for a substantial water velocity to transport and inject sand particles from 

the nozzle during the experiments. The experimental I.D. of each scenario was named after the 

sequence of C0, Qsl, and Qg of the scenario as shown in Table 5-1. The initial gas void fraction at 

the nozzle exit αg0 was calculated by: αg0 = Qg/(Qg+Qsl). Table 5-1 also shows the initial 

densimetric Froude number 𝐹𝑟0 =
𝑢𝑙

√𝑑𝑔(𝜌𝑙−𝜌𝑔)/𝜌𝑙

 (Lima Neto et al., 2008c), Reynolds number and 

Weber number for both liquid and gas phases 𝑅𝑒𝑙 =
𝜌𝑙𝑢𝑙𝑑

𝜇𝑙
, 𝑊𝑒𝑙 =

𝜌𝑙𝑢𝑙
2𝑑

𝜎
, 𝑅𝑒𝑔 =

𝜌𝑔𝑢𝑔𝑑

𝜇𝑔
, 𝑊𝑒𝑔 =

𝜌𝑔𝑢𝑔
2 𝑑

𝜎
, and the Stokes number for the sand particles 𝑆𝑡𝑠 =

(𝜌𝑠−𝜌𝑙)𝑑𝑠
2𝑢𝑙

18𝜇𝑙𝑑
 (Azimi et al., 2012), where 

𝑢𝑙 and 𝑢𝑔 are the initial liquid and gas velocities, which are calculated as 𝑢𝑙 = 𝑢𝑔 =
4𝑄𝑠𝑙

(1−𝛼𝑔0)𝜋𝑑2. 

Table 5-1. Summary of experimental scenarios of air-water-sand three-phase jets in this study. The 

first character in Experimental I.D. stands for the initial sand concentration, i.e., A, B, C, and D = 

0, 0.25%, 0.5%, and 1%, respectively; the numbers are the injected slurry and gas flow rates at the 

nozzle, respectively. 

Expt. 

I.D. 

αs0 

(%) 

Qsl 

(L/min) 

Qg 

(L/min) 

αg0 

(%) 
Fr0 Rel Reg Wel Weg Sts 

A-24-0.2 0 24 0.2 0.8 10.4 42,718 2,892 2,090 2.57 / 

A-24-0.4 0 24 0.4 1.6 10.5 43,071 2,915 2,125 2.61 / 

A-24-0.6 0 24 0.6 2.4 10.6 43,424 2,939 2,160 2.65 / 

B-24-0.2 0.25 24 0.2 0.8 10.4 42,718 2,892 2,090 2.57 45.5 

B-24-0.4 0.25 24 0.4 1.6 10.5 43,071 2,915 2,125 2.61 45.9 

B-24-0.6 0.25 24 0.6 2.4 10.6 43,424 2,939 2,160 2.65 46.2 

C-18-0.2 0.5 18 0.2 1.0 7.8 32,127 2,175 1,182 1.45 34.2 

C-18-0.4 0.5 18 0.4 2.2 7.9 32,480 2,199 1,209 1.48 34.6 

C-18-0.6 0.5 18 0.6 3.2 8.0 32,833 2,222 1,235 1.52 35.0 

C-24-0.2 0.5 24 0.2 0.8 10.4 42,718 2,892 2,090 2.57 45.5 

C-24-0.4 0.5 24 0.4 1.6 10.5 43,071 2,915 2,125 2.61 45.9 

C-24-0.6 0.5 24 0.6 2.4 10.6 43,424 2,939 2,160 2.65 46.2 

C-30-0.2 0.5 30 0.2 0.7 13.0 53,309 3,608 3,256 4.00 56.8 
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C-30-0.4 0.5 30 0.4 1.3 13.1 53,662 3,632 3,299 4.05 57.1 

C-30-0.6 0.5 30 0.6 2.0 13.2 54,015 3,656 3,342 4.10 57.5 

D-24-0.2 1 24 0.2 0.8 10.4 42,718 2,892 2,090 2.57 45.5 

D-24-0.4 1 24 0.4 1.6 10.5 43,071 2,915 2,125 2.61 45.9 

D-24-0.6 1 24 0.6 2.4 10.6 43,424 2,939 2,160 2.65 46.2 

 

In each scenario, a total of 4 cross-sections along the gas-phase centerline ξ were measured 

for both bubbles and sand, namely ξ = 18d, 27d, 36d, and 45d (where d represents the nozzle 

diameter), and 15 points in the η direction were measured at each section. Moreover, additional 5 

cross-sections in the x direction were selected to measure sand characteristics, namely x = 8d, 16d, 

24d, 32d, and 40d, and 16 points in the z direction were selected for analysis at each section (Figure 

5-1a).  

5.2.2. Image processing  

The images captured by the camera were processed in the widely-used open-source software 

“ImageJ” (Rasband et al., 1997), and Figure 5-2 shows an example of image processing for bubbles 

and sand using the sub-window “3” of Expt. C-24-0.4. To separate bubbles and sand particles from 

the raw image (Figure 5-2a), the 8-bit image was first converted into a binary image. Then, a high 

grayscale threshold and a series of filters, including size and circularity selections, were applied to 

identify and isolate the in-focus sand particles (Figure 5-2b). The sand particles extracted from the 

raw image are depicted in Figure 5-2(c), while the remaining content is shown in Figure 5-2(d). 

To improve the processing efficiency and automatically separate bubbles and sand particles, these 

image processing steps were encapsulated into a macro within ImageJ (an example of the program 

can be found in Appendix E). 
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Subsequently, the image containing only bubbles was obtained by applying a relatively lower 

threshold to further remove the out-of-focus sand particles in Figure 5-2(d), and the in-focus 

bubbles were sharpened (Figure 5-2e). The sharpened bubbles were extracted by applying another 

threshold and a series of filters including close, dilate, erode, fill holes, and watershed (Figure 5-

2f). Detailed information about these processes can be found in our previous study (Zhang et al., 

2023a). In this study, bubbles smaller than 0.3 mm2 were neglected to avoid measurement errors. 

Figure 5-2(g) shows the in-focus bubbles after extraction from the raw image. Finally, Figure 5-

2(h) depicts the outlines of bubbles (red color) and sand particles (green color) superimposed onto 

the raw image. For each sub-window, a total of 4,565 images (by selecting every other images 

from the total of 9,130 images) with an interval of 0.004 s were processed to obtain reliable and 

accurate results. All the images were carefully reviewed to ensure that at least 85% in-focus 

bubbles and sand particles had been successfully extracted for each image.
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Figure 5-2. An example of image processing for bubbles and sand using the sub-window “3” of Expt. 

C-24-0.4. (a) Raw image; (b) Threshold and filters; (c) Sand extraction; (d) Subtraction from the raw 

(a) 

(c) (d) 

(e) 

(g) 

(b) 

(f) 

(h) 
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image; (e) Sharpened in-focus bubbles; (f) Threshold and filters; (g) Bubbles extraction; and (h) 

Outlines of sand and bubbles. 

The methods of calculating bubble and sand properties are as follows. Firstly, a circular region 

with 15 mm diameter was defined at each measuring point to represent a flow sample. This diameter 

was determined from a preliminary measurement using different diameters (10, 15, and 20 mm) at 

18d from the nozzle exit along the gas phase centerline in Expt. C-24-0.4, and all the relative errors 

for different properties (e.g., bubble size, bubble and sand concentrations) are less than 3.2%. The 

equivalent bubble diameter was obtained by calculating the area of each bubble passing through the 

circle, assuming a circular shape for the bubbles: 𝑑b = √
4𝐴

𝜋
, where A is the bubble area. The Sauter 

mean diameter (SMD) d32, expressed as a ratio of volume to surface, is used to evaluate the BSD at 

different measurement points, 𝑑32 = (∑ 𝑑𝑏,𝑖
3𝑛

𝑖=1 )/(∑ 𝑑𝑏,𝑖
2𝑛

𝑖=1 ), where 𝑑𝑏,𝑖  is the diameter of the ith 

bubble (Zhou et al., 2022).  

The gas void fraction αg, defined as the ratio of the gas volume to the total volume, was calculated 

by dividing the sum of the bubble volumes within the defined flow sample by the total volume of the 

sample: 𝛼𝑔 = ∑ (∑ ∀𝑏,𝑖
𝑛
𝑖=1 /∀𝑓)𝑁

1 /𝑁, where ∀𝑏,𝑖, ∀𝑓, n and N denote the volume of the ith bubble, the 

volume of the flow sample, bubble number in the sample, and the total number of images (4,565 in 

this study), respectively. ∀𝑏,𝑖 is calculated using the equivalent bubble diameter, and ∀𝑓= 𝐴𝑓 × DOF, 

where 𝐴𝑓 is the area of the circular region of the flow sample. Similar approaches for calculating gas 

void fraction have been employed in various studies (Al-Yahia et al., 2020; Serra et al., 2020; Cheng 
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et al., 2023). The same method was used to calculate sand concentration αs, defined as the ratio of the 

sand particles’ volume to the total volume of the flow sample.  

To assess the accuracy of the proposed image processing method, the gas void fraction αg was 

calibrated by comparing it with results obtained using an optical fiber probe (RBI Instruments Inc., 

2010). Generally, the optical probe is considered accurate in terms of gas void fraction (Besagni et 

al., 2016). The uncertainties associated with an optical probe are mainly due to (Vejražka et al., 2010): 

improper dewetting at the probe tip (the blinding effect), alteration of bubble trajectory prior to or 

during the piercing process (the drifting effect), and bubble deformation and deceleration at the probe 

tip (the crawling effect). It has been reported that the uncertainties caused by intrusion of the probe 

can be counteracted when measuring the cumulative time-averaged gas void fraction (Vejražka et al., 

2010; Le Corre et al., 2018). Typical methods of evaluating the uncertainties of an optical probe 

include calibration with other measurement techniques (e.g., high-speed camera) (Gui et al., 2019; 

Wang et al., 2021b) or calculating the statistical errors (e.g., standard deviation of several 

measurements) (Estrada Perez, 2014; Behzadipour and Azimi, 2023). The same RBI probe used in 

this study had been carefully calibrated with measurements conducted in a bubble column in a 

previous study (Zhang and Zhu, 2013), showing a 2.2% difference for gas void fraction. In this section, 

the gas void fraction was measured three times at each measurement point using the probe, with a 

three-minutes duration for each time. The mean value was employed for comparison with that 

measured by the image processing method, and the standard deviation was used to represent 

uncertainties of the probe measurement. Figure 5-3 illustrates the comparison between the two 
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techniques for four scenarios (with and without the sand injection), showing that the maximum 

difference between the two methods is as small as 10%. Therefore, the image processing method is 

deemed reliable for subsequent analysis. Additionally, the measurement errors associated with bubble 

size are estimated to be within 3% caused by the depth of field. 

 

Figure 5-3. Comparison of gas void fraction αg measured by an optical fiber probe and the image 

processing technique. The error bars denote the standard deviations of the probe. 

5.3. Results and analysis 

5.3.1. Bubble size distribution 

The bubble size distribution (BSD) was examined using two different methods: the probability 
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= 45d and η = 0), with the effects of three parameters (initial sand concentration αs0, gas flow rate Qg, 

and slurry flow rate Qsl) evaluated separately. The results indicate that bubble diameters range from 

0.6 mm to 3.0 mm for all scenarios (the cutoff of 0.6 mm is due to the removal of smaller bubbles to 

avoid measurement errors), indicating that the slurry flow rate in this study is sufficient to generate 

small bubbles (Zhang et al., 2023a). Figure 5-4(a) displays the fitted lines of the BSD using the log-

normal profile, with raw data from Expt. D-24-0.4 as an example. The peak values of PDF represent 

the most frequent bubble diameters, which range from 0.85 mm to 1.15 mm for the scenarios studied. 

Larger Qg and smaller αs0 and Qsl tend to result in peak PDFs occurring at larger bubble diameters, 

and the PDF distributions become more uniform. 

The effects of the three parameters can be further observed by the CDF in Figure 5-4(b). It was 

found that the gas flow rate plays a dominant role in affecting bubble diameter, with a maximum CDF 

difference (actual difference) of 20% for Qg ranging from 0.2 to 0.6 L/min. The maximum CDF 

difference (actual difference) is 12% for αs0 between 0 and 1%, and it is 9% for Qsl between 18 and 

30 L/min. The injection of sand particles tends to generate smaller bubbles, yet a comparison between 

Expts. C-24-0.4 and D-24-0.4 suggests that further increasing αs0 may not have a significant effect 

on bubble breakup. Moreover, the CDF profiles tend to overlap between Expts. C-24-0.6 and C-30-

0.6, indicating that a slurry flow rate of 24 L/min is sufficient to breakup bubbles, and further 

increasing Qsl may have a reduced effect on the BSD at this location. 
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Figure 5-4. Examples of (a) PDF and (b) CDF of bubble diameter at 45d from the nozzle exit along 

the gas-phase centerline (ξ = 45d and η = 0). 

Figure 5-5(a) and (b) illustrate examples of d32 distribution in the η direction for Qsl = 24 L/min 

and αs0 = 0.5%, respectively. At all the measurement points, the standard deviation of BSD varies 

from 21% to 28% of SMD, and it was not drawn for better figure clarity. In general, the SMD falls 

within the range of 1.0 - 2.0 mm for the studied scenarios. The peak value of d32 occurs at the gas-
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5-5(b) demonstrates that the maximum SMD is also susceptible to the slurry flow rate, especially for 

a smaller gas flow rate (e.g., it reduced by 26% from Expt. C-18-0.2 to C-30-0.2). Furthermore, it can 

be observed that the distribution of SMD at a specific section tends to be more uniform as the slurry 

flow rate increases, which aligns with observations on air-water bubbly jets in Zhang and Zhu (2013).  
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Figure 5-5. Examples of distributions of Sauter mean bubble diameter in the η direction for (a) Qsl = 

24 L/min and (b) αs0 = 0.5%.
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5.3.2. Typical measurement results of gas void fraction 

To investigate the effects of flow parameters, particularly the initial sand concentration, on gas 

void fraction (αg), Figure 5-6(a) presents typical distributions of αg non-dimensionalized by αg0 in 

the η direction for Qsl = 24 L/min. As expected, the gas void fraction decreases as the bubbles 

move further in the ξ direction, and the distributions of αg/αg0 become wider in the η direction. An 

increase in the gas flow rate results in a larger αg/αg0, whereas it tends to be lower with an increase 

in the initial sand concentration, indicating that the additional injection of sand particles promotes 

the spreading of bubbles. 

According to Zhang and Zhu (2013), the normalized void fraction αg/αgc in two-phase bubbly 

jets can be described by a Gaussian distribution, where αgc is the void fraction at the gas-phase 

centerline: 

𝛼𝑔 𝛼𝑔𝑐⁄ = exp [−0.693(𝜂/𝑏𝑡)2]                                               (5-1) 

where 𝑏𝑡 is the half-thickness in the η direction, defined as the distance from the centerline to 

where 𝛼𝑔 𝛼𝑔𝑐⁄ = 0.5. Using the method of non-linear least squares regression, Figure 5-6(b) 

displays the fitted experimental data with the Gaussian distribution for both two-phase and three-

phase jets. It can be observed that αg/αgc fits well with the Gaussian profile for the bubbly jets 

(Expts. A-24-0.4 and A-24-0.6), similar to the findings reported in Zhang and Zhu (2013) and 

Zhang et al. (2023a). However, the experimental data are slightly higher near the downstream 

boundary of the bubbly region (η/bt > 1.5) for the three-phase jets, especially for the scenarios with 

higher initial sand concentration (maximum deviation of 𝛼𝑔 𝛼𝑔𝑐⁄ ≈ 0.2  for Expt. D-24-0.4), 

whereas the upstream boundary does not have this phenomenon. This can be attributed to that as 

the bubbles rise, a large number of sand particles tend to separate from the bubbly region and 
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reverse their directions to settle down to the flume bed. These particles interact with bubbles and 

drive the bubbles to spread further downstream, resulting in a wider distribution compared to the 

bubbly jets.
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Figure 5-6. Examples of distributions of gas void fraction αg non-dimensionalized by (a) initial 

void fraction αg0 and (b) centerline void fraction αgc in the η direction for Qsl = 24 L/min. 
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move further. The value of αgc/αg0 generally increases with the gas and slurry flow rates (Qg and 

Qsl), and decreases with the initial sand concentration (αs0). Therefore, the centerline gas void 

fraction αgc can be expressed as a function of αg0, αs0, Qg, Qsl, and other variables. In this work, the 

experimental observations led to consider 10 main variables to predict αgc: 

𝛼𝑔𝑐 = 𝑓(𝛼𝑔0, 𝛼𝑠0, 𝜉, 𝑑, 𝑢𝑔, 𝑢𝑙 , 𝜌𝑔, 𝜌𝑙 , 𝜇𝑔, 𝜇𝑙)                                 (5-2) 

where 𝑢𝑔, 𝑢𝑙 , 𝜌𝑔, 𝜌𝑙 , 𝜇𝑔, 𝜇𝑙 are the velocities at the nozzle, densities, and viscosities of the gas- and 

liquid-phases, respectively. The Buckingham’s Pi theorem allows us to determine 7 dimensionless 

(or Π) groups by subtracting 3 fundamental dimensions of mass, length, and time. Three mutually 

independent variables, 𝑢𝑙0, 𝜌𝑙 , and 𝑑 are selected as the repeating variables, the other seven non-

repeating variables are distributed to construct the seven Π-groups as follows: 

𝜋1: 𝑢𝑙, 𝜌𝑙, 𝑑, 𝛼𝑔0  

𝜋2: 𝑢𝑙 , 𝜌𝑙 , 𝑑, 𝛼𝑠0 

𝜋3: 𝑢𝑙 , 𝜌𝑙 , 𝑑, 𝜉 

𝜋4: 𝑢𝑙 , 𝜌𝑙 , 𝑑, 𝑢𝑔 

𝜋5: 𝑢𝑙 , 𝜌𝑙 , 𝑑, 𝜌𝑔 

𝜋6: 𝑢𝑙 , 𝜌𝑙 , 𝑑, 𝜇𝑔 

𝜋7: 𝑢𝑙 , 𝜌𝑙 , 𝑑, 𝜇𝑙 

 

Using dimensional analysis, the dimensionless numbers for each group can be constructed as 

follows: 𝜋1 = 𝛼𝑔0 , 𝜋2 = 𝛼𝑠0 , 𝜋3 =
𝜉

𝑑
, 𝜋4 =

𝑢𝑔

𝑢𝑙
, 𝜋5 =

𝜌𝑔

𝜌𝑙
, 𝜋6 =

𝜌𝑙𝑢𝑙𝑑

𝜇𝑔
= 𝑅𝑒∗ , 𝜋7 =

𝜌𝑙𝑢𝑙𝑑

𝜇𝑙
= 𝑅𝑒𝑙 . 

Note that 𝜋7 is the liquid Reynolds number at the nozzle, whereas 𝜋6 is a characteristic Reynolds 

number which contains both gas and liquid variables. Therefore, 𝜋6 is multiplied by 𝜋4 and 𝜋5, 
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and 𝜋6
′ =

𝜌𝑔𝑢𝑔𝑑

𝜇𝑔
= 𝑅𝑒𝑔 is obtained, which represents the gas Reynolds number at the nozzle. Based 

on the aforementioned dimensionless numbers, the following relationship can be established: 

𝛼𝑔𝑐 = 𝑓(𝜋1, 𝜋2, 𝜋3, 𝜋6
′ , 𝜋7) = 𝑓(𝛼𝑔0, 𝛼𝑠0,

𝜉

𝑑
, 𝑅𝑒𝑔, 𝑅𝑒𝑙)                            (5-3) 

then we get:  

𝛼𝑔𝑐

𝛼𝑔0
= 𝑓(𝛼𝑠0,

𝜉

𝑑
, 𝑅𝑒𝑔, 𝑅𝑒𝑙)                                                  (5-4) 

Given the positive effects of Qg and Qsl on αgc/αg0, as well as the negative effects of ξ/d and αs0 as 

shown in Figure 5-7, the following equation is used to best describe the trend using the method of 

non-linear least squares regression: 

𝛼𝑔𝑐

𝛼𝑔0
=

0.002𝑅𝑒𝑔
0.68𝑅𝑒𝑙

0.02

exp (30𝛼𝑠0+0.06𝜉/𝑑)
  with R2 = 0.94                                     (5-5) 

Figure 5-8 shows the comparison between measured and predicted centerline void fraction αgc/αg0, 

where almost all the data points fall within ±15% error lines, and most (82%) of the predicted data 

have an error of less than 10%, demonstrating a satisfactory prediction of the proposed equation. 
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Figure 5-7. Distributions of void fraction along gas-phase centerline (in the ξ direction) for (a) Qsl 

= 24 L/min and (b) αs0 = 0.5%. 

 
Figure 5-8. Comparison between measured and predicted centerline void fraction αgc/αg0 
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It is interesting to note that αgc/αg0 varies little from ξ = 36d to 45d for the scenarios (Expts. 

C-18-0.2, C-24-0.2, C-30-0.2, C-18-0.4, C-18-0.6 D-24-0.2, D-24-0.4, and D-24-0.6) with a 

relatively large initial sand concentration αs0 = 1%, small air flow rate Qg = 0.2 L/min, and small 

slurry flow rate Qsl = 18 L/min (Figure 5-7), indicating that the centerline void fractions 

approximately achieve their terminal values at ξ = 45d in these scenarios. Therefore, αgc was further 

non-dimensionalized by its terminal value αgc,t for these scenarios, and related to the non-

dimensional centerline location ξ/bt,t, where bt,t is the terminal half-thickness at ξ = 45d. The 

following relationship is established to best describe the trend: 

𝛼𝑔𝑐

𝛼𝑔𝑐,𝑡
= 148.7 (

𝜉

𝑏𝑡,𝑡
)

−2.2

                                                             (5-6) 

Figure 5-9(a) shows the change of αgc/αgc,t along the gas-phase centerlines for the 

aforementioned 8 scenarios and the fitting curve by Eq. (5-6). It was found that αgc/αgc,t decreases 

as ξ/bt,t increases until  reaching its terminal value at ξ/bt,t ≈ 10, and this decreasing trend can be 

well predicted by Eq. (5-6) with a R2 of 0.93. The comparison between measured and predicted 

αgc/αgc,t is shown in Figure 5-9(b), where most (70%) of the predicted αgc/αgc,t have an error of less 

than 15% compared to the measured data. Note that there are some data points (αgc/αgc,t < 2) that 

fall outside the ±15% error lines, mainly due to their relative small values (αgc/αg0 < 0.05), which 

might be more prone to the measurement error. Nevertheless, all the predicted data yield an error 

of less than 25% in Figure 5-9(b), demonstrating the reliability of the proposed equation. 
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Figure 5-9. (a) Change of dimensionless void fraction αgc/αgc,t along the gas-phase centerlines; and 

(b) Comparison between measured and predicted αgc/αgc,t 
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significantly (< 0.04%) at ξ = 36d, suggesting that most sand particles have separated from bubbles 

at this section. 

 
Figure 5-10. Distributions of sand concentration in the η direction within the bubbly region for Qsl 

= 24 L/min.  
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Qg from 0.2 to 0.6 L/min results in a decrease in maximum αs by 25% to 31%. This negative effect 

of the gas flow rate may be due to the enhanced ambient flow turbulence by higher gas flow rates, 

resulting in intensified bubble-particle and particle-particle collisions (Ngo-Cong et al., 2018; Lain 

et al., 2020). These collisions may lead to the energy dissipation of rising sand particles, causing 

more to settle from the bubbly region and thus decreasing the sand concentration. Another possible 

explanation is that a higher gas flow rate generates more bubbles, which are likely to induce an 

increased upward movement and dispersion of particles in the bubbly region, resulting in a wider 

distribution of particles and a lower sand concentration. 

To explore the effects of slurry flow rate Qsl on sand concentration, ξ = 18d is further explored, 

where most sand particles may have already separated from the bubbly region for a lower Qsl. 

Figure 5-11 shows the distributions of αs at ξ = 18d in the η direction within the bubbly region. 

The maximum sand concentration increases as the slurry flow rate increases, probably because the 

particle momentum is enhanced by the higher Qsl due to the higher velocity at the nozzle. More 

particles tend to rise to a higher position (ξ = 18d) before they separate from the bubbly region, 

thereby increasing the sand concentration there. It is interesting to note that, as the gas flow rate 

becomes larger, the maximum αs at section ξ = 18d decreases from 0.15% to 0.04% for Qsl = 18 

L/min, indicating that the sand concentration is susceptible to the gas flow rates for a lower slurry 

flow rate. 
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Figure 5-11. Distributions of sand concentration at ξ = 18d in the η direction within the bubbly 

region for αs0 = 0.5%. 

5.3.5. Vertical sand distribution at different streamwise locations 

The vertical distribution of sand concentration is important to evaluate the evolution of sand 

particles. Figure 5-12 (a) shows an example of the vertical distribution of sand concentration for 
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of the peak position from x = 8d to x = 16d is primarily due to the dominance of jet momentum in 

this region, where the sand particles are lifted to higher positions. Beyond x = 16d, particle gravity 
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Figure 5-12. Examples of distributions of sand concentration in the vertical direction for (a) Expt. 

C-24-0.4 and (b) Expt. D-24-0.4. The red lines indicate the variations in vertical positions of peak 

concentrations along the streamwise direction. 
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Typically, the amount of sediment delivered to the flume bed is related to the near-bed 

suspended sand concentration (Mooneyham and Strom, 2018), which can be deemed as a 

representative of the deposition rate of sand particles (Ouillon et al., 2022a; Liu et al., 2023). 

Therefore, the sand concentration at z = 0 (at the same level as the nozzle exit) is selected to 

represent the sedimentation (or deposition) behavior in this study. To denote this concentration, 

the term “sedimentation concentration (αss)” is introduced in this study for conciseness. The 

distributions of normalized sedimentation concentration αss/αs0 in the streamwise direction is 

shown in Figure 5-13. Generally, αss/αs0 resembles a parabolic distribution, with its peak value 

occurring at a specific streamwise distance from the nozzle. The lowest value of αss/αs0 in the test 

region is found at x = 8d, where it is as small as ≤0.04, indicating that this position is close to the 

upstream boundary (αss/αs0 = 0) of the sand region. 

Figure 5-13(a) shows that increasing the gas flow rate tends to shift the position of maximum 

αss/αs0 from x = 32d to 24d. This shift may be attributed to the enhanced bubble-particle and 

particle-particle collisions induced by higher gas flow rates (as stated in Section 5.3.4), causing 

more particles to reverse their direction at a lower height and descend to the flume bed over a 

shorter streamwise distance. On the other hand, the initial sand concentration has a maximum 

effect of 15% on the peak value of αss/αs0, but it does not significantly impact its peak position. 

Decreasing the slurry flow rate also shifts the position of maximum αss/αs0 to a shorter streamwise 

distance (Figure 5-13b). This shift is primarily due to the reduction in initial jet momentum, which 

allows particles to separate from the bubbly region at an earlier stage. Furthermore, the peak value 

of αss/αs0 decreases (e.g., 29% from Expt. C-18-0.4 to C-30-0.4) as the slurry flow rate increases, 

demonstrating that Qsl plays a significant role in particle spreading and sediment deposition 

behavior. 
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Figure 5-13. Distributions of normalized sedimentation concentration αss/αs0 in the streamwise 

direction for (a) Qsl = 24 L/min and (b) αs0 = 0.5%. 

To predict the sedimentation concentration of air-water-sand three-phase jets in crossflow, a 

relationship is constructed considering the dominant parameters observed in Figure 5-13: 
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represented by its Reynolds number (Rel) to dominate the peak values, while the effect of both Qsl 

and Qg on the peak position is considered by their non-dimensional parameter αg0. During the 

fitting of the experimental data, Reg was found to play a minor role and was consequently neglected, 

probably due to that the gas effects on the peak position have already been accounted for in αg0. 

Therefore, Eq. (5-8) may be expressed in the following form: 

𝛼𝑠𝑠

𝛼𝑠0
= 𝑝 (

𝑥

𝑑
+ 𝑞𝛼𝑔0 − 𝑚)

2

+ 𝑛 × 𝑅𝑒𝑙
𝑘                                           (5-9) 

where p, q, m, n, and k are model constants to be determined. After fitting Eq. (5-9) to the 

experimental data using the method of non-linear least squares regression, the final expression 

yielding a R2 of 0.91 is as follows: 

𝛼𝑠𝑠

𝛼𝑠0
= −0.016 (0.1

𝑥

𝑑
+ 17.4𝛼𝑔0 − 3.2)

2

+ 3.3 × 𝑅𝑒𝑙
−0.3                      (5-10) 

Figure 5-14 shows the validation of the predicted αss/αs0 using Eq. (5 10) with all the measured 

data at different streamwise locations. It is evident that most data points (approximately 90%) fall 

within the ±15% error lines, and all the measured and predicted data generally have a difference 

of less than 20%, demonstrating the reliability of the proposed equation. The maximum αss/αs0 in 

this study is lower than 0.12 and typically occurs at x = 24d or x = 32d for different scenarios. It is 

worth noting that the small values (< 0.05) of αss/αs0 are only observed at x = 8d, whereas the 

values at x = 40d are relatively larger (> 0.06). This is mainly because the measurement region is 

not able to cover the entire sand region due to the wide spreading of particles in the streamwise 

direction. If the measurement region were elongated, the smallest value of αss/αs0 would be 

expected to occur at further streamwise locations. 
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Figure 5-14. Comparison between measured and predicted sedimentation concentration αss/αs0 at 

different streamwise locations. 
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(3) The non-dimensional centerline gas void fraction αgc/αg0 generally increases with the gas 

and slurry flow rates, and decreases with the initial sand concentration. The terminal void 

fraction is achieved at ξ = 45d for scenarios characterized by relatively high initial sand 

concentration and low air and slurry flow rates. Two relationships were proposed to predict 

the gas void fraction. 

(4) In the bubbly region, sand concentration increases with higher initial sand concentration 

and slurry flow rates, but decreases with increasing gas flow rates. Higher gas flow rates 

contribute to a more uniform distribution of sand concentration. 

(5) Sedimentation concentration typically follows a parabolic distribution in the streamwise 

direction. Increasing gas flow rates and decreasing slurry flow rates result in a shift of the 

peak sedimentation concentration position to a shorter streamwise distance. A relationship 

was proposed to predict the sedimentation concentration.
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6. Large eddy simulation of air-water-sand three-phase jets in 

crossflow* 

6.1. Introduction 

The phenomenon of multi-phase jets in crossflow (MJC) has garnered significant attention in 

various applications, ranging from artificial aeration in oceans, lakes, and rivers (McGinnis et al., 

2004; Wang et al., 2019; Dhar et al., 2021) to offshore gas/oil exploitation (Dong et al., 2021; 

Chen et al., 2022a; Wang et al., 2022) and subsea blowouts (Dissanayake et al., 2018; Mitrou et 

al., 2018; Li et al., 2022c). Multi-phase jets can be classified based on the injection method at the 

source (nozzle) into pure gas/oil or sand jets, two-phase bubbly jets (air-water) or slurry jets (water-

sand), and three-phase jets (air-water-sand). In environments such as oceans, where crossflowing 

ambient water is prevalent, the complexities of jet behaviors, including mixing characteristics 

(Dong et al., 2020; Zhang and Zhang, 2022), bubble size distributions (Jobehdar et al., 2016; Kang 

et al., 2019), and the velocities of dispersed phases (Xu et al., 2018; Newland and Woods, 2023), 

are further amplified. 

Extensive experimental studies have been conducted on the pure gas injection into liquid 

crossflow, mainly focusing on bubble/gas-phase behaviors including bubble size, rising velocity, 

gas void fraction, bubble jet penetration and trajectory. (Socolofsky and Adams, 2002; Dong et al., 

2021). On the other hand, CFD modelling has also attracted interest in studying pure gas jets in 

crossflow. Le Moullec et al. (2008) delved into the study of a wastewater treatment reactor where 

air was injected into water crossflow. They applied the Euler-Euler two-fluid model, coupled with 

 
* The content of this chapter is being prepared and will be submitted as a journal manuscript. 
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two turbulence models: k-ε and Reynolds Stress Model (RSM). Rek et al. (2017) conducted 

numerical modeling of an air jet in crossflowing water using the CFD code OpenFOAM, 

employing the Volume of Fraction (VOF) method to simulate the interface between bubbles and 

water. Mitrou et al. (2018) performed an Eulerian-Lagrangian simulation of a gas jet in water 

crossflow, investigating vortex structures induced by the interaction between the two phases. Dong 

et al. (2021) conducted experimental and numerical studies on the flow structures of gas jets into 

crossflow, proposing a modified integral model to predict gas jet evolution, including trajectory, 

inclination angle, and penetration length. Utilizing large eddy simulations and the population 

balance model (PBM), a few studies have explored the characteristics of oil jets in crossflow, 

encompassing the size of oil droplets, dilution characteristics, and turbulence structures (Aiyer et 

al., 2019; Daskiran et al., 2021, 2022). 

Compared to bubble plumes induced by pure gas injection, the concurrent injection of water 

in bubbly jets can generate smaller bubbles with high initial momentum, thereby enhancing gas-

liquid interfacial mass transfer and mixing efficiency (Lima Neto et al., 2008a; Seo and Kim, 2021; 

Kim et al., 2022). Under the influence of crossflow, the dispersed phase (e.g., air, oil, and alcohol) 

tends to separate from the liquid phase at a specific height due to buoyancy effects (Socolofsky 

and Adams, 2002; Zhang and Zhu, 2013, 2014). The radial distribution of gas void fraction 

exhibited a Gaussian shape, similar to that observed in stagnant water (Lima Neto et al., 2008a; 

Seo et al., 2022). Attempts have been made to develop numerical models for bubbly jets in 

crossflow. For instance, Lagrangian integral models have been developed for gas-oil bubbly 

jet/plumes in coastal currents under deepwater conditions (Zheng et al., 2003; Chen and Yapa, 

2003, 2004; Dissanayake et al., 2018). These numerical models can predict well the jet/plume 

geometries, trajectories, and gas dissolution. However, the detailed hydrodynamics (e.g., 



162 

 

gas/liquid velocity distribution, vorticity) and mixing characteristics were not reported. Based on 

an Euler-Euler two-fluid approach, one recent study (Zhang and Zhang, 2022) investigated the 

two-phase properties and vortex structures of bubbly jets in crossflow, and found that the liquid 

phase extended more widely in the vertical direction due to the lift of bubbles, resulting in greater 

dilution compared to pure water jets.  

The slurry (sediment-laden) jets in crossflow have also attracted considerable interest due to 

the relevance of deep-sea mining, volcanic eruption, and subsea blowout (Bordoloi et al., 2020; 

Peacock and Ouillon, 2023). In contrast to the rising bubbles in bubbly jets, the sediment is likely 

to separate from the liquid phase and fallout for sediment-laden jets in crossflow due to the 

negative buoyancy of particles (Mingotti and Woods, 2022; Newland and Woods, 2023). For 

instance, James et al. (2022) revealed that particles exhibited separation behavior when their 

Stokes settling speed exceeded 0.92 times the vertical plume speed. Employing a mixture model 

for the sediment and water phases, Decrop et al. (2015) undertook a LES to investigate the 

evolution of turbidity plumes in crossflow, exploring parameters like particle concentration, 

velocity, plume trajectory, and different turbulent structures. For two types of sediment plumes 

(midwater plume and collector plume) associated with deep-sea mining, Ouillon et al. (2022a, b) 

developed an advection-diffusion-settling model to explore the evolution and deposition 

characteristics in the plumes. Considering the slurry (mixture of water and sediment) as a single 

continuous phase, Chen et al. (2022c) conducted a LES of a slurry jet in crossflow, and investigated 

the slurry concentration and turbulence characteristics under different conditions.  

While extensive numerical studies have been dedicated to air-water or water-sand two-phase 

jets in crossflow, limited attention has been paid to the more complex three-phase jets, despite 

their practical relevance in scenarios such as subsea blowouts and dredging process (Decrop et al., 
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2018; Bogoyavlensky et al., 2020; Chen et al., 2020). Nonetheless, three-phase CFD studies have 

been extensively conducted in other areas, such as slurry bubble columns and fluidized beds. 

Three-phase flow modelling can be typically categorized into five types: pseudo two-fluid 

(Eulerian-Eulerian, i.e., E-E) approach, three-fluid (E-E-E) approach, Eulerian-Eulerian-

Lagrangian (E-E-L) approach, Eulerian-Lagrangian-Lagrangian (E-L-L) approach, and volume of 

fluid-discrete particle model (VOF-DPM) approach. The pros and cons of each method were 

systematically summarized in Zhang et al. (2023b). Decrop et al. (2018) conducted a LES to 

investigate the sediment dilution of the overflow in dredging work, where the water-sediment 

mixture was released into crossflow including the effect of entrained air bubbles. In their study, 

the water-sediment mixture was solved using a mixture model, while air bubbles were tracked 

using a Lagrangian discrete phase model. Their model can be deemed as a special form of E-E-L 

approach, yet only one set of momentum equation is solved for the liquid-solid mixture with 

relative slip velocities included, and the liquid-solid interactions such as drag force were not 

considered. 

To the best of the authors’ knowledge, this work is the first study on numerical simulation of 

air-water-sand three-phase jets in crossflow. Based on an Eulerian-Eulerian-Lagrangian three-

phase model, the flow field and particle movement are comprehensively investigated. The 

remainder of this paper is organized as follows: Section 6.2 presents the velocity measurements 

and uncertainty analysis; the mathematical model and setup details are introduced in Section 6.3; 

Section 6.4 presents the numerical results, including model validation, distributions of phase 

concentration and velocity, turbulent kinetic energy and vortical structures; finally, a brief 

conclusion is provided in Section 6.5.  
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6.2. Experimental methodology 

6.2.1. Velocity measurements of gas and sand 

The scenario C-24-0.4 in Chapter 5 was selected as a typical case for the calibration of the current 

model, and further investigation on the characteristics of air-water-sand three-phase jets in 

crossflow. After the separation of bubbles and sand (as presented in Section 5.2.2), the obtained 

binary images were employed to analyze the velocities of gas bubbles and sand particles using the 

bubble image velocimetry (BIV) and particle tracking velocimetry (PTV) techniques, respectively. 

The BIV method introduced by Ryu et al. (2005) combines the shadowgraph images obtained from 

using the background light and the particle image velocimetry (PIV) technique that correlates the 

consecutive images to determine the velocity by treating bubbles as tracers. This technique has 

been successfully used in several studies of air-water two-phase flows (Shuai et al., 2019; Amin 

et al., 2023). Given that the sand concentration is relatively low (0.5% at the nozzle) in this study, 

the individual sand particle’s movement can be determined by using the PTV technique and 

transformed to the Eulerian field. 

The gas velocity was analyzed using a free MATLAB plug in, PIVlab (Thielicke and Sonntag, 

2021). Cross correlation of consecutive images with a three pass algorithm and a 50% overlap was 

applied to obtain the instantaneous gas velocity vectors. In the three pass approach, the first 

interrogation window size of 128 × 128 pixels (22 × 22 mm2) was adopted to ensure it is at least 

four times larger than the peak bubble displacement (Keane and Adrian, 1990); and the second and 

third window sizes were 64 × 64 and 32 × 32 pixels, respectively. Furthermore, the cross 

correlation function between windows was computed using the discrete Fourier transform, the 

deformation linear window, and the Gaussian subpixel estimator in PIVlab. 
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Correlation-based PTV for sand particle movement was executed using another MATLAB 

plug-in, PTVlab (Brevis et al., 2011). Two main steps in the PTV algorithm are the particle 

detection and particle tracking. The particle centroid detection was performed using a Gaussian 

mask algorithm, which searches for particles in the image that match a defined mask with cross-

correlation (Takehara and Etoh, 1998). The parameters for the detection algorithm in this study 

include an intensity threshold of 70, a standard deviation of 10 pixels, and a correlation threshold 

of 0.5. Moreover, in the particle tracking algorithm, the image pairs were cross-correlated by an 

interrogation area of 20 pixels, a minimum correlation of 0.7, and a similarity neighbor of 25%.  

After processing a total of 4,565 images for each sub-window, the scale of the velocity vector 

was calibrated with the spatial resolution of 5.8 pixels/mm and the time step of 0.004 s between 

consecutive images. Finally, the instantaneous velocity data of gas and sand at specific points in 

PIVlab and PTVlab were extracted to calculate arithmetic mean velocities. 

6.2.2. Uncertainty analysis 

According to the measurement method of concentrations of air and sand as shown in Section 5.2.2, 

the main uncertainties for their concentrations were mainly induced by the circular area and depth 

of field (DOF). The errors caused by the circular area have already been figured out as 3.2% in 

Section 5.2.2, so the next step is to evaluate the uncertainty of DOF. 

The DOF and its uncertainty were determined through the following methods or steps: 

(a) The DOF was initially estimated by observing a ruler physically using the high speed 

camera. By adjusting the ruler position forward and backward with respect to the focal 

plane (y = 0), the image became blurred at round y = ±25 mm. As a result, the preliminary 

estimation of the DOF suggested it to be within 50 mm. 
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(b) Subsequently, the DOF was calculated using Eq. 5 D1 (Appendix D), providing an 

estimated value of 20 mm. 

(c) Finally, the DOF used in image processing was calibrated using the gas void fraction 

measured by the RBI probe. In image processing, a lower grayscale threshold could result 

in more identified bubbles, corresponding to a larger estimated DOF. The current image 

processing algorithm identifies approximately 80% 85% in focus bubbles (based on 

visual inspection of the images) by applying an appropriate grayscale threshold (varying 

from case to case). If the threshold is further reduced, out of focus (blurred) bubbles will 

be inevitably detected. Assuming and using the mean probe values as a reference (Figure 

5-3), the DOF in image processing varies between 17.8 and 22.7 mm using the equation 

in Section 5.2.2: 𝛼𝑔 = ∑ (∑ ∀𝑏,𝑖
𝑛
𝑖=1 /∀𝑓)𝑁

1 /𝑁.  

Consequently, the DOF of 20 mm, estimated by Eq. 5 A1 in Method (b), was used for the 

calculations of gas void fraction in this study. The maximum DOF uncertainty caused by the 

threshold was estimated as (22.7 20)/20 = 13.5%. Based on the values of the two previously listed 

sources of uncertainty, the total uncertainty in measurements of concentration was estimated to be 

their root sum squared value (Warwaruk and Ghaemi, 2023), which was approximately 13.9%. 

Sources of uncertainty in the measurement of gas velocity include errors due to (a) the DOF; 

(b) the measurement in PIVlab; and (c) the statistical convergence of velocity. The details for each 

source of uncertainties are listed below. 

(a) In most studies using the BIV technique, the DOF has been considered as a primary source 

of uncertainty (Na et al., 2020; Kong et al., 2023). All bubbles within the DOF appear 

sharp in the images, while those outside the focal plane can introduce bias to velocity 

vectors. The error due to the thickness of the DOF, 𝜀D, is estimated as (Ryu et al., 2005): 
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𝜀D = DOF/2𝐿, where L is the working distance. For a DOF of 20 mm and L of 640 mm 

used in this study, 𝜀D is estimated as 1.6%. After considering the DOF uncertainty (17.8 - 

22.7 mm), the estimated 𝜀D is 1.8%. 

(b) Compared to the uncertainty in a standard PIV measurement (e.g., estimated as 

approximately 0.1 pixels in Raffel et al. (2018)), the BIV measurement may induce higher 

uncertainty due to different bubble sizes, shapes, and dispersive characteristics (Lim et al., 

2015; Zhang and Chanson, 2018; Ma et al., 2020), leading to challenges to directly 

estimate it. Alternatively, the errors can be assessed by comparing it with another 

simultaneous measurement system that has significantly lower uncertainty (Neal et al., 

2015; Scharnowski and Kähler, 2020). Comparisons have been made between the BIV 

and other techniques (e.g., fiber optic reflectometry) in highly aerated flows to estimate 

the uncertainties (Ryu et al., 2005; Bung and Valero, 2015). In this study, the gas void 

fraction is relatively low (1.6% at the nozzle) and each in-focus bubble can be clearly 

identified. Therefore, the velocity magnitude measured by PIVlab was compared with the 

values measured by manual tracking plug-in in ImageJ. The manual tracking is essentially 

a Lagrangian method by carefully selecting the front of each bubble in two consecutive 

images, which serves as a reference velocity in this study for evaluating the uncertainty in 

PIVlab measurement. Figure 6-F1 (see Appendix F) shows the comparison of these two 

methods for the mean gas velocity around the gas-phase centerline for the current scenario 

C-24-0.4. The uncertainty associated with measurements in PIVlab is estimated to be 

within 7.5%. 

(c) The random noise of the BIV measurements was evaluated using the statistical 

convergence of the gas velocity. Figure 6-F2 shows an example of the statistical 
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convergence of mean gas velocity at the centerline of ξ = 18d and 27d, where the 

horizontal axis denotes the number of data points (n) normalized with the total number of 

data points (N). The total number of data points decreases from the gas-phase centerline 

(around N = 2500) to boundary (N = 0) due to the decreasing gas void fractions, and only 

the measurement points with N > 150 were selected to calculate the mean gas velocity. 

The results showed that the arithmetic mean generally converged after n/N = 0.6, and the 

maximum variation of the mean gas velocity was approximately 1% from n/N = 0.8-1.0 

for all the measurement points in the current scenario.  

Accordingly, the total uncertainty of the three sources in measurements of mean gas velocity 

was estimated to be their root sum squared value of 7.8%. Uncertainty analysis was also conducted 

for the sand velocity based on the errors due to DOF, measurement in PTVlab, and statistical 

convergence. The results indicated similar uncertainty values for each source as the gas velocity. 

Consequently, the total uncertainty in measurements of mean sand velocity was estimated to be 

8.0% in this study. 

6.3. Mathematical model and numerical methodology 

In this study, the Eulerian-Eulerian-Lagrangian three-phase solver developed in Chapter 4 was 

used, and coupled with the LES to model the sub-grid turbulence. The gas and liquid phases are 

modeled in the Eulerian coordinates, and the sand particles were modeled in the Lagrangian 

coordinates. The interphase forces between the gas and liquid phases include drag force, virtual 

mass force and turbulent dispersion force, while the interphase forces between the fluid and solid 

phases are buoyancy force and drag force. In the current LES, the one-equation SGS model 

(Niceno et al., 2008) was adopted for the liquid phase. To model different sizes of bubbles, 14 
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classes were selected as shown in Table 6-1. The widely-used coalescence model developed by 

Prince and Blanch (1990), and breakage model proposed by Laakkonen et al. (2006) were adopted.  

Table 6-1. Bubble classes used in the simulation. 

Bubble class index Bubble diameter (mm) Bubble class index Bubble diameter (mm) 

1 0.30 8 1.04 

2 0.36 9 1.24 

3 0.43 10 1.47 

4 0.51 11 1.76 

5 0.61 12 2.10 

6 0.73 13 2.51 

7 0.87 14 3.00 

6.3.1. Grid configuration and boundary conditions 

In this study, the experimental geometry was discretized into computational grids by the 

blockMesh utility in OpenFOAM. Four grid cell (control volume) sizes were tested, i.e., Grid 1 

containing 6,371,490 cells (1.0-16.4 mm edge length), Grid 2 containing 9,069,666 cells (1.0-15.3 

mm edge length), Grid 3 containing 11,727,098 cells (0.9-14.4 mm edge length), and Grid 4 

containing 13,420,072 cells (0.8-12.8 mm edge length). It should be noted that the grid cell size is 

much smaller than that used in Chapter 2, mainly because the bubble or sand particle sizes are 

much smaller (around 3 times) than that in Chapter 2. As discussed in Chapter 2, the grid cell size 

should generally be larger than the sizes of bubbles/particles when employing the Eulerian-

Eulerian or Eulerian-Lagrangian approach. In this simulation, the average bubble size is 

approximately 1.0 mm, allowing for the exploration of smaller grid cell sizes in the LES grid 

sensitivity analysis. Figure 6-1(a) shows an example of grid configuration for the three-phase jet 

model using Grid 3, where the local refinement was implemented near the nozzle, and the grid cell 
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size increases smoothly from the nozzle exit to each side of the computational domain. To validate 

the mathematical model and examine 3D hydrodynamics, the same configurations as the 

experiments were used in the simulations. The computational domain was reduced to 1.2 m in 

length to save the computational time. The nozzle was set at 0.1 m downstream of the crossflow 

inlet, and the coordinate origin was set at the nozzle exit where the mixture of gas, liquid, and sand 

was injected. It should be noted that x, y, z are the longitudinal, vertical, transverse directions, 

respectively. An example of instantaneous flow structures of gas-phase (in red color), liquid-phase 

(in cyan color), and sand-phase (in yellow color) at t = 40 s is shown in Figure 6-1(b). 

 

(a) 
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Figure 6-1. (a) Grid configuration for the three-phase jet model; and (b) instantaneous flow 

structures of gas-phase (in red color), liquid-phase (in cyan color), and sand-phase (in yellow color) 

at t = 40 s. The iso-surfaces of gas and liquid phases were 3% of their initial concentrations. 

The boundary conditions were specified as follows. Given the approximately uniform water 

velocity above the nozzle exit (Figure 5-B1), a constant value of cross-sectional average velocity, 

0.2 m/s, was assigned at the crossflow inlet. Its maximum deviation from the actual velocity in the 

region of interest (above the nozzle exit) is about 0.03 m/s, which is assumed to have minor effects 

on the simulation results. At the crossflow outlet, the velocity was set to inletOutlet, typically 

equivalent to zero gradient, though it switches to a fixed value (zero in this study) if there is 

backward flow at the outlet. At the nozzle exit boundary, a mean vertically upward velocity of 3.5 

m/s was prescribed for all three phases, with a fluctuation scale (i.e., turbulence intensity) of 10%. 

The initial gas volume fraction was calculated by 𝛼0 = 𝑄𝑔/(𝑄𝑔 + 𝑄𝑙), where Qg and Ql were gas 

and liquid flow rates, respectively. Slip and zero-gradient boundary conditions were imposed at 

the top surface of the domain for liquid and gas, respectively. The rest surfaces were specified as 

(b) 
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wall boundaries, and the no-slip boundary conditions were adopted. Furthermore, the solid 

particles bounced back with a restitution coefficient of 0.9 at the walls and 0.1 at the top boundary. 

Initially, the water was flowing from crossflow inlet to outlet with the same velocity at 

crossflow inlet, and the hydrostatic pressure distribution at time t = 0 was defined in the vertical y 

direction. No gas and sand particles exist in the channel flow at the initial time, and the scalar 

concentration is zero in the domain. Gas bubbles consisting of 14 groups (shown in Table 6-1) 

with s = 1.7 were predefined at the nozzle exit.  

6.3.2. Simulation procedure 

The governing equations were solved using the developed Eulerian-Eulerian-Lagrangian solver in 

Zhang et al. (2023b) in the open source CFD package OpenFOAM v2006. This solver is based on 

the finite volume method to discretize the governing equations. The fluid phase volume fractions 

were solved by using a modified MULES method with considering the effect of sand concentration 

𝛼𝑠, and the velocity-pressure was coupled via the PIMPLE algorithm. The first-order bounded 

implicit Euler scheme was employed for the time derivative terms in the equations, while the 

second-order Gauss linear scheme was adopted for the gradient terms. The limited discretization 

scheme was applied to the divergence terms, and the diffusive terms were interpolated using the 

Gauss linear uncorrected scheme. The detailed schemes for each term in the governing equations 

are listed in Table 6-2. 

Table 6-2. Numerical schemes used in OpenFOAM: ∅ is a generic variable, ∇2 is the Laplacian 

term, ∇⊥ is the surface-normal gradient term, and (∅)𝑓 is the face interpolation operator. 

Term Scheme 

𝜕∅/𝜕𝑡  Euler implicit 

∇∅  Gauss linear 
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∇p  Gauss linear 

∇ ∙ (𝐔𝝋𝛼𝜑)  Gauss vanLeer 

∇ ∙ (∅𝐔𝝋𝐔𝝋)  Gauss limitedLinearV 1 

∇ ∙ (𝐔𝝋∅)  Gauss limitedLinear 1 

∇ ∙ (𝜏𝜑
eff)  Gauss linear 

∇2∅  Gauss linear uncorrected 

∇⊥∅  uncorrected 

(∅)𝑓  linear 

 

The adjustable time step with a maximum value of 0.0001 s was adopted to resolve the flow 

field and the movement of Lagrangian particles, and to satisfy the Courant number requirement 

𝐶𝑜 = ∆𝑡
𝑈max

∆𝑥min
< 1, in which Δxmin represents the shortest distances between the computational 

points. The simulation was run for more than 40 s real-time, and time averaging was performed 

after 20 s when the flow reached statistically stationary turbulence (the gas void fraction was used 

to determine the statistical independence of the flow). In the three-phase solver, the Lagrangian 

particle (sand-phase) concentration and velocity were converted to the Eulerian field to evaluate 

the time-averaged properties, and the detailed procedure can be found in Zhang et al. (2023b). The 

numerical simulations were carried out on a cluster (Compute Canada) with 192 processors.  

6.4. Results and discussion 

6.4.1. Grid sensitivity analysis and model validation 

Before the grid sensitivity analysis of the LES model, a preliminary simulation using the mixture 

k-ε turbulence model was conducted for comparison. Figure 6-F3 (see Appendix F) shows the 

instantaneous flow structures of the liquid-phase at t = 15 s with the LES and mixture k-ε model 
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using the same grid (Grid 3). The iso-surface of the LES appears highly contorted, indicating a 

high level of resolved turbulence. However, it is evident that the resolved fluctuation level is 

significantly lower in the mixture k-ε model, and the iso-surface is more indicative of the mean 

flow structure. Hence, the use of LES is essential for capturing turbulent fluctuations in three-

phase jets in crossflow, as compared to the mixture k-ε model. 

A grid sensitivity analysis was conducted on the four grids to investigate the influence of grid 

resolution on the simulated results. Figure 6-2(a) shows the distributions of mean gas void fraction 

αgm at ξ = 18d predicted with the four grids, along with the experimental result. The results shows 

that the predicted αgm generally agree with the experimental data by all the grids. However, the 

peak αgm at the gas-phase centerline (η = 0) predicted by Grids 1 and 2 are much higher (e.g., 25% 

for Grid 1) than the experimental data, whereas the predicted values by finer Grids 3 and 4 lie well 

with the experiment. Similar prediction can be observed by the distributions of mean gas velocity 

Ugm in Figure 6-2(b), where the distribution of Ugm becomes wider as the grid becomes finer. Given 

the similar results predicted by Grids 3 and 4, Grid 3 is selected for the following computations 

considering the balance of accuracy and computation time. 
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Figure 6-2. Comparison between the simulated and experimental results at ξ = 18d using four 

different grid cell sizes for (a) mean gas void fraction αgm; and (b) mean gas velocity Ugm. 

The concentration and velocity of both gas and sand phases are utilized for comparison and 

validation against the experiments conducted in this study. Figure 6-3 shows the comparison 

between the simulated and experimental distributions of mean gas void fraction αgm and mean gas 

velocity Ugm at sections ξ = 18d - 36d in the η direction. Figure 6-3(a) shows that αgm agree well 

with the experimental data at sections ξ = 18d and 27d with a relative error lower than 13.9%. The 

relative error at some points of ξ = 36d is higher than 13.9%, yet the actual difference of αgm is 

within 0.03%, which can be easily caused by the numerical error (e.g., induced by grid resolution 

and discretization schemes), as well as the velocity deviation between the realistic (Figure 5 B1) 

and simplified inlet boundary condition. The predicted Ugm also agrees well with the experiments 

at sections ξ = 18d and 27d (Figure 6-3b), as well as the values at the downstream side of ξ = 36d.  

The relative difference at the upstream side of ξ = 36d is larger (e.g., with maximum relative error 

of 35% at the upstream boundary η = -7 cm), which is deemed acceptable in this study, taking into 

account the influence of numerical error and the simplified inlet condition. 
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Figure 6-3. Comparison between the simulated and experimental distributions at sections ξ = 18d 

- 36d in the η direction for (a) mean gas void fraction αgm; and (b) mean gas velocity Ugm. The 

error bars represent a 13.9% uncertainty in the measured αgm and a 7.8% uncertainty in the 

measured Ugm. 
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Figure 6-4 shows the comparison between the simulated and experimental distributions of 

mean sand concentration αsm and mean sand velocity Usm at sections x = 8d - 40d in the vertical 

direction. The results show that the predicted αsm and Usm generally agree well with the 

experiments, with the relative errors lower than 10% at most positions. In the CFD simulations, 

the αsm and Usm vary more intensely in the vertical direction, probably due to the small grid cell 

size (e.g., average cell volume 0.08 cm3) used for LES. Given the method of transforming the 

Lagrangian particles into Eulerian field, the time-average of sand property is calculated based on 

each small cell, which may lead to the fluctuating distributions in the vertical direction. However, 

in the experiment, each water sample has a volume of 3.53 cm³, which is able to mitigate 

substantial fluctuations and thus yield smoother measurements compared to the CFD simulation. 

Nevertheless, the overall trend predicted by the CFD resembles the experimental results with 

acceptable relative errors, and thus the model validation is deemed successful in this study. 
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Figure 6-4. Comparison between the simulated and experimental distributions at sections x = 8d - 

40d in the vertical direction for (a) mean sand concentration αsm; and (b) mean sand velocity Usm. 

The error bars represent a 13.9% uncertainty in the measured αsm and an 8.0% uncertainty in the 

measured Usm. 

6.4.2. Phase concentration distribution  

The distribution of mean gas void fraction at sections ξ = 9d - 45d of the bubbly region is shown 

in Figure 6-5(a), where the boundary of each section is defined as 2% of the initial value at the 

nozzle. As expected, the peak αgm decreases and the section area increases with the increasing 

distance from the nozzle. The distribution of αgm evolves from an ellipse to a kidney shape, similar 

to the air-water bubbly jet in crossflow where a counter-rotating vortex pair (CVP) was observed 

in the bubbly region (Zhang and Zhang, 2022). The distributions of instantaneous and mean gas 

void fractions at the center-plane are shown in Figure 6-5(b) and (c), respectively. The gas bubbles 

move approximately vertically before y/d = 15, mainly due to the high initial momentum of the 

three-phase jet and their strong mixing with the liquid-phase. Under the crossflow effect, the mean 

gas void fraction is slightly diluted to the downstream side (e.g., the angle is ≈17.7° from the 
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vertical direction for the 0.05% contour line in Figure 6-5c). Beyond y/d = 15, the distribution of 

αgm is bent over in the crossflow direction continuously until y/d = 25, where the angle between 

downstream 0.05% contour line and the vertical direction starts to be approximately constant as 

40°. 

 

(c) 

(a) 

(b) 
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Figure 6-5. Gas void fraction distributions of (a) the mean values at sections ξ = 9d - 45d; (b) the 

instantaneous value at the center-plane; and (c) the mean value at the center-plane. 

For the liquid-phase, a passive scalar was implemented to examine its mixing characteristics 

with concentration of C0 = 1.0 at the nozzle exit. The distribution of instantaneous and mean scalar 

concentrations at the center-plane are shown in Figure 6-6(a) and (b), respectively. The 

instantaneous concentration shows that the liquid-phase oscillates slightly after injection until y/d

≈6. Beyond y/d≈6, the oscillation becomes more intense and the liquid-phase spread widely in 

the direction perpendicular to the jet trajectory. This pronounced jet expansion has been found to 

be associated with the increased turbulent kinetic energy (TKE) in the jet core of a single-phase 

jet in crossflow (Esmaeili et al., 2015), which will be further discussed in Section 6.3.4. The overall 

dilution of the liquid-phase can be observed by the mean concentration Cm in Figure 6-6(b). After 

injection from the nozzle exit, the centerline Cm decreases smoothly from 1.0 to 0.9 at around y/d 

= 6, and then decreases rapidly (e.g., 0.5 at around y/d = 10) and spread widely with the increasing 

distance from the nozzle. 
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Figure 6-6. Distributions of center-plane concentration for the liquid-phase of the three-phase jet. 

(a) instantaneous value C; and (b) mean value Cm. 

For a single-phase jet in crossflow, Hodgson and Rajaratnam (1992) conducted 

comprehensive laboratory experiments on circular jets at right angles to crossflow and proposed: 

      𝑆𝑐 = 1.09 (
𝛼𝑥

𝑑
)

1/3

                                      (6-1) 

(a) 

(b) 



182 

 

where 𝑆𝑐 =
𝐶0

𝐶𝑚𝑎𝑥
 represents the jet centerline dilution, and α = U0/Ua is the relative strength of the 

jet compared to the crossflow, where U0 is the initial liquid jet velocity and Ua is the ambient 

crossflow velocity. Furthermore, in the momentum-dominated near- and far-fields of a single-

phase jet in crossflow, Lee and Chu (2003) proposed the following equations to predict the 

centerline concentration: 

for  𝑦𝑐 ≤ 𝐿𝑚𝑡,                                             
𝑦𝑐

𝐿𝑚𝑡
= 2.65 (

𝑥

𝐿𝑚𝑡
)

1/2

                                    (6-2) 

          
𝑆𝑐𝑄0

𝑈𝑎𝐿𝑚𝑡
2 = 0.16

𝑦𝑐

𝐿𝑚𝑡
                                    (6-3) 

for  𝑦𝑐 > 𝐿𝑚𝑡,                                             
𝑦𝑐

𝐿𝑚𝑡
= 1.56 (

𝑥

𝐿𝑚𝑡
)

1/3

                                   (6-4) 

         𝑆𝑐 = 0.46
𝑈𝑎𝑦𝑐

2

𝑄0
                                     (6-5) 

where yc is the centerline location in the y direction, and 𝐿𝑚𝑡 =
𝑀0

1/2

𝑈𝑎
 is the momentum length scale 

for a jet in crossflow. The initial specific momentum flux M0 = U0Q0, where Q0 is the initial liquid 

jet velocity and flow rate, respectively.  

Figure 6-7 shows the comparison between the present and previous studies for evolution of 

the scalar concentration Cc along the centerline. Compared to the equation proposed by Lee and 

Chu (2003), Cc/C0 predicted in this study agrees better with the equation proposed by Hodgson 

and Rajaratnam (1992). The maximum difference occurs at around x/d = 2.5 with an actual value 

of 0.18, which is reasonable because the current grid cell size is not enough to resolve the 

turbulence that near to the nozzle. Additional test suggests that the difference of predicted Cc/C0 

between this study and Eq. (6-1) can be narrowed after applying a finer grid. 
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Figure 6-7. Evolution of the scalar concentration for the liquid-phase along the centerline. 

For the sand-phase, the distribution of mean sand concentration is not continuous, as shown 

in Figure 6-8 at the center-plane. This is because the Eulerian field of sand-phase is mapped by the 

modeled Lagrangian particles, instead of a continuous phase. The sand particles penetrate to a 

certain height and then move downwards under gravity. Interestingly, some particles reverse their 

direction and move downwards right after the injection from the nozzle (around y/d = 2), probably 

due to the effects of turbulence and particle collisions. It should be noted that the deposited 

particles at the bed is not enough to form a certain height due to their small size during the 40 s 

simulation, and the higher values than 0.1% only occur in one layer of grids. 
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Figure 6-8. The mean sand concentration distribution at the center-plane. 

6.4.3. Phase velocity distribution  

Figure 6-9 shows the mean velocity distributions at sections ξ = 9d - 45d in the bubbly region for 

the three phases. At section ξ = 9d, the maximum velocities for gas, liquid and sand phases are as 

large as 2.1, 2.0, and 1.9 m/s, since the initial jet momentum dominates there. The velocities 

decrease along the gas-phase trajectory as expected, and the location of maximum velocity migrate 

from the center to the downstream side of the bubbly region. This is probably because the bubble 

velocity is suppressed by the crossflow at the upstream side of the bubbly region, while the liquid 

and sand phases tend to separate from the bubbly region with a lower position. The overall velocity 

is the highest for the gas-phase and lowest for the sand-phase due to the buoyancy effects.
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Figure 6-9. Mean velocity distributions at sections ξ = 9d - 45d in the bubbly region for the (a) 

gas-phase; (b) liquid-phase; and (c) sand-phase. 

Figure 6-10(a) shows the distributions of instantaneous and mean horizontal velocities of the 

liquid-phase at the center-plane. As is observed, strong disturbance of the instantaneous horizontal 

velocity Ulx occurs, and both positive and negative Ulx exist in the jet region. This can be attributed 

to the strong turbulence induced by the jet, and the spreading of the liquid-phase to both the 

upstream and downstream sides of the jet under the high velocity ratio of jet to crossflow (i.e., 

17.5). The mean horizontal velocity Ulmx reveals that the negative values occur mainly near the 

downstream side of nozzle wall and the near-field region of the jet due to wake effects. As the jet 

develops along its trajectory, the horizontal velocity increases and reach its maximum value of 0.3 

m/s at around y/d = 17. It should be noted that Ulmx at the downstream side rapidly decreases from 

0.22 to 0.1 m/s, mainly due to the CVP effect which tends to entrain the ambient flow to the jet.  

For the vertical velocity in Figure 6-10(b), the positive Uly generally decreases along the jet 

trajectory as expected. However, negative Uly (maximum absolute value of 0.2 m/s) is observed in 

some regions upstream of the jet, which is caused by the shear-layer vortices (Daskiran et al., 

2020). The negative values are not obvious in the mean distributions because the shear-layer 

(a) (c) (b) 
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vortices are highly unsteady and cannot be exhibited through the time-average. It is interesting that 

a slight separation starts to develop for the distribution of Ulmy at around x/d = 12, and therefore a 

secondary flow in the upper region is formed that is mainly induced by the lift of bubbles. 

 

 

Figure 6-10. Instantaneous and mean velocity distributions of the liquid-phase at the center-plane: 

(a) horizontal velocity Ulx and Ulmx; and (b) vertical velocity Uly and Ulmy 

For the sand-phase, Figure 6-11 depicts the distributions of instantaneous particle velocity and 

mean velocity mapped to the Eulerian field at the center-plane. As shown in Figure 6-11(a), the 
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total velocity generally decreases along the jet trajectory. Under the effects of crossflow and 

particle collisions, a number of sand particles start to escape from the jet region at an early stage 

(y/d≈2). The random collisions between particles result in the formation of a wide falling region. 

It is interesting that a sharp decrease (down to < 0.12 m/s in the black dot region) of the mean 

velocity Usm is observed under the downstream boundary of jet, and then Usm smoothly increases 

as the particles falling to the bed. The sharp decrease may be attributed to the energy dissipation 

of particles through collisions, leading to the decrease of momentum and thus escape from the jet 

region with a lower velocity. The distribution of positive horizontal velocity is similar to the total 

velocity (Figure 6-11b). Negative values are present in the upstream side of the jet due to the shear-

layer vortices and spreading of particles, especially in the near-field (y/d < 15) where the initial jet 

momentum dominates. Similar to the horizontal velocity in the liquid-phase, Usmx decreases 

rapidly in the downstream side of the jet, which is probably due to the CVP effect. 

The mean vertical velocity Usmy of sand-phase exhibits similar decreasing trend as the total 

velocity within the jet region (Figure 6-11c). Both the instantaneous and mean vertical velocities 

demonstrate that the particles escape from the jet region with a low rising velocity (<0.1 m/s), and 

they decrease rapidly to the negative value (e.g., the dot line with -0.01 m/s) in the sand spreading 

region. Subsequently, the negative velocity increases sharply to reach a relatively large value (e.g., 

the dash line with -0.1 m/s), and then fall to the bed with a relatively uniform settling velocity, 

probably due to the increased drag force exerted on particles. Furthermore, the transverse velocity 

shows a chaotic distribution due to the transverse spreading and turbulence effect, with both 

positive and negative values occurring randomly. Nevertheless, the strong perturbance mainly 

exist around the jet region, whereas sand particles tend to keep falling within the center-plane (e.g., 

Usmz≈0) after reaching a relatively uniform settling velocity (e.g., Usmy = -0.1 m/s). 
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Figure 6-11. Instantaneous and mean velocity distributions of the sand-phase at the center-plane 

for the (a) total velocity; (b) horizontal velocity; (c) vertical velocity; and (d) transverse velocity. 
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6.4.4. Turbulent kinetic energy and vortical structures  

The resolved turbulent kinetic energy kre is a significant criterion in examining the adequacy and 

feasibility of fluid flow resolved by LES, which can be calculated as:  𝑘𝑟𝑒 =
1

2
((𝑢′)2̅̅ ̅̅ ̅̅ ̅ + (𝑣′)2̅̅ ̅̅ ̅̅ ̅ +

(𝑤′)2̅̅ ̅̅ ̅̅ ̅ ) , where u’, v’ and w’ are the fluctuating velocity components. In a well-resolved flow, the 

ratio of resolved turbulent kinetic energy to the total turbulent kinetic energy, k’ = kre / (kre + ksgs), is 

suggested to be greater than 80% (Pope, 2000). Figure 6-12(a) shows the distribution of k’ at the 

center-plane. It was observed that k’ is well resolved with higher than 90% at most positions in the jet 

and sand spreading regions, except the region near the nozzle (y/d < 8) where the more than 20% TKE 

is included in the SGS model.  

Figure 6-12(b) shows the distribution of resolved TKE kre at the center-plane, along with a 

streamline originated from the nozzle exit. kre is around 0.08 m2/s2 at the jet exit induced by the 

perturbance boundary condition. Past the jet exit, the peak kre is observed at the leading and trailing 

edges of the jet and increases with the distance from the nozzle until y/d≈7, where the leading and 

the trailing edges collapse into one single peak near the centerline and the kre started to increase rapidly. 

This phenomenon of kre is probably the reason of the pronounced jet expansion of liquid-phase at the 

same location (Figure 6-6), and similar results have also been observed in Esmaeili et al. (2015). 

Figure 6-12(c) shows the variations of TKE represented by the kre, ksgs, and ktotal (= kre + ksgs) along 

the center streamline. It can be observed that kre and ktotal are much larger than ksgs beyond the location 

of ls/d≈6, where the kre started to increase linearly (with a slope of 0.07) until it reaches the peak 

value at ls/d = 9. The resolved TKE decreases rapidly from 0.08 m2/s2 at the jet exit to 0.01 m2/s2 at 

ls/d = 1.5, and then increases smoothly until the kre in leading and the trailing edges collapse. A similar 

variation of kre has also been observed in a recent LES study on single-phase turbulent jets (Ren et al., 

2023). 



190 

 

 

 

 

Figure 6-12. The distributions of (a) k’ at the center-plane; (b) resolved TKE at the center-plane and 

a streamline originated from the nozzle exit; and (c) resolved, modeled, and total TKE along the 

streamline (ls is the length along the streamline).  
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Figure 6-13 shows the distributions of mean streamwise vorticity ωx (calculated by 
𝜕𝑈𝑧

𝜕𝑦
−

𝜕𝑈𝑦

𝜕𝑧
), 

along with the streamlines originated from a vertical line (z = 0.02 m) at the crossflow inlet. The 

two vortical structures denote the iso-surfaces of ωx of 10 (red color) and -10 (blue color), which 

are approximately symmetric with respect to the center-plane. Additionally, two vertical half-

planes at sections x = 0.1 m and 0.4 m are selected to illustrate the distribution of ωx and the in-

plane vectors. It is observed that the streamlines act as free-stream lines downstream of the 

crossflow inlet, until they encounter the vortical structures at y/d > 10, where they tend to rise with 

the jet and twist in the clockwise direction, resulting in the formation of CVP. However, the lower 

streamlines bypass the jet region and then slightly rise and twist due to the small values of ωx, 

which can be observed in the vertical planes. These small ωx are probably caused by the strong 

CVP formed by the high initial jet velocity. As the jet travels further downstream, ωx in the lower 

region decreases (e.g., from 8 s-1 at x = 0.1 m to 3 s-1 at x = 0.4 m) due to the weakened CVP.  

 
Figure 6-13. Distributions of mean streamwise vorticity ωx at sections x = 0.1 m and 0.4 m, along 

with the streamlines originated from a vertical line (z = 0.02 m) at the crossflow inlet. The two 

vortical structures denote the iso-surfaces of ωx of 10 (red color) and -10 (blue color).
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The Q-criterion is further used to depict the vortical structures of the liquid-phase with the 

iso-surface of Q = 50 (Figure 6-14). In the near-field, Figure 6-14(a) shows that the shear layer 

vortices induced by Kelvin-Helmholtz instabilities start to occur after the injection, and can be 

clearly observed at the upstream side of the jet. The column-like wake vortices are generated below 

the jet region and are elongated to the region near the bottom wall. The positive ωy (red color) 

indicates the wake vortices rotating in the counterclockwise direction, and the negative value (blue 

color) represents the clockwise rotation. The wake vortices decrease in the streamwise direction, 

accompanying with the weakened vorticity ωy as shown in the plane. This can be attributed to the 

jet rise and the blending of the jet with the crossflow (Daskiran et al. 2020). As the jet penetrates 

further downstream, Figure 6-14(b) shows that the strength of vorticity ω decreases, and the 

distribution of Q = 50 iso-surface becomes wider and sparse, indicating that the impact of the jet 

weakens as it continues to mix with the ambient fluid. 

 

Figure 6-14. Vortical structures of the three-phase jet using the iso-surface of 50 of the Q-criterion 

colored by (a) vertical vorticity ωy. The horizontal plane at section y/d = 5 along with surface 

streamlines; and (b) total vorticity ω. 
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6.5. Summary and conclusions 

In this study, the flow field and particle movement are comprehensively investigated for the air-

water-sand three-phase jets in crossflow, based on a LES coupling with an Eulerian-Eulerian-

Lagrangian three-phase model. The results showed that the predicted concentration and velocity 

of both gas and sand agree well with the experimental data. The main conclusions from this paper 

are as follows: 

(1) A pronounced jet expansion of the scalar concentration for the liquid-phase was observed 

at the location where the leading and the trailing edges of resolved turbulent kinetic energy 

collapse into one single peak.  

(2) In the bubbly region, the overall velocity is the highest for the gas-phase and lowest for 

the sand-phase due to the buoyancy effects.  

(3) Under wake effects, negative values of the mean horizontal velocity occur near the 

downstream side of nozzle wall and the near-field region of the jet. Due to the lift of 

bubbles, the mean vertical velocity reveals a secondary flow in the upper jet region.  

(4) Sand particles escape from the jet region with a low rising velocity, and then turn 

downwards and accelerate rapidly to ultimately achieve a relatively uniform settling 

velocity as they descend to the bed. 

(5) Typical vortical structures were observed for the three-phase jets in crossflow, including 

shear-layer vortices, wake vortices, and counter-rotating vortex pair. The strength of 

vorticity decreases as the jet penetrates further downstream.
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7. General conclusions and recommendations 

7.1. Conclusions 

In this thesis, the characteristics of multi-phase jets in crossflow is studied on two major aspects: 

(a) the flow field and vortex structures of two-phase bubbly jets in crossflow through numerical 

simulation, as well as the effects of top boundary on bubble properties of bubbly jets in pipe 

crossflow through experiments; and (b) the distributions of bubble size, bubble and sand 

concentrations in air-water-sand three-phase jets in crossflow through experiments, as well as the 

phase properties and vortical structures by a developed three-phase numerical model.  

 

The general conclusions are listed below: 

1) For bubbly jets in free-surface crossflow, the vertical distribution of turbulent kinetic 

energy (TKE) evolves from mono-peak to dual-peaks as the jet penetrates farther for the 

bubbly jet due to the interactions between bubbles and ambient water flow. Counter-

rotating vortex pairs can be clearly observed for both phases. Compared to pure water jets, 

bubbly jets are stretched wider in the vertical direction due to the lift of bubbles and thus 

dilution is larger. Interestingly, the vorticity at water jet cross-sections of bubbly jets 

evolves from two vertical “kidney-shapes” to two axisymmetric “thumb-up-shapes”. 

Moreover, as the crossflow velocity increases, the locations of maximum concentration, 

maximum velocity magnitude, maximum vorticity magnitude, as well as water jet 

centerline, all tend to be lower for bubbly jets. 

2) For bubbly jets in pipe crossflow, the horizontal distance from nozzle exit to where bubble 

centerline touches the top pipe wall can be expressed as a function of the Reynolds and 
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Weber numbers of the ambient pipe flow, and the Reynolds numbers of both the air and 

water phases of bubbly jets. The centerline gas void fraction and bubble size increase with 

distances after bubbles touch the top wall, mainly because bubbles are prone to gathering 

to the centerline to form larger bubbles. Afterwards, the (horizontal) bubble velocity 

decreases mainly due to the resistance force from the top wall. Good agreement has been 

achieved between horizontal bubble velocity and the 1/7th power law for water velocity 

in the pipe, and a correlation was proposed for predicting bubble rise velocity. Furthermore, 

the additional injection of water enhances the bubble fluctuations, and higher water jet and 

pipe flow rate promote the uniform distribution of bubble turbulence intensity. 

3) Gas-liquid-solid three-phase flow has been accurately predicted utilizing a newly 

developed Eulerian-Eulerian-Lagrangian (E-E-L) solver within OpenFOAM, 

demonstrating excellent agreement between the predicted phase properties and 

experimental data. The introduction of PBM in the solver significantly improves the 

predictions of gas/solid phase velocities and holdups, especially at lower region of the 

bubble column where the bubble coalescence and breakup are significant. The 

instantaneous liquid and solid particle velocities generally follow the distribution of gas 

bubbles, but the magnitudes are significantly lower than bubble velocity. Moreover, the 

vorticity exhibits irregular shapes over the column, and different scales of vortex structure 

were observed. 

4) For air-water-sand three-phase jets in crossflow, the initial gas and slurry (liquid-solid-

mixture) flow rates play significant roles in influencing the Sauter mean diameter of 

bubbles in the studied scenarios. Sand particles that tend to separate from the bubbly 

region drive bubbles to spread further downstream, which leads to a broader distribution 
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of gas void fraction compared to two-phase bubbly jets in crossflow. In the bubbly region, 

sand concentration increases with higher initial sand concentration and slurry flow rates, 

but decreases with increasing gas flow rates. Additionally, the sand concentration at the 

same level as the nozzle exit typically follows a parabolic distribution in the streamwise 

direction, and the peak position shifts closer to the source with an increased gas flow rate 

or reduced slurry flow rate. Furthermore, dimensionless prediction equations are proposed 

for the gas void fraction and sand concentration, which agree well with the experimental 

data (R2 = 0.91 - 0.94). 

5) Coupled with large eddy simulation, the newly developed E-E-L three-phase solver has 

been successfully applied to study air-water-sand three-phase jets in crossflow. The results 

show that a pronounced jet expansion of the scalar concentration for the liquid-phase is 

observed at the location where the leading and the trailing edges of resolved turbulent 

kinetic energy collapse into one single peak. In the bubbly region, the overall velocity is 

the highest for the gas-phase and lowest for the sand-phase due to the buoyancy effects. 

Under the lift of bubbles, the mean vertical velocity reveals a secondary flow in the upper 

jet region. Sand particles escape from the jet region with a low rising velocity, and then 

turn downwards and accelerate rapidly to ultimately achieve a relatively uniform settling 

velocity as they descend to the bed. Typical vortical structures were observed for the three-

phase jets in crossflow, including shear-layer vortices, wake vortices, and counter-rotating 

vortex pair.  

This thesis will improve the knowledge in four primary aspects: (1) the detailed flow field and 

vortical structures in both two- and three-phase jets in crossflow; (2) bubble characteristics of 

bubbly jets in crossflow with the effect of top solid boundary; (3) the applicability and reliability 
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of the E-E-L approach on modeling gas-liquid-solid three-phase flow; and (4) The mutual 

influence between air bubbles and sand particles on their concentrations in air-water-sand three-

phase jets in crossflow. Furthermore, the developed solver couples the Eulerian-Eulerian-

Lagrangian approach with the PBM, allowing for the simulation of various bubble sizes and 

individual particle movements in gas-liquid-solid three-phase flows. Based on the validation work 

in this thesis, the developed solver is considered to be at least 85% reliable in modeling three-

phase bubble columns and air-water-sand three-phase jets in crossflow, with the solid phase treated 

as the Lagrangian phase.  

This thesis complements the existing works on multi-phase jets in crossflow, and provides 

detailed measurement and modeling methods for the investigation of two-phase bubbly jets and 

air-water-sand three-phase jets in crossflow. The current results advance the practical applications 

such as artificial aeration, wastewater treatment, oil/gas transportation in pipelines, subsea 

blowouts, etc. For instance, in the event of a subsea blowout, the findings from air-water-sand 

three-phase jets can be utilized to estimate gas concentration along the gas-phase trajectory, using 

the terminal concentration as a reference. Appropriate precautions can be implemented considering 

the sand spreading region and corresponding concentrations. Additionally, the transport and fate 

of pollutants in the liquid phase can be estimated based on the results of scalar concentration 

evolution presented in this thesis. 

7.2. Future research 

Based on laboratory experiments and numerical simulations, this research covers the 

gas/liquid/solid phase behaviors in two- and three-phase jets in crossflow. However, there are still 

aspects left for further studies. General recommendations on further research are suggested: (a) to 

add oil to the jet and to study the pollutant transport and fate in both experiments and numerical 
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simulations. Additionally, exploring the influence of ocean waves and stratification in crossflow 

is a valuable avenue for future research; (b) to consider modeling gas bubbles as Lagrangian 

particles, employing the E-L approach in bubbly jets or the E-L-L approach in three-phase jets in 

crossflow. Despite the high computational costs of the Lagrangian approach, the individual bubble 

movements are worth investigating, especially for the three-phase jets, where particle interactions 

(e.g., bubble-sand collisions) can be more directly studied. 

Based on each study conducted in this thesis, the detailed recommendations on further studies are 

listed as follows: 

1) To investigate the small-scale turbulent properties that need to be resolved for bubbly 

jets in crossflow, and to compare the near-field vortex structures with the pure water 

jets. To achieve this, different multi-phase models or approaches with smaller mesh 

grids are expected to be developed and compared.  

2) To investigate the bubbly jet characteristics using different nozzle heights, and in 

particular, to explore the effects of pipe wall on bubble behaviors (e.g., bubble 

deformation and breakup near the nozzle, bubble trajectories, etc.) after the injection 

from the nozzle. 

3) To include the particle effects on bubble breakage and coalescence in the developed E-

E-L solver, and further evaluate its performance in higher particle loading systems. 

Additionally, the particle-bubble agglomeration is suggested to be investigated and 

implemented in the current solver for practical applications such as flotation process. 

4) To investigate the velocity distributions and turbulence characteristics of both bubbles 

and sand in air-water-sand three-phase jets in crossflow, as well as the deposition 

behavior of sand particles. 
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5) To investigate and compare the phase properties under different flow conditions (e.g., 

Reynolds number and jet-to-crossflow velocity ratios) for the three-phase jets, as well 

as injecting higher concentrations of bubbles and sand. To achieve this, it is crucial to 

overcome the limitations of the experiment, such as the high initial water flow rate in 

this study. This is essential to provide benchmark data for the model validation. 
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Appendix A 

 

 

Figure 3-A1. Gas phase centerline trajectories of bubbly jets in pipe crossflow before bubbles 

reach the top pipe wall 
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Figure 3-A2. Effects of dimensionless parameters on predicted X0/d using Eq. (3 5). The fixed 

parameters are We = 1,500, Rew = 20,000 in (a); and Re = 150,000, Rea = 2,000 in (b). 
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Figure 3-A3. Distributions of (a) gas void fraction and (b) normalized gas void fraction at different 

sections along η direction from the side view 
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Figure 3-A4. Changes of (a) centerline gas void fraction and (b) normalized centerline gas void 

fraction along the gas phase trajectories from the side view 
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Figure 3-A5. Overall bubble size distribution at all measuring points from the (a) top view; and (b) 

side view. In Expt. C 3 3, both raw data and numerically fitted data are presented for side view, 

while in all other scenarios, data are numerically fitted data. 
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Figure 3-A6. Bubble size distribution at different sections along η direction from the side view 
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Figure 3-A7. (a) Centerline distribution of bubble size. The error bars represent the standard 

deviation of the measured bubble diameters; and (b) distributions of gas phase half width from 

the side view 
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Figure 3-A8. Relationships between (a) db,c and Rew; and (b) We and db,c, where We is the Weber 

number, defined as, 𝑊𝑒 = 𝜌𝑈𝑠
2𝑑𝑏,𝑐/𝜎. 
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Figure 3-A9. Relationships between bubble slip velocity Us (Ubz in this study) and bubble 

diameter for bubbly jets in pipe flow 
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Figure 3-A10. Distribution of normalized rising velocity Ubz/Ubz,c for different scenarios 
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Appendix B 

Interphase coupling between gas and liquid phases 

The drag force describes the resistance experienced by gas bubbles moving in liquid phase. 

For a bubble swarm, the drag force per unit volume can be written as (Clift et al., 1978): 

𝐅𝐷 =
3

4
𝛼g𝐶𝐷

𝜌𝑙

𝑑b
|𝐔𝑔 − 𝐔𝑙|(𝐔𝑔 − 𝐔𝑙)    (B1) 

where CD is the drag coefficient and db is the gas bubble diameter. Note that 𝛼𝑔 considers the effect 

of solid holdup (𝛼𝑔 = 1 − 𝛼𝑙 − 𝛼𝑝) in our developed solver. Various drag models have been 

proposed and compared in the literatures (Schiller, 1933; Ishii and Zuber, 1979), and the widely 

used Ishii-Zuber drag model (Ishii and Zuber, 1979) was used in our study to calculate CD. For gas 

bubbles that are spherical such as in Gan (2013), CD can be determined as: 

𝐶𝐷 =
24

𝑅𝑒𝑚
(1 + 0.1𝑅𝑒𝑚

0.75)                                               (B2) 

where 𝑅𝑒𝑚 denotes the mixture Reynolds number of gas and liquid. 𝑅𝑒𝑚 = 𝜌𝑙𝑑𝑏|𝐔𝑔 − 𝐔𝑙|/𝜇𝑚, 

where 𝜇𝑚 = 𝜇𝑙(1 − 𝛼𝑔)
−2.5𝜇∗

, and 𝜇∗ = (𝜇𝑔 + 0.4𝜇𝑙)/(𝜇𝑔 + 𝜇𝑙). 

Due to shear or vorticity effects, gas bubbles travelling through a non-uniform flow field will 

experience a lift force transverse to the moving direction. The lift force, which tends to produce 

the radial dispersion of bubbles, can be written as (Drew and Lahey, 1987): 

𝐅𝐿 = 𝛼𝑔𝜌𝑙𝐶𝐿(𝐔𝑔 − 𝐔𝑙) × ∇ × 𝐔𝑙    (B3) 

where CL is the lift force coefficient. Various studies used a constant or the Tomiyama model 

(Tomiyama et al., 2002) for CL. However, there is no consensus on the selection of CL, and 
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different values of CL were used in the literature (Lopez de Bertodano et al., 1994; Vieira et al., 

2018). The most commonly used constant value of 0.5 was used for CL in this study, based on 

sensitivity analysis and comparing to the experimental results. 

The virtual mass force is originated from gas bubble acceleration that will accelerate the 

surrounding fluid during ascent (Jakobsen et al., 1997), and was modeled in this study as: 

𝐅𝑉𝑀 = 𝛼𝑔𝜌𝑙𝐶𝑉𝑀 (
D𝐔𝑔

D𝑡
−

D𝐔𝑙

D𝑡
)     (B4) 

where CVM is the virtual mass coefficient. CVM was fixed to 0.5 in this study for individual spherical 

bubbles (Ničeno et al., 2008). 

Under the random influence of turbulent eddies, gas bubbles tend to disperse from high to low 

void fraction regions. The turbulent dispersion force proposed by Lopez de Bertodano et al. (1994) 

was used in this work: 

𝐅𝑇𝐷 = 𝐶𝑇𝐷𝜌𝑙𝑘𝑙,𝑆𝐺𝑆∇𝛼𝑔     (B5) 

where kl,SGS is the sub-grid scale turbulent kinetic energy of liquid, and CTD is the turbulent 

dispersion coefficient. CTD was taken as 0.6 in this study after testing several values to obtain better 

agreement with the experimental results. 

Interphase coupling between fluid and solid phases 

The non-spherical drag model proposed by Haider and Levenspiel (1989) was used in this 

study for the interphase coupling between fluid and particles assuming a shape factor of 0.8. The 

drag force 𝐅𝐷,𝑝𝜑 can be expressed as follows: 

𝐅𝐷,𝑝𝜑 =
3𝜇𝜑𝐶𝐷,𝑝𝜑𝑅𝑒𝑝

4𝜌𝑝𝑑𝑝
2 (𝐔𝜑 − 𝐔𝑝)                                               (B6) 

where the drag coefficient 𝐶𝐷,𝑝𝜑 can be calculated by: 
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𝐶𝐷,𝑝𝜑 =
24

𝑅𝑒𝑝
(1 + 𝑎𝑅𝑒𝑝

𝑏) +
𝑐𝑅𝑒𝑝

𝑑+𝑅𝑒𝑝
                                             (B7) 

where 𝜇𝜑 is the fluid viscosity, 𝑅𝑒𝑝 is the particle Reynolds number, 𝜌𝑝 is the particle density, dp 

is the particle diameter, and a, b, c, and d are constants that are related to the particle sphericity. 

More details can be found in Haider and Levenspiel (1989). 

The shear lift force 𝐅𝐿,𝑝𝜑 acting on a solid particle exists in local shear flow with non-uniform 

velocity distribution over the particle surface. In this work, the Saffman-Mei lift model was used, 

which was proposed by Saffman (1965) and developed by Mei (1992): 

𝐅𝐿,𝑝𝜑 = 𝐶𝐿,𝑝𝜑
𝜌𝜑

𝜌𝑝
(𝐔𝜑 − 𝐔𝑝) × (∇ × 𝐔𝜑)                          (B8) 

where 𝐶𝐿,𝑝𝜑 is the lift coefficient. 

𝐶𝐿,𝑝𝜑 =
3

2𝜋√𝑅𝑒𝑠
𝐶𝑙𝑠                                                       (B9) 

𝑅𝑒𝑠 =
𝜌𝜑𝑑𝑝

2|∇×𝐔𝜑|

𝜇𝜑
                                                        (B10) 

𝐶𝑙𝑠 = {
6.46𝑓                                                 if 𝑅𝑒𝑝 < 40

6.46 ∙ 0.0524√𝛽𝑅𝑒𝑝                     if 𝑅𝑒𝑝 ≥ 40
                         (B11) 

𝑓 = (1 − 𝛾) exp(−0.1𝑅𝑒𝑝) + 𝛾                                       (B12) 

𝛽 = 0.5
𝑅𝑒𝑠

𝑅𝑒𝑝
,  𝛾 = 0.3314√𝛽                                            (B13) 

The virtual mass force 𝐅𝑉𝑀,𝑝𝜑 can be expressed by (Sedrez and Shirazi, 2021): 

𝐅𝑉𝑀,𝑝𝜑 = 𝐶𝑉𝑀,𝑝𝜑
𝜌𝜑

𝜌𝑝
(

𝐷𝐔𝜑

𝐷𝑡
−

𝑑𝐔𝑝

𝑑𝑡
)                                        (B14) 

where 𝐶𝑉𝑀,𝑝𝜑  is the virtual mass coefficient.  The commonly-used value of 0.5 was used for 

𝐶𝑉𝑀,𝑝𝜑 in this work. 

Population balance model for gas phase 

The coalescence and breakage source terms can be modeled as: 
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𝐵𝑖,𝑐𝑜 =
1

2
∫ 𝑎(𝑉 − 𝑉′, 𝑉′)𝑛(𝑉 − 𝑉′)𝑛(𝑉′)𝑑𝑉′𝑉

0
                              (B15) 

𝐷𝑖,𝑐𝑜 = 𝑛(𝑉) ∫ 𝑎(𝑉, 𝑉′)𝑛(𝑉′)𝑑𝑉′+∞

0
                                  (B16) 

𝐵𝑖,𝑏𝑟 = ∫ 𝑚(𝑉′)𝑏(𝑉′)𝑝(𝑉, 𝑉′)𝑛(𝑉′)𝑑𝑉′+∞

𝑉
                            (B17) 

𝐷𝑖,𝑏𝑟 = 𝑏(𝑉)𝑛(𝑉)                                                  (B18) 

where 𝑎(𝑉 − 𝑉′, 𝑉′)  denotes the coalescence rate between bubble size 𝑉 − 𝑉′  and 𝑉′ , 𝑛(𝑉′) 

represents the bubble density of bubble size 𝑉′, 𝑚(𝑉′) is the number of daughter bubble generated 

by the breakup of the bubble with size 𝑉′,  𝑏(𝑉′) is the breakup rate of bubble size 𝑉′, and 𝑝(𝑉, 𝑉′) 

is the probability density function of the bubble with size 𝑉 due to the breakup of the bubble with 

size 𝑉′. 
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Appendix C 

 

Figure 5 C1. Distribution of mean longitudinal water velocity Ux along the water depth H at 0.25 

m upstream from the nozzle.   
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Figure 5 C2. An example of the variations of measured parameters with time or image number: (a) 

Sauter mean diameter d32; and (b) gas void fraction αg or sand concentration αs. Experiment 

Scenario: Expt. C 24 0.4; and measurement location: 18d from the nozzle exit along the gas phase 

centerline. A total of 4,565 images were analyzed by selecting every other image from the total of 

9,130 images, with an interval of 0.004 s.
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Appendix D 

The DOF in this study can be calculated from the near distance of acceptable sharpness 𝐷𝑛 and 

far distance of acceptable sharpness 𝐷𝑓 (Wang et al., 2021c): 

DOF = 𝐷𝑓 − 𝐷𝑛                                                         (5-D1) 

𝐷𝑓 =
𝐿(𝐻−𝑓)

𝐻−𝐿
                                                           (5-D2) 

𝐷𝑛 =
𝐿(𝐻−𝑓)

𝐻+𝐿−2𝑓
                                                           (5-D3) 

where L is the working distance 640 mm, f is the lens focal length 60 mm, and H is the hyperfocal 

distance expressed as: 

𝐻 =
𝑓2

𝑁𝑐
+ 𝑓                                                         (5-D4) 

where N is the aperture f-number 2.8, and c is the circle of confusion of 0.035 mm which is 

calculated by f/1720 (Kodak, 1972). 

From the above equations, the DOF is calculated as 20 mm in this study. 
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Appendix E 
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Appendix F 

 

Figure 6-F1. Comparison of mean gas velocity Ugm measured by PIVlab and manual tracking in 

ImageJ. 
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Figure 6-F2. An example of the statistical convergence of mean gas velocity at the centerline of ξ 

= 18d and 27d 
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Figure 6-F3. Instantaneous flow structures of the liquid-phase at t = 15 s using Grid 3 with the (a) 

LES model and (b) mixture k-ε model. The iso-surface is denoted by 3% of the initial scalar 

concentrations. 
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