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Abstfact

The Distributed Supervisory and C9ﬁtrol (DISCO) program 1is
part of an application package be;ng developed in the
Department of Chemical Engineering at the University of
Alberta to evaluate, and demonstrate the various
alterna;ives for industrial control. The second phase qf the
development, completed as part of this thesis, investigated
the areas of system integrity and distributed processing.

Computers are playing an increasing role in the conttol
of large industria@ plants and hence the "iﬂ%egrity" of the
system is also of increasing importance. The need for data
basé integrity and the method of recovery after a system

failure in a process control environment were investigated

and compared to the needs and solution
proce%iing applications. The solution imp emented usea
fofmal Integrity méasures of the type used\is data
bprocessing applications only where necessary. It also took
advantage of‘the characteristic that ﬁuch of the data was
short lived and thus needed minimal integrity measures. This
du;l type of function for integrity was necessary to
maintain a*constant time base Qh{le still performing process
control.

Distributed computing offers.a number of advantagés
compared to a centralized system}#The-advantages and
disédvantages were analysed in terms of the benefits gained

in a process control application. A critical feature of a

distributed control system is the communication mechanism

v

used in typical data

3



since Jt ties the individual processors together. The
softwaqe protocols that ensured con51stancy and prevented
'deadloc%s were quite simple compared to the data processing
applications. This.was possible because the yolume of data
comminigated betweeh processors in a process control
applicaéion is relatively small.

—The completion of the work of this thesis leaves the
DISCO pdogram closer to a production type package usable 1in
a prbceés control environment. In addition, the package can
now be used to investigate the areas of load leveling over

the network and controlled degeneration in the event of a -

system failure.’ - o

e
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1. INTRODUCTION

’The“diminishing supply of raw materials pcesents a tough

challenge for today s Chemical Engineer. This challenge

n

appears ‘n two forms; firstly, to maximize the efficiency of
thé'eXIStlng processing plants and secondly, to devise new
processes that are more efficient or produce a product that

can replace existing materials at a cheaper cost. The first

objective results ¥n the existing plant being run closer to
conétrainté'“The second results in complex control

strategyes to match the add1Q1onal comp.exity -in the
S v

productlon of the better product. In addition, the cost of

t "

maﬁpower'ls 1ncreas1ng so there is a great pressure to

1ncréase the " product1v1ty of the existing operators. All of
. ‘Jw !
the objettlves may only be met through. the 1ncreased use of

compu%ers. The topic of th1s thesis is a continuation of the
development of a package that enables a computer to be used
‘as a tool for ptocess plant control. The particular areas of
stu@g;are;%he overa@d rel1ab11ty of the hardware and

softwareﬁpackage and the implications of a multiprocessor

computer netwdrk to a contr#l scheme. e

e, =
et

. ';,) e £
oy

1.1 Deflnltlon of a Process Control App11catlon Program .

' A computer controll1ng a plant is also the interface

between the ,process and the people who perform the day to

2
A

: 2]
day operation, plan plant operation and maintain the

. . e . ‘ . .
equipment. The process control application program



Program

simplifies the use of the computer as a tool by these people
during the performance of their vq;ious»jdbs. In addition,
it also performs and monitors the actual control algorithms
that édjust the control variables. The success of the

application program is determined by its ability to provide

‘the functions needed by these people and by the control

schemes.

1.2 Development Phases in the Process Céntrql Application

G

The objectives listed in Table 1.1, define the
characteristics the process control application p;ogram must
provide; The implementetion of the program is executed in a
number of phases. A o

The development of the process control application

program is subject to CQASth;HLT set by the general design

_specification and placed by the hardware the program is

implemented on. These are summ:rized in Table 1.2.

1.2.1 DISCO -~ ‘ -

The initial phase was the work of Andrew Brenek (6) and

dealt entirely with the implementation of modules for

' process control on one processor. The program, DISCO, set up

modules that would be run every second. Considerable work
L"; .
was done to ensure a direct correlation between the real

time clock and the number of executions of the subprogram.



‘To

To

To

To

To

Objectives of a Process Control System Program

operate in Real-time

be

Reliable

be Trdansparent to the User

be

be

Flexible

Cost Effective

‘Table 1.1 Objectives of a Process Control Program

S
\



2)

Control Constraints

Minimum execution period is 1 second
- reguired for DDC loops performing regulatory
control

System Constraints

All real-time aspects of the application program will
run under the DISCO executive -

Application program (DISCO) to be written in a high
level language
- for maintainability -

Applicé&}é& program (DISCO) to use vendor's
communication package '
- for maintainability

DISCO to run in a multi-program environment

- other programs will be running during idle
periods '

Hardware Constraints

Program size limited to 28 pages

“fable 1.2 Constraints on the Application Program



i

The program itself was constructed on the basis that
all the pertinent information for any control scheme would
be entered in a database. By making one complete cycle
through the table all the control'probiems would be checked
and outputs recalculated, status changed, etc. if necessary.
Thus all the control tésks‘of the plant could be executed
once every second. “\

A key consideration is the actual structure of the
"database. The control task was broken up into sections and
subsections with a section or factivity" representing a
particular control scheme and a subsection or "segment”
performing a particular function requiredﬂﬁy the control
scheme. An activity would be constructed by combining a
number of segments in a particular order 'to .generate the
control scheme required./The execution of an aéﬁivity would
result in the interpretation of the entries in the table as
addresses of the 1/0 information, tuninéfconstants, or

Ny

statué flags according to thé layou%;i:ated in the
documentation of each segment. Such able driven.prdcessor
provides maximum flexibility while gtill limiting the
overhead since the frequently changed values are entries in
a table. Various combinations of segments provide a large
number of oﬁtiohs for a control scheme whereas the actual
number of programs is reduced to a-few.

The segment processors ére the modules where actual

computation for the control scheme is performed. The

functions the segment processors perform include the

4



retrieval of the raw.data from the input points, the
calculation of the control action reqguired and the
Ltransmittance of the calculated values to their output-
destinations. The library of the available segments and
their functions is in Table 1.3. New ;egment p;ocessors will
be written as they are required. In the imp%ementation of a
segment processor great emphasis is placed on the
documentation since each processor is used by a variety of
users.

The layout of the data structures in DISCO are shown in
Figure 1.1. | ’
Along with the program that aztualﬂy implemented'
process control Andrew Brenek (6) wrote all the utilitiee

,

that built and loaded the database.

1.2.2 Integrity and Distributed Control; Work of this. thesis
This thesis looks at two areas required in the DISCO

- program in continuing its evolution towards a viable tool

/
for process:control in an industrial environment. The first

area is the pfqblem of ensuring the reliability of the

P e

o

control schemes agalnst ﬁ:mputer hardware and software
. f

faults. The Second is the\need to accomodgte,a control

4

scheme that is d1v1ded inte sections runnlng in a number of

-

CPU's. Addltlons in both of these’ areas result in extra
voverhead that must be jUStlfied by better performance of the
control schemes.

In examining the first area one must consider the types



&

Segment Title

|
|

Segment Function

10)

11)

12)

Input Segment
Output Segment

Data Accum,

Filter Segment
Control Segq.
Thermocouple Input
Input Conversion
Sampled-Data Control
Prégfam'Scheduler
Cascade Cohtrol

Reverse Data Accum,

Alarm

Table 1.3

- get input data

buffer area for process data
buffer area for output data
send data to process N
store data value in array
simple exponential filter

PID control algorithm

Input segment for thermocouple;
convert raw data to -eng. units
sampléd—daté control algorithm
schedule supervisory programs
two %nput cascade algorithm
output data stored for test

runs

- ‘detects and reacts to abnormal

conditions

X

Segment Library
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of computer faults that will effect the control scheme. The

typical case which only a back-up computer can totally solve

is the complete break—down of the main—frame.‘It is often

hard toujustify the cost of an entirely 'redundant computer

that is only used on rare ocassions. Also most processes can

stand being on'manual control for.a number of minutes vhile

the computer is repaired.vThe key point with such a failure

is the recovery’ process that must occur in order to return C}

the computer system and the process to the normal operating

mode. In order to be 'able to recover, a procedure is

required to moniter the application at all_times so that the

condition of all the process loops is always known. The

second requirement is a method that . enables the computer to

return to an‘approptiate state for resumption of normal

operationkafter a failuré occurs. Some of the problems

encountered are similar to those encountered in data

processing. application such as banking syStems;where

reliability is also important. Process control‘puts

stringent iimitslon the response time to attain this :

reliability since a consistent time_base must be maintained.
The second area of interest of this thesis is the

.implementation of a process control strategy on a’

distributed network of processors. A network is used to

reduce installation costs and dependency on a single

computer. A major problem'resulting from this evolution of

p?Ocess control is the communication of the condition of -

each processor to all the other processors in the network.
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|

Another key to the operation of such a networ$ is the
efficiency and reliability of the communicatién between
processors. However, a procéss control systeméis usually
based in small minicomputers which léck tﬁevfesoufcés that
the large processors pdssess.'

In the implementation of t;is enhancement of the DISCb
program any trade-offs and their ramifications will be
examined as the.aesign préceeds. In addition the progfam
structure will be modular to achieve all the benefits

mentioned by Myérs (28) in his descriptibhs of modular

software design.



. 2. CHARACTERISTICS OF PROCESS CONTROL

From the 1ntroduct10n it should be apparent that the two

main functlons,oﬁithe\process control appllcatlon program

and its.enhancememts are to control the plant ano to eupply
information about the plant in the form desiregd. The‘control
function is the primary.concern of this thesis and of the
chemical. engineering departmemt Since the methods and

results depend on engineerino propertiee such as.the'
chemical process; the layout of the udit‘and the information
available. Also the economic returns gained ‘from this CL
function comprlse most of the justification for the/cost of

o
the computer 1nstallat10n The latter function 'is a data

'manlpulatlon and storage problem which is more closely

related to conventional data proce551ng;
"7 2.1 Structure of the Control Problem

1

S L N
The control problem is broken down into three levels, )

namely regulatory, supervisory and managerial. The criteria

for theé division of the control problem between these three"

levels include

" 1) . Time constant of the process
’ response -
2) Complexity of, the control algorithm

.
The relationship between the physical division of the
process;plent and the division of . 'the control problem is as

. i ' Y
folloms.‘ . | !x/

4

11 -
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"Regulatory control” or the first level is concerned

with maintaining a process value (level, flow, tqmﬁerature).

On occasion it may involve two loop cascades. This only f

s

octurs on very simple pieces of equipmentisuch‘as a pump or
tank. At this level of ‘control. the execution of'yhe control
algorithm is Jery fast (approximately one sgcénd) dictating
that the algorithm must be'faifly simple. There is usually
only one value that varies with Eime in the algorithm, tﬁe
measured‘inputbvalue.-similarly, the number of paramete;s

that can be varied withith the algorithm is also fairly Lot

small.

- "Supervisory control™ or the second leJel’cog}rs the . .

remainder of the online control problems. This group has
applications that vary greatly in ¢omplexity and execution

ihterval. "Supervisory Control Applications™ qs@%lly

génerate the returns that justify the installation of a
computer. The fact that each application requires alot of

tuning to each individual plant dictates that this area has

Ly

"a large manpower reqﬁirémenﬁ._Applications in this group
fall into one of fhe‘thrée.c&tégories;-online continuous
app&ications,"periodic_(iﬁterrupt driven) aﬁplications énd'
data gener;tion (for reporté)Tapplicatﬁons. |

e

4t

oLy )
"Managerial control” concerns the broadest or plant

level'cf the process. It also is affected by conditions such
, TR ’ - , _ )
as the company"s policies and the economic environment which

~Dpe

)

s
N
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are outside of the realm of the plant itself. This level is

very complex due to the lafge\\umber of inputs and unknowns

Control strategies executed in this group depend largely on

?models whlch attempt to simplify real situatibns. Typically,

1
the’ method used in the calculation of the~outputs is linear -

programmlng Due to the size and complexity of the
T

Vom

algor1thms tackled at this level the period between

executlons is very long. Oftén the actual execution is done
|
in a lo*er priority, background mode 'so 'as not to affect the

performénce of the online applications.

;
|
1

~

An enalysis of the three levels of the'control problem
illusttaoes the following. In the procession up the
hierarchy\the execution interval‘vari@s from onesto ten '’
seconds at.the regulatory level; from minutes to hours at-
the supervisory level; from daily to weekly.ihtervals at the

managerial level In each execution 1nterval at all levels

1nput varlﬁbles must be read, an execution of the control

~algorithm Eccurs and new output values are sent to thelr

oestlnatloLs. Thus the control algorlthm execution dufation
and‘the nuTber of inputs and outputs accessed ate dictated -
by the period between executions. It follows that the
complex1ty of the control problem 1ncrea5es in the

process1on up the hieqachy. Since the interval of execution

of the control algorlthm is so crltlcal it is necessary to

examlne what determ1nes this interval.

!

The question of how the period between executions is

. -



14

determined is answer?d by using sampled data thecry. A basic

’sampied data phéorm is that the sampling interval of a

signal must be one half the period of the fastest frequency
of interest. (Another way of stating this is the sampling
frequency must‘bg twice the hiéhest frequency that it is
desired to d;£ect.) The indicator of the smallest interval
whére a change occurs is the time constant of a process. The
.5ampling period is picked.to*minimize the loss of
ihformétion and to“minimizq the guantity of data: The
sampling rate usua}ly will be larger if the response 1is
‘non-linear and very gomplex.vA second fact is that a control
algo;ithm can control only as well as the inputs repreéent

the process information or status. Consequently; theory

dictates that any control algorithm has a minimum execution

. rate beyond which the guarantee of control is lost.

A value of one-tenth of the time constant is used to
illustrate the variations ‘in the execution period of the
three control levels. Reguiatory control of flow or the

temperature of two mixing streams has-a time constant of

seconds. This fixes the execution interval of anyycontFol

algorithm at one second. A value of one second a ‘a“minimum
frequency of execution was used becausé it provided fast
enough response for most process\éontrol applications while
still keeping the load on thé computer at,a'manageable€n~
lével.‘Atvthe same control level a tank level or teémperature
has a time constant ofl;né hour. Thereforé in this case the

4 . : - S ) -
execution can be up to every six minutes. Thé reason the _

4
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latter isi;ncluded in the ?tggulatory.control" level is th;
complexity of the~algorithEiis similar to the algorithm on
thg faster flow control. At the supervisory level where

process units and complexes are the targets for controlfthe
time.constants involved are in the onaer"of hours and, thus
the execution interval is in the ordet of minutes. With the

‘managerial level of control the orders of maggyhude are day§

and hours for the time constant and execution intervals

respectively.

The rationalisation of the correlation of execution

interval and 'the time constant deteriorates if the process

T ’

is. very non-linear. This also applies for a linear process .
where a tight quality specifications must be maintained. In

such cases it is often economical to attempt to control the
dynamics instead of just the overall steady state operation{

~

Tﬁe span of the freguency spectra of process dynamics, is a

,f/number of times greater than the steady state response of

<

the process. Thus in‘qrder to examine the dynamics of a
protess; the sampling rate of the inputs and the execution
rate of the control algorithm must be increased/J
proportionately. An additional deterrent to 1mplement1ng
dynamlc control is the algorlthms become very complex and
consequently the executlpn time restricts the;r use.

Up to this point reference to an exedéution interval

. means the interval is fixed. This is accbhplished by
schedullng the executlon of the control algorlthm at a
/
constant 1nterval. Thls is an 1mportant fact since all the
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control algorithms assume this. Control algorithms are based
on simplifi;d models of how the process reacts. The
algorithms must be tuned by varying parameters withinlthe
algorithm to a particular process to reduce the effect of
theiimpérfections of the model. This tuning.p;ocess takes
into account the amount of information received during each
interval or the execution and sampling rate. Accordingly,
the tuning parameters would Have to be varigq if the
;_exeéution interval varied to maintain a constant control T~
performange. The simple tuning of the paraﬁeters for a fixed g
interval is very difficult and is often reduced to trial and |
error. As a result a dynamic tuning algorithm would be very
difficult (if not impossible) to devise. chh an algorithm
would have to be included with the control algorithm if the
execution interval varied, which would greatlyjincrease‘the
execution time,

"The technigue to ensuré the ‘consistancy of the
execution interval is fairly simple. Typically, the real
time featuré’é@ the computer software is called upon to
schedule the programs at a specific interval relative to a
real time clock..Prbvisibns.have to be made to halt an
‘executiOn'should the real time feature start to schedule the -
program again before the previous "scan” is completed; This
is essential‘pp mainfain a constant interval. Should the
execution ofié program be terminated dues to a timed
schedﬁling‘of the program,.tﬁe control algorithm being

executed and subsequent algorithms‘remaining would,
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experience a "time-out". This occurence'is indicative Sf a
computer that doe¥% not have edough resources for the load
attached to it. The time-out feature ensures a steady
exeéutipn interval for the algorithms that do get processed.
It is imperative that the control loops are prioritized in
order to ensure the most impor;ant ones are always.executed.

The one occurance that no amount of software checks and

. . R
defaults can combat is the failure of the computer hardware.

In this instance all control action is halted until the

computer can be replaced‘ér returned to service. The only
recourse'for‘fhis type of failure if computer control is to
be maintained throughout 1is {o have a backup computér
standing by. Rather than ﬁaving the baékup computer, simply
waiting for a failure it should be performing a useful
function. If it is perférming process control ag_well, the
m;tter of switching the work of the\faiLing computer would
be simple s:nce all the program-~ used are already loaded.
All that would be required is the transfer of the
information pertaining specifically tg the applications
running in the processor that is failing. This configuration
describes a network made up of a number of processors ﬁo
accomplish the'cbhtrolvébjective. The fact that all the

computers must communicate with one another places an

"additional burden on the operating system. With this

function included in the design specification the network
now operates as a type of a distributed computing system.

—

- -

<
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2.2 Characterization of the Process Control Application

This section on process control applications outlines
-, most of the types of problems experienced. An analysis of
these abplications will determine the structure of the
distributed computer control systlem.

v‘ At the lowest level the primar§ function is regulation;
A simple algorithm, common to several loops, that executes
\rapidly is refjuired. As a result the data necessary to
é%éracterize a particular loop 1is minimal.‘ThQ.data
stru$ture is fixed, simplg. and repetativg. The. data required
from'other processors is likely to be in two forms. The

-

first is a change in the parameters of the algorithm sent
from a computer that is im a higher level iﬁ‘the hierarghy.
The freqguency of such changes is fairly low. The second form
is input data coming from processbrs in the network. The
4sending processor may be at the samé‘level or at a higher
lgvgl in the hierarchy. It is hoped that the number of
changes of this type is limited since each point adds a
considerable communications load, The cﬁaracteriStics

~

desired at the lowest control lkgel are best implehented
‘with a series of autonomous préctssors. Due to the speed of
response necessary the data—bage must be S§ored in core
memory. The data-base must be‘cobﬁed'to disk and all chénges
accounted for in order to be recoveréble from a processor
faglure. This assumes that information sto;;d on disk 1is
secure. The placing of the data-base in core avoids the -

retrieval time from disk.. -
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The second level is much harder to analyse since it .
encompases a much larger variety of applications. Each,
applicaﬁion has its own function and accordingly its own
data structure, execution time and output characteristic. D
Communication to receive data from the process or other
processors will be_in the form similar'éo-the lower level,
namely on a demand basis. A problem that arises at this
level, since nearly all data ﬁas to be rquested, is the

vsynchronization of the data. Care must be taken‘to prevent
excess skew or checks must be made to test and react to it.

- One fact which eases\the design problem is that there is

" little if any shdring of tasks. A pqogram'in any one ;

processor will do all the data and mathematicalfagnipulationf

lrequired rather than delegate such tasks to another

"~ processor. This fact reduces the communication and

synchronization problem somewhat.
The time interval between executions is typically in
the order of minutes. As a result the data-base can be’

stored on disk since the retrieval time is not significant

yd

relative,té the execution time of any aﬁbiication, The one
/iv/( . . .

demand for fast execution is created (f the processor is an

interface for communication for a lower. level processor.

This dictates that the communication's fi:i;/gfﬂthﬁ
N
operating system enhgacements must be core—Ffesidgnt.
TN
- i < / i
X
Up to this point all the discussion has bee ased, on

,
applications that run periodically. No”mentign has been made
*’ ' \ '
\
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of cases which are interrupt driven. These cases could be
dealt with as a~re§ula;}y scheduled application testing an
execution flag oégghnggh use of the hardware interrupt
system of the computer. Ip the first solution, the speed at
which action must be taken will determine the testing
* frequency and the pfiority of the program thag,is.
subsequently scheduled. -

Processors operating at the.second (supervisory) level
.;in the hierarchy must also run independentlfi'since the time
.constraints are not as seQere_the datafbase\éan be disk

resident. Due to the greater demands, the computers must be

more powerful in terms of compUtational speed, complexity of’

functions and methods of output than those implementing
éontrdl at the first level. i}

The‘third,(managerial)‘leyel of control could be done
o?f—line in a - batch mode or ési; low priority "background”
job. The process information would be dumped to the computer
prior to exgcuting‘the arge,managerialitype proéramé. The
results would be fed to lthe oq;line processoré in a §imilar
manner. ‘- h

Tﬁis chapter has_characterized[tﬁe process and the
control problem in terms of the chemical engineer and tﬁe
cémputer scientist. The remaining portion of the thesis
deals with the implementation of the féatﬁres required to

ensure reliability and to provide distribution of the

application program.
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means that the operating point the plant must be

3. SYSTEM RELIABILITY

The primary objective of control is to maintain the process
plant the the operating conditions at all times. This
o

. { ;
sufficiently far from the operating limits to accomodate for

disturbances which upset the normal operation. The distance
the'operating point~fs from the operating limit depemds on
the expected size. of the'ihevitable disturbance and the rate
the control action can counteract the disturbapce. Computer
control allows the process to be run closer to the operating
limits by reducing the siie and‘the effect of the )
disturbances through faster and more compleX\coﬁtrol
methods.‘Thus one danger,of computer control is the plant is
left very close to the operating limits after a computer
failure. This could result in.loss of ‘material -and profits
if a disturbance,. whicﬂAaccompanies a computer failure,
pushes the plant beyohd these limits. As a result the system
rellablllty of a computer control system is a very key
feature. y"'"\

.

The relablllty of‘a computer control system is a
J

‘function of the relablllty of the individual components and

its ab111ty 'to recover from*ﬁ€v1atlons from normal computer
operatlon. Reliability refers‘to "the degree to whlch the

system satisfies the expectation that at any point in time
4 S .

the services and resqurces supported by the system perform

21
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their function correctly and are available to the user." :

The reliability of the hardware is measured either as the

. numbe; of operatiohs performed correctly before an erroneous
result is expected or the mean time between failures (MTBF).
It usually improves with the ihcéease in unit cost sipee it
is a reflection of the qual1ty of the component 5 ma erlals,
the sever1ty of the component é testing-and the strictness
of the component's spec1frcat1ons. The reliability of the
software is a reflection of the number of bugs of casé%&not
handled by the programs. It‘imprbves with systematic and
logical program desi§h and testing.

Recoverability is a far reaching topic because it is
imbedded in the‘nbrmal system 6peration as well as involving |
the actual recovery mechanism. The norﬁal.operation‘of the
'computer must constantly note (log) any significént changesn
of state. In addition tg the logging facility- the actual -
'( fecovery mechanism is m;de'up of two separate functions.
These'aré the iééntificationifunction.that detects the
oécufance and the severity of a fault and the reconstruction
function that either éofrects the.fault or returns the

v , E
computer system to the state prior to the faults occurance.

‘pg. 9, "Rellablllty Issues 1d Dlstrlbuted Information
Processing Systems” ,Proceeding of the Annual International
Conference on Fault Tolerant Computing, pp. 9 - 16, 1979



3.1 Data Integfity. - - .

The first stage of the DISCO ‘program uses a table or
database which contalns the parameters requ1red by the
computer to perform process control. This 1mplementat10n
results with the reliability of the system belng dependent .
upon the 1ntegr1ty of the data in the database. Data %
integrity refers to the likelihood that any entry will be
correct. The data in the table or database may be incotrect
as a result of enterring the wrong'data initially, changing’
the existing data erroneeusly, or‘erasing the datam
4unihtentionaliy. The fnhereng integrity checks can only
address the last two types of data violatiens. This stage in
the development of the DISCO program attempts td increase
the reliability of the program by adding features that

prevent erroneous changes and enable the computer to recover

from a database erasure.

3.1.1 Erroneous Updates

The bI§CQ program ialpresently Very susceptible:to
erroneous updates, The follo&ing cases 1llustrate the
various ways this could occur.

1) The database in the DISCO program is placed in an
area that.ié“aecessible to any program running in the
system, As a resplt ahy of the programs\may'use this\areavas‘
a'storage-ldcation and unknowinglg write over part of the
databdse. | - ) i‘ ;o

25 A ptogram that‘intends to make an update has ne setﬁ

/
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format‘to checkxihe update is performed correctIyL/Ihus a
prpgram may mean to thangé only three words and actually
change six. The additional three words would become
corrupted (dirty) aata. |
3) 'The f;nal area of concern is ﬁhe consistancy of
‘ f

o

cbrrectly executed updétes.

"This term refers tb the mintenance of a database in
t;e form that reflects the actual séguence‘of events, If
care is not taken in. the design of the sequencing of e?ents
erfbnedgs sﬁates will result that do not reflect the actual
conditions. This is best illustratedbwith three examples
taken from Grey 2.
| (1) Lost Updétes

If transaction Tl updages a record pg;viously
updated by transaction T2 then undoing T2 will
also undo the update of Tl. (i.e. if\trahsactionll
updates record R from lpO to ldl and then‘_ .
transaction T2 updates R from 101 Eo 151 then
backing up Tl will set R back to the originél
value bf 100 losiné the update of T2.) This is
called a Write / Write dependency |
(2) Dirty Read B

If transaction Tl updates a record which is
read by T2, then if Tl aborts T2 will have read a

record which never existed. (i.e. Tl updates R to

e

2ﬁg.‘431, J.N. Gray, "Notes on Data Base Operating Systems",
Lecture Notes in Computer Science, 60, Springer-Verlag,
1978. - = { 5
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‘ ‘ 100;000,000, T2 reads this vélue, Tl then aborts,
and the record returns to the value 100). This is
' called a Write / Read dep%ndenty.
h(?)‘Un—repeatable Read
If transaction TI reads a record (Tl does not

comit) which is then altered and committed byWiE

and if Tl re-reads (in the case of a redo of Tl)

the record then Tl wiiilsee two different

' committed ‘'values for the sahe record.” Such a |

dependéncy is’ called a Read / Write dependehcy.

3.1.2 Erasing of data

‘(.  This condition usually occurs as‘a result of a Hardware
failure. In such a case tﬁe‘volitile memory where the i
database is located is altered or erased altogether. The
only solution to such an occurance is to rebuild the -
- database up to the‘ocﬁrranée.of the failuré; This requires a
éecure (unaffected by the failure) copy oi the database at
some point in ti@e'(checkpoint) and a list of all’thet 0

changes that occurred between .the time of the checkpoint

copy ‘and the time of the current failure (system log).

3.2 Cbmpafison of Regyireﬁents
This seétion summarizes the cha;acteristiés of a
process control system. The characteristics of a real time
data procesging/éﬁﬁlication (bénks, air lines) are outlined.

Jl

The differences between the applications are discussed with -
. . ] :
' !
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-

- the aim to ﬁote how these differences reflect the method of

implementation of integrity.

'3.2.1 Process Control

- 3.2.2 Data Processing

A'process control application has only a limited number
of standard operations. A table or database contains all

the information specific to each application. An execution

‘

interval is defined as a length‘bf time‘in which all :

appllcatlons are executed. The processing of each
appllcatlon within any executlon interval may only dec1de

that the application is not to be executed. There are

- stringent requirements on the length of any one executien

interval.

The database contalns two types of data.\One type is
seldom changed. However when an update occurs all integrity
measures are necessary. The second type of data has the
charaeteristic of chenging every execution. Any values
coﬁtained in‘this clagsificatioﬁ are pertinent to a
particular—time‘and do not reéuireAelaborate integrity
measures. The quantity of data’in the first category is

larger than.the second type. - .

-

Data processing applications such as those found in

banks and airlines also have a limited number of operations.

_ _ Q .
These operations are performed  'in a random order. The data

bases are very large. Response time for an operation is
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'

~yimportant but not critical. All operations thaf change data

require full security.measures to ensure none are lost,

L4

A comparison of the summaries of the two

\

characteristics reveal a number ‘of differences. The
diffefence which hgs the greatest effect on the

implementation of the executive controlling the execution of

~

the process control application is the requirement that all

control activities be execu&ed in a constant executlon \
interval. Such a requirement necessitates the use of all
techniques that reduce the system overhead. The reduction of

'computer overhead is alded by the fact that small databases
are 1nvolved relatlve to the data processing applications,
the order of executlon of the operations is fixed versus the

rand ature in a data processing appllcatlon and only some

changes to the database need full integrity measures. From

this comparison, “the changes required to the standard

integrity technigues used in data:prbcessing applications

can be ideptified and implemented. A discussion of this

process follows in the next section.

I# both process control and data processing

applications each tégkfﬁbgld require the following three

steps:
(1) Read a command string
(2) Perform the spec1f1c operatlon u51ng the

parameters in the command string .

(3) Generate a response as dictated by the result

.
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of the operation
An operation including all of the three steps will

henceforth be classified as a transaction. The advantages of

i défining~a transaction are twofold. First, it formalizes

when an opevaﬁion}is complete and consequently must be

duplicated when rebuilding a database. Secondly, it defines.
the operations the interface program (database manager) has
to perform.‘Furfher characteristics of a transaction will be

brought out in the following section,.

/ x

3.3 Transactional Analysis.

A transaction is gﬂ§r§rocé§s that has a beginging and
an end whose effect is not realized by the rest «f the
system—wntil the transaction iéicompléted. The last 
operation of ‘every transaction, a commit, is the passing of
the effect onto the system. The defintion of commit is

iqperative foré?'recovery mechanism because it eliminates

.the indecisiveness where an operation can be partially,

comblete. Related terms which-gre associated with a
) ¢

transa;?}en are:

Transaction descriptor:

d record in the table driving the transaction

A

performed, the values of the parameters to be
used-and the action to be taken as a result
of the result of ™ e execution of the

transaction.

<>
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Process:
A ]

‘ tﬁ; set of in;frdctions that direct the
{ manipulations to be performed in the

- : | execution of the transaction. It includes the
<V> ' " scheduling of the neceséary resources. It can

work on only one transaction at a time.
’ L3

‘Transaction environment:

Vi ~all tbelresourées and processes needed by a

transaction.

! Resource ' \/?
anyAparE;of the system that .can handle only

one operation at an-instant y;j must be used
p

by a number of processes. Exa
L
N are devices such as discs, printers or card
¢ ‘ o ' ;
' " readers, processors such as array processors

Y

les of these

.

or arithmetic units and files.
B f;v&
The first description of the congept of a transaction

‘. ) ’ / .
was detailed by Davies (15) and Bjork (4). In these papers

'S

-~the transaction was characterized by its Sphere of Control.

. . . / .
This term refers to the bounds in which the transaction
operates and 1is defjned to control the resource commitment.

-,

The primary obj;bt of the paper was the logical definition
of the sequence of a process payiné particulariaﬁtention to
the requirehents for integrity. This leads to‘détaileg )
discussion of the use of resources and the depéndencies

created between transactions throdgh the sharing of common

resources.

v -
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Nt

A secure transaction is defined by a procedure
‘involving four Qtepé. This procedure is only -required by
operations changing data located on resources which store
information. - |
(1) Initialize Transaction

‘Th{s step involves the interpretation of the
transaction descriptor, the testiﬁg of the

validity of it and the attaining of the required

resources. The resources would be held until the

-

; /
. transaction is complete.: 2
\ . ‘ .
\\ (2) Creating of the Transaction Log P
[y . . " . ‘ ) . /__;_
\\i, This step establishes a record to be enteregd -

in the transaction log;that enables a transaction
to be obliterated if it fails. The recovery method
is such that the system will not know of an

@ » o~

y incohbleté transaction's existence. A string that

€

contains the old value of the database is not

reqiiired since the database iéynpt actually
- updatedipntil the.qommit'phase Es'entered. The use
of thggﬁ;écord is to repeat an operation if it )
encodﬁ%ers é mildverror such as a time—out,.which =~
precludes ngrmal termination or tO‘;ebuild the
database after a failure.
Oﬁe feature of ény transaction is the ability
: < .
to be repeated withoutvchénging the net result.

This qual&&zgyrohibits operations which increment

existing values since the final value of a data
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item would vary de nding ubon the number of times
the transaction was repeated.

A typical record in the transaction log‘would
contain the transaction identifier (a value which

makes each log unique), a transaction status flag,

the time of execution and the command to change.

data contained in the resource. A récoré of this
form provides the information to return to the old
state as well as retry the sameséommand for mild
ér;ors. |

(3) Exégute Transaction <7

‘During this step the actual changes to the

resource are calculated. This 1is the step where

the process is executed, the results are found and

placed in a buffér\awaiting the commit command to

éctually alter the data stqred in the resource.

If errorsfé}e*gbund then the transaction is
"aborted" and all resources are returned to their
old state using the;data contained in the

transaction log. A successful transaction then

passes into the next step. -

(4) Commit

This is the end of “She transaction where the
change caused by its execution is written to tﬁe !
databag!’and passed onto the system. The first
step involved in the "commit" stage is the setting

of the transaction status flag in the transaction

b R e e
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log. Finally} the successful changeﬁiflentered in ;
the database. This last step:finalizes theA |
transaction since it can no longer be undone.

A transaction as defined simplifies the recovery of a
/<3{\<i?mputer since it reduces a1l‘operations that reduire'time
for processing to events that happen at a specific instant,
namely, at the end of éhe operation. A backup copy of the ;
database or “checkpoinf" can Be taken whenever there are no
transactions ;bcking any;parf of the database. A rebd%ld of
the database aftér a failure simpiy requires the reloading
of the checkpoint copy and updating it from the log of
commited transactgazgh(audit trail). Any Lransa¢;ion that

. . s \ . .
was in progress 1s }ghored since the system is not affected

by them until they are committed. e
Transactions relate specifically £o the process control
ugpplication. An activity which constitutes one contrél
problem is a transaction since it 'begins by reading data,
processes the data, then changes thé.system according to the
results of the operation. The.characteristics of consistancy
and recoverability of the process.cohtrol application ;an"

-

now be analysed.

3.3.1 Locks © ‘ B SN

The first action a transaction makes after the
translation of the transaction descriptor is the
identification and aquisition of the resources required to

complete the transaction. The fixst step in accomplishing
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this action is the checking to determine if the resource is
in use., If it is the'transaction is queuved to be restarted
whén the reéoﬁfce is free. Once the resource is acquiréd by
a transaction it is locked to notify any other .transaction
Vythat‘the particular resource is busy. One proglem with this
mbde of operation is that one transaction’can lock a number
of resources and thus delay a number of other transactions
vthat require the same resources. This can escalate into a
complete system\stoppage.

e

3.3.1.1 Granularity of Locks

N

The degree a resource is locked depends upon the
resource and the action being performed on iﬁ. The resourées
that_do not store méterial are easily accomodated since they
pake the input stream énd'process it.-ﬁocks are not
necessarylsincé the device i§ busy or it is. available.

This leaves the storage devices such as files and discs

which are more complex sincé‘thé information that they

4

contain is time dependent. The gquestion that must be
answered is when and what type of IOCks'afe required’ for
storage devices. : |

The two processes.that can be performed on a storage
device ar; é "read" and a "write"; In the "read” procéss
there is‘né change in the databa%evduring‘éxecutiqn; This -
means the order of successive feads’ié immater;al since they
all will return the same data. As a result it i$ not %

necessary to lock a database during a "read" process.

,{
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The "write" process is different since the database
changes after the "write" command is committed. Thus the
‘time a "write" occurs is important since it signifies a
change of state in the database. It is necessary to lock a
database or’file when performing a "write". No uncertainty
of the value obtained is p0551ble since any attempt to

Qéad" durlng a "write" would be rejected by the presence of
the lock. : i |

The ne#t problem is‘the instance when a "read" is being
performed and a "write” begiﬁs. With the}protocoi outlined
above the "write" process has no knowledoe of the "read".
Thus the "write" will lock the file and start to execute.

The value the’"read" attains now depends on the extent the
lete is completed There must be a feature to prevent

this occurrance. A solution is to have a lock w1th 1evels of
severity. The lock of a resource which is'ava}lable would
have- the- lowest level or 0 S1gn1fy1ng 1t is unlocked. The o
lock of a resource in the "read" mode would have the value -
of 1 signifying it ;s a mutually sharable mode Finally, the
value of a iock in the "write" state would be 2 51gn1fy1ng

an exclusive mode. The exclu51ve mode can only be obtalned

if the lock is initially unlocked.

.One area not disoussed is the extent of'a loCk{iThe

need for this is best described with ah,example.’

’ PO -
If a "write" is being made updating a word in a record in a
database, the lock may hold the'whole database,.the

particular record or the paricular word which is actually
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being changed. The decision depends upon the appl}cation'and‘
. 6. _
how it uses the database, the records and the words. An

.additional factor is the size of the system which dictates —

. ) A . )
the number of lockq which are supported.

; .
3.3.1.2 Consistency

The one method to-ensUre consistancy is to lo.x all the
tesources required.fot the ttansaction._This guaranteesbthat
the resource will see only one transaction at a time. The
problem WIth this is the computer system essentially becomes
a serlal processor since only one transactlon of a group
sharing resources can be run at one time. This greatly_
reduces thetsfstems efficienoy'since it is held in a wait
state while’the slower devices complete their'tasks.° |

A relaxation of this scheme is to sequence the ’
:transactioms in such a manner?that_the-model of a seriai
processor‘is preserved. There has been extensive work dome
to develop better scheduling aI/orlthms to accompllsh this.

' Papers by Bernsteln et al (3) Stonebraker (39) and Thomas

(40) descrlbe some of the methods used.

3.3.1.3 Deadlocks

Deadlock is the condltlon where two programs which are
runmlng 51multaneously cannot acqu1re all. the resources
neoessery to complete a transaction, This is beoause each
has.a~pubset.of the other program;s resources locked. The

result is both transactions wait indefinitely for the
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desired resources to become available. An example of the

phenomenom follows-

Program "A" and nge both requ1re the card reader
and printer. Program "av 1n1t1ally locks the
printer éuCcessfully because it is available but
cannot lock the card reader because Program "B"

has it locked. Next Program "B" finishes using the

card reader but does not release it since it is

needed again. Program "B" tries to lock the
printer but cannot since Program " owns it. The
result is both Programs "A" and "B" sta.l with the
card reader and the printer unavailable to the

system,

—

The solution to this problem reguires either- a deadlock

A
\

prevention system or” detection system. A deadlock prevention

syStem will be- discussed first'with the detection and

resolutlon systems follow1ng

A method of deadlock preventlon is the two step

procedure that requests, locks and runs only when all

resources are avallable. This mechanism is simpler than the

priority system but the utilization of the resources

deteriorates since a program will lock all resources for the

‘ complete execution duration while only'using‘them for a

portion of the time. This scheme. also causes delays in the

executlon of the transactlons 51nce the resources w111 be

locked out when the transaction processor makes the resource

request.

]
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An alternate approach to deadlock is to assume it will
occur and have mechan1sms that detect and resolve the
contention problem. The detection scheme usually involves

o

some form of graph analysis for loops or cycles. The

“ 4 * " . * 3
complexity of the detection mechanism 1s proportlonal to the

complex1ty and size of the appllcatlon. The one drawback of
detectlon mechanisms is the need for the task to be
monltored by a single processor. Deadlock detection cannot
be accomplished by a number of separate/autonomous units.
because they do not have sufficient information of the rest
of the system. Thus the,detectiondmechanism is centralized
and must be backed up. | | -

| Once a deadlock is detected~it is resolved by/hoiding
one progr%m which then releases its resources..&he:decision
as to which éroéram is held may be random orimay’involve-a
priority scheme. Such a scheme may cancel the consistancy

property that the locking mechanism ensured. However, this,

is necessary to return the computer to full operability.

The decision of which sch®me to use revolves around the

common paradox of efficiency versus overhead that enters.
into most computer design problems. The decision is also
'lardely applica?ion dependent.'Eor example, the two step
ptevention scheme works fairly well if the application has
shopt transactions and the resonfces are.lightly'loaded. In
such a case afly resource is held for only a sifall’ duratlon
so the probablllty that another transaction would begln and

want the same resource is small. A process control

. e ) ‘ 4.?
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application is such a case because the computer has a number °

-

of short~fast transactions that use one type of ‘resource.

- Also most of the CPU cycles are tied up w1th longer slow =

programs that are u51ng separate resources.

.

3.4 Recovery

The recovery mechanism is the set of steps that must be
taken to correct a minor fault or to return the system to

the state prior to the occurance of a major fault. This

section outlines the needs of such a mechanism and the

‘various options available to accomodate these heeds.

Reéoverability is composed of two separefe functions.
Theée are thepidentification function which detects an
abnormal condition'aod the qgctual recovery. function which
retur?s the system to a normal operating @oée< The
identification\function is extremely complex since_it musﬁ
operate while the system ' is cré@shing down around lt. There

are a number of levels of failures which the identification

- must recognize and signal.

(1) Operation fellure: where a particular
operation used in a transaction does not worx
~due to bad parameters, exceeded memory
requirements or insufficient data, etc.

(2) Transaction failure: where a series of
operations grouped together as a transaction

/do not proceed due to time outs,‘gpadlocks,

protection violation or resource unavailable, ~
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etc.

(3) System failure: where a subprogramvwithin the
6perating system fails due'to_mabpingA
violations or wild branches, etc.

(4) Re%ourcgmfailure; where a piece"of hardware
fails. Such a failure is particularly serious
if the resource is the non-volatile storage

v
media (disk) since all the copies of the '
systeh andvapplieaFion programs a}e not
available. .
It>is the last two grdupings_that are tﬁe most serious and
as a result have the‘greatest effect on performance. With
errors in the system Qaﬁ resource failure categories all
‘programs running will be effected and thus the system stalls
very quickly. Such failures a .o allow the least amount of
time to take.Corrective action. |
The actual recovery aspect attempts to return the
" system to the normal operating mbde. This usually requires
two steps. First, theioffendipg progrém_or‘resource must be

deactivated. This stép miéht.includé the activation of a
redﬁndant, stand—b§‘resource to‘fill the gap léft by'the -
ailing parf. The second step returhs-thé system back to the
.state just prior to the fault that caused the sYstem outage.
The steps involved in the reconstructibn of“the System
state depend upon the'typejof.resource fh;t fai;ed.
Non-storage devices.willvsimply be'respartéa. Thé steps
requirgd for stbrage-dévices vary depending upon thé method

¢
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of backup There are ‘two basic methods although many
variations and modlflcatlons of the basic method are being
used. ) B 7 _ »

The first method, called Dump/Restore, backs up a-data
base by taking a complete copy of the database (checkpoint)
and storing it on a non-volatile (disk) memory device. In
addition, a record of all the changes to the database,:
since the last secure copy was mide, are kept in the
transaction log (audit ttail). These may be iﬁ the form of
change commands or may be a copy of the changed record. When
. the database needs rebuilding the secure copy is read in
and all the ehanges logged in the audit trail ere appended
to arrive at an‘yp to datevversion. |

A "checkpoiﬁ%" or complete copy of the database is
taken between transactions. At this time the transaction ldg
is reinitialized to be restarted with any changes that
\subseqUently occur. ‘The record in the transaction log of t e
successful changes make up the audit trail. The intervél
between checkp01nts is determined by analy51ng the loading
on the system and the speed of recovery desired. Increasing
the interval between checkpoints lowers the overhead of the
copying of data rthired,in khé checkpeinting“operation.'The
problem is the audit trail grows to a substantial length
"near the end of the interval, since"it contains all the
changes made from the last cheékpoint. If a fault occdrs

then it would take a considerable time to run through the

. complete audit €frail togtebuild the database. If the

/
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checkpoint interval‘is small the auait trail stays fairly
short but the overhead of the continuous copying of the data
base gets substantial.“Chandy (8) has dohe some work on
modelling systems and applications to optimize the
cheékpojnting intefvél.

- The second method, called Duplication, backs up a data

base by maintaining a copy on a separate storage device (eq:
- . ~ :
the database in core memory and a copy on disk). All changes

-
Py

alter both copies of the, database. The database is

reconstructed by coby'ng th duplicaté back into memory.
This is a very fast-“mechanism. The method requireé special
protocols to énsure both copies are indéntiéal at/all tiﬁes.
This procedure is slower than the Dum, Restore when
operating in ;he real time mode since.ali change commands
must be executed twice. The other drawback is .there is no
record of the var}ous changes that have 0ccurredkéo the data
base, » | |

The Dump/Restore method‘of backup ié fast during the
nothalvpééking operation but is slow in the.reéonstruction
since the complete audit trail must be reprocessed. The

Duplication method is slower during the normal integrity

operation but is fast in recovering sincé the backup copy is

ke
-

simply reloaded. The Dump/Restore method is used in process
control applications since the operating ,overhead is most

critical and needs to be minimized whereas the length of the

restore operation-is less critical.
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3.5 Application Integritx"

The preceeding discussion of integrity has focused on
the conéept of a transaction with emphasis on databases.
Application integrity refers to the featureé that ensure théjk
consistancy of the execution environment of the various ;
control activities which make hp the ovérall process control |
application. The consistancy‘ié necessary to guérantee the \
predictagility of the control action. The type of action
which destroys the consistancy is the;paftial execution of a
control activity such that onl& some of the output variables
are updated. This situation résults in an inconsistent state

LN

which is defined as any chdition where the values in a
single controi activi?y h;ve been updated oryrenewed at
different times.sThe_solution to this probiem is to design
the control activity to function as a transaction. ,This ¥
would ensure that the aétivity canhot‘be part}ally cbmplgte. ()_
The activity that falls into the classification . of a
transaction uses the “ollowing procedure. TheAactiviﬁy
record would bé read,'translated and interpreted. The
resources necessary to perform the activity would be
attained. The parameter§ translated from the éctivity record
would be used in the proéess,élso specified in the activity
record to ¢alculate and bbffer the results. When all the
processing is cdﬁpieted and all the resul@s are availapTe
they would be passed onto the systeﬁ'and hence be available
E?’any other activities. This procedure guaréhtees time - \\S

consistancy of the control activities. % , ' §

- . S~



In the event of a failure, the control.application that
was being processed would simply reread the input data and
start processing again. These two steps are all that is

required to restart after a failure.

3. 5 l Restore versus- Restart

—_—
-

A restore is a procedure thht is executed after a ma]or
failure where the databases are reconstructed from the
checkp01nt and audit traiq and the system starts operatlng xvﬂ

u51ng the old values. In a process control appllcat1on thlgﬁﬁ’_
can O@)y be.done if the duration of the failure is smal},
sinceﬁtﬁe values‘contained in the dapabase are time

depen@ent. The‘alternate to restore is a reetart whefe only .
\ehe d%ta that is not'time'specific isvteconstructed from the
dheckpoints'and audit trails. Normal operation proceeds ohly.
after all the time specific data is obtained by resampllng

the process. The r< tart procedure can always be executed

but it takes more time to return to normal operation.

To conclude, a prograu called ACCES was written which
4solates the database from thetother~functionihg brograms.
.It is the interface program and creates a format whidh must
be adhered to read from/write to the datebase. The requests
are treeted as tra_sactions-to guarantee the consistancy of
the database and - to provide a log of tue changes as they-
occur. The log is used to regenerate the database. ,i; | |

The actual design of the ACCES is discussed »@hapter F _-
: : ey

BA
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o A

5. The testing and test results arexcontained and diScussed

A

in chapter 6. The next chapter deals with the second top1c

of the the51s, Dlstrlbuted Process Control

' S
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The first\application of computers for process control had

4. DISTRIBUTED SYSTEMS

the process inputs and outputs connected\jjrectly to the
single computer. This architecture limited the scope of the
problems that were possible 51nce the plant would still have
to operate in therevent of a computer fallure The’ second
stage of development added an add;tlonal computer standing
by ‘to take over in the event of a failure. This broadened

the scope of applications possible but ﬁas inefficient and

e'expensive since one computer was always idle. The last step

in the evolutlon uses a number of computers to share the
e

task of the system, yet canmchange the spec1fic‘task of any.r

processor depending upon the state of the system. In this

%%esis “distributed system" refers t& any system where the
R ,

task is sgit amoung a number of semi-autonomous computer

SystEms. The load and‘function:of any processor varies

depending upon the  state of the system.

o -

4.1 Communications Requirements

The objective of th(s portion, of the the51s work is to

K »

Qeyelop a communication ackage that fulfllls the efficiency

pad

and reliabil:ity

equirements of a computer{network ‘used for

. Prior to de51gn1ng and implementing the

necessary to determ1ne the communlcatlon needs

process contro

program it .i

- of a distrib ted process control system, X

J/ L
/7\3 |

g0 0 Y-
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4.1.1 Process Requirements

The transm1551on rate requ1rement VanES dependlng upon
the d1v151on of the control tasks. The message integrity
requirement varies for the type of information sent.
Communications which are frequent and contain only time
specific values such as procees data do not need a
sophfstieéted security scheme since the deta will be upéated
in tﬁe next communication. The dthe; extreme is a
communication that needs full security measures since it
contains ﬁnique updates to controlaéa:ameters that will be
sent gply once. B )

v
—

+4,1.2 Process Applicatjions in a Multiproceseor Environment

The'cqmmunication link between pfoeesSors used in. the
ae§ign of enhancements for DISCO was re}ativeiy slow. This
;Severly restricted the communication. Thus éhy data
transmitted would not be updated ffequently. The reSuit ié
that each procesSor in the network is fairly'autenOmous
hsihé mainly local data. However, fhefe are cases where two
" processors are necessary to accompllsh a 51ngle control
task. These typically fall into three categorles._

>

4.1.2.1 Cascade Control ' - . e

The set of applicatiéﬁs which are grouped in this
category involve a control strategy that requires two
executioh intervals. Two processors are required if the

- process: - values are separated geographically. A simple case

.
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is a level cascaded with a flow where the level is measured
in a reactor in one complex and the flow is in a different
unig; The separation of the application over two processors
_is possible only if the ratio between the two execution

intervals is greater than three.

\

4.1.2.2 Signal Conditioning

The distributed appliéations in this gfoup are
characterized by input gignals that require extensive
processing before they are in a usdbie form. In Such cases
the processor actually cgpnécted to the brocess act; as‘anA
input preprocessor thlerthe second processor actually
performs the control functioh. Typical‘examples‘df these
applications are those using GasAChromqtograph méasurehents, g
those'requiring‘température and pressure compensation of
flow and those which aerive process inforhafion:frbm.a
.non%inear transducef. | n

This group of applicatipns opens ﬁhe disc%%sion of'
distribution by function or by geographic or process
location. If the fi#st criteria is met.all G.C.s of a plant
‘ would be plugged into one proceSsor'dedicated to that
service. Such a solution requires éxtens&ye wiring to bring
all the signals to one location. The éfficienéy of‘such a
processor would be optimal’sincé it was désigned for one
specific purpbse. Now the problem is that the computer is ¥
unique in the network and has no backup if it fails. The

alternate is to locate each G.C. in the closest procesSor.

>
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In this instance each processor must contain a comp}ex
progam to handle the data. This dop%ication of function will
dictate that each‘orocessor mﬁstjhaveva larger capacity and’
a higher ogz{f

The solutioh is a compromise with a oumber but not all
"of the special inputs handled by a dedicated processort This
Vsolution would dictate that a,number of the dedicated

x .
processors ‘would be required. The processors would be placed

/

to miniﬁ&ze the wiring to connect the inputs whereas still

provide a back-up capability should one fail.

4.1.2.3 Reporting

This is one of the key functions of the computer system
and/consequently is a concern of esery'processor in the
network, The>hierarchia; structure aids the‘implemenration
sfboe\the‘higher levélAcontrols its subordinates in the
exdcution of this function. The network communication
‘function must allow the information maintained at each of
the processors to be accessible throughouf, Post-processing
- programs in the processor requesting the.informetion Qould |
format‘the data in the;form desired for the report. | |
| ThlS sectlon acts as -an 1ntfoduct10n to the sub]ect of
processor loadlng and location of programs and databases.
As expected, the answers to such questxons are almost
totally appllcatlon dependent The dlstrlbutlon of the

process p01nts and the type and complex1ty of the

appllcatlon programs,are the factors that affect the
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distribution. Baker (2) illustrates one such analysis for a
large steel plant. It is only through che'type of analysis
] . R

described in his paper that a system can be optimally
P . . / R

utilized.

L

'_ 4.1.3 Comparisom gj Process Control with Data Processing

b
The communication requirements of a process control
application‘are similar to- those of a data processing.
application. The requirements. fall into two categories,

hardnare and software. The hardware level is concerned with
d . . ' . .

‘the actUal specification of the communication link’

-(bandwidth) and the reliability (message sent is the message’

received);.The softnare level is concexned with'the
reliability'and recoverabilfty'of the_communication’f
messages.‘An ;xample:of the latter ‘is when one.processor'
sends a command*fo three oihergprocéssors iﬁ tﬁ? network. If
only two of the.recipients receive the command the Y
co-ordination between the three processors is lost; A
process concrol example of this problem is the'case where

two units draw1ng steam are 1nstructed to increase thelr

demand but the utility plant does riot receive the command to

"increase steam productlon. In .any computer appllcatron,

whether process control or data proce551ng, it is desirable

1

to ensure that all destlnatlons receive a message.

In a process control application 'the assurance of this

 characteristic is 1mportant but not cr1t1ca1 because there

are other separate mechanisms that illuminate the error and
C _ T ) . _ ‘

3



correct for it. In the last example the fact that the

utility plant did not recelve the command would ‘become

result would be a bump in the steam quallty but the data
base would be corrected’

| In a data processing communication the alternate
checklng mechanism is often not present or very slow In
‘both cases the application operates on incorrect data for a
considerable time making corrections very difficult. As a
result these appllcatlons,gequire a higher degree of

i

security to guarantee that. all communications are complete.
. ’ . . ) ,

o

4.2 Communication Program

*The protocol for a dlstrlbuted process control system
should have a mlnlmal effect on the performance of the
commun1cat1on media yet have enough capability to.guarantee
messages sent to ‘one or- more processors are recelved The
‘work in this area flrst analysed the features of the X
ex1st1ng vendor's commun1cat1on package then added features

that increased functions of the exlstlng package to the.

requ1rements of the dlstrlbuted process control system

4.2.1 H.P. Communications Package
The protocol used ' by Hewlett Packard is as follows-v
(1) The master sends a- request ‘that it wants to

1

communlcate. R I



(2) The slave replies it is ready.
(3) The master commo%ipates the message.
1 (4)lfThe slave replies the communication is
successful /failed.
The message lengths are variable andvthe.error checking
mechenism uses a two.cooréinate parity code. .
. This protocol Bandled the problem of communication

-

between two processors., If any errors occurred, both
7

processors were notified and the necessany actlon could be
taken. The shortfall of this protocol comes when one
processor sends a message to a number of other'procesSors in
the network. In the ggent of a failure only some processors

would receive and act upon the message. The processors which

did not receive the message would nof know of its existance.
p .
A d

This undetermineq state 1is not_acceptable‘,Thus an addition

to the H.P. communication package is requirea.

4.2.2 Additions to the Communication Packagf

The addicion to the H.P. coraunication protocol uses
'tﬁe same method of Initiator/Sena and Target/Acknowledge es‘
'che Hewlett Packard protocol. The,addition is a pollingr
\ mechanisﬁ that ensures'all the receiving processors.have
-/,_,/~eompleted each action prlor toéproceedlng to the next step.
\\;' Th1;hBolllng procedure can be llkened to a Synchronlzatlon,
step The actual Send step occurs after all the computers P

‘involved in the transmission have been contacted.

‘The protocol that was implemented is outlined invFigure
. N N . - . \
L
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.4;1. The'communicétion procedure is very similar to the
yprocedure used for a secure write to a database as
'desc;ibed in chagter 3. The comparisom is madg in_Figure
4.2.wThis fact.means that the communitatibns procedure
‘constitutes a transaction (labelled "Send"). DISCO working
in é distributedxéﬂvironment is'still a transaction
processor. As a result distributed DISCO has all ‘the
integrity and}rél;ability characteristics of the versipn
that opefates in'one_proéessor..

\_An nnknown condition may occur in step 3. Up to this
step the "send" transqcﬁidh can be unﬁone‘in the remaining
nodes”should‘one fail. Howevér, if a'slaye or rgpeiving node
fa;ls auring step 3;1the system 16g of the failing computer
has an entry whichwis'inkomplete. On a rebuild of thé‘data
base the computer does not know if it should:"dndo"‘or
fcbmmit" since this information was sent during Ehé failure.
THis dilemma is‘solved_by checkingbthe’system log and ;udit-'
tfaildof the mastér or sending computer for the message "
number in question. Lf it is,fbund the transactién wds

| suécessful, then the computer wil; *commit".'Otherwise the
gémputer "undoes" the transaction. This check lepgthens the
' return of a computer to norpal service but- ensures that the
database is correct. o | |

Y

FSBT the discussidn of distributed computer systems it,

is apparent that they can méet the requirements of a process

-
control application, as outlined in’ chapter 2. The areas

\/__’-A—
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Master ' " Slave
STEP ACTION STEP\ACTI ON ‘
1) - write message of

communication in log

S .
2) - send message to’

slave computers
A) - receive message

- write entry in
transaction: log -

- ackn. completion

3) - wait, for'all;slaves -
- to ackn. - R

- commit communication

!

- send commit command
B ,.K
v

B),- commit Send tgansactﬁon

- (optional) ackn.
‘completion

i

4) - (optional) confirm commit .

Figure 4.1 Protocol for Secure Commuhication o

7
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- ‘write data

L~

" - commits trans.
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3 13 ”\
Network Communication

-.entered »
N

- entry of action
.Ua'_in log

- « — sends commun, string

- receives ack. of
messages -

- commits trans.

o

-,

™.

Figure 4.2 Comparisom of Sécure Writé and Send Transaction

L . s



where the distributed system excels are those of key
importance to the process control application, namely \\

. reliability and flexibility.

The remainder of the thesis deals>specifically with the

1

design, 5mplementation_and evaluation of enhanceménts of the’
) .

DISCO program.
| r o

( # . : A
Cal)

i
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5. DESIGN OF SYSTEM S

This thesis is concerned primarily with the enhancements to
DISCO that permit dlstrlbute@,i?mputlng and ensure the
1ntegr1ty and recoverability of the database. In performing
the design and 1mp19mentatlon of these features, attention'

must also be paid to the other interacting area§ of the
~program. This in{essence dictates that a skeletal design of
the complete sys.em is necessary to ensure any protdcols are
réceptive to anyifunctions yet to be implemented. Once this
is complete, detailed design is performed and implemented on
the th aspects mentioned.

The design of the enhancements’w1ll follow the methods

laid out in the books by Gunther 20) and Myers (28) on
soft&are design. These books stress strucéﬁred de51gn. Thls

is accomplished by breaking the 1n1t1al problem into a

number of simpler '‘problems. There are. two basic steps 
. i . :

(8

invol&ed,in“the realization of. the finél design. The first
is the actual decomposition of the probleh into modules., The
sd2ond step is the ana1y51s of, the relationshipé between
modules. The actual de51gn process iterates ovef thééé.two

@ _ ,
steps until a simple, easily 1mp1ementable design results.:

-

5.1 Module Descriptidn ’ . o Sy

‘The overall- Obéﬁqé,Of the DISCO program 1s to provide
funct1ons that fac111tate the use of the computer in

performgng process control in an unlver51ty and industrial

.~ . : K



" environment. The {nclB§ion of%universiﬁy as well as
industrial environnent means that a large. emphasis is placed
on the flexibility of the system. The university environment
requires ‘a tool that allows for the implementation of new
and somewhat redical control methods. In addition, the
system must be able to be tied to enother Operating‘program

'\\ that simUiates the reactionsxof a typical plqnt. This
feature -S necessary for tne execution of simulation studies
prior to testing the control séhemes on the actual : _ -
equipmegjk The equipment belng controlled 1g%an order of
mdgnitude smaller. than an industrial plantvand conseqguently
has t{me_oonstants and sampling intervals in proportion. ‘</A\\\\

This eliminates any advantages gained from the fact that ‘the

numbeflof‘loops is less than an actuallplant because each

In the 1ndustr1al env1ronment

'jtor functlon.
o‘jthe key features since the yolume of data

@;’“h& monltored is extremely large..As a, result a

:

'

;y The f1nal Jayout of the modules and levels “is. shown 1n

éﬁre 5.1. The fﬁnctlons of these modules and the time of

29
T 4 ey

heir developmenﬁ (development "stage") is in Table 5.1. The

i :
.'".& ! . . . N b V_ ]é

ﬂhree stages of development are, first, the initial DISCO ' f‘:?“@

second, - the enhancements on’
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. -~
integrity and distributed processing, the work of this
thesis and third, any future modifications. \
? a . . - , . .,
IR S .
5.2 Flow of Process Control ApPlication in Disco AP .
° All process control problems can be described as a

transaq§{6n Data is ggthered, it is manipulated according/
to a set of ru}es usinguaeset of parameters and then the e
result of the calculation is outputed. Disco will be “
described in these terms.
~ The flrst step 1s*the load1ng of the Activity Record
that controls ‘the act1v1ty executlon Thlsﬁes necessaryaas a.
first step because one of the parameters gathered is thg&
- locat:ion of the process data. This step corresponds to the
.EXECU module requesting the ACCES module for an Act1v1ty
| Record. The TRANS moduleJrs called to convert the Act1v1ty :_?ﬁ
Record received ' into a meanlngful set og parameters. :
The second step'is the actual activity execution‘in the /////
PROCS module. Once the rules and parameters are rece1ved .

PROCS starts the procedure by requestlng the 1nput data. For

'ﬁﬁr
%@ﬁ@?ol appllcatlons, thlS is executed by sending a request

-

or“data to AC&ES through FORM. Next, PROCS calls the CONTL'

6 4ﬂggdule,to perform the control calculatlons “The results are -

< .z
\ﬁreturned to the PROCS module The flnal step is the: storlng N '
of the results alsg through FORM and ACCES 1n the ART ‘The ..
'? ’ appllcat1on is now cdmpleted so the EXEC module requests the .

“* 0 next Act1v1ty Record. This paragraph descrlbes the-executlon'

8 R of a contrpl problem w1th the process 1nput and output data

\'-\'—3”59 E o , ° /f\
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located ip the ART.

There is a different routlne for tne input and output
of 'data to the process. In such a case the first step is
identical. The second step varys only in the location it
gets the data from process inputs or sends the data to
process outputs. Invthe case of a proces® input, the PROCS

module calls the IOH module for the value of the data. The

result from IOH are sents to the ART via FORM and ACCES.

\ : o L .ﬂrﬂj-:;l'
The procedure is clarified further with the flow fw‘jﬁ‘

dlagrams in Figures 5.2, 5.3 and 5.4 that detail the proces§
sampling procedure, the control calculation procedﬁre ang »
the update procedure -of the calculated variable
respectively.

5.3 Detailed Design e

Thls thesis is a continuation of the development of
DISCO, an appllcatlon package that provides a computer
environmenclsu1table for process control. The work by Brenek
{6), the start of this_project, completed the. design of the
modules that allowed for real time operation. The modules
constructed were DISCO, INIT (skeleton) EXECU ,- ACCES
(skeleton), TRANS, PROCS ' CALC and a number of sub modules
of CALC. These modules allowed for contlhuous'control on one
CPU u51ng an Act1v1ty Record Table that was acce551ble to
any program. S B o ' o

This product of the woﬁx of thlS the51s adds to the

ex1st1ng program funcﬁhons,lthat ensure‘the integrity of -
‘ & . c

-~

- . - W .
) LS : N o4

. e ,. . .
52 o . %
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FUNCTION PERFORMED

STEP . MODULE ’

1)

2)

3)

.
~ 4)
5)
o 6)

Sy

7)

/A
. 8)

EXEC.

ACCES
TRANS
PROCS

ICH

CALC

~ PROCS

A
ACCES

_———'——"—'J

request activity (cphtains process. 1/0)

-

retrieve I/0 sampling activity

convert parameters
o ..

sy ooy

. Tt

pass parametérs to IOH
sample the prbcess

perform conversion of raw value

to actual value and limit check

format the return string

enter updated pfécess value into ART

P

- o8
0y .
. : %
(‘V‘ N
?
Fogr )
o s L] 19
A i~
_ w.ﬂ. ﬁ?”. ] 1'4}1 S
- . »l R
wr., ‘7'. A
IR -
. L, b » LA .
TR WS , - R K e .
S S S

..
Y

A
"

>

Figure 5.2 Sfdﬁéqqgégf Input Segment
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.baﬁﬁable into I1/0 table
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.
1

\
\ ' .
)

Sequence of Control Segment

o
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y 63
STEP MODULE FUNCTION PERFORMED
- - EN
1) EXEC - request acﬁivity'(contéins PID control)
4 _ , - ‘% , )
2) ACCES - retrieve PID control activity
3) TRANS - convert parameters
: 4)\4 PROCS - decide processing seguence
. - r) - pass parametegs5to FORM .
. N - - ’
. pe . . -« \
5) FORM = decide whether local<or network
. ’. % x
request for data
- send request for data
6)’ ACCES ~ retrleve process data from I/0 table
s &
- ' W .
7) PROCS - pass parametersr%p CALC 4
) 8) - calculate new value for control A >
\ Y
.Variable
LY
-9) PROCS - fotmat~returned\u£3ue for FORM
. RS P
. . N ) A t&" .
10) FORM - decide whether, local or net. %
. . . /
/} - pass string
11) ACCES - write new value of control
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. ’ . " . e
STEP MODULE FUNCTION PERFORMED o
B - . . . ﬁ/‘ -
1) EXEC - reqguest activity (contains I/0 output)
2)a ACCES - retrieve 1/0 output activity
. LI ra
o .
- 3) - TRANS - convert parameters
/ 4) PROCS - decide processing sequence
- pass parameters to FORM
?" - ) & ! \
5) FORM - decide whether local or network
o -requestﬂ%or data
- send@fﬁ&uest‘for'data
= : A
6) ACCES . - retrieve process data from I/0 table .
) PROCS . - format string for CALC
- 8) CALC -calculate new raw. value for
output to process ™
K - perform limit checks (
RE 10H - write datath,the,proceSS :
. - ‘ / ) ) . . » B ';ﬁ‘\.
- * ' o ) : ‘ .‘
. » . (\" .
s ]
Figure 5.4 Sequence of Output Ségment h
//
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the database and extend the operation to a network of
prOcessors This' was accompllshed by rede51gn1ng the ACCES
module and adding the COM module. Other features added are

the\ERRHA,and an extensive reconstruction of the INIT

moduh .

‘$.3:1 ACCES

The putrpose of the ACCES prdgram is to be the interface |

between the database whlch contains the data and/?fograms
‘that perform process’ control The isolation of "the database,
with only one program that can acces it, greatly simplifies
the data integrity -and database recovery. |

" The ACCES program handles any request to the datébase

as a transaction. 'There are three functions; Read, Secure

' Write, and Simple Write. The "Simple Write" function writes

4

110’the.database but does not leg the updates Thls s

1ncluded to reduce the overhead and is 'used on data that is

: b
-updated regularly (every execution interval). The'executlon

of the "Read” and "Secure Write" are handled in the manner

described in Cha§£Er 3 (page\ 34) under the discussior] of
transactions. : ' ) _ ~

This implementation improves the integrity by
addressing both the problem of erroneous updates and of -
database erasure. Erroneous updates by external programs are

now prevented since all changes must go through the

1nterface program, All changes contain ‘the number of words

[y

-

to be alter as well as “fhe new values. This ensures that the

S

1
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update alters only the specified number of words.'The desigﬁ

3

N . .
of the prograq\;: such to allow for the inclusion of

restricted acce to areas of the database. This was.not,
implemented because'qf the additional‘overhead?involved.
Finally, treating any access to the database as a
transaction ensures that the»database always remains
consistent with time.

Thebevent of a database erasure is handled by ensuringJ
the database can always be regenerated to the present\state.
This.was only possibie by implementing a checkpointing
mechanism of the database and a logginé mechanism ofvchanges
occurring between the'checkpoint copy and the preSemt time,
Bo&h-the checkpoint copy ahd the log are on non-volitile

memory that is unaffected by a crash of the system. The two

operations make up the‘recovery mechanism. The "Simple

'iBh&te" transaction was required because the overhead of

“ilogging regular updates to non—volitiie memory seriously

detracts from the performance of the system. The recovery

mechanism of the database counters the event of .a database

erasure or massive erroneous change usually occurrlng'lnathe
. . } . . \

even® of a system failure.

From the’ dlscus§1on of data 1ntegr1ty the modular
structure takes the form of Figure 5.5. The loglc of the

program lﬁ 1llustrated in F1gure 5.6. The follow1ng

d1scu551on 1dent1f1es the function and the communlcatlon
‘ t - . . e

gy

w
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~RDART

RETUN
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(1) Read next request
(2) IMw-initialization is required
THEN -call INIT
-retturn to (1) [N
. ELSE -continue
(3) IF -translation from Act., Seg., &

Word to Absolute addressing is required
%\ THEN ~call TRANS
ELSE -contlnue

(4) IF —the request is a read

THEN ‘%erform the read
—return'the values J

-return to (1)
ELSE —cbntinue'
&

(5)  IF -the request 1s for a secure write
THEN Lschedule WRTSC (secure write pgm )
-return to (1)

.ELSE'-continué

#

" (6) Perform simpLe,wfitq
(75' Régurn“to (1) ' - L

.+ Figure 5.6 Logic for ACCES Module

4 P A . . -
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string passed bﬁkweén each module. ' , -
ACCES
ACCES contains the 1ogic that controls thehmanipulétion
of the communication gtring and manages the Activitf Record
Afabie..The first function impl?mented directly by this
module is the étackiﬁg of the ;eduests. This is necessary to
prevenl the loss of a request while an earlier one 'is being
processed. This functionﬁis accompliShed using a HP
operating system feature called Class I1/0. A sub-module
‘providing the messaée stacking fuhétion»would be required in “
an alternate system. |
The module takeﬁ;a communlcatlon string off the stack
- and beg,ns proce551ng The loglc must decide the number and:
the order of-execution of the sub-modules necessary.to
complete a request. Finally, the module formats tﬁg
»c0mmunicétion strings and passes it on .to the various
sub—modules.

INIT

Thié.module secures the resourceg for the locking’
-function and the message stacking function and secures the
pfogram in memory. The pfogram requires only a status flag
ad’ an input and reéurns the necessary locks and stacks along

: *
with any error codes \‘

ThlS module w1ll need to be é;tended as the developmengj

_._,~-__.,

‘of the recovery mechanism proceeds\53nce it will contain the
modules that return the system to the last operating state

-"prior to a fault.



TRANS : .

/

TRANS converts the data from address by Kct1v1ty,

Segment and Word number- used by the INDR sectlon to dlrect

Ve

addre551ng (Uhe word number relatlve to the start of the

-

Atitivity Record Table). The 1nput is the commurication

~string and the output is the modified communication string.

RDART - , o e

RDART performs one of the primary functions of ACCES.

»fIt takes the command string, checks‘thasﬁnone of the

requested'data is locked, reads the -values then returns them
to thé reguestlng program. The checklng of locks ‘which is
‘erfprmed by one of the two sub-modules. of READ ensures the
'tegrlty of the data The formaring and sending of‘the“
return strlng is the functlon of the second sub- module. The
only meturn value to DISCO is the error code.

WRART »

WRART performs the. second major function of  ACCES~ It
takes the command string; checks that.none of the data is
locked, and wriges‘che changes contained in the command
string to the databaseiwA single word reply is‘returned‘}
upen completion of the change. The objective of the module
iis the fast update of the database. ‘This module is used for
changes of data wh1ch are time specific and frequently
~upda;edL_AnQLher-deule, descrlbed next, controls_;he
updates which reqnire full security checks. . ' vi

WRITE - /(/ S .

WRITE performs the second primary functlon of ACCES.

: 1 -
S D



5fs the mostwcemplex module since it"must deal[bith hoth
) 1ntegr1ty and. recovery These two features aE; closely
related -since a database that can recoeer from a failure "}%7
,?3/has hlgn'lntegr1ty ' S : ' 5 ‘%

b : The WRITE module recelves the data str1ng grom ACCES.
It must 1n1t1ally check any locks ‘to ensure the changes

- ,.i requested can "be made. An/ava1lable regzon of fhe databasé

-

1s locked to ensure no other accesses- occur dur1ng the

.

update process. The LOCCK 5ub module accompllshes ‘this. The

next step, is to write” to the transaction 16g. The SYLOG .
}

“. sub-module- formats the transactlon log record and wrltes it
to dlSC (non volatlle) The RETUN sub-module sends an
acknowledge‘of the ppdate to the requesting program. WRITE

J

must ndw wait until the initiating program echoes this
, v : it ‘ _ ,

. . éa
5 . achnowledgement before it canrfinish'the transactibn. withb_
the echo WRITE-activates the-COMIT'Sub-mothe.that completes
the entry in the system log, changes the database and frees
aIl the locks, finishing the transaction. The only return

from the WRITE'module'to‘ACCES is .the error code.

I . <

N - ! . . i

o '5.3.2 COM- s

- _ " The functlonaof thlS module is to compllment the

14 ‘-'-—--—-—‘-ﬁ.“ ../ =
'existlng H.P. communlcatlon packa fe to.provide secure :

ommunication amongst the processors‘mak1ng up the process

control system. The communicatfons protocol uses a -

-

.
. .

' y(B ‘conyersatxon scheme«where receipt of messages are



”v‘
W

kid

B
.

| i

_ moutlined in chapter 4, also ensures all'messages are time

. ‘»'v, PR e B R URIAL < S L AT U R A (T e A

acknowledged by the “target .processor. This protocol, as

consistEnt.rThis propérty is‘inherent in all operations that
can be clafs1f1ed as a transact1on. R

.o

The COM module 1s buigt around the assumpt1on g%at all

commun1cat1on is performed by sendlng data in response to a

'*request. If thlS scheme is riot convenlent then it would beA,

" up tolthe appllcatlon englneer to design separate programs

that use the vendor's network communlcat1@h package
separately Such.a salut1on must: be analxsed careYu ry s1nce

it may <impact on the standard jzmmunlcatlon mecu :ism. B

;
A . < Y,
8 s b 2R . T
Al '”‘“‘ : —

*~\ ‘ e
: : S o
5.3. 2.1 _@ Modules SN AR S i
5: ghe detalled de51gn resulﬁs 1n the final°structure of .

the COM program shown rn/Eéﬁgsagz; r Flgure 5 8 and . Flgure .
5.9 are schematlcs of the logic ®f the COM module . -"i
The functional ob]ectlégs reqplre that” a}COM module can_

. -
receive two types of requests. The fir'st comes from within

.o
T

the node of the module. This type of request asks for
messages to.he sent. The cOM moduleAmust have thefzapability
to collect any responses to the message sent and' return them -
" to the initiating. program. The second type of request comes
‘from “a’ COM module in anéther node. %e coM's function is to’
pass the request onto a program that can-fu}fil'it..
cow \ .
COM is respOnsible fo; staé%ing the requests if the_

program is busy, initjalizing the transaction and sending
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l.‘: ‘1, -?{’; : ‘( ., 7 . . . 74
. . . ' . ‘I/" . . ', -
A - (l) Read next reques;ﬁ a - .
@2) If request is fgom ACCES o
& o -
. . {a) Then send com. string to the node of. the ' <4§Q
o : ‘ progfam—an1f1at1ng the com. X toy
'. . ) 5; b K .
S (3) Else If request is f;om‘RCOM
N . . - “"!" . s
! : ' * (A) Then puv'dpm strlng in- receiving: buffer of . :
. B the appraprlate com.  j ber.|{4_ S
o VA USROS +
- EB) If the buffer is’ full- Tkl "
T et | - :
. R (a) "Then égeck ‘status flags T . o %
g e v oo
L T (b) Ef the sﬁatus indic¢ate &n acknowf%ﬂgement is-
SR 2p %, to be sent B g , R
@ t ,.
‘,:iiw CJ) Then ack. tc~necessary ggges e
oW o0 * !
o //E' (c) ElsefIf the status flags 1nd1catgn¢he . 2
e e -scom, éQUest 1s complete , L .
: f'f"‘j{ia_f‘ S Q’S e ‘ g
o m T (13 Then return thearesponse E ‘ . Qé
v to the; winitiating program in this node‘
& (d) ‘Else contihue

» (C) Else returnako (l) awﬁ*'nﬂﬁz fJ yri- fgﬁwi

4 :* ' (4) Elge calisiETUP ‘,'5 S e S : .
@ a - - y_ . ~_ - i . -

S - write” ¢om. strlng into lTog . ' ‘ N
‘ L - sort string ‘into separate llStS accordlng‘g
o ’ . to nodes. :
' " - make ‘lists of nodes conta1n1ng data
-~ set up buffer for replys ° N 4\
- send each list to the respectivée node '

. . .

~.(5):Return“to (1) e
Y _ .

'« . Figure 5.8° Logic for MCOM Module — ‘ .

o
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thé requests. It does have ohe option to go to the INIT

o

f
-

sub-module to initialize.all the communication links. This
‘option is only used when the program is;started‘up for the
;first time. - )

In the normal modénof operation the request is placed’
~in a stackb The request that thls program receives may be

request1ngﬁ?hat data is requ1red or may .be returnlng data in

\

response to a request. The stacklng is- accompllshed u51ng

ﬁgthe same utilities as ACCES in performing ‘this function. The

s : program takes ‘the request off the stack gnd converts it from

@pgyp?mmun1Catlon string. to a seagrate compunlcatlon strlng
- \""0 ’

ch processor 1nvolveq 1n'ehe communication, The .-

P d_&

prognam theg sends the rgguestgﬁ‘cd%munlcatlon strfngs) to- ‘.d;
[f»* wthe respectlve prqcessors as well as§%end#ﬁg them all to. & . 1&
' monitorlng (MCOM) program. Once this is completed the. COM

- .
’ module 1s placed in a:wait state for’ the nextqrequest.
e .
.- . INIT - o .
! | | 9 -
i o ‘ Th1s/module establlshes the communlcatlon routes and
@H@

links betxeen the varlouS nodes. It must be entered qhenever

-

’5 v there is a data l1nk fa1lure%1n order té& establlsh a new
.'. [ -
connect1ve path. ThlS rervuting functlon Nille be developed

with the development of the error sens1ng and cortectlng

mechanlsms

EPTEEERE AN S~
® : g

N ,;‘M.- . “,. . ,§ :”\ %W m@bﬁ J/a, “_‘ ‘ \#‘;5 ‘e-;*-ﬂ;{’% ""u“ 7

The RCOM sub module is’ respons1b1e for the function of
rece1v1ng the messages from COM. RCOM acts as a slave to COM

.wa1t1ng for a request to be sent and- respondlng only when

12 az

/
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asked. A request received by RCOM can initate two actions.

-

The flrék act10n is to pass the communlcaplon string to the

ACCES module for execut;oz* This option is taken if the

l .o

reqhest is asklng for proce581ﬁ§~ The second action 1s to ﬂﬁ*

pass the communicatlon str1ng to MCOM. This opt1on is taken
if the request is the response to a subsequent comahnﬂcat1on

initiated at- the local node (node where médule re51des)

. » &

This decision as to wh1ch module to sead the commun1cat10n Ty f

strlng to is made.gg analys1ng thé‘%ontrol words 1n;the-m“ .

*
L *,

_'flrst 51x ﬁgrds of. the commmnlgatlonbstrrng Once the strlng

A

~ has be%n passed on the progpam returns to the walt state for

. 1y
Boe. o
Coy

L i~ . &

) R ¥
. . SY » ?‘ o as
MpOM monltors the‘communfcatlon ‘Hn:progress. It
prov1des a marshall1ng area for- the response of the o

;ocessors to a request that 1nvolves a number of nodes.',

Once all;the processors 1nvolved in one;request have

: : . ) ‘ ‘ - . t
responded the program passes the combination of the

'responses'to the program initipating the request. Part of the

fun¢tion of the module is to monitor the duration. of any one

. - . ‘v’. N oL o ‘ ' . o e e
request The cémmUnication request)is cancelled if it takes,

-~

too 1ong for proce551ng\\?hls prevents one request‘from

= -

A . a

.u1ng up the communlcatlon channels andi\?ﬁ memoryvspace in -

e * 4 ' )
‘gthe stac&q ceme T 1.“‘i§{f§¥; LR

.-

iy

The module operates by rece1v1ng the 1n1t1al

.’

commun1cat1on st;1ng from the COM module. It establ1shes a-
g

buffer for thé§response9 to the generated requests ‘creates .

. °

DY JE
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.a checkllst of the processors that must respond and starts a

' clock for excesslve executlon t .me. Once all the processors

. & '
S have responded MCOMrsends all the responses to the

e ’ ' e

1n1t1at1ng program aﬁd clears the buf@er.

Sy

Another function of the MCOM 1sm;q ensuge the 1ntegr1ty

<

.

of th;z:ommunlcatlon Th1s 15 of part1cular 1mportance in

e

‘% the casegwhere wrlues gre belng made to databases in a. .
. BN i \.

number of CPU s To aCCdmpllsh th19'the‘mddule must perform’

“a serles of operatlpns s1m11ar to that of . a secure wrzte)to

Sqée The module is responsable %or co- ordlnatlng all

—

'acknowledgmﬁhts froﬁ théPACCES modules of the processors

> nvolved “A deta1led Jllustratlon of the protocol psed is °?

o

shown 1n Figure- 3 4 (page 82)
The detalled de51gn of the other modules mehtloned in

the introduction to thlS chapter are not 1ncluded for two o
‘ - Tt e

a "‘

reason‘fs*v“' “Flrst in most Cases, a ex1st1anodule 1is justi:

Ve

expanded rather than be1ng entlrely rede51gned Secondly,

the modules whose des1gn was dischssed are those concerned

S
with Ehe major object1ve of this thesis. The expandlng of

- L 2

ex1st1ng modules just 3ac1l1tates the operation of ‘the

e

rema1nder of the system.
.ﬂﬁ The sxxth chapter deals w1th the test1ng and analy51s

‘of the. performance oﬂ the protess control system. Th1s

. includes the rnd1v1dual modules as'well asvthe system as a -

N

wholl.
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"'demonstrates the actual success of the de&ign and

~the testing time. The dé’@vuw

v

. .
t 6. PROGRAM TESTING

The testing phase in a software product deve10pment

1mplementat1on .This is" theﬂf1rst instance where the
performance of the‘program actually'can be compared to the

specifications. Testing might«showﬁthat modifications are

) erequu:ed or that the whole“_approach must be reconsidered.

\

Therefore, the testlng procedure must be started as soon as

ral

p0551ble to reduce the amount of unproductlve work.

The. testing procedure has to be methodlcal and loglcaL

to ensure the system pez- § ‘as, de51gned and to minimize

succe551ve decomp051tlon of the,orlgfnal problem unt11 1t gi -
was made up of small well deflned modules (fop down de51gn)>

\,y

A "bas1c module refers to any module that does not require-
further decomp051t1on to achleve the de51gn objeetlves wh:le
'_&{miiﬂrequ1r1ng only one page of code. A bottom up testlng
procedure takes the reverse approachdﬁbtartlng WIth the
smallest basic module and then workln& up the hlerarchg
The testlng pgﬂ@gﬁure works on the pr1nc1ple that once'%
,module is tested and passed, then and only then can it be
used as a block to build a larger program. Thls descr1be5‘
the ibottom up" testlng technique (28) | |
The testung phase can be. d1v1ded into operablllty
: testlng and performance testlng The former is concerned l;//kﬁig

wlth determlnlng if the functlonal objectlves are met and/

the la;ter is concerﬁed w1th the eff1c1ency wlth wh1ch the

‘. i _ A
L. - . IR ‘



éappear and cause a system failure. Each stage oﬂ}the*testlng

.6.1 Operability Testing

.
vl
x

e

will be discussed first.

LY
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‘module performs the functfons. The‘operability testing step

This term refers to the step where ‘the module is tested

for the operability of the deeign functions and its response9”5~
€%

-

in a "bad" environment-(incorrect inputs, missing resources,
‘\ . - - W

ete). During this phase the module is rigordusly exercisedf

ﬁ.The degree of the thoroughneSS'of the test?ng is reflefted .

% later in the life of the systéﬁ since it isfthe bugs that

are*not found and e11m1nated dur1ng this phase that: will

g

'“procedure w1ll ‘be dlscussed generally The speq3f1cs of the

testlng that was carried out on the enhancements of the

DISCO’ program w111 follow the general discussion,

' ) J.

6. 1 1 Functional level \' S ' ;o

The lowest levgi\vf testlhg looks at the subroutines

.maklng up the ba51c functlons as . ent1f1ed on -the flnal

de51gn dlagram A ba51c functlon 1s one whlch does npt

" require a further d1vrsion into sub- modules to execute its.

’

objectlves whlle st111 remalnlng only. one page of code.

These modules should be de51gned to follow the form oﬁ\

Source/Trans orm/ Slnk (28)"The testlng of eacb*module

varies- the 1nput strings (Source) and then looks at the

~ v

output strlngs (Sln generated by thé‘executlng module

\

'(Transform) Before the module is passed as*operatlonal all

g . L o

I
i
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1sure that none

produce an unexpected result. ThlS brute force analysis is
Y

only possible since ‘the number of input combinations is

\ . a
' %

The testing of the modules,design for the ‘enkancements,

followed this procedure exactly Each module was de51gned in

*
the form of Source/Transform/Sink SO the varying of the

input (to the module) 'strings test 11 the,funct10n5u

s

6.1.2 Program Testing" o :~ R

Low ‘ ey

The next- step of the testing phase checks the operaﬁion

ween’ the modules
“ ‘ * Wy

";eVeral dlfferent _operating *

. AL

and the order of execution

' conditions that a module might encounter. are tested ThlS 1s
. accomplished by deliberately 1nsert1ng errors in the various

sub modules and observ1ng the netéresponse. The- number of ﬁ
\

0

N

variations attempted depends upon ‘the t1m1ng requ1rements of«

i
“\

v t'@
the developmental process and the, 1mportaﬁge of the 1n1t1al

f-reliability. S&nce,reliability is a critical feature in a

LY

" process control system this step takeS'a’conside?able time.

The procedure of building up the system (1ntegration) is
2]

continued until aqgomplete ver51on of the product results._',

2 s

- ThlS stage of testing resulted in the finalization of
\the ACCES and the COM modules. These . were now ready to be
'u5ed in the. existing DISCO program CIn the testing process,

statements were 1ncluded to 111ustrate the flow .of -the

‘ -

- : . £y

. P . - -
T\
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program. The program“documeﬁtation (44) contains copies of"

complete runs of the ACCES and COM modules.

- . ; K

Fon a process c0ntrol system a test job stream will be

made up of the followlng tasks wh1ch are typlcal in an

i

actual'process env1ronment o . .

(1) A Slmple PID Loop : ¥ v U ' “

: Thls case Wlll constitute- 80 to 90“Q£?Cent of the work

load of the system Any small 1neff1c1eagggs Wlll be located

the performance.‘ L;v
(2) Spllt Cascade Control Problem

o

' ~Thls type of job tests the systems?handllng of freguent

updates to the database This type of test JOb %§§ﬁklses the

-

database managment checklng that the seczfltyameasures are

adequate and operate eff1c1ently 2z ) )
-

» The term "Spllt"ign the tltle refers to the fact that

e

the two-ent1t1es in theccascade contro ystem are runnlng

‘ _1n dlfferent nodes. Such an appllcatlon is” unllkely in an

actual process env1ronment but 1t presents a severe test of
- B

the system commun1cat10n protocols The prlmary parameter

-

. C

tested here is the speed of commuhlcatlon.

(3) Sequenc1ng Appllcatron

.(

where ‘the status of the system must always be brought back

- to the,state pr1o§gtprgnfault. An example of this 1s‘a

p

A, sequenc1ng appllcatron is one type of control problem'

.

S5
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limited. .y

'only one processor that has ‘the capablllty of enterlng

- | o 833/

s

mixipg sequence where ingredients are added at certain
times. If a failure‘occurs and-the system is not broughtl
back to.the last step.in the sequence then the whole batch

must. be discarded since the content would be unknown Thus

N T.,‘

th1s job w1ll test the recovery mechanlsm that is necessary
for a process control system |

(4) Supervisory pontrol

Supervisory control is a good test for the;netvork

communlcatlon protocols 51nce it typlcally 1nvolves updates .

to values in a‘number of nodes 51multaneously, ThewDISCO '
';‘J. > ,. -

program must énsure that all values are recexved ;
40 S

s1multaneously_and correctly. . o ék{.-‘

Thé” application testing stage on the enhancements was
'.‘ a . . . . c. .

. lsg.’, o )

PR

, In summary, the f%sult of thé work pefforgfd for this .

]

the51s accompllshed the followxng The 1ntegr1ty of the

database is meroved The database is now 1solated from the

rest of the system and there 'is a def1n1te Lnterface: The .

!

1nterface program guarantees t ime con51stency and performs e

.some ‘simple error checks._The recovery meghanlsm is: not

| ’ o
developed at thks t1me 50 the'reconstructzon of.the data

base after a farlure could only be approx1mated The tesnlng

.-

of the &1str1buted operatlon was also 11m1ted since’ there is
process data 1nt3nthe system. As a result theatest1ng of qhg

mult1 processor operat?on was 51mp11f1ed te a test of “thie :
o A : '

e . - LR
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communications protocols. ...

J

With the successful check-out of the system on a--

e jobstream made up of a comb1nat10n of the above appllcatlons

;'the system is.ready for process control use in a plant. The

A

actual ratio ofawthe various jobs in the“test jobstream would
be determzned -by analy51ng‘!he requ1rements of each '

pqgtlcularap;ocess plant In the testlng of commercial
‘ ) Y

'3system software a number of jobstreams wdhld be used that

N R ? *
uggnstltute a cross sech1an di the~varlous poss1b1e uses of

e
%be system e P 5 »

. i

KA - - . .

'rmance Evaluatlon

Y.

e l . . , N p
Systgm pefformance ig agpeasure of how well a compuqer
executes the‘task it was des!gned for. The: crlterla of A

measurement 1s as varfable as the appllcaflons the computers

. ¥

'.are used for 51nce each appllcat1on req01res a spec1f1c -

R

h'omblnat;on of features. A list of some of ‘the crlterla gf

At '

’-erformance 1nd1c1e§7are accuraCy,vrellablllty, *Qz'., h

’
«

ma1nta1nab111ty, expandab111ty, fleXIblllty and operatlon
cost A cr1t1ca1 factor in a- process control computes_ls the
_time base c0n51stency. Thls is a reflect1on of the overall

: system load and the efficlency with which the system
pﬁpcesses the load 'System ldad on a process cohtrol machlne‘

-is the number of applzcat1ons regu1red to be executed each

proces51ng 1nterval The executlon txnexofnany act1v1ty is

4 . o

broken into system overhéad agg\}he actual proce551ng_t;me

Y l . : v
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required by the activity itself. The latti; value is
uncontrollable since it is dependention each routine SO ‘it
is not considered, in the performance eva.ation. A major

P

perférmance coéncern is the actual system overhead required
to set up the various routinesl The means of attaining an
eyaluation of the various system modullé 1s to measure the
execution time of each and the fregquency of use. This .
identifies the cr1t1cal areas for special opt1mﬁzat1on

The procedu?g.fo: the performance gvaluation of the
enhancements followed the steps outlined in the operability
testing phase. (bottom up) The execution time of the basic
functions are evaluated first. This procedgre wés hampered
by the fact that the finest gf;dation of the time of the
trial hardware system was ten milliseconds. As a result all

the basic functions could only be identified as taking less

than this interval.

&

The second phase of ‘the ngﬁugtion was the execution
time of the functions made up of many modules. It -was at
this point that one of the original constraints had a
significant effeét.

The- constraint that "the standard functions provided - by
the vendor musf”be used” contributed significantly to the
executlon time of the larger modules. The Hewlett Packard
archltecture limits the size of any one program This
dictates that the overall system must be segmented into

Separate progfams. The segmentation procedure was fairly

simple since each program was made up of modules that were

rarms

e I et
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unique, separate and independent. However, the communication
between the programs within one CPU used the“standard -
functions provided by the HP software. An'analysis of the /

execution time of these standard communication functions
found it to be guite gubstantial. This fact required the
.altering of the design of the system to minimize the
interprogram communication. The resulting mode of operation
grouped a number of control activities into "blocks". The
block was configured such that it behaved like a
tfansaction. This ensured the preservation of the integrity
of the overall system.

The same constraint affected the design of the
interprocessor communication. The Standard fdnctions made
freqﬁent (every interval) interprocessor communication
impossible if the time base was to be maintained constant.
This characteristic also results in a large différence
between the time each input was sampled for data apparently
sampled é£ the same instant (skew). As a result of overhead
and possible data skew (example in Appendix B.2.1.2) ,
interbrocessor communication should only be used in
>applications that have a large exeCutiop interval (time
between successive executions), » :

The execution time of the ACCES and COM functions are
contained in Table 6.1 and 6.2 respectively. It should be
noted that the execution time of the COM module refers to

!ie-time required to pass a message from one CPU to the

recipient. This does not mean the computers are tied up

-
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Function 4 wd. # access Ave.time Max.time
- ‘access reguest o
Read 1 1 21 >0 .
1 8 25 60
8 1 21 60
Simple write 1 1 6 10
1 8 15 40
8 1 9 40
Secure write 1 1 179 6150
1 8 253 5740
8 1 185 5960

- times in milliseconds

Ta:le 6.1 Execution Times for ACCES_Functions
# Wd Sent Ave. Time Max. Time
64 78 460
256 284 450
512 9990

Table 6.2

- times in miliseconds

Execution Time for COM Function

604
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totaily fog commdnicatton for this lengthvof time. A larger
network‘is requiredﬁto eQaluate the time to send a message
to a number- of processors.

"The final plrase of the performance eQaluation involves
- the 'system. operating on a t'est job stream made up of the
applications mentioned in the operability testing section.
The parameters measured here include data skew, total
overhead, and the maximum number of any one type of i
application. A-detailed study using specialfy tools are ©
required to get an acchraée and indepth‘evalqation of the
system performance. Such a sfudy Wpuld be performed by a
systems analyst. This phase of the performance evaluation
can only be done once the system is installed. As a result
no evaluations of this type were made on any part of the

/

DISCO program.

—

The last chapter of the thesis summarizes the goals -of .
the invgstigation, discussed in chapter 1 to 4, draws
concIusions from the data gained from the analysis of the
design, chapters 5 and 6, and‘finally, gives some areas for
future“developmenf of the system as a useful and practical

tool for process control.



7. SUMMARY, CONCLUSIONS AND FUTURE WORK

The work of this thesis dealt with the design and

implementation of extensions to the DISCO system developed

at the University of Alberta. The two main areas of concern

were database security and integrity and distributed

processing of a control application. This work brings the

system closer to the ultimate aim of an operating

environment that meets all the computer system needs of a

modern process plant.

7.1 Contributions of the Thesis

+

'

The contributions to the field of computer control of

R

industrial process are briefly summarized in the following

list.

1)

2)

3)

4)

Analysis of computer requirements of a control

system for a process plant (chap. 2)
Analysis of the security features required by a

process control applicaton in comparison to

'

typical data processing problems iqhap. 3)

Analysis of the recovery mechanisms required for a

!

process control system (chap. 3)

Analysis of the application of distributed

processing in a process control system. The

w

communication needs were identified and compared
to typical distributed data processing systems

(chap. 48 Appendix B)-)

89
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. 5) Design and implementation of programs to fullfil
the data security énd,communic?tion for
distributed éroCessing needs.(chap. 5 & 6)

6). Design and inplementation of a modern alarm

processing routine (Appendix A.l).

7.2 Conclusions and Recommendations

- The points made in this section concern the design of
the enhanéementé to DISCO for execution on a netw&gk of
Hewlett Packard 1000 mini-computer. Generally, these
conclusions will apply to all mini-computer based systems. -
Instances where the comments are perinent specifially to the
Hewlett Packard machine will be noted.

One conclusion is only some of the data used in a
practiéal process control system needs full integrity
measures.(igis is possible since most of the values are
updated every execution interval. Thus only changes which
 occur on variables that do not'fit'into this category must
be auditedt Changes .which fall into thi; category are any
that originéted from the operators or engineering console
and any made within the Activity that are not process inputs
or outputs. '

A second conclusion is that distributed activities with
a small execution interval shoudd be avoided since they '
represent a large amount of overhead. This makes the

" maintainance of the time base difficult. The method of

avoiding this is to change the configuration of the system
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. A
such that the data that is frequently updated all originates
in the same node as the Activity.

"A final observation follows from the results of the
analysis of data.gathered in the performance testing step of
the’testingfphase. The boints mentioned refer generdlly to
all process control systems |

The ualues\of performance data gathered largely consist
of the execution speed of the standard hlgh level calls

offered with the system's software% These had to be used in

the implementation to conform to the constraint that

<

standard calls and a high level language be used. Such a

constraint will affect the performance on any system since

S
“n

the standard calls are designed fof'general purpose lse. The
flexibility of these calls is paid for in execution time.

The result is the overall design and operation must minimize
the inter-module and infer—proceséor communication. The
former is quite drastic on the HP machine since the module

size 1s also limited by the architecture of _the hardvare.

. LY

The two contraints mentioned abovex force the follow1ng
operating method? The 1n1t1al request to ACCES by EXEC must
get a number (block) of Act1v1ty Records. This. technlque |
increases the buffer sizes but reduces the inter-module
commqn;caélon. : J

This method_of operation with the machine fully loaded
as described above could be alleviated two possible ways;

Both require the relaxing of some of the initial

constraints..



o)

The first method requires the eliminating of the
conséraints‘of the use of che éténdard high level veﬁdor
éupolled software and a high level language in the |
implementation. This méans a separate, efficient, machine
opecific progcam would be written to create thée knvironment
necessafy for'process control applications. This solutioo
would eaSily'meet the time base consistency requicome ts
whilc‘Scili allowing for the separation of the activit

.o
[

(eliminacfngyblocking). The disadvantage of such a solution

pu— S

—— e

15 the length of timéwfor the dEYelopment of the system and
the virtual cryptic code that reéults chat is decipherable
only by a systems anélyst. | |
The other alternative splits the lower level control

task into two parts implementeg by separate hardware. In

ssuch a solution the fast computations and data acgquistion
would be carried out in aedicated microprocesso:s designed v
speéifically for such a task..The mini-computer wodad act as
a co- ord1nator of the simple fast o;croprocessors and a sink
for the transfer of bulk data for ﬁogglng purposes collected
over a number of intervals. In such a scheme, the'
mini-computer is the second-level in a hierarchical system.
This method requires the pfog}amming of the small

-

microprocessors but this task ié fai:ly simple since_ the I

constraints and objectives are very specific and inflexible.
» The latter solution appears to be the best means of

alleviating the loadfng pgoblem on the system ds designed.

This corrésponds to the direction that industrial firms in
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this area are taking.‘The mini-computer which(ig opefatin@
at the second level in the hierarchy would .have .no control
activitiés with a small execution interval since these would
all be contained in the fast dedicated processors in the
lowest level of the control hierarchy. The result is an
efficient real time dperating system that co-ordinates fast

dedicated microprocessors.

" A
it

7.3 Future Work

N
This section outlines the modutes thqt were identified
but not considered in any detail during the design of the
enhancements. In addition, the modules that have not been

investigated are pointed out.

o

7.3.1'Future Modules

” The one area in the real time bortiqn of the program _-.
that. needs expanding is the development of the‘érror
handling routines.* In the completed version most errofsu
wouid be corrected automatically. E&eg tﬁe errors which are
not automatically‘corrected should not caUse'é system |
failure but simply shﬁt off the Activity that caused i; and
generate a reporf in the 199. Another feéture_of the final
version of the error handling routines is the automatic
régssignment=of the network loading-ih the event of the
failure of one node. At the moment, the ERRHA module simply

-

reports the place of the occurence of an error and stops the

“program.
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A second area that should be expanded 'is the précedure
for detecting and handling network communication failures. -»‘f
Ultimately, new communication paths would be sought if a
link was found to be_faulty. An offllne program that
optlmlzes network performance would eventually be tied into
the online reconfiguration routine.
The final areabthat is almost undeveloped at the
present is the gffline, intérrupt loadgd utilities that )
provide the interface betwéen the operator and the real time

~system. This area is almost a separate topic outside of

control.

7.3.2 Future Work

i

The future work can be givided into the‘system area and
the control area. Afeas of futuré investigation will be
pointed out ‘in both areas although only those in the control
field are of interest to the chemical engineer.

The one system area tha; needs investigation is the
optimumnfrequency for checkpointing distributed databases.

All the Activity Record Tables in the various nodes of the

network make up a distributed database. -Work has been done
{ ,

—

tooptimize the checkpointing of a single database. A

distributed database changes the basis for the analysis so

additional work is required. R ' : //i/ﬂlﬂ
An aspect of control work that has not been. examined 'is

the effect skewed data has on the stability of a control

. technique. Up to this point all work has assumed that all
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input data is sampled instantly. This assumption is valid

for a centralized syslem. With the introduction of

distributed control, this assumption is not necessarly vgiid

,i-aﬁtﬂl\”
.ISA£:;\\Q3,

and consequently, its effects must be studied.? h,g,

e

A final area of interest in the contrq} f1eld

/—,‘S t’r"““ . ‘g,f %\;w
use of variable execution rate control algO{sthms.'kaseb

i.wo
would be used at times of high system oad %o reduce,the

\ -

frequency of execut%on of some 1oog/, The possibility of

EI L

~

success in this area is unlikely since the extensive work in
%he automatic tuning of loops has only met witﬁ minimal
success. A variableiexecution rate algorithm would have to
change\tﬁe tuqing parameters to match the change in the
execution f;equency.

The actual programs written to implement the
enhancements .are contained in a sepafate volume (44) and are

not considered as an official part of this thesis.

~
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APPENDIX A:' ALARM PROCESSING SEGMENT

An alarm is a signal that brings attention to an abnormal
condition. In the process control field the abnormal
condition is the plant deviating from a specified operatiﬁg
condition. The purpose of the design of this program is to
provide an alarm function for the DiSCO application program.

.The traditional definition of an alarm in a process
environment refers ﬁo a signal generated by a switcﬁ that is
“tripped'when a single process measurement. exceeds a
specified limit. Aé\a/;esult, an'élarm Signallediphe‘process
in an abnormal condition. The fesulting action of the
operator, was a large change in a control variable causing a
shock to be sent through the whole pkb¢e$s. One means of
'préventing an upset in the process was to sef the limit
sdfficiently closg'to the normal operating point that 'the
operator can take evasive action. This%}esglted‘&nomany
false alarms. L ,

The entrance of computers into the alarm problem should
revolutionize the whole concept. The computer brings the
capability to analyse a numpér éf process values at a single
instance and use thé‘result to prediét future operating
conditions. Thus the alarm function changes from one of
signalling the occurance of an event (high level exceeded)
to that of prediction of an event happening. This gives the

operatof_a much greater chance of avoiding an upset without

~

seriously bumping the process. If the use of the computer's

logic is-taken one step further, the alarm function not only

a —

101



102

predicts a deviation but also the control variables. This is

onl} possible wvhen a single course of action is required.

| The tools needed by a modern computerized alarm
function include access all procesé measurements, histories
of the measurements;_aquttern recognition routingtand the
high and low limit check test. The alarm segment attempts to

provide these feature;§

A.l Discussilon of Functions

A.l.1 Iéentification

In the time prior to computer éontrol, ala;m
identification meant sensing a process 'variable beyond a
»operating limit. Adding a computer in the control system
broadens the scope immenéély, since therg is now a element
that can perform arithmetic calculations and logical
decisions and has mgmory for storage ofjpést events. These
new capabilities egzble the extension of the alarm function
to include the prediction and analysis of Clarms. The '
ability to predict alarms is possible only as a result of
the availability of all the process inputs and their past
values, TFe'alarm module of a control application-prégram
must have the'résourcéé and'capability to predict the

4

occurence of alarms. - o

A.1.2 Action - .

The addition of a computer in the control loop changes

. . . 4
the "action" step from a simple notification to one of .
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compensating for the deviation. The compensation is possible
since all the manipulated variable are accesible and the
:omputer has the speed and logic to calculate new vaiues;
The purpose of this "action™ is to isolate %he'problém'and
minimize ita effects so the operator can aoncentrate

N

Specifically on the malfunction.

A.2 Design of the Module
A.2.1 Identification

The identification section must decide using the
procesa values and past histories whether the plant'is‘in“or
is about to go into a operating state beybnd the operating’
limits or the capabilities of the control strategy.

The first step of the process to make\this decision is
the retrieval of the new.process inputs. and any recent ﬁnpuf
.values. In the DISCO program the actual sampling of the
process along with any filtering or conversion of the values
attained is done in other existing modules. This module
' simply retrieves the results from the other modules; The
present version of DISCO does not have a universally (systam
wide) accesible log of the\process histories so the alarm
module must store any past values that are regyired. ThlS
need nece51tates a working buffer that is malntalned between
executions of the alarm module.

Once the data is accessible the module cant. start the
testing procedure. fhere are two types ofltests possiblé.

The simple test is check .if the plant is presently in an
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alarm state. This is accomplished by testing the present 
values of the inputs against specified limits. The second

- test involves a pattern recognition procedure . to predict or
analyse the occurence of an alarm. Since#the type of
function required is dependent upon the process involved the
module uses a user written subroutine ALID# (where # is a
variable ASCII character).

The decision as to which type of test is perfofmed is
.controlled by the second word (sfatus word) in the sé}ing
passed to the module. figure A.l illustrates the layout of
the complete communication string for a simple test. A
complex text would have a similiar communicgtion string
structure up to part 6. Any words in the str1ng beyond part
5 would be used for storage of passed values.

Once the testing step is complete the action step will

take effect if the test results are positive. ‘

A.2.2 Action

?Ee first type of action poss1ble is simply a
notification by a message and/or a horn .that the alarm test
was affirmative. The second action, altering the plant
‘operation, is perfofmed by_initiatﬁng a separate alarm ”;
program; The type of‘actiQn’required is identified in word 3

of the communication string.



LISTINOpOF BUILDER WORKING:TABLE

TITLE GENERAL ALARM SEGMEN
-99 PART {: SEGMENT HEAD
1LBSEGMENT 1ID.
1 SEGMENT LENG.

—99 PART 2: STATUS FLAGS CONTRDLLING SEG.

2LBALARM SEG. ENABLE/DISABLE
- 2 STACK YES/NO

2 ALARM TYPE (OPTION)

2 INDIRECT ADDR.. YES/NO

2 1ST LIMIT HI/LO

2 2ND LIMIT " HI/LO

2 MUL. LIMITS COMMON/SEP.

2 LIMIT TYPE ABS. /DEV.

2 DEV. FROM STPT. /LAST VAL.

2 MUL. LIMIT TYPE (OPTION)

2 # OF ALARM PTS.
=99 PART 3: ALARM ACT]ON

3LBALTER R.T. COM. YES/NO

3 WRITE MESS. YES/NOD

3 6SCH. PGM. YES/NO

3 SPARE (2 BITS)

3 ACTION TAKEN (OPTION)

3 DIFF. ADDR. OF BIT
4L BACTIVITY # (TO BE AL

T
ER

TERED)

SLBLU # TO WRITE ALARM MESS.

9 ALARM MESS. %
6LBPGM. TO BE\SCHEDULED

IGR

-99 PART 4: ALARM STATUS VECTOR
8LB1ST ALARM STATUS VECTOR

-~ 9LB2ND ALARM STATUS VECTOR
=99 PART 5. TAG # OF ALARM PDINTS
9999LBTAC # OF ALARM PDINTS -

. TAG #
~99 PART 6: LIMITS TO BE CHECKED
-1LBDEADBAND
9999LBIST LIMIT
. 18T LIMIT
9999LB2ND LIMIT
' 2ND LIMIT

-99 PART 7: DATA WORDS
9999LBSTPT. /LAST VAL. h
STPT. /LAST VAL.
-99 PART 8: END OF TABLE
EN

Figure.A.i

Structure of Alarm 5Segmer: Communication String
R
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A.3 Discussion of Design

The alarm module design has the capabilities to perform

The output from the module can write simple mess
initialize a .complex shutdown (or equivaleﬁt) scheme.

" One problem with alarm'identification and subsequent
action is each process requires a uﬁiqueftest and response.

This fact makes the impleﬁéntation of the c €x schemes

very labour intensive. However, with incrgased

automatization of'process planfs EBS

alarm mechanisms will
be necessary. The computer may eventually evolvé to stri;tly
an alarm process, leaving the actual control to the new
generation of instrumentation. |

. A second problem with computer alafming is the
inability of a computer to work relatively.'An example of
this is an inpuﬁ pﬁttern may be similar to the pattern which
created an alarm condition will‘hog trigger the action sinc?'
the patferns are'notvidentical.-A solution for ﬁhis type of

problem may come from the area of "fuzzy-logic".
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APPENDIX B: ADVANTAGES AND DISADVANTAGES OF USING A

[

DISTRIBUTED COMPUTER.NETWORK : .

B.1 Advantages of Using a Distributed System
. y 3

B.1.1 Reliability, Recoverability and Stability

The most important feature required from any equipment
performing control is consistency. This translates into
reliability, stability and recovery.

Processors in a distributed system are more reliable
and stabIé f§r a numbeerf reaéons. Simplicity is the first.
AA large expensive mainframe used in a centralized systeh
mﬁst perform all that is demanded of it. This dictates that
the one machine must have ;ll the possible functional
‘cépabilities. The complexity of such systems naturally leads
to hidden design bugs that will only be found through varied
use. Al;o_the vafious functions require a lot of additional
circuitry‘which creates a greater possbility of hardwére.
failure. | ‘ :i
| Stability is affected when thé system is upd;ted with

new releases. i‘iarge mainframe is alwagf having
modifications made to its hardware and software in attempts
to prevent it frdm becoming prematurely obéolgté. Customers
= demand fh{§ to extend the payout period of their investment.
The one broblem in 3 constantly upgstéd‘system is that
additional bugs are acquired that must be foundland

resolved. This process takes time and increases the

down-time. A distributed system is made up of small .
i
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processors. Shall processors, each with.a specific purpose,
are rarely-updated. Rather than update an existing processor
with a ﬁarginal increase in performance it is usuélly easier
to wait until a significaﬁt increase in performance is
required and available and then completely replace tHat
unit. The replécement unit is at least as reliasigi§§~its
predecessor since the software and hardware are designed
tqgetherm/%his approach is possiBle because thé outlay for a
new processor is fairly small.
The ability to recover from failures is a key feature
- favouring a distributed system. A central mainframe that
encounters a major failure means that the entire system is
out of serviee until it can be fixed. The only defence
against this is to sense the fault in.one of its modules
ahead of time and isolat;~it SO the computer can be kept
opefating at a reduced performance.‘This approach is ohly
possible for minor failufes becauséganything major will.
affect the whole system. A distributed system on the .other
hand can tolerate the failure of a processor by rebalancing
the wérkload*aroﬂnd the remainiﬁg proééssors in the network.
" The new network will operate at a reduééd performance Aevel.
The Aetection mechaﬁism and'restructuring of the workload
will require overhead. This dictates that all the machines
will need a little“better performance specification but this
is ‘easily justified by the fact that the system keeps

operating at all times.
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B.1.2 Communications

A totally centralized control system dictates that all
the process transducers must be connected to one large
computer systemffThis situation causes a large amount of
overhead to be spent on the management of the process input
ané output. Attention must be paid to tpe balancing of the
‘number of points among the limited numbér of high speed 1/0
ports o; channels. The'I/O sampling systems must be closely
controlled and synchronized to en§ble all the points to be
read each'execution intervhl. Wire oqupécial éonstruction ‘/l
is often required to permit the high speed communication /
th;t is necessary. The one advantage with respect to |
communication of a centralized system is all the information
is in one place and is accessible to all appliéations.

A distributed system has a much more manaéeable process

1/0 problem because each processor has a small number of

points since the total for the plant are spread over
number of processors. HoweQer, this configuration m ans an
application that needs ihpyts that are not connected to the
host processor must get them thréugh the communication
network connecting the processors. The amount of

inferprocessor communication is considerably less tha
process 1/0 of the €eqtralized system fof three reasons.

First, data will not leave a proc€§sor unless it is required

. . T
elsewhere. Thus a large percentage of the data transmission
is eliminated since in mosg cases the datg 1s used only by

the processor located near the source. The second reason is
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each processor will format the data needed by another ,\
processor in such a way to optimize the communication,'thus
miniMizing the time required for cohmunicatibn and,fér the
receiving computer to spend in the waiting for communication
state. The third reason concerns only the reporting
function. Rather than sending all the data to the processor
delegated with this task only the required averages are'
sent. Thus the amount of informatipn transmitted is greatly
reduced. All these facets leave the computers availablé to
do useful work.

)

B.1.3 Economy of Dedicated Processors .

It is a known fact that a program designed specifically
for a particu{ar function‘uéing a spécified machine w%}l,be
more efficient than a generalized program capable of doing a
function, as well as variations of yhe functien and
executable on any machine. In the cas of a centralized
computer system it is ﬁecessary to provide all the -
variations of a function in order not to limit the ‘
computer's market. However, for process control, it is
evident from the list of functions required in chapter 2
that the needs are very specific. A distributed system can
be easily tuned to these needs since every unit can'be
prégrammed ultra-efficiently to accomplish one specific

function. This reduces the size and cost of each processor.

However, some .degree of similiarity is required between

processors otherwise one cannot be used to back up the

\



111

other. ) .

B.1.4 Incremental Growth and Flexibility

A large centralized control system is a fixed entity
once it is installed. It is alhost impossible to change the
original specifications since all the components were
designed to operate with one ‘another. Thus once capacity or
a specific function is not awailable a major reconfiguration
and rebuild is necessaryt This state is maintainéd until
justification warrants the replacing of the whole machine.
}Traditionally, such a condition is postponed by initially
purchasing a machine that has four or fiyé times the needed
capacity énd;performance. |

| A distributed system avoids this guandry because it is
easily expanded‘in varying’ihcrements. If some additional
capacity is required then one additional processor is added
to the network. If a number of new fedtugés are necessary
then a number of processors are édded to accomodate the
need. The one 11m1ta10n that must be watched is that the
additional overhead requ1red to maintain and backup th
additional mode does not exceed the increase in perform ngé.
If such‘a case exists adding more processons.simply degrades
the system more. The alternate in this. situation is to’

replace the existing processor with a more powerful dne.~

B.1.5 Installation

The final advantage of a-distributéd system is the -
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1nstallat1on can be in small blocks gquantitizing the

o
R

trouble shoot1ng and debugg1ng requlred additional blocks
{o the network just extend the overall performance of the

computer system but do not affect the portions already

.
.

working.

1

B.2 Disadvantages Connected With a Distributed System

B-.2.1 Performance

This section only refers to implementations when the
data required for a.giyen operation is located in a number
of processors in the networl; In such cases, particularly if
the operation has a fast execution interval, the time
required to retrie&e data enters into the application (delay'>

time due to communication enters into the timing of

controller constants for a feedback'loop).

B.2.1.1 Response Time

ResponSe'time refers to the overall time required to
generate a response (usually 1nvolv1ng a process) to a-given
stimulus (1nterrupts, process 1nput data, etc). The length .

-of the communication delay depends upon bandw1th of the
communlcatlon link between processors and the conflguratlon
of the network. -

An examble of how ner%ork éonfiguration affects
response:time is illustrated with Figures 4.1 and 4.2. The
configuration of Figure 4.2 will have considerably less

communication time between Node 1 and Node 5 than Figure 4.1

7
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NODE 2 NODE 3 ——| NODE 4 NODE 5
Figure 4.1 String Network
NODE 1
NODE 2.
NODE 5
NODE 3
| NODE 4 | ‘ /
Figure 4.2 Fully Connected Network
v
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-

because the former involves only two processors while the
iatter uses five. Each adds a delay since it must check
error codes,'traﬁélate routing instructions_, generate new
routing instructions and error codes| and resend the data.
The;trade-off to make Figure 4.1 into Figure 4.2 is the
wiring cost.
| One‘solution to the reduced response/time is to
maintain a copy of all the data required by a processor in
the'processor. This solution creates the task of ensuring
all copies of the data reflect the same information. fhis /
task requires a considerable amount of overhead, lengthening :
the time to execute each and every transaction,

There is a maximum time that date retrieval can take
since the execution interval between successive calculat&ons
\of the control actlon is flxed The network architecture and

the communlcatlon S protocols must be deslgned with this-

specification in mlqd.

_—

B.2.1.2 Skew ' B

Skew in data refers to the differences between the time

the data was sampled. In a centralized system all the
/

process data is brought into one place. The data skew is

rd

51mply due to the cumulative effect of the the time requ1red
for the data to travel between any two p01nts. Since this is
so small this problem was 1gnored

Skew in a dlstribqted system is another matter since

the communication time between processors ters into the-

L -
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problem. Communication time between processors can be
significant since all the protocols for data checking mUSt
be established. Thus if two points are sampled‘at the same
time in different processors and required for use in the
same processor, the skew would be the time required to
transmit the data from one processor to the other. This is
compounded further if the data must make a numper cf hops
through several processors to get from the process source to
the ndde demanding the information. This discussion’
_describes the minimum delay possible. Such a network would
be made up of a series of processors acting as just
multiplexers, distributed through the process plant
gathering data for a 51ngle larger processor which performs
all the calculations.

An exagerated example of this is illustrated in Figure

4.3 where process input point "1" of a comtrol algorithm is
sampled at 10:16:00- whereas input p01nt "2" of the same
algorlthm is received at that time but was actually sampled
at 10:15:30. The skew between the two points is 30 secqnds.
This cquld haye a serious effect“;n the Stability of the
control loop since it has assumed?that'theﬂpoints were
sampled together. Possibly, the(effect of the skew could be
"tuned-out" by varying‘the-pa;ameters”in the algorithm. This
tuning process would require that the skew between data
points ig censtant. | !

Data skew is greater in a network of computers where

all have a number of tasks. In this case the compdter would
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sample the data then preceed to_ekecute other tasks. Once
these were completed ithe process points would be sampleﬂ
agaln Thus the data aé‘ y one processor can be up one

execution 1nterval old This 1n1t1al t1me lag is then o

increased with the commpnication delay.

"Data skew is inevitable in a distributed system with

"the process po1nts entered at dlfferent nodes of the

networku The only SOlUthD is to de51gn the system such that
control loops with a small execution 1nterva1 have all the
input points in one processor. This is the only case where
the skew will be 1ess than the smallest execution interval.
In loops with a longer execution interval the skew of the
input poifits can be neélected since the siee of the skew
becomes insignificant with'respectlto the sampling interval.
The need in these cases is that ahmaximum value for
skew a§6 response trme be steted-es a specification for a
configuration of the network. If these values are too large -
for a particular application then it becomes the enqineer's
responsibility to deal with thejcontrol‘problem rn another

way.

B.2.2 Duplication of Function

eox’problem that 1s inevitable in a control system

dlstrlbuted largely on a geographlcal ba51s is a dupllcatlon )

of’functions and hence of the corresponding computer

“hardware and software. With such a distribution criterion it

is more efficient to have processors carrying out similar |

J -
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functions thahyto send all the da§a~to a dedicated
processor. Thus the processors are reguired to be larger and
" more general, performing a number of tasks. An example of
éhis is‘détailed in section 4.312. This additiohal expense
of the larger processors more than offséts the cost of the

communications media to accomodate the traffic required in a.

i
\

system with strictly dedicated processors. Another advantage

; / . .
of the generalizeB approach is the transfer sequencing

‘ \\ during a backup operation is much simpler.




