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Summary

In this paper, a new hydraulic-fracturing model is introduced for
cohesionless sand, which is also applicable to weak sandstone for-
mations with high permeability and low shear strength. Phenom-
ena such as shear-band development and shear-enhanced
permeability are of paramount importance during hydraulic frac-
turing of cohesionless sand or weak sandstones, which make the
fracturing response quite different from what it is conventionally
believed to be in competent rocks.

The smeared approach in simulating hydraulic fracturing has
been implemented in the proposed model within the continuum
mechanics framework. Both matrix and fracture flow have been con-
sidered in this model. Tensile- and shear-fracture development and
their fluid flow were simulated. The cubic law and Touhidi-Baghi-
ni’s shear-permeability model (Touhidi-Baghini 1998) were used to
capture the permeability evolution and to model flow in tensile and
shear fractures, respectively. Shear fracturing of geomaterials
involves intense localization of deformation and strain softening,
which is a discontinuous phenomenon, resulting in mesh depend-
ency of the results in the continuum model. The fracture-energy-reg-
ularization method was used in this model to reduce the mesh-size
dependency of the energy dissipated during fracture propagation.

The smeared-fracture approach has been validated against lab-
oratory hydraulic-fracturing experiments with reasonable agree-
ment. Consistent with the experiments, the results of the
numerical model indicate that tensile fractures are formed in a
very small area around the injection point despite the application
of high injection pressure compared with the minimum boundary
stress. It is found that shear fracturing and shear-permeability evo-
lution are the most important mechanisms that influence and con-
trol the fracturing response. The dominant fracturing mechanism
is found to be governed by the high permeability and low shear
strength of the material.

Introduction

Shear and tensile modes of failure, or a combination of them,
have been observed in hydraulic-fracturing laboratory experi-
ments on cohesionless sand and weak/unconsolidated sandstones
(Pak 1997; Khodaverdian and McElfresh 2000; Chang 2004; Boh-
loli and de Pater 2006; de Pater and Dong 2007; Golovin et al.
2010; Jasarevic et al. 2010; Khodaverdian et al. 2010; Zhou et al.
2010; Olson et al. 2011). On the basis of field observations, hy-
draulic fractures in weak sandstone formations are different from
planar two-wing fractures, as conventionally thought (Mahrer
et al. 1996), and some field observations cannot be explained by
classical models (Settari 1988; Weijers et al. 2000; Daneshy
2003; Onaisi et al. 2011). For instance, pressures higher than
expected are usually required to fracture weak formations (Papa-
nastasiou 1997), and field-fracture dimensions are much smaller,
with widths that are much larger than predicted by existing mod-
els (Settari 1988; Weijers et al. 2000; Daneshy 2003).

The tensile mode of fracturing has been reported extensively
in hydraulic-fracturing experiments (van Dam et al. 2000; Cook

et al. 2004; de Pater and Dong 2007; Golovin et al. 2010; Zhou
et al. 2010). Shear fracture occurs when shear stress exceeds the
shear strength of the material on a discrete plane. Shear fractures
and the corresponding dilation increase stresses locally, which
will increase the pressure required for tensile fractures.

The majority of the current hydraulic-fracturing models assume
a two-wing planar fracture, which is mostly expected in competent
rocks or rocks with low permeability. However, cohesionless sand
and weak/unconsolidated sandstone formations are highly permea-
ble and prone to shear failure during pressure ramp up. Shear and
tensile fractures may form a fracture network in the formation (Pak
1997; Pak and Chan 2004; Zhai 2006; Xu and Wong 2010), making
the assumption of a two-wing tensile fracture with a predefined
fracture direction invalid in cohesionless sand and weak/unconsoli-
dated sandstone. Existing theories and classical models are not
adequate for predicting the behaviour and growth pattern of hy-
draulic fractures when shear fractures and branching are involved
(Settari 1988; Daneshy 2003; Osorio and Lopez 2009), and the
need for new modelling approaches is evident. A numerical hy-
draulic-fracturing model for weak rocks should properly simulate
various possible failure modes and their interaction and permeabil-
ity enhancement, as well as tensile-fracture reorientation.

The smeared-fracture modelling approach enables us to simu-
late the potential mechanisms in the hydraulic fracturing of cohe-
sionless sands or weak/unconsolidated sandstones. This paper
presents the implementation of this approach for the numerical
modelling of hydraulic fracturing on the basis of the continuum
mechanics assumption. The model is validated against a large-
scale hydraulic-fracturing experiment on highly permeable uncon-
solidated sand (Golder Associates 1992).

Failure Modes in the Hydraulic-Fracturing
Process

Tensile, shear, or a mixture of the two are the common failure
modes of a rock matrix during hydraulic fracturing of cohesionless
sand and weak/unconsolidated sandstones. Failure has different
definitions in the literature. Bieniawski et al. (1969) define failure
as a change in the state of behaviour of a material whose most im-
portant types are fracture (formation of new cracks or extension of
existing cracks) and rupture (disintegration of the structure into
two or more pieces). Goodman (1989) describes it as a total loss of
integrity of the rock, and Bésuelle et al. (2000) relate it to forma-
tion of shear band with strain-softening response. In this paper,
failure refers to the peak strength of the material at which perme-
ability starts to change significantly as a result of joining of micro-
cracks to form macrocracks (shear or tensile band) and initiate loss
of strength (strain softening). This failure forms a highly permea-
ble zone for fluid flow, enhancing the permeability of the material.

Tensile Fracture. Tensile fracturing in hydraulic-fracturing
experiments (Fig. 1) has been reported extensively in the litera-
ture (van Dam et al. 2000; Chang 2004; Cook et al. 2004; de Pater
and Dong 2007; Golovin et al. 2010; Zhou et al. 2010). This frac-
ture mode occurs in a single plane (two-wing planar fracture) with
a predictable direction (normal to the local minimum principal
stress). When more fluid is injected, the fracture grows and
becomes longer in its original plane (Daneshy 2003). The fracture
opening in this case is governed by the compression of the
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material surrounding the fracture walls (Daneshy 2003). The hy-
draulic conductivity of a tensile fracture is a nonlinear function of
the fracture opening.

Shear Fractures. Shear fracturing of the reservoir rock is very
likely during injection because of the low strength of weak/
unconsolidated sandstones. Shear fracturing can enhance perme-
ability significantly as a result of shear dilation and increases
local stresses around the injection zone, resulting in an increase
in fracturing pressure. Shear fracturing has been related to phe-
nomena such as multiple fracturing and fracture branching (Kho-
daverdian and McElfresh 2000; Daneshy 2003, 2005; Taghipoor
et al. 2013).

Shear fracture in the form of subparallel fractures and multiple
branching (Fig. 2) has been observed in hydraulic-fracturing
experiments (Golder Associates 1992; Pak 1997; Khodaverdian
and McElfresh 2000; Chang 2004; Bohloli and de Pater 2006; de
Pater and Dong 2007; Golovin et al. 2010; Jasarevic et al. 2010;
Khodaverdian et al. 2010; Zhou et al. 2010; Olson et al. 2011). In
these studies, shear failure was sometimes the dominant mecha-
nism or part of a mixed-mode fracturing. Branching and shear
fracturing result in fractures shorter and narrower than predicted

by existing tools (Daneshy 2003, 2005). The narrow opening
causes a larger pressure drop along the fracture.

Mixed-Mode Fractures. Shear and tensile fractures may occur
with some degree of interaction with each other in the process of
hydraulic fracturing. Fig. 3a schematically illustrates the process
zone ahead of the tensile-fracture tip with a high concentration of
shear stresses (Papanastasiou 1997; Wu 2006).

Most hydraulic fractures in weak rocks occur in an off-balance
pattern (Daneshy 2003, 2005) in which the fracture deviates from
its natural plane (normal to minimum principal stress). According
to Daneshy (2003), two distinct fracture characteristics are
involved in off-balance growth: multiple fracturing and branch-
ing. Multiple fracturing is a near-wellbore phenomenon and refers
to separate fractures created at the wellbore (Daneshy 2003), as
illustrated schematically in Fig. 3b. Multiple fracturing depends
on the well-completion design (e.g., borehole inclination, number,
size, and distribution of perforations). However, branching
depends mostly on the formation properties (Daneshy 2003).

Some field observations have been reported that cannot be
explained by classical models (Settari 1988; Weijers et al. 2000;
Daneshy 2003; Onaisi et al. 2011). For example, fracturing

Fig. 1—Dominant tensile mode of fracturing during hydraulic fracturing (Bohloli and de Pater 2006).

1 in.

(a) (b)

Fig. 2—Shear failure during hydraulic fracturing: (a) shear and subparallel fractures during crosslink-gel injection with 35-lbm/
1,000 gal polymer loading (Khodaverdian and McElfresh 2000); and (b) shear failure and multiple fracturing during injection of ben-
tonite slurry with a concentration of 150 g/L (Bohloli and de Pater 2006).
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pressures are higher than both the minimum stress measured
before injection and what has been calculated by models (Settari
1988; Leshchyshyn et al. 1996; Weijers et al. 2000; Daneshy
2003; Palmer et al. 2007; Osorio and Lopez 2009). A worldwide
survey on fracturing pressures indicated that net pressures encoun-
tered in the field are commonly 50 to 100% higher than their corre-
sponding values predicted by conventional fracturing simulators,
which are based on linear fracture mechanics (de Pater 1996).

Pak (1997) proposed a qualitative conceptual framework for
the expected hydraulic-fracture pattern in a wide range of geoma-
terials (Fig. 4). This figure relates the fracture pattern to perme-
ability and cohesion of geomaterials. It shows that a dominant
planar fracture is expected in low-permeability rocks with large
cohesion, while multiple fractures are likely to occur in sand-
stones with lower cohesion. In highly permeable rocks with high
cohesion, a rough/irregular fracture plane is expected, while for
highly permeable rocks with low cohesion, a zone of tiny inter-
connected cracks is anticipated. The sand used in this study is
located at the top right of this figure, where zones of small, inter-
connected fractures are expected.

Review of Numerical Models for Hydraulic
Fracturing

The important mechanisms and processes in the hydraulic fractur-
ing of weakly/unconsolidated sandstones must be considered in a

numerical model (Xu and Wong 2010). These include initiation
and propagation of different modes of fracture and their interac-
tion, as well as the matrix and fracture flow. Most of the current
continuum-based hydraulic-fracturing models for weakly/uncon-
solidated sandstones require a predetermined hydraulic-fracture
direction (Papanastasiou 1997; Lian et al. 2006; Xue et al. 2006;
Ji et al. 2009; Zhang et al. 2010). Even though some continuum
models are adapted to capture fractures in general directions (Pak
1997; Zhai 2006; Xu 2010), they lack a proper tensile-fracture-
flow law or do not simulate the development of shear bands and
their interactions with the tensile fractures.

The discrete-fracture and the smeared-fracture methods are the
two approaches that have been used extensively in the simulation
of hydraulic fractures. In the discrete-fracture models, interface/
cohesive elements are used to simulate the fractures. Some restric-
tions, however, are of concern in these models: (1) the logic of
these programs may break down if large numbers of interfaces are
included in the simulation, (2) new contacts cannot be detected
automatically, and (3) the models are based on small displace-
ments and/or rotation (Nagel et al. 2011).

A numerical tool that can capture the important phenomena
involved in the hydraulic fracturing of cohesionless sand and
weak/unconsolidated sandstones has yet to be developed. Multiple
fractures, fracture flow, and matrix flow, as well as their deforma-
tion-dependent variations should be included in the models. This
paper presents the application of the smeared-fracture approach to
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Fig. 3—(a) Shear stress concentration in the process zone ahead of the fracture tip (van Dam et al. 2000), (b) multiple fracturing
near a wellbore (Daneshy 2005).

Instant drainage

Low

C
em

en
ta

tio
n

N
o 

Fr
ac

tu
re

H
ig

h

M
od

e 
of

 F
ra

ct
ur

e

Te
ns

ile
Te

ns
ile

 a
nd

/o
r 

S
he

ar
S

he
ar

M
ed

iu
m

Lo
w

Medium High Very high

Very slow or Non Slow Medium

Oriented 
(clustered) fracture 

zone 
(e.g., silly/sandy clay, 

fissured clay)

Transition 
area

One or a few 
planar fracture(s) 

(e.g., O.C. clay) 

Zone of tiny 
interconnected 

cracks 
(e.g., sand) 

Multiple fractures 
or fracture zone 

(e.g., oil sand, silty sand)

Multiple fractures 
(e.g., N.C. clay, cold 
and viscous oil sand, 

silty clays)

Very 
rough/irregular 
fracture plane 

(e.g., heavily 
fractured or 
porous rock) 

Effect of Hydraulic Fracturing on the Medium 

Rough planar fracture 
(e.g., naturally fractured 

rocks)

A dominant planar
fracture 

(e.g., rocks)

Traction + infiltration of the injection fluidTraction only

Rate of Dissipation of Pore Pressure (Consolidation) 

Permeability

Fig. 4—Hydraulic-fracturing pattern in different geomaterials (Pak 1997).
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the simulation of the hydraulic-fracturing process with the advant-
age of capturing different fracturing modes and their interaction,
and the fracture and matrix fluid flow. The model is validated
against laboratory experiments, as will be discussed in the follow-
ing sections.

Smeared-Fracture Approach

In the smeared-fracture approach, the medium, including the frac-
tured and unfractured rock, is treated as a continuum, and the
actual stresses and strains are averaged over a certain representa-
tive volume known as the crack band. In this approach, the frac-
ture is simulated by altering the physical and mechanical
properties of the elements that satisfy the fracturing criteria. The
smeared-crack model is expressed as a cracked material with
equivalent anisotropic continuum properties that are degraded in
the crack band (Klerck 2000).

The choice of using the discrete- or smeared-fracture approach
depends on their computational effectiveness (Bažant and Oh
1983). The discrete approach involves some computational disad-
vantages. For instance, fracturing increases the number of nodes
and changes the topological connectivity of the mesh, which cre-
ates significant challenges for automating the approach (Suidan
and Schnobrich 1973; Bažant and Oh 1983). Even though the
smeared-fracture approach does not fully represent the physical
nature of a crack, it is an alternative to the discrete-fracture
method because it enables the simulation of fracture branching,
fracture rotation, and multiple shear and tensile fractures in unpre-
determined directions. The smeared approach also cannot specify
precisely the location of the fracture. The accuracy on the location
is controlled by the size of the element. There is also the problem
of mesh-size dependency unless the fracture is normalized with
respect to the size of the element.

In their proposed smeared-crack approach, Bažant and Oh
(1983) proposed modelling the crack band by converting the iso-
tropic elastic moduli of the matrix to an orthotropic one, including
a reduction in the stiffness in the direction perpendicular to the
fracture. If a crack propagates in an arbitrary direction with respect
to mesh lines or follows a curved path, it can be modelled as a zig-
zag crack band (see Fig. 5). The overall direction of this crack in
the mesh approximates the actual crack direction (Bažant and Oh
1983), as shown in Fig. 5. The location of a fracture within the ele-
ment cannot be captured in this approach. The smeared-fracture
approach also does not account for the exact stress concentration
at the fracture tip because it averages the stresses over the crack
band, which is smeared over the element(s) located at the tip.

Smeared modeling of hydraulic fractures necessitates smear-
ing both flow and mechanical properties, which are described in
the following subsections.

Fluid Flow. The calculation of the equivalent permeability of
shear- or tensile-fractured elements is an important challenge in
smeared-fracture modeling. In some models, the equivalent per-
meability of a sheared matrix is estimated as a function of effec-
tive stresses (Chin and Montgomery 2004; Zhai and Sharma
2005), and the conductivity of tensile fractures is calculated on
the basis of fracture-wall displacements (Ji et al. 2009). The pro-
cedures used in this paper are discussed in the following
subsections.

Tensile-Fracture Flow. Assuming steady-state laminar flow
of a Newtonian fluid between two parallel smooth plates (analo-
gous to an ideal tensile fracture), the cubic law or parallel-plate
theory can be derived from the Navier-Stokes equation (Zimmer-
man and Bodvarsson 1996; Waite et al. 1999; White 2011). With
the assumption of an incompressible fluid and no-slip boundary
condition (meaning that the fluid-velocity vector is equal to that of
a solid at the solid/fluid boundary) (Zimmerman and Bodvarsson
1996; Waite et al. 1999; White 2011), the cubic law is given by:

Q ¼ Cwf
3rh; ð1Þ

where Q is the flow rate, C is a constant that represents the geom-
etry of the flow, wf is the distance between the two plates (the
fracture aperture), ! is the gradient operator, and h is the hydrau-
lic head.

For linear flow (Witherspoon et al. 1980; Zimmerman and
Bodvarsson 1996; Waite et al. 1999; White 2011), C can be
expressed as:

C ¼ qgwf

12lL
; ð2Þ

where L is the length of the fracture, m is the fluid viscosity, q is
the fluid density, and g is the gravitational acceleration.

For radial flow (e.g., a horizontal fracture in a vertical well)
(Witherspoon et al. 1980), C can be expressed as:

C ¼ 2p
ln re=rwð Þ

� �
qg

12l

� �
; ð3Þ

where re and rw are the radial distance to the far field boundary
and wellbore radius, respectively.

Assuming that the wall shear stress sw in the fracture flow is
constant, it can be normalized, resulting in the friction factor
(White 2011):

f ¼ 8sw

qv2
¼ 12l

qvwf
¼ a

NRe

; ð4Þ

and Reynolds number

NRe ¼
qtD

l
; ð5Þ

where t is fluid velocity and D is half-aperture D ¼ wf =2
� �

. The
constant a equals 96 (Witherspoon et al. 1980; Warpinski 1985;
Aydin 2001; White 2011). Chen et al. (2009) have proposed
Moody-type diagrams to find the friction coefficients of rough ar-
tificial fracture walls made of sand particles and cement.

Eq. 4 is further modified to include the influence of fracture-
wall roughness (Witherspoon et al. 1980; Warpinski 1985; Aydin
2001), as follows:

f ¼ a

NRe

Frough; ð6Þ

In this equation, Frough represents the relative roughness of the
fracture walls (i.e., the ratio of the asperities height to the fracture
aperture). Frough greater than unity represents deviation from the
ideal conditions assumed in deriving Eq. 4. Lomize (1951) pro-
posed the following equations for the roughness of the fracture
walls in laminar flow for e=wf > 0:065:

. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Fig. 5—Zigzag crack band with length “a” and overall direction
of the crack (Bažant and Oh 1983).
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Frough ¼ 1þ 17
e

wf

� �1:5
" #

; ð7Þ

where e is the height of the asperities. According to Lomize
(1951), the factor 17 makes Frough strongly dependent on the rela-
tive roughness of the fracture walls. By performing similar experi-
ments, Louis (1969) proposed a similar equation, but a different
coefficient. Huitt (1956), Parrish (1963), and Aydin (2001) have
also described different equations for Frough, which are not men-
tioned here.

The cubic law (Eq. 1) is now modified to include the fracture-
wall roughness (Witherspoon et al. 1980; Aydin 2001):

Q ¼ C

Frough

wf
3rh: ð8Þ

The hydraulic conductivity of the fracture has been defined to
be equivalent to the permeability parameter in Darcy’s law for
fluid flow in porous media (Zimmerman and Bodvarsson 1996).
The fracture conductivity can be related to the equivalent fracture
permeability, as follows:

kf ¼
wf

2

12Frough

; ð9Þ

where kf is measured in squared metres.
Oron and Berkowitz (1998) suggested that the aperture should

be averaged over a certain fracture length. On the basis of their
experiments on water flow in fractures with wavy walls (sinusoi-
dal, representing large-scale roughness) at small Reynolds num-
bers, as well as performing simulations using lattice gas automata,
Waite et al. (1998, 1999) concluded that the tortuosity of the flow
path and the aperture normal to the flow path should be consid-
ered in the cubic law equation. The tortuosity factor would appear
in the denominator of Eq. 8 and would depend on the shape of the
fracture configuration (sinusoidal in their study).

Modelling a fracture using a numerical method with the ele-
ment size equal to the fracture thickness will result in a fine mesh
because of the typically small aperture size compared with the
model size, rendering engineering problems computationally
impractical (Settari et al. 1990; Weill and Latil 1992). It has been
demonstrated that a fracture can be included in much larger ele-
ments, provided that an equivalent permeability of the element is
determined from the average of the matrix permeability and the
fracture conductivity (Settari et al. 1990; Weill and Latil 1992; Ji
2008). Weill and Latil (1992) reported some mesh-size effect in
the use of the smearing method in their simulations with element
sizes of up to 10 m.

In this research, for fluid flow in a smeared tensile fracture, a
slightly modified version of the procedure proposed by Ji (2008)
and Ji et al. (2009) is used by implementing the tensile strain of
the fractured element instead of the fracture aperture (Taghipoor
et al. 2013), as shown in the following:

PM ¼ 1þ 1

12Froughkm
eT

3t2; ð10Þ

where eT is the tensile strain in the element, t is the equivalent ele-
ment thickness in the direction of the tensile strain, and km is the
matrix permeability. The permeability multiplier multiplied by
the matrix permeability defines the permeability of a tensile frac-
ture in the fracture direction. In the developed numerical model,
the permeability multiplier PM, as calculated from Eq. 10, is
applied to the permeability in the fracture direction when tensile
failure is detected in the element, while the permeability in the
direction normal to the fracture remains unchanged or follows the
shear-permeability criteria (described in the following subsection)
if a shear fracture has been detected. This orthotropic permeability
tensor is then rotated back to the global coordinate system, result-
ing in the anisotropic permeability tensor for the fractured
element.

Shear Fracture Flow. As discussed previously, the perme-
ability of a rock matrix may increase as a result of the dilative
rock response in the shearing process. Few permeability models
have accounted for shear-enhanced permeability, including
Kozeny-Carman (Das 2008) and the models presented by Tortike
and Ali (1993), Touhidi-Baghini (1998), and Wong (2003), which
are discussed briefly in the following.

The Kozeny-Carman equation expresses the absolute perme-
ability as a function of porosity:

k

k0

¼ /
/0

� �3
1� /0ð Þ2

1þ /ð Þ ; ð11Þ

where k and / are permeability and porosity, respectively, and the
subscript zero denotes the initial value.

Derived from Kozeny-Carman’s model, the Tortike-Ali equa-
tion relates permeability to volumetric strain, ev (Tortike and Ali
1993; Li and Chalaturnyk 2006), as follows:

k

k0

¼ 1þ ev=/0ð Þ
1þ evð Þ ; ð12Þ

Li and Chalaturnyk (2006) conclude that this equation is applica-
ble to determine the modified absolute permeability during iso-
tropic unloading if the initial absolute permeability is greater than
1� 10–12 m2 (approximately 1 darcy).

On the basis of the permeability measurements during triaxial
testing, Touhidi-Baghini (1998) proposed Eq. 13 for the perme-
ability enhancement of McMurray oil sand (unconsolidated sand)
because of shear dilation. The main assumption in this model is
that rock-matrix permeability variation during the initial elastic
contraction before and at the beginning of shearing is negligible
(Fig. 6), and a major increase will occur during the shear-dilation
phase, as illustrated schematically in Fig. 6.

ln
k

k0

¼ B

/0

ev; ð13Þ

The B factor may not be the same for different directions.
With Bh¼ 2 and Bv¼ 5, Touhidi-Baghini (1998) obtained a good
agreement with the experimental data for core plugs taken in the
directions parallel and normal to the bedding plane.

On the basis of the experimental results, Wong (2003) pro-
posed a strain-induced permeability model for deformable porous
media in which the permeability is a linear function of strains. In
this model, the principal permeability directions do not necessar-
ily coincide with the principal strain directions. With the assump-
tions of isotropy and a linear relationship between permeabilities
and strain components, only two constants are needed to charac-
terize the new permeability (Wong 2003).

kij ¼ dijkij
0 þ a� bð Þdijeij þ bdijeij

for two dimensions e:g:; plane strainð Þ; ð14Þ

where kij is the permeability matrix (“0” denotes initial permeabil-
ity), eij is the strain matrix, and i, j¼ 1, 2 are indexes for 2D analy-
sis. Finally, a and b are calibration parameters. The constants a
and b – a characterize permeability variation resulting from both
volumetric and shear deformation, respectively. A larger value of
a compared with b – a implies that permeability variation is domi-
nated primarily by the porosity change, and the tortuosity effect is
of secondary importance (Wong 2003).

Yuan and Harrison (2005) proposed a model for permeability
enhancement caused by shear dilation by relating the permeability
of an element of degraded rock to its volumetric strain. They
assumed that because of large fracture permeability, intact rock
permeability can be ignored. The main assumption in this model
is that the degraded rock element with volume (V) can be consid-
ered as a unit containing two fractures in orthogonal directions
with equal apertures (e), as illustrated schematically in Fig. 7.
This assumption leads to an assumption of isotropic permeability
in element scale. By applying the lubrication theory and relating

. . . . . . . . . . . . . . . . . . .
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. . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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464 November 2015 Journal of Canadian Petroleum Technology



apertures of the two fractures to the volumetric strain of the ele-
ments, as well as ignoring fracture roughness, Yuan and Harrison
(2005) proposed the following relation:

k ¼ e2g

12l
¼ Vg

48l
ev

2; ð15Þ

The Tortike-Ali, Kozeny-Carman, and Yuan and Harrison
equations assume isotropic permeability enhancement unlike the
Wong and Touhidi-Baghini models. The shear-enhanced perme-
ability in Wong’s model is a function of both shear and volumet-
ric strain. Dilatant behaviour has been shown to be the main
factor in permeability enhancement during the shearing process
(Chalaturnyk 1996; Touhidi-Baghini 1998). Permeability
enhancement because of shearing occurs during the dilative phase
and levels off when approaching critical state. Even though the
two constants (a and b) in Wong’s model can be considered equal
to make permeability dependent mainly on volumetric strain, the
model assumes a linear relationship between volumetric strain
and enhanced permeability. Conversely, Touhidi-Baghini (1998)
showed that the absolute permeability of oil sand is a nonlinear
function of the volumetric strain. Therefore, in this paper, Tou-
hidi-Baghini’s model in the form of Eq. 13 with different B values
in the horizontal and vertical directions is used to describe the
shear-permeability enhancement in hydraulic-fracturing
simulations.

Darcy’s law for fluid flow in 2D porous media is used for solv-
ing the flow in the intact matrix, as well as the tensile- and shear-
fractured elements:

qi ¼ �
kij

l
@

@xj
P� qf gkxk

� �
; ð16Þ

where qi is the specific discharge vector; kij is the permeability; l
is the fluid viscosity; P is the fluid pressure; qf is the mass density
of the fluid gk; k¼ 1, 2 are the two components of the gravity
acceleration vector; and i, j¼ 1, 2 are indices for 2D analysis.

In the developed model, porosity, permeability, and pore pres-
sure are the variables that are exchanged between the flow and the
geomechanics module in a sequentially coupled manner. For each
timestep, the fluid-flow module sends the calculated pore pres-
sures to the geomechanics module. In the geomechanics module,
pore pressures are updated, and the corresponding stresses/defor-
mations are calculated. Porosities and permeabilities are then
updated on the basis of the updated strains (the cubic law for ten-
sile-fracture permeability and the Touhidi-Baghini equation for
shear permeability), which are then sent back to the fluid-flow
module. This process is continued until solutions converge for the
timestep. Tensile-fracture width is a solution-dependent parameter
and is calculated and updated in each timestep on the basis of
nodal displacements.

Treating Mesh Dependency. The post-peak behaviour of weak/
unconsolidated sandstones at low effective confining stress
involves intense strain localization and softening. The strain-soft-
ening behaviour of rock-type material under shear at low effective
confining stress (Bažant and Oh 1983; Sulem et al. 1999; Bésuelle
et al. 2000) and localization in tensile fracturing (Klerck 2000)
have been investigated extensively by many researchers.

The Mohr-Coulomb plasticity model, with or without soften-
ing, does not capture the size-effect phenomenon and leads to
mesh-dependent results. Therefore, a regularization technique,
called fracture-energy regularization, is implemented to ensure
that the energy dissipated during the formation of new fracture
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surfaces is mesh invariant and that the size effect is captured
(Crook et al. 2003). This method is simple and straightforward to
implement and is able to regularize the energy dissipated in both
Mode I and Mode II fractures. For element sizes larger than the
crack-band width, the fracture energy is kept constant by modifying
the inelastic strain by the following equation (Crook et al. 2003):

gp eð Þ ¼ gp mð Þ l
mð Þ

c

l
eð Þ

c

" #n

; ð17Þ

where l
mð Þ

c is the material characteristic length equivalent to the
shear/tensile band thickness (see Fig. 8), l

eð Þ
c is the element char-

acteristic length defined as the diameter of the circle (sphere) hav-
ing equal area (volume in three dimensions) to the element under
consideration, and g(e) and g(m) are inelastic fracturing strain
(plastic tensile strain for Mode I fractures and plastic shear strain
for Mode II fractures) of the material and element, respectively.
The plastic shear strain used in this paper is the equivalent plastic
strain, gp, which is defined as (Itasca Consulting Group 2011):

gp ¼ 1ffiffiffi
2
p Deps

1 � Deps
m

� �2 þ Deps
m

� �2 þ Deps
3 � Deps

m

� �2
h i1=2

� � � � � � � � � � � � � � � � � � � ð18Þ

and

Deps
m ¼

1

3
Deps

1 þ Deps
3

� �
; ð19Þ

where Deps
m is the volumetric plastic-shear-strain increment and

Deps
j ; ðj ¼ 1; 3Þ are the principal plastic-shear-strain increments.

For tensile failure, gp will be equal to the plastic-tensile-strain in-
crement Dept

3 .
Finally, n is a material constant equal to unity with the

assumption of linear elastic fracture mechanics (LEFM), which is
reasonable for Mode I fractures in rock and concrete (Crook et al.
2003). Some rock types demonstrate a variable energy-release
rate when fracture length changes (Bažant et al. 1993), which is
best described by an R-curve, the material resistance to crack
propagation (Anderson 1991). The behaviour of these materials
deviates from the assumption of LEFM and necessitates the pa-
rameter n to depart from unity.

To implement Eq. 17, an accurate estimation of the material
characteristic length, l

mð Þ
c (i.e., shear band thickness), is needed.

Tensile/shear degradation of weak/unconsolidated sandstones is
localized in a band width, which is a function of grain size (Crook
et al. 2003). The shear band thickness was selected to equal 10
times the average grain size on the basis of the work of Vardoula-
kis and Sulem (1995), Desai (2001), and Wolf et al. (2003).

Hydraulic-Fracturing Experiments

The hydraulic-fracturing experiments conducted by Golder Asso-
ciates (1992) were used for the calibration of the smeared-hydrau-
lic-fracture model developed in this research. A large-scale
triaxial-stress chamber (Fig. 9) capable of containing samples of

1 m in height and 1.4 m in diameter was selected for the experi-
ments. Dyed invert liquid sugar was used as the host fluid and
injecting fluid. A steel pipe (outside diameter¼ 33.5 mm, inside
diameter¼ 25.4 mm) was used as the injection well and was per-
forated at mid-sample height over an interval of 50 mm in eight
rows of 3.5-mm-diameter holes.

Material. Lane Mountain quartz sand was used in the experiment.
Small-scale laboratory tests were performed to provide flow charac-
teristics and constitutive parameters for stress/strain behaviour of
the sand. Invert liquid sugar was used as the saturating and injecting
fluid, resulting in single-phase flow (Golder Associates 1992).

Testing procedure. First, the injection liner was installed, and the
instrumentations for measuring sand deformation and pore-pres-
sure transducers were suspended at a distance of one-quarter the
sample radius from the wellbore at three specific levels in the sam-
ple: 100 and 250 mm above the injection level (Level 1 and 2,
respectively) and 100 mm below (Level 3). At each monitoring
level, two piezometers were installed at different angular positions:
90-1 and 270-1 at Level 1; 120-2 and 300-2 at Level 2; and 60-3
and 240-3 at Level 3 (the first number indicates the angular position
with zero pointing south, and the second number represents the
monitoring level). Fig. 10 illustrates the layout of the instruments.

The top and bottom of the chamber were connected to a pump,
allowing a constant pore pressure of 200 kPa for full saturation of
the sample and drainage during the experiment. No radial drainage
was allowed from the sides of the sample. The lateral and axial
stresses were 400 and 600 kPa, respectively (Pak 1997). At the end
of the tests, the sample was excavated in horizontal lifts (in 1.5- to
3.0-cm intervals), and the locations of the dye on the surface were
marked with black strings. A photograph of the excavated surface
was taken with a camera located just above the sample. By repeat-
ing this procedure for each excavation and by digitizing the photo-
graphs, a 3D fracture pattern was prepared (Pak 1997).

Results of the Experiments. The experimental results showed
evidence of shear failure in the sample at all ranges of injection
rate, while no dominant fracture plane was observed (Pak 1997).
The dye pattern (Fig. 11) and the observed fractures indicated
sand dilation in the sample. The dilation and the expansion con-
strained by the surrounding material increased the local total
stresses, reducing the potential of tensile fracturing (Pak 1997).
The results of the experiments in terms of pore-pressure measure-
ments will be shown later, together with the numerical calcula-
tions. There are no available deformation measurements.

Numerical-Model Specification

The smeared-fracture methodology was implemented through the
FISH functions in the FLAC software (Itasca Consulting Group
2011). The flow and stress/strain solutions were fully coupled in
FLAC. The hydraulic-fracturing experiment was simulated in an
axisymmetric configuration, with the axis of the wellbore as the
line of symmetry.
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Model and Grid Size. As illustrated in Fig. 12, a nonuniform
grid was used in the numerical analysis. Three different grid sizes
(9.5, 11, and 12.5 mm) were used in the perforation area to evalu-
ate the degree of mesh dependency on the results. The model with
the finest mesh is considered as the base case to study the sensitiv-
ity of the numerical results to some of the input parameters. The

results of the numerical model on the 2D axisymmetric plane will
be compared with the experimental results.

Initial and Boundary Condition. Normal stresses of 400 and
600 kPa were applied to the top and outer vertical boundaries,
respectively. The bottom boundary and the left boundary (the
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liner) were fixed against displacement in the normal direction, as
depicted in Fig. 11. An initial pore pressure of 200 kPa was initi-
ated in the model. Following the initialization of the stresses and
pore pressure, fluid injection was applied at the perforation interval
with a constant injection rate of 30 mL/s during the experiment.

Material Properties. Table 1 summarizes the material proper-
ties used in the simulations. The sample was cohesionless, with
no tensile strength (Golder Associates 1992; Pak 1997). Peak and
residual friction angles were calculated from triaxial experiments
conducted on the dense Lane Mountain sand. It is assumed that
the internal friction angle of the sand at peak strength declines lin-

early to residual friction with the accumulation of the equivalent
plastic strain calculated from Eq. 18. Similarly, the peak dilation
angle drops linearly to zero at full degradation.

Invert liquid sugar (injecting fluid) had a viscosity of 1.6 Pa�s,
which could be reduced by adding water (5% water reduced the
viscosity to 1.49 Pa�s).

During numerical calculation, every grid point was checked
for tensile and shear fractures, and new permeabilities were used
for tensile and shear fractures in the corresponding elements by
use of Eqs. 10 and 13, respectively.

Validation Results

The Effect of Shear Permeability Evolution Rate. The numeri-
cal model results, in terms of pore pressure at the monitoring
points, are compared with those observed in the experiment. To
obtain a better match between numerical calculations and experi-
mental measurements, different values of the B parameter were
used (see Eq. 13).
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Fig. 11—Pattern of fluorescent dye in the sample (Golder Associates 1992).

Table 1—Material properties (Golder Associates 1992).
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Fig. 13 shows the observed and calculated pore pressures at
the injection point for different B values in the vertical and hori-
zontal directions. It can be seen that the best match corresponds to
Bh¼ 45 and Bv¼ 25. A reasonable match is obtained for the pore-
pressure response at this point, and the differences could be asso-
ciated with the general nonsymmetric geometry of the shear frac-
tures (Fig. 11) vs. the symmetric geometry in the numerical
model. The pressure calculated for the shut-in period is lower
than the experiment. It could be related to the fact that the pro-
posed permeability is not constant for all the synthetic specimens
and could vary slightly from one specimen to the other. The per-
meability used in the simulations is an average permeability pro-
posed for the material. The other reason might be the assumption
of axial symmetry, which assumes a symmetric fracture all around
the axis of symmetry. Hydraulic fracturing is a complex phenom-
enon, and multiple parameters impact the geometry of the frac-
tures, including subtle variations in material properties. A close
match of the geometry of the network of shear fractures and local
measurements is not expected, even for a 3D model.

Fig. 14 shows a reasonable match between the measured and
the calculated pressure response at the monitoring point 90-1. The

pressure profile of Point 270-1, however, is quite different than
that of Point 90-1, indicating asymmetric responses at Level 1.
The reason for this can be attributed to the asymmetric shear-frac-
ture development during the injection process. It is likely that a
shear band crossed the piezometer at 270-1 and increased the pore
pressure at that point. Because the numerical model in an axisym-
metric configuration did not allow for the capture of the asymmet-
ric shear bands, the pore pressure at Point 270-1 was assessed to
be the same at Point 90-1. Pore pressure at Level 1 was insensitive
to variations in the parameters Bh and Bv, which could be related
to the upward development of the shear-failure zone, which will
be discussed later.

Fig. 15 shows a reasonable match between the measured and
the calculated pressures at different angular positions of Level 2.
The pore pressure at this monitoring level is also slightly influ-
enced by variations in Bh and Bv. The main reason for this is
believed to be the upward trend of the shear-failure zone and the
localization of shear strains, which will be shown later.

Fig. 16 compares pore pressures monitored at Level 3. In the
numerical model, the pressure drops to a low value of 150 kPa,
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and then rises rapidly, followed by a slight decrease. As will be
shown later, the mesh size is the major contributor in this response
because smaller fluctuations are obtained for the finer mesh.

The variation in the Bh parameter hardly affected the results,
while a high sensitivity to the Bv magnitude is evident at this mon-
itoring level. The smaller Bv value (Bv¼ 20) has not only reduced
the fluctuation of the pore pressure, but it also has brought the
pressure response closer to the measurements during the shut-in
period.

Fig. 17a indicates a very small tensile-failure zone (less than
2 cm) in close vicinity to the perforations with Bh¼ 45 and
Bv¼ 25, which is in line with the experimental results. Tensile
failures of the same size were obtained for other Bh and Bv values.
In the final report of the experimental study (Golder Associates
1992), it had been concluded that no evidence of a single domi-
nant tensile parting or closely spaced distribution of fractures pri-
marily normal to the initial minimum principal stress was
observed in any of the fracture experiments. Permeability evolu-
tion because of shearing and diffusion of pore pressure into the
sample, low shear strength, and dilative behaviour of the material

are believed to be the main reasons for the inability to generate
tensile fractures.

The shear-failure zone (Fig. 17b) and the plastic shear strains
(Fig. 17c) are almost evenly distributed in close vicinity to the
injection point at the end of the experiment, but tend to move
upward after some propagation into the sample. As a result, pore-
pressure diffusion tends to occur faster at the higher monitoring
levels compared with the lower ones. The extent of the simulated
shear zone is comparable with the observed shearing after the
experiment (Fig. 11), despite the fact that the continuum model is
not able to demonstrate the localized shear bands observed in the
experiment.

Mesh-Size Effect. Three mesh sizes of 9.5, 11, and 12.5 mm (at
the perforated interval) were used to simulate the hydraulic-frac-
turing experiment. The results for the three mesh sizes are illus-
trated in Fig. 18. Despite applying fracture-energy regularization
to the model, the pore pressure at the mid and lower monitoring
levels are significantly affected by the selected mesh size. How-
ever, the results converge toward the experimental measurements
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for the finer mesh. The observed mesh dependency necessitates an
examination of the effectiveness of the fracture-energy-regulari-
zation method implemented here.

To evaluate the effectiveness of the fracture-energy-regulari-
zation method, the base model has been solved without regulari-
zation. As shown in Fig. 19, the model without the regularization
method caused larger pore pressure to build up at the injection
point during the injection period (for the base case). However, no
significant influence on the pore pressures inside the sample was
observed. Fig. 20 compares the degraded zone for the two models.
This figure demonstrates a much larger degradation zone for the
regularized model, which is closer to the experimental outcome
(Fig. 11), compared with the same for the unregularized model.

Fracture-energy regularization was used to eliminate mesh de-
pendency for stress/strain calculation, and cubic law was regular-
ized for fracture flow on the basis of element size. It is therefore
concluded that the observed mesh dependency in the results might
be a result of truncation error in the explicit finite-difference
scheme used in FLAC (e.g., pore pressure is averaged at the
centre of the finite-difference elements). Similar mesh depend-

ency had been observed in tensile-fracture simulations in imper-
meable rock, considering strain softening of tensile behaviour
(Taghipoor et al. 2013).

Summary and Conclusion

A smeared hydraulic-fracture model was developed for the simu-
lation of hydraulic fracturing in cohesionless sand and was vali-
dated against the data from a hydraulic-fracturing experiment.
Tensile- and shear-fracture conductivity were related to the defor-
mations calculated from the constitutive response of the material.

Appropriate tensile- and shear-fracture-flow laws were imple-
mented in the model. Reasonable agreements were obtained with
the experimental outcome, especially during the injection period.
The size of the tensile-fracture zone was very limited, and it was
found that permeability evolution caused by shear dilation was
the main contributing factor in the flow response.

Despite the use of the fracture-energy-regularization method,
some mesh dependency was observed in the calculated pressures.
It is believed that the truncation error in FLAC’s explicit finite-dif-
ference scheme could be the main contributor. It is concluded that
the smeared-fracture approach can simulate the hydraulic-fractur-
ing process properly in cohesionless sand. It also enables simula-
tion of the related mechanisms and processes involved, such as
tensile failure and shear fracturing, shear-permeability evolution,
and multiple fracturing. This model will be implemented in the
investigation of field-scale hydraulic fracturing in future work.

Nomenclature

a ¼ constant for relating friction factor to Reynolds number
a, b ¼ constants in the Wong shear-permeability model

Bh ¼ shear enhanced-permeability horizontal enhancement
rate

Bv ¼ shear enhanced-permeability vertical enhancement rate
C ¼ constant representing geometry of the flow
D ¼ fracture half-aperture, m
e ¼ assumed fracture equal aperture
f ¼ friction factor

Frough ¼ friction factor counting for deviation from cubic law
gk ¼ components of the gravity vector, m/s2
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gp ¼ equivalent plastic strain
gp(e) ¼ element inelastic fracturing strain
gp(m) ¼ material inelastic fracturing strain

h ¼ hydraulic head
k ¼ new permeability, m2

k0 ¼ initial permeability, m2

kf ¼ hydraulic conductivity of fracture, m2

kij ¼ permeability tensor, m2

km ¼ matrix permeability, m2

l
eð Þ

c ¼ element characteristic length, m
l

mð Þ
c ¼ material characteristic length, m

L ¼ length of the fracture, m
NRe ¼ Reynolds number
PM ¼ permeability multiplier

qi ¼ specific discharge vector, m/s
Q ¼ flow rate, m3/s
re ¼ outer radius, m
rw ¼ wellbore radius, m

t ¼ element thickness, m
wf ¼ fracture aperture, m
W ¼ thickness of the fracture, m
xj ¼ components of the coordinate system, m

Deps
j ¼ principal plastic-shear-strain increments

Deps
m ¼ volumetric plastic-shear-strain increment
e ¼ height of asperities, m

e1, e3 ¼ principal strains
eT ¼ tensile strain
ev ¼ volumetric strain
ep ¼ accumulated plastic shear strain
l ¼ fluid dynamic viscosity, Pa�s
q ¼ mass density of the fluid, kg/m3

sw ¼ wall shear stress, Pa
t ¼ fluid kinematic velocity, m2/s
/ ¼ porosity
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