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ABSTRACT

-t

The problem in doing analysis of ‘the. information and data

r‘equirements tO be S&ti‘Sfied by any -data- vmcessing syst‘em‘ pr\oposed f‘or“

development within ‘a business environment is examined ' Some effeots of

not doing proper analysis of 1nformation and data requirements are

discussed. ‘ ;

" First an explanation -of how the data processing system or systems fit

in the business is provided. Secondly the oonoept,oriinformation as it

. applies to development of a data pnodeSsing systen is explained .
Following this the three most common models prdposed by others for doing
information and/or data analysis are discussed. This is followed by a-

proposal for another model called the Entity Role Model. Included also;'

is a suggestion for further besearch. Finally a oomplete example of ..~

: using the Entity Role Model, ;nd the Relational' Model to \designv

hierarchical data base is provided.

.iv
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/ CHAPTER- 1

INTRODUCTION

The purpose of this repont is to. consider ways (of‘ modelling the data

produced by a data processing system.. Proper development of a data

progessing system _reqlfires that . the system be modelled at its various.

stages from dir‘f‘er‘-e‘nt points of view. At the present time- formal means
of deseribing data 'processing systems are inadequate. To limit the scooe
ot‘;t.his theqsis, however, only the methods of model'ling the information to

be produced byk a data processing system will be cbnsidened. Thus methods

conjidered here.

It has long ago been recognized that even though hardware costs have .

'dec|ea'sed over the years, the cost of sot‘tware,’has not shown the ‘same

’ , C N

' &
pattern. ~ Cost overruns'dr software development proJects are fr-equent.

Estimated completion dates for sof‘tware development pr-ojects are set and

I

reset " Even 'when the software product is completed the user is often.

lefit very disappointed with the result. He is left to feel that his

"r'equirements as he thought he had identified them have not been met. The

user does have available a useful tool f‘or describing the expected output .

4

_of the system to be built.
For-rester in his book called Industriel Dynamics says

"Manasement is in transistion f‘rom an art .based only
on. experience, to a profession, based on an undser-lying'
structure of principles ~and science. Any worthwhile
human endeavor -emerges first as an art. We succeed
before we understand why. The practice of medicine or
of engineering began as an empirical art repr-esenting-v
only the exercise of Judgement based on experience.

~ The development of the underlying sciences was

, motivated by the need to understand .better the

foundation on which the art rested. The art develops

of modelling,data processing sytems in their entirety will not be
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through empirical experience but in time ceases to grow
because of themgisorgsnized -state of its knowledge.The ¢
rapid strides ‘of professional progr@bs come when the .
Structure and principles that integrate individual

experiences can be identified and taught explieitly -

-------rather-than- by -indirection afd ‘airfusion™ (FOR~61)

The precedingbapplies as much to systems analysis work as it does "to’

_management, It has often been said. that the methodologym of system

analysis as applied in developing data processing systems is at the'stage.

where engineering was in 1937. It is ironic that dﬂts processing systems-'

should be developed in anything but a systematic manner. .

Developing a system without systematic approaches works to a 1imited'

degree as long as the system to be developed is small enough so as to be

perceivable and requires only a few people for development. If the:

system-i§ 30 small as to be!deveIOped by one person little communication

is required during development except with the future user of the

however, when many people havel to cooperate in a complex system,'

development of which requires precise work over extended time periods.
In case the system to ‘be developed is small ‘it need only be described in
very general terms during the proposal stage and finally it ‘can be

described in terms of the nual and mechanized processes, printed

the system, msking up the proposal end can then turn this model directly ‘

' into a working or operational system. ‘The developer can proceed directly

from the proposal to the operational system because of its size which
means the description of the operational system in terms of programs and

procedures candbe carried in his head. =

Let us now think or the proJect for developing an information system

. as being an inrormation system in its own right. " The project consists of

~

B

) system.u Formal systems for development tend to-supersede informal ones,h

' reports ‘and so- ‘on. The developer can start with- s very general model of -

5 i
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people. carrying ‘out manual procedures whioh produoe iofornationiang syre -
A

in{ormafion as input. The final primary &tput of th . pr"c“

. o.f_.,the, manual,eand._ mechanized-- procedures --rmalc—inﬁfj

W
the mechanized procedures being the computer pj;hx:ams. Tt
primary input of _the proJect system ccnsists\'of the\objecteives of the
system to be developed. The prcgrams developed are written according to .
relatively well def‘ined rules and therefore the t‘inal output wf§ the
project system is relatively well defined. For large, imperceivable:
systems it is not realistic, however, to directly convert the objectives
into programs because the number of things to be considered is excessive
and it is~ not possible to comprehend the, system in its totality. The
proJect system- should generate intermediate outputs. The project work

| can be viewed as consisting ct‘ stages carried out innsequence with - each'-

‘ stage taking the inf‘ormation produced by the preceding stage as its input
and producing information es output to be. used as input f‘cr the
succeeding stage. The idea that the development or an int‘ormation system_

. should consist fstages is° not neu. The stages are often called |
f‘easibility, det‘inition,‘desigz, construction and implementation stage. o

4 Another sequence ‘of, stages is feasibility, preliminary design, detail'

design, implementation and ccnvereiom stege._ Attempts have been made to'
\efine the activities making up each of the stagee but it is only. in ‘the
last few years that attempts have been made to de?ine the output, alsc o

‘ called deliverables, that shculd be created by each of the stages. rmus A,,_._\
although the f‘inaModuct tc be produced by the proJect is well
described the products to be produced by the intermediate stages ot‘ten'

3

are no t.
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-We.may thing ‘of the - deVelopment of‘ an’ 1nformation system as

[ s

proceeding ' froi e general to the particular. Accepting the fact that

¢

this nodel. SR .. j, _‘ e N o \( .

. '“to"describe a system is to present a model of it, the development\or an

-

information system starts with a very general model, not ineluding much

detail, and f'iniehee with a' very detailed model which ' is the “system

witself. The t‘iret model includes only the objecti\ree or functions of the

‘system to be developed. ‘The final model of the system will include
4
devices ‘to carry out proceduree, “dltl ‘yets uhich are inputs and outpute

of the proceduree end the proceduree themselves. Development of the

information system begins with a very general explenation ot’ wha\ is -
supposed to happen and ends with a set of inetructions to both ‘chines
and people. ' |

| Juet as 1t is eppropriate to design the product ot‘ a mechine before

designing the machine itselr 1t 1e aleo appropriate to deeign the output

_ o}‘ a data processing sttem ‘before writ:lng the procedures themeelves. In‘

: .ract the inputs  should also probably be designed before everything but

the outpute.‘ One/_pnodel of th% terget eyetem ( syetem to be developed) may
consist of 1nformation sets and their precedence relationships wﬂ:t}ch

\
_indicete which information sets . are’ ueed to senerete another inf‘ormati\On

' -eet. The proceeeea or procedures are 1npl:lo1t rather than expncit in ‘

N \
eThe purpoee of this report 1s to 1ndicete ways 1n which the

inromation used by, stored by or. produced by the target eystem may be

J general to the perticular. what is needed then is a tool, eimple enough

s6. thet the user of the terget eytem may be able to use .it, thet may be

(

ueed to epecify the 1nt‘onhation to be produced by the terget system. ’

o

A

j'deacribed. Deecription of the inf'ormation should also proceed from the o
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This tool should hake it possible to define “the needed inf‘ormetion as

well .a8 the infomtion structure' independently of anNmplementetion a

decisions. The tool should be suoh that Lg 18’ simp;!.e enough to be

\

understood by people who are non-teohnioal yet precise enough 'so that

v \\

the dooumentstion produoed may be used unambiguously in other steses of‘
development of the tarset system. Practices are often suoh that desi@

is made on a detailed level: from the beginning. This means that data ‘and

\

oomputer programs are desimed together with the dete being designed to

. suite-a_certain program. The problem wit going to the deteiled 1eve1

' immediately is that in oase of a 1erge system there are too many pieces

to consider all at once. : L , \
If //ﬁata is the representetion of ini’ormation then this - peport

foousses \not so much on how the information is represented in the
meohanide dete prooessing system . but rether focuses on how the

information to be used . by, stored by ‘and- produced by the target system'

i

 may be‘--dooumented. ‘rhe information analysis document will then serve as

input “to the design activity.. o o : ‘ . e
@ "o

G M. Nijssen, in a paper called "Current Issues in Conceptual Schema

lConcepts" (NIJ=-TT), defines the Conoeptual Schema to be that which
"deserib& ’grhioh information is conside.red to be uithin a speei\fic‘
universe of diSeouree" imile the Externel Se}rm "descrn’s how a subset
of this infor-aton is. presented to a program" and . the Internal Schema
"describes hov the infomation is physically represented in storase"
The Conoeptual Soheme is "e set of rules ‘describing which information (or
"' ~.»know1edge) may enter and reside in the information base" the Internal”
-Scheme is "e set of rules desoribing how the informstion (or knowledge) :

*

is physically represente& on storage media" and External Scheqe is "a set

§ . X ,_ : ) } )
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ot." ruleés deseriding how information, (or knowledge) 1is viewed by a
program" L

Sundgren in a paper titled "Conceptual Foundation of the Infological

"‘Approach to. .',Data Bases" - (SUN-74) discusses what he means by an

o

: infol”o'gieg;»theony of data bases ;which he feels should "make ‘ag clear’
i :

Tl A
a,

| :'ci'ist‘inetion between (a) th: object"system (b) the information about the
';'-‘.object system (¢) the data representations of -information and - (d) the
storing and accessing medium to which the data are allpcated" The
object. system is t‘he system about which the data processing system

I

provides inf‘omation. " An example of an object system is the subsystem

’

. §Y “",-;" . ,x . s
f‘or plac}ng telephone poles and cables in a telephone company. The
‘\,ﬂ_ \’ Z: v

systém parts wre people, equipment and material. The type of information

about the ob’ject system could consist of information about ‘the location
i . " #
‘of t!ie teleph'one equipment in existence, information about the equipment

e

to: be retireh or" *.{xg‘ormation about the equipment to be placed.

Vo i

o Infpmation however - is only a abstraction and still needs- to be
E .
represented . That which {"epresents information is called data. 1In this

,(

case an examp]ae of‘**data is

T, .

 MATERIAL QUANTITY
.:‘-g, TYPE ¢
Wl eemee—ee | mm————
Bl - k“ . 2
. . J 'S ; .
N ) < ‘
. . 2 ;!f‘)_' . B e 3 . 4. " “l\‘
; . w7

('I}lfxis '»data '?Bay, howeve’r,‘; l;e stored on disks, magnetic tapes or paper.i
Sundgren consiaers ?apﬁhgs&vfrom a to b, b to c, and from e to d. By
i_,:/spl‘i‘ttmg the one mapping into three types of mappings dif‘ferent people
with dif’t‘er-ent skills or knowledge can be used to define the various
mappings ig- par'tlcular instances. Thus the mapping from the objegt
syste’m to the model of the information about the object system could be

ya0 o
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A
defined by the system developer who is very knowledgeable about the

object system and also understands what information should be provided
about the object system. He needs ‘to kﬁbw the applications area quite
well and understand the method for describing both the object system and
“the information to be provided. MrHe' shéuld ;not néed to knéw Vahytﬁing‘
about mechanization. This paper will discuss ways “of defininé the
information to be provided by the Qarget system (the data processing
system to be developed). |
Another author belonging to what may be cglled .the Scandanavian
school of thought is Bubenko. He considers three design and descrig}ion
levels (BUB-76). 1. the information structure (or "infological®) level,
2. the data structure ("datalogical") 1level and 3. ; the stoqiﬁe
structure level." In the first level information is referfed to "in
problem - oriénted and 1mp1ementation independent ter:ns". In the next
level tgg data representation of information is described. 'Finglly the
third level is concerned with how and where the data is stored. The
mappiné% are concerned with mapping "reality" into an information
stru%%Q;e, the information structure into a data structure and the data
'st;ucture into a sté?age structure.
The main thrust of this paper is to describe various Conceptual
_Sbhemas ‘with examples. The main schemas to be discussed‘ are the
Relational, the one developed Sy the Scandanavian School, the

-Edtity-ﬁelation;hip model, and one suggested by the author.



CHAPTER 2 .
ROLE OF INFORMATION SYSTEMS IN ORGANIZATIONS

. -

Since the thesis is about information systems in business an attempt
will be made to define the .réles ﬁhat informaﬁion systéms glay iﬁ
‘ organizations. Understanding these roles is important to understanding
information analysis since part of information analysis consists of
describing what the information to be provided by the target systems is
to be used for. Clasglfication of information systems into different
dypes will serve to demonstrate the various roles information systems
play in organizations. )

Organizations according to Jay Galbraith (GAL-77) are "(1) composed
of people and groups of people (2) in order to achieve some sh#red
purpose (3) through a division of labour (4) integrated by information
based decision processes (5) continuously through %&me". In
organizations the overall task of the organization - is broken into
sub-tasks which can be performed by individuals and groups of
individuals. These sub-tasks in turn must be re-integrated into the
completion of the whole task. The work may be divided so that the
portions are differentiated rather than similar, and so that each
individual has a small portion of th; overall task. This is often called
the horizontal division of laﬁour. This division of labour may be more
productive - than anotﬁer diviSion because it overcomes physi?;l
limitations and the cognitive knowledge limitation of' people. Each
person can spedialize and requires a smaller scope of knowledge. Thi;

division ot labour however increases the inter-dependence among sub

tasks. The increased inter-dependenée in turn creates problems of
* .

~ 4

=



coordinaﬁion. ihgéE;aépéhdéﬁée' of tasks increases the amount of
infqrmaE\bn that has to be transferred between the. various people
"carrying out the tasks. |
Mueh ofrrwhat-~éo§s on in organizations is décisioa making and
information processing..; The greater the uncertainty of the task, the
greater the amount of information tﬁat has to be processed between

decision makers during the execution of the task. If the task is well

i

understood prior to its performance, much of the activity can be
J/;, thepy during the actual task

pre-planned. If it 1is not underst\p
eéxecution more knowledge is acquiﬁéd wﬁich“i adsbto“chahggs in resource
allocation, schedulgs, and priorities. The basic effect of uncertainty
is to 1limit the ability of the organization to. pre-plan or to make
decisions about activities in advance of their execution.

Galbraith defines uncertainty to be the difference between the amount
of 1nf;rmati required to perform the task and the amount of information
already possesséd by the \organizagion. The am?unt of hinformation
required to perform a task is a function of fhe nature of the task itself
and the level of performance. Higher performance levels necessitatgé
considering more alternatives, more variables, and more variabaes
simultaneously. Different organizing modés are adépted by oﬁganizaéions'
tdi déél with task uncertainty due to 1limited capacities to -process
information. Variations in organizing modes are, according to Gélbraith,
‘actually .variations in the capacity of organizations tp process
information and m::e decisions abou£ events which cannot be anticipated
in advance. In order to coordinate inter-dependent rolés, organizations
have invented mechanisms for collectiné informétion, deciding, and

disseminating information to resolve conflicts and guide intér;dependent

-
i ~




Y i ~ . . . '
X . . L]

L4 R
actions. As the task uncerta;ntx increases, the volume of information

from the pdihps"q( action to points of décision making errloa@ the
hierarchy. | | )
To solve the preblems of information flow either the need for -
information can be ﬁécregsed or the capacity for information floﬁ”hay\ﬁe
increaseq. The capacify of the decision maker. can be increased by
employing computers. Var%ables,'Aaccording to Galbraith, are decision

X

frequency or time of intoréation flows to and from thq decision

v - ,
mechanism,\scope of the Qata base available to the decision mechanism,
degree of formﬁiization of the information flow to and from.the decision
mechanism aﬁd capacity,bf'the decision mechanism tq process information
- and select the appropriate alternat;ve. _The information flow may be
either periodic or cont{puous; The scope of the data base may either be
local or global, 1If the decision.mechanism has access to information
pertaining only to its _immeédiate locatipna‘-thé data. ba;E ié calléd

local. If the decision mechanism has access ﬁd\information concerning

the state of affairs in all 'résourde gfoups and\‘for all outpgtx

~.

categories, the data base is global.

The scoﬁe of the data ﬁase avallable to the deéisi;h' mechanism
affeéts.tﬁg ab&liiy to direct activities in oneApaSF 6f the organization
S0 as to be consistent with the activities taking 5iace in other paris of
the organizati?n, Thé'greater tg; inter-depe;déhce betwgén sub. units ihe
greater thé need for a global data base. | The prihar} effect of the
fermaliied languages is to permit the ¢transmission of information Qith
fewer symbols thereby.expapding the communication channels to éarry more °
infofmation. Information s;;tems are classified by Galbraith as local -

Q ‘ i .
periodic, local - real time, global - periodic or global - continuous.



The local-periodic information system ignores inter-dependence and is not
responsiﬁe.to'uncertain'environments. For example the warehouse clerk
who places orders every Fridaylto replenish'inventory makes a decision
,periodically,%based.upon'-1ocal“-information‘~-»Hith-la local»\real;-timew s
information system decisions are made whenever decisions need to'beimade.

»

The ‘decision is made in light of the most current information concerning~ i}?{
the status of the department. Batch processing computer systems are ’
tyPical of global - _periodic information systems which are hsed’
extensively in applications where uncertainty is low to moderate. The
on-line real time computer system is typical of the global continuous
oinformation system. Examples ;re airline reservation systems and tickets

on systems for sports and tbeater eyents. '

As an aid to understanding .what -a management information "system'
entails it maybe useful to classify them into types. ’Since management
information systems are there to support decision making it is possible
to classify then according to decieion types supported.

A f?amework developed by Robert N. Anthony (ANT-65) ‘does just that.

He considers three distinct types of decision activities in an
organization. These three types of decision activities require three
distinct supporting information systems. The decision activities are
operational control, management control and strategic planning (ANT-GS)-
Strateéic planning‘ineludes dfciding on orsanizational objectives and on
theAmeans for achieving them. The strategic planner is mainly concernew
with the relationship between the organization 'and its environment.

Management control includes assuring.that resources are used effectively

and efficiently in pursuing the objectives specified through strategic .

- planning. Operational control inclndes assuring that specific tasks are

~
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decisions are routine and repetitive. A rulé\can be specified before;

hand and the outcome of the decision making prdcess will always be the

l
same for the same input. These decisions are also called reflex.‘
!

'Non-programmed decisions "are those for which no exact rule \can be
‘ specified. These decisions are novel unstructured and consequential. A
Another . frame-work for managerial activitieé and thereforevmanagement
information systems is that developed by Gorry and Scottt ‘Morton
(GOR-60) . 'This'framework is really a combination of_Anthony and Simon's
frameworks. ‘Decisions are classified in two:dimensions: one dimension

is the structured verSus non-structural scale, while the other dimension

is the operational control to strategic planning scale. Structured.dn

thismcase,is another word for-orogrammed and unstructured is anotner word

for non-programmed. An  information system dealing with accounts

receivable would fall in the area of structured gperational control since _

structured decisions are made and specific operations are supported.‘.

-Personnel management would fall under unstructured-managkrial _control

since_assignment of personnel invclves a good deal»of judgement.
[ ) :

~ Other ‘frameworks are considered by Blumenthal (BLU-69), Forrester

(FOR-61) and Dearden (DEA-GS) Other terminology for structured versus

nongstructured or programmed versus non;orogrammed~'decision making is
reflex versus disoretionary decisionsfwhich'is used by Grindley;in\his
bookfon systematics (GRI-75)x“Decisions taken in the reflex "area depend

upon rules, which state what instructions to give to’ the behaviour

function under certain conditions. This means that the: outcome"of a

12

and non-programmed decisions.  Programmed
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decision is predefined once the input conditions are known. - The ‘decision

making can then be automated if the ‘rule’ consists of making certain data

element value comparisons.

' DiScretionar§ decisions, on the other hand, ' are those in which

Jjudgement is 1involved. Because discretionary’fdecisions reqnire some

degree of judgement, they'will not be consistent from time tq time and

‘e

from person to person. If we consider decision making as an information

process ‘then reflex - decision- making is a process for which inputs,

outputs and the fixed relationship between the inplts and outputs can. be

13

defined. The process is deterministic in that the same input will alkays' v'

generate the same output.- A.discretionary decision on the other hand is

,one‘bhere usually only the possible outpnts are predefined but neither
the input nor the relationship between the outputs and inputs is
defined. The process is therefore non-deterministie.

From the described characteristics of the two types of dec131ons it
is immediately obvious that reflex decision making can be automated while
: discretionary decision making cannot be automated A mechanized or
automated 1nformation system can include reflex decision making processes

but cannot include discretionary decision making processes. However a
6‘ >

~ mechanized information s&qgap can aid the discretionary decision making

IS

by. providing infonmation as input.
An interesting point 1!” the evQlutionary nature of the . line

separating reflex decisions fragﬁdiscretionary decisions. As we: improve

our understanding of a partiqliar decision we can move from the

discretionary area to the reflex area and allow the automated 1nformation

' »system to take care of it, freeing the manager for ‘other tasks. For

example some time ago the .inventoryi~re-ordéring decision in most
o . )




organizatons was)made by a well-paid member of middle management. Today
. { ! :

this decision has moved from the discretionary decision‘making area_ to

the reflex. -The decisipn rules which in this case are-the EOQ‘(Eeonomic
Order Quantity) formulae provide a well defined relationship between
input‘.and output of the decision making process. -

Another framework to which ref‘erence is made often, isﬂ one proposed
by KLangef‘ors. (LAN-73). This framework is similar to the one proposed by

Anthony. Langefors classifies the different functions of an information

“

system’ into two Kinds according to the tasks supported. For one task‘

_ty.pe information is necessary, for the other type information is more or
less usef‘ul, while not beiné absolutely necessary. In order to detemine
whether or not to Ibring data in and use it in the eystem, one has to
estimate both the utiiity anv the data processing cost that would be the
-result of‘ its introductid'n] The kind of task for which ‘inf‘ormation is

necessary has to do with the operative function of the managed ‘system.

Operative inf‘ormation is nece_ssary information. Each operation needs new

operative. information. If to the requirement_’of operative 'f‘unctioning‘ a
A-re.qu'ir'emont' of‘l total eys_tem economy is added, then new kinds of
information are called for. | | s

";rhe "second category is called directive information by Langefors.

Input required to produce output consisting -of directive inf‘ormation

-conzists of inf‘ormation from all ~over the managed system and - even f‘rom

its environment. We note that the f‘ramework of Langef‘ors is. similar to
-'that of‘ Anthony if we - consider that operative information is for
‘operational control and directive information is for management control

. and strategic plarning.

1y



This should have given some idea of the role that data processing

systems, which may be manual or mechanized, play in a company. Part of

Ll
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;information analysis is to. détermine what -operations-are- carrie? -out-in-a- -

' company and note what 1nformation is required to support” these operations

. in the case of an operational control system.

The next chapter will focus on 1nformation' in a more microscopio

sense. An understanding of information is required so that weﬂ may

determine how information is to be rebresented. ‘ ’ . o

TN
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' CHAPTER 3

THE ANATOMY OF INFORMATION TR el

Since the objective of this report is to discus_s verious—"ways : of
representing the‘int‘omation ‘produced by, a. data /proc’essing system let us
first spend some time discussing ‘the meaning of in{or:nation..'“‘ﬂow is
inf‘ormation different from knouled;ze\and data? What are the diff‘erent
aspects of information? \‘Understanding the difference in _meaning of-
inf‘omation and data '\.vill -help i,n,understanding the dif‘ferenees. in the‘
various models and also serve to explain information analysis. ‘

" We can think of information as consisting of -facts about things which
- may be called entities. Something may be said about,a thing by itself or

about the thing in relation to another thing. 'Inf‘omation is being

P

:considered rather than data ir the reprerntation is not of i\lterest. » o

Inf‘ormation can be represented by data in various ways. Even thoush many -

representations of the same information may exist it is impossible to

imagine inf‘omation withOut some type of representation. - Thus the..‘,

information that two objects - are two - inohes apart can be represented ‘in

- |

the English language or by a- picture but it is also represented by the ’

iz

actual objects themselves in relatidnship to each otner., 'rhe'objeots can’

. be represented by themselves or by things which bear no resémblance to .

.. the objects at all. The only requirements for représenting obJects is
'pthat if two objects .are to be distinguished in some context the"
‘representations must be distinct. The representation of some object cen
vary f‘rom closely resembling the obJect to bearing no vph_ysical

resemblance to the object at all. »

16



Since we can only perceive things'through one of the five senses,
information communicated to us must have a physical aspect. A thing, if
it can be detected through ‘the visual senses (i e, if it reflects light),-‘“
can either be pointed to directly if it is in view of both the sender of
the information and the receiver of the information, in which case the
object is used to represent itself or it can be'representen by something
else which has properties detectable through the physical senses..‘The
most commonly used senses are sight«and hearing and patterns on paper are
often used to represent information.i Another representation consists of
magnetized spots on a magnetic tape. ' It is ‘1nteresting to note that.

although the thing represented ‘does not have to have physical aspects its

representation must. PrOperties of physical things, for example, are in

2 o

themselves not physical but their representations are. ’ i ;

Even though the fact that - two objects aﬁp 2n apart can be represented
[

by the obJects themselves in relation to each other the fact that ‘the two

Objects were 2" apart at some previous time requires a different
presentation. It may be said that it is only when the state described is

.4the present state that the thing itself can represent'the information‘

| about itselr.v Hhen information describes state change, past state,_or;
future state it is difficult to’ think of its existence wi ‘

of external ‘ 'An account of -an: event, ie. state change,'/,.‘:
might be given orally or in writing in some natural language by means of'”. ,».
free informal sketches or by more or less’ formalized methods, in some -

cases even including mathematical formulas., One of the things ‘which o g;

cannot be dealt with without some rorm of representation is\the passage

or time. State change cannot occur without the passage of time and the

o passage of time cannot occur without change in state. - In fact'vhen wevk
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say that a change in state took place during a certain passage of time we
‘are really comparing t.he state change of one thing to the state. change of ... ... ..

M‘something used as a standard (say the moon as observed from a certain
location on earth) _ ’ . : - \

' " Information msy be studied f‘ron various .points of viev}. The three \

main aspects which ot‘ten are considered are the ,syntactic, t.he psemsntio

and the pragmatic. Synt.actics is’ the study of signs and the relation

between signs. It is only conoerned wif.h\ the physical si.gns abstmcted

fron) the user, Semantics is concerned with the ‘study of the r-elationship

between signs and their designata, . independent-‘p_d,;hupecff-ﬁ—"”/

RS
communication ef‘1"ec.*t:s_"’f"?&fiﬁszfc—:sr on' the other hand is ‘the study of,p

signs in relation to their users. It is conoerned hwith the et‘f‘ect that

-tbe inf‘opﬁ:ation has on the r-eceiver. In this report the' ‘pr'a'gmatic‘\

‘aspects will not be discussed. R o
An interesting discussion on . the relationship among knowledge, ’ o
"-‘finfomation and data is provided by Lindgreen (LIN-714) He r-et‘ers to ‘the

'word~ knowl*edge as meaning "what has been recorded somehow in’ the human

obrainﬂ. Fo

f‘undamental inf'onnatic proeesses are considered. N

o

ane C—— t‘ormalize ——— 1nf mation
‘information = -.. -represent = .- dita .

7 - . data .. reoom’ize | == "information
T 7 Uinformation eew Evaluate --—-‘: knowledse

Comunication is considered to involve two of‘ the above processes
- e \ /" I ’

) _which are r-epnesenting and recognizing iel.

: infomdtion_;-;"regresent.. - fda_ta - reoomize -/- _inrormation

One of the ways of‘ t‘urther- analyzing 1nf‘omation is to detemine the

- minimum requirements for a.- \oolleetion of symbols - o; represent

C ' . ) S
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information. Langefors:‘ (LAN-69) uses the term elementary message for the

sSmallest unit of information. A mrther explanation ot‘ what is them__ e

“i‘smallest unit of information will be provided when the model of Langefors
'is discussed in Chapter 6. .An elementary message cannot be decomposed
f‘urther and still provide int‘ormetian Let us now consider various types ]
of messages. “ | | ‘

Int‘ormation generally is about systens donsisting of entities related

to each other in various ‘uays. Infomtion mey theref‘ore provide the

,the past or is expected to hold inthe» mture.m Int‘ormation may also

det‘ine the relationship which held between two objects in the past, holds

between two objects at the present time or is expected to hold between'

. two o'bJects at - some: futuyre date. - Information may include the
identification of an entity toge'ther with a value for a property ‘type
. ’corresponding to the entity identified. On the other hand only the ‘\‘-
. existence of an entity with a ‘particul‘ar value for property may be
mdicated.j Thus the statement "there are. y items of type widget"~
indicates that there exists a set ot’ objects such that there are 4 itemsu
in the set and the obJects in the set all have the property of being of‘.
’"'ftype widget (ie. the Oobjects hsve the properties shared with widgets)

C Objects belonging to the universe of discourse (e, the set of. h

objects to be inf‘omed about by the information system) may be identified-

or 1abe11ed in several diff’erent ways. One way would be to consider all .
the entities together as mkins up one aet and then assign a similar but
“distinct .label to each entity. Dependim ‘upon the number of entities to S 7—

be labelled al digit 2 digit or n digi‘t mmber could be’ used for eacn

* label, A df‘e common approach is to wclassif'y the entities into entity

- .
>

-
/-
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ﬁypes. n‘Only the entities vbeloﬂgig; to onée entity typé need ta be
~ wo .
distinguished sincq identifiqgﬁion\of an entity is .two fold consistiné of
identification of hentityv type and further identification witgin the
gntlty type. For example the employee with employee numger equa} to
v2000."‘1‘he‘word employee identifies a set of entities while the number

2000 identifies a particular entity within this set. Often more than one

scheme for labelling the ‘entities within an entity set 1is used which

implies that identification of an entity Cconsists of threé parts
including (1) specifying the entity set (2) specifying uthe labelling
‘scheme used ;nd (3) specifying a value for the label variable. Thus
'"employee-number" and "employee name"™ deal with the same entity sets but

With different labelling schemes. The reason for having the two

1

labelling schemes is that the information system designer has no control
over the labelling scheme implied by employee name and thus there may not

~be the desirable one_%o one coérespondence between label and entity. On

R

the other hand the first labelling scheme will be better known and ha§ a

wider area of use. .
Often. it is not required to disiinguish between entities when to all
intents and purposes the entities are identical. If we imagiﬁe_the set

of ail these entities which are identical the material type identifier
— . ) ]

3

canfbg considéred as the identifier of this set. Thus the statement

"there are § itemsvof type "a* at location 6 at the present time™ can be

rephrased as "There is a set of objects at location 6. The properties of

Al .

this set are (1) there are S'efbmgnts in .the set (2) each 6bject in the
set has the prbperties shared by those elements belonging to set a". We
‘note that in this case an object is not uniquely identified.  The

statement ' is -about 2 entities, and ~their relationship. . One of the

A
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entities is a locaiion which is uniquely identified and ehe other entity
is a set.wﬁich is not uniquely identified but whose properties are gilven.
Leé us now consider types of elementary ihformation kinds or
messages. First of all a message mai describe the appearance of
something at some'perticular_eoint;in time, which mey be past,-ereseﬁt 55
future. Thus a message may describe state. Seeondly a message may
describe the change in something which‘toof‘place between two points in
time. This may be called state ehange. For example to say that an object
is at a particular location is to describe .etate, to say that a
particule}-object has been movedrfroy one location to another is to
dese;ibe state change. An elemeetary message may a) identify an object
and give a pppex‘ty for that object which holds at a particular time b)
indicate that an obJect'withispecific properties exists at a particular
' point in time ¢) indicate that-a relationship holds between two or more
~objects. Time must be included as par; of every message either
explicitly or implicitly. This is because things in\general don't remain
constant. , ' 0
Another but similar approach to defining the basic component of
information is dgscribed by Nijssen (NIJ 77). In his paper he defines
.what is called a semantically irreducable sentence, an atomic sentence or
an elementary sentence. All three terms etand for ehe same ehing which
is similar to the’.elementary message definee in Langefor's paper.
‘: Accbrding'to'Nijsseh "information is a set of one or more sentences. A
\eentence‘ is _ej set of one 6Or more related elementary sentences. An
‘elemenéary sentence is a set of one or more object role pairs, and each
rele appears at most once- in the set.n (NIJ-77) Nijssen further defines

%

ah atomic object as a entity which is bnot further considered to be

LN
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divisable. The role is the function that atomic object plays in the

atomic- sentence. ¢For example the sentenae "John Bergsma's birthdate is
Fep 2nd 19y0" has two atomic objects in it. The one is identified by the
name John Bergsma and the other is identified by the name Feb 2nd 1940.
The first atomic object is of type person while the second atomic 6bject
is of type ‘day., The first atomic object plays the role of person born
while the ;econd atomic -object plays thé role of day born on. A more
prgcise definition of atomic sentence provided by Nijssen (NIJ-77) is "an
atomic sentence is a set of one or more pairs, where each pair consists
of an atomic object Eeference and a role reference, and each role appears
at most once in the atomic. sentence". The notation used by Nijssen to
ndenope or describe atomic sentences is as shown below. The eliipse

denotes an atomic object type while the rectangle denotes role. Consider

foriexample:

.person i--( person ;}( birth '--> day °
’ . date

The cdiagram above in actuality depiéts an atomic sentence type rather

than a .instance of an atomic sentemnce type.. Two atomic sentences belong

to the same atomic sentence if both include the same types of atomic
objects and if the atomic obJects belonging to the same types in the two

!

sentences also play the same role,

Having examinéd the di%ference between information and data we may

. now. start examihing the different ﬁethodologies for information analysis

or data analysis.
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CHAPTER 4

THE ENTITY RELATIONSHIP MODEL

The entity - reletionship approach to information modelling as
described by Dr P. Chen in two of his papers (CHE-76 and CHE-77) will now
be considered. The entity relationship model considers b?th entities and
relationships between entities as the main objects. The model comes out
of a four level view of data. The four levels according to Dr. Chen are
1) information concerning entities and relationships which exist in our

minds,

2) informapion structure -~ the organization of ‘information in' which
entitiesjand relationships are represented by‘data.

3) access-path-independent date structure - the: dapa structures which
are not involved with search schemes, inde;ing'schemes ete.

4) access-path®™ependent data structure.

The entities and relationships at 1level 1 are considered to be
conceptual objects in our minds while at level 2 representations of the
conceptual objects are included. Since it is impossible to talk about
objects without some form of representation it is also difficult to werk
at level one. However what must pe remegbered is thap ;ven though et
level one we represent the entities and relationships by data, the daea
used for the representation is not the main item of interest.

In the entity relationship model information is considered to be
information about entities and about entity relationships. " Thus for
: example an entity could be an employee while the information about this
entity is‘the employee's employee number, his age, his home address.and

50 on. The information about entities can be divided into property types
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or atﬁributes with correspondiﬁf aétribute~values. Thus "employee number
is equal to 3000" says that the pr§pep§y "emplqyeé'number" has the value
3000. "To organize ‘the informatioﬁ ébout entities, entities are divided
}nﬁénéptiﬁy ﬁ;péﬁ; Ali theréﬁt%ties Qithin anlenﬁity'tyﬁe‘sét can-bé
described by the same set of property types.nw%hus the entities making up
the set of emplbyees all gavé similaé property types such as age, birth
‘date,.salary and so on. ' ’

A second object type considered by Chen to be part of his~“;§del is
the relhtiondhip between two or more entities.” An exééple is the
relationship between an employee and a project where the employee is
manager of the projeét. Another exémple is the relationship between a
préject and an emplqyee where the employee is a worker on the projecta

Two relationship types are considered to be disiingt if either the
compoﬁedt.éntity types are different or if the roles played‘by,tﬁe eqtity

'types are different. Thus the two relationship types mentioned aﬁove‘are

distinct. Information may also consist also of progpﬁﬁy values for a

relationship. A relationship 1is identified by . identifying both the
entiiies involved in the relationship and also by 1&entifying{the roles
played by the entities. Chen, in his model, considersvfhe identifigr of
an'entity to be a property of the‘entity as much as say its colour} Thug
"employee.number equal to 3000" is a properﬁy of an employée. Similarly
for relationships. Chen uSes the word ‘Eelationship both for the
asaociaﬁion of entities ;nd also for the association of the property

values. Let us now assume that ﬁnless stated otherwise the latter

w
[y

meaning is intended.

Chen considers two forms of entity relations where an entity relation
N - . '\ M

is a set of relationships in the mathematical sense such -that each
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element of the relation provides the properties of one entity. ir

relationships are used for identifying the entities the relation is

called a weak entity relation. If relationships -are not used for

identifying the entities the relation is called a regular relation. As
an example consider thelrelation consisting of relationships which are
associations of property values for streets. A street is identified by
country, city and street name and. therefore the relation consisting of
theselrelationships would be'a weak entity relation. | |
Chen also considers two forms of entity relationship relations.where
an entity relationship relation is a set of relationships such that each
element provides the properties of a relationship'or entities. In'his

own words: "If all entities in the relationship are identified by their

-

own attribute_valnes it is called a regular relationship relation; while

if some entities in the relationship are identified by other

relationships' the relation is called a weak relationship relation"

*(CHE-76). An‘ example of a _weak relationship relation is one which
- R . }
provides the properties of associations between departments and divisions

R{thin the departments. In this ‘relation the divisions are identified by

both the division name and the department name.

; In his paper titled "the entitiy'relationship approach to logicalf

3

data base design" .Chen . (CHE-T?) considers. enterprise schema, - external'

schema and internal schema as models of data. The enterprise schema is

the enterprise view of the data, the external- schema is program oriented

while the internal ‘'schema deals with the physical storage of data._ of

the three the enterprise schema should be least implementation oriented. .

In Chen's words- "The enterprise schema should be pure representation of

\

the  real world and should be independent of"storage‘ end efficiency’

Ta
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considerations” (CHE-77). ‘Chen proposes an entity - .relationship (e-r)

diagrammatiec technique for identifying the entities and relationships

26

(associations of entities). uhich are_of. interest-tofthe -enterprise.- The . - -

advantages of developing the enterprise schema before logical or physical

data base design is carried out is that the enterprise schema. is more

user oriented, is not restricted by capabilities of the data base system

and is more stable than themuser schema.: The concept of the enterprise

b

schema is similar to the concept of conceptual schema as proposed by the

\

Committee on Computer -and Information Processing of the American National

Standards Institute‘(ANSI). This committee defines the conceptual schema‘

to be the enterprise view of data. In their words: "It is a description

of a model of the enterprise in terms of its entities, attributes, and

the relationships among them" (CHE-77) Corresponding to the different

views of data the aforementioned committee also identified three types of

data base administrators which are the enterprise administrator, the data

base administrator and the application administrator. The enterprise
administrator is responsible for modeling the enterprise,,the data base
) administrator - for .. the, physical' data base A/and the ., application
_‘ administrator is responsible for application programs.

Chen's diagrammatic teohnique of deseribing the enterprise view

-

consists of representing entity types by rectangular boxes and entity‘

relationship types by diamond shaped boxes. An example is as shown below.

. dep.

emp_.

N

'?The entity:'types are -"department"-'and "employee" while the

. association type is "department head" _ A property of the association
;‘ . . ] .. ". , i ) E . . "(’;‘?
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type is the number‘of'different occurrences of the one entity type which

\

are associated with one occurrence of the other entity type. Thus the
association. in. the example is -one -to one»sinée~wi§h»oneAoccurrence of.

\erartment there is assoc;ated with it one og@urrence of employee in the
department head assocjation and with one occurrence of employeg thete is
associated with it one occurrence of department.

An example of a one to many relaﬁionShip between entity types is:

Job . \
‘:::IEE;:_EEEE_ElQQ___:::=>
work plan '

The entity type "job" corfesponds to those‘eﬁtities which consist of

a set of bactivifies and "work pian" corresponds to subséts bof those
activitigs. Associated‘with each Jjob therévmay be one or more-yofk plans
but asﬁoéiatéd with each work plan there ié aséociated ex;ctly one job.
‘lSihce a work plan.cénnqt eXist wifhoht a job‘the:work'plan’is existenc;
udepgndgnt.upoﬁ Jo;. If the work-plénwia_pniy uniquely identifi;d in the

set.bf work plans for one:job—bdt not uhiquely identified in the set'bf

‘all work plans without specifying the job, £h¢>56ék plan entity'tybeAiS :

_considered to be- identification dependent upon the job entity type. An’

4ex§mple'of:a many*tp many[relé@ionship is.the one following.

~Job Y

Job equipment used on

1_e§gipmentwu§ed‘on jobs

>

- equipment | ..

One job can. use many pieces offequipment[and oﬁe-pieée bf\equipméht;caq

be used on many jobs. . . o
N . . ‘.'V_ I s

-

i
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Up to now only relationships consisting of two,entity types have been
illustrated. An example of .a relationship consisting of three entity

types is the'following.

 equipment operated by -
: ®
employee on Job. -

equip.—-———-—-——-emp. ;

The terhary association éan be deoompoaed into several binary

associations for the purpose of defining the many to many property. Let

'the letter "j* stand for job, "m" for employee and "e" for equipment,
The binary association‘types are. | |
| j<->e_
j<->m
el->mnm
. | . : .j-e<’_;}m
J-mLs2>e
ve-m<->'d -}

Where e-m ‘is tne association between employees and pieces of

equlpment treated as an obJect type.' If we assume . that many types of

'equipment can be used on one Job one type of equipment can be used on:'

many Jobs, several employees can work on one job one employee can work

on several Jobs, one type.of equipment can have manyeoperators and»one'

employee can operate many types of equipment the properties of the

4

association are
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M N
JL->e

— PEN— e

Mo N
J-2m "
M N
el ->m

The preoeding also has the following implications.

MoON '
Jfl-3>e implies J ->>e-m
. "
C - implies e ~> j-m

M N , M ‘ e

J<L->m _implies_ J ->e-m

M
implies m -> j-e

M N M : Lo - . ) ’ 'l_l o
e<->m implies e > J-m » _ ‘ AN ' \

M
implies m.->>j-e

i
)

M .
Where j ->'e-m means that for one Job there can be many equipment

operator combinations.

The significance' of the type of mappingv (ie' unether‘ one;toaone:
'one-to-many, or many-to-many) lies in the data structure used to store
the information as will be ‘seen 1ater.- o

After . the portion of the enterprise (obJect system) to be monitored
by the data processing system (target system) has been described in terms

of entity types and entity association types the next stage of refinement

“"involves defining the information types about these entity types and .
‘association types which are of interest for monitoring the object '

‘system. The type of information about an entity type can be defined in'

<3
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" terms of properties and values for these properties. For example if the

entity type is- job then - properties of- the Job -are. "date. - construetigg_

\ay

start", "date - construction complete"”, "date - job closure", "job cost -,

S , . e
budgeted", "job cost - actual™ and so .on. Each of these-properties has a
value depending upon the particular entity.

Iifr jobs are assigned numbers for identification purposes,rthe "job

‘-
number™ is also regarded ~as a property by Chen. This writer however

feels that the thing used to represent an entity, like "job number” does
a job, is not really a property in the sense of the otherlproperties but

instead plays theirole of surrogate. It serves as a sort of anchor point
/- : ‘ . o 3

~to .which other data can be ‘attached. The .property values -provide

‘information about a certain entity. This entity is either an abstraction ‘

or otherwise cannot be pointed to directly and therefore some name has’
'to be used to serve as a link between the entity itself and the property

value representations about the entity..

v

Values may be classified into. different value types such ‘as dates,
¥

ycosts and so on. In the example above the values for the property called
"date -.construction start" come from the same set as the values for the
: property called “date - construction complete" The two properties_

called "date - construction start" and "date - construction complete" may

be examined from another point of view. If we~consider a "day in time"
g ]

to be an entity then a value for "date - eonstruction start" identifies

v

one of these entities ‘and "date - construction complete" identifies an

oecurrence from the same set of entities. Thus we can think of an

association between a “Job and ‘a "day in time" where the "day in time"a ;

"plays the role of eonstruction start and think of another association
R

between a Job and a "day in time" where the "day in time" plays the role




of construction complete; This illustrates why although there are two'

~proper ties there is. only one property -value ~set:- ‘This’ example also

illustrates that although "date - construction start" was ‘considered to

'be a property of‘ job we can also think ot‘ "Job number - date" as
J ‘ B

representing an association between a Job and a "day in time" The:

-reason that the property point of view is more acceptable is because the

eéntity day is of no interest in its own right/

Up to this point only attribute of entities have been considered.'

°

The properties '_o'f associati :
for example the entity types job and - account., The aocount is an
y used to rclassiry :ost associated with anm enterprise.} 'The'
vassociation between.a job and an account signif‘ies that certain costs\
’associated Wlth a Job f‘all in a certain class. A property of the
association between job and. account is the number of dollars representing
the partial eost ot‘ the JOb associated with the acoount. . An example of a

,property of‘ a ternary relationship is the oost associated\ with .a J}b,/

s

account, and material type oombination..’ The property is t\he/4ost /
o ~_

associated with the Job account, material type combination. :

Although it is more common f‘or the assdciation between entity t pe .

' and property type to be many to one, it is aleo po ible to have ny 'tov

many associations thus f‘or example a type of material may b _available in’-"

ﬁ several colours., It is possible h/wever to change‘ is into a many to

;.wonc——-sit"‘tion by considering each of‘ t' -co

Particular material type to be e »value of.’a dif’ferent"property]or

same propert aying diff‘erent roles. The "properties 'could{/ be_c'ome

,,,,,.‘.;'mostrcommon“c’oliir for 'the ,i.tem, second most common colour, and so on; o
/ . ) .

are also of interest however. _Consi_der‘ '

ours. associated ‘with a
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, ‘ ~ CHAPTER 5
i

THE RELATIONSHIP MODEL =

-Introduction - - } : CT ’
_ ' Another method for describing info * S the Relationship '

_/____.——,—"‘ . B \
Model proposed 'by Codd (COD-70). An information set may be all the

information represented by data in a data base or the information
represented by data on forms. - The method has as 'its basis the .

mathematical entity called a relation. N

_‘Meaning of relation

"ln mathematics a- relation is a set of-tuples all having'the same

\

number of elements such that the elements which are in the first position
are from one set, the elements in the second pOSition are from another

set and’ so on.A If Sy '"Sz —-— Sh is a family of sets then S1

Sz.x --S denotes the set of ‘all pOSSible tuples such that the firstpf

component is an elementnof S the second eomponent is an element of

li

: 52 and so ‘on. The ~set "of all possible tuples above is caﬁled the

_Cartesian Product of Sl ’82 S . Every relatiOn is a subset of

ifsome Carte81an product. It is useful to think of a relation as a set of

’ associations betweed values of a set of variables.. Thus,each-component

. , ;o o

. of-a particular tuple can be considered as’ the value of a variable. AFor
a particular relation all the first components. are the: values of one

variable, all the. second components are the values of another variable
NIRRT
~and 'so on. In this way the relation defines associations between valuesfr

‘tof*variables. As an example consider the three variables whose valueS"'

Ldenote position in an x—y-z coordinate -system. The variables can berrf
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denoted by x, y and z. The relation .may consist of the tuples (1,2,3),

(1,1,4) and (6,3,2) which. corresponds to three\position8min space. ‘The

\

)

" first éomponent in each tuple corresponds to values of~the variable "x",

the second oomponent to the variable: “v" while the third component -

.

.corresponds to values for‘the variable "z, It should. be noted that the
same information can be expressed by [(x = 1, y=2, 2= 3), (z = M, y =
1, x 1), (y = 3, x =6,y =2)]. Strictly speaking the preceding set

is not"considered to be a mathematical relation. The reason for the

Y

first form as ‘opposed to the second form is of course brevity. In the
first ‘case: since position within the tuple corresponds to a particular

variable of which the component is a value the variable does’ not have to

/be, stated epricitly. Let us now .consider' the . relation [(l 3 2)»

-

(1, y 1)y (6 2, 3)] w1th _the first. component corresponding to values of X,

the second component ‘vwrresponding to values of z, and the third

component corresonding to values of Y. - Although the third and the first'
R S

relation express the same ihformation, the relations are not considered

to be the;same from a mathematical point of view . )

In  the "discussion whicn.vfol10wsvjall three relations uill',be‘
,,considered.iequivalent' but Jsince“ftne:‘second' representation is nét very
“efficient‘it'uillAnotfoeﬁoonsideredifurther.i-Another,'yet'similar,.wav .

of looking at a relation is as a table. Each row of the table
corresponds to attuple. The ordering ‘of the rows is immaterial just as.
the ordering among the tuples in a mathematical relation is immaterial. f
' The: ordering of codlumns is also idhaterial as long as the columns aref~“'f;;’f
'.labelled appropriately. Again we ean think of the column labels as . being
variable~ names. The column label does two things. : First of all it
speciries what the value in that position in a tuple represents and

N .
\



secondly it specifies what role tne thing identified in the tuple plays
in the relationship defined by the tuple.

As an»examble consider the following table
Sxampie_cor !

employee # emplbyee #
\ ' (husband) - (wife)
" 10001 10005
. - 20012 21345

31456 41276

The column heading; indicates first of all that the symbol 20012
identifies one of a set of peopie working for some company. Secondly the
column heading indicates that the emp10yee identified plays the»role of
husband. The table here is” simply an efficient way of EXpressing the
rollowing statements. "The person identified»by employee number 10001 is

the husband of the person identified by employee number 10005" - "The

iperson identified by.empldyeéanumber 20012 is the husband of the person

identified by employee number 21356". The statements are identical.

éxcept for the employee numbers which vary from one sta;ement to the

next. As far as'the.set of statements "is concerned the emﬁIBﬁee numbers

N

are values of variables.b This demonstrates that a table is appropriate .

whenever inforﬁation can 'be broken into a set of similar etatements.

Another example is the.following table:

employee # . “day identifier
(person born) (day on. which birth took place)

2003 ©y2-10-11

1015 ~ 48-09-14
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a day
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|

the dﬂi identified in the second column. The symbol NB—OQ-lH identifies

In this case the symbol 1015 1dent1f1es a person hav1ng being born on

in time. The day in time on the otherfhand_plays the role of being

the day on which-an employee was born.

Codd's First Normal Form

After this brief ¢omment on  the meaning of relations the ideas” of

Codd will be presented. Codd considers the table to be the simplest fg;;
for presenting information. Thié must cgrtainly be so since as indicated
before, a table is simplyka list of like statements. Codd's name for
thié ‘tyﬁe. of presentation is 1lst Normal Form (1INF). ﬁThe following

example' shows how information expresﬁed in hierarchical form can also be
. 4 . a ' » .
!

expfessed in 1NF:

-«

(job #, date - job start, date - job complete)

~

'(ﬁgrk activity #, material type #, material amount)

L v

K3

¥,
¢

Ha

(employee #, rate of pay)

- ‘ g; ; o i
Each, job has a unique "date-Job start? and‘a unidu@””?ate-jéb complete”.

Forveach Job there a;é several work activities. . For a particular job

' each work activity is uniquely identified by "work activity #". .Ih the

set of all work activities,however the work activity is only identified

uniquely through the use of "job #". 1In each work activity only one"type

of material is used. Each box in the draﬁing‘above represents'a'set of

tuples. The arrow indicates that a particular tuple of the type

representgd by the box at the tail of the arrow can point to 0 or moré

!

Y
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«tuples of the type represented = the box at the head of the arrow.

particular .instance of the above-isﬁ

L3

(job #, date - job start, date - job complete) -

J N
1(100, 79-10-01, 79-12-20) }

1103, 79-12-02, 80-12-05) }
r1.(106, 79-01-03, 79-05-08) ]
. ' ]

( work material material) (employee rate of)
(activity type amount ) ‘ ( # pay)
C y | ) N

(1, 1bd, 6) (30, 12)

! (2, 3aa, 7) | | ‘ | T 1o
(e g } ,

UI; 8ce, 3) }‘Jr

;i

i

The information represented by the above can be represented by the

4

following tables:

job # date - job start date - Job\EBmplete
. 100 79-10-01 79-12-20

103 79-12-02  -80-12-05

106 79-01-03 . 79-05-08

é

Job # work activity # . material material

type amount
100 ! ‘ 1§d 6
iOO 2 | 3aa 7
103 1 led y

106 1. Sce 3
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Job # employee rate of pay

100 30 ‘12
100 25 10
100 " 46 13
103 56 - 15
103 30 ©14
106 29 11
106 41 .9

We can also write the information in the form.

(100 79-10-01, 79-12-20, 1,1bd,6, 2,33a,7 30,12, 25, lO 46, 13)

(103, 79 12-02, 80-12-05, 1, led, “ 56,15, 30,14)

(106,79-01-03, 79-05-08, 1,8cec,3, 29,11, 41,9)

'In this form it is difficult to see that this set of.three tuples
forms a belatioﬁ. If we consider each value to'be a component we have 15
components in the first tuple, 10 components in the second tup;e and iO
‘components in the 'third tuple. Thus the set of tuples definitqu do not
form a relation if the individual values are considered to be components.

A similar but slightly differenily‘organized forh is: ’
(100,79-10-01,79-12-20,[ (1,1bd,6),(2,3aa,7)],[ (30,12, (25,10), (46,13)]]
[103,79-12-02,80-12-05,[ (1,1cd,4)],[ (56,15), (30,14)]]

i (106,79-01-03,79-05-08, [ (1,8¢c¢,3)],[(29,11), (41,9)17-

Each tuple now has 5 components. The symbols [vand ] are used to enclose

a set of elements which are tuples in_ this case. The first three

components are single values while the fourth and fifth components are
relations in .themselves i.e. set of tuples. The first components are
values of "job #", the second Jcomponents are values of - "date - job

start", the third components are values+of "date - Job complete", the




fourth components are instances of the relation‘type called work activity
data while the fiftn components are instances of the relation type called
employee data. For a relation to be in'lNF_noweQerAeachbebmpenent in an&
tuple in the relation must be a single value which can be a tuple but

cannot be a set of tuples.

Functional Dependency

‘ One of the more important properties of the associations among

elements of data ‘used to represent information is that of functional‘

dependency. One variable, called the dependent variable, is functionally

dependent upon another variable, called the -independent variable, in a .~

relation if, over all the tuples in relation, with any one value of the

independent eariable there is associated only one value of the dependent ’

variable. The‘significance of functional dependency is that if variable

2 is functionally dependent upon variable 1 in some relation, chobsing a

. vdlue' for variable 1 will select a unique value of variable 2. 1In this

way the value for variable 2 depends uniquely upon the value for variable

~

1.
Returning to the example and the relation with heading (job - #
date~job start date-job complete) the "date-job start" and the "date-job

complete™ are functionally dependent upon the "Job #" because in that

relation for any one "job #" there is only one "date - Jjob start"™ and

only one "date - job Qomplete"; In faet the functional dependency would

nold for all instances of this nelation type. I; is also true for the

-~

relation in the example that "job #" is.funétionally dependent dpon "date ‘

- Jjob start™. This however would not necessarily Hold for all instances

of the relation which might exist in the data base overtime, since it is

38
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to be expected that more than- one Jjob may start on the same.date. Since

what 1s of interest is not a particular relation but rather all instances.

of a relation type let us specify that for one variable to be
functionally -dependent upon another'variable the property of functional
dependency defined above must now hold for all instances of a relation

type. According ‘to this more . restrictive definition of functional

dependency the "job #" would not be functionally dependent upon "date -~

Jjob start".

depend nt upon another collection of variables if within all 1nstances of

-a relatio type a particular combination of values for the one collection:

\
of gariables has associated with it only one particular combination of

°

values for the second collection of variables. In the example preceding

) the previous one "material amount" is functionally dependent upon the
collection of variables "job #" and "work actiVity #". This assumes that
' for each work activity only one type of material is placed.‘ If it were

possible to place more than one type of material for a work. activity the

"material amount" ,would be functionally dependent upon the collection of

variables "job number" "work activity number", and "material type" On

the other hand "material amount" is . not functionally dependent upon any

.
[5

subset of this collection of variables. . ,_

Relation vs Relation Type

’

Before fcontihging discussion of the relationship model it is

necessary to emphasize the distinction between relation and relation

type. According to mathematics a relation is a’particular set of tuples

© e

The definition of functional dependency can also be extended to

col ections of variables. One collection of variables is functionally

39
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where each tuple has the same number of components and all the.first

e

" components “are from ‘oné set, the sécond components from another set and

s0 on..“The‘thing of interest often, however; is the set of all relations
of a certain type within some particular contev*. Tvo relations will
henceforth be considered to be of one type if 1) the tuples i ooth

relations have the same - number of components and if 2) corresponding

components. from both relations are elements,or the same sets.‘ In'other .

?

~words two relations belong to ‘the same type ifr the union of the- relationsv

"vis a. relation, the union being of two sets of tuples.

From now on if a relation is being discussed the set of all relations

of a particular type is 1ntended._ e

Candidate Key

For a. particular relation it is true by definition that each tuple is

‘distinct. However it is also possible that a certain . bset of the

jfcomponents -of. the tuples have a dist t copbi tion'of‘va:'es_from one

. tuple to the next. This-combination iS'called a

! relation. It is a candidate key for the relation type if it holds true -

- for all relations\belonging to. the- type. In‘the relation type (Jjob #,

date - job start date - job complete) the "iob #" is a candidate key..
This says that for every instance of the relation .type each tuple will .
have a unique value for the "Job #" which cannot be said for the other

* ' two data element types._

Another example of a’ candidate key 1s in the relation type (Job #
work activity #, material type #, material amount) Let us assume thatw

work activity is identified by "job #" and" "work activity #n. Let-us

. also assume-however that several types of material can’be placed by'one"




work activity. 1In this case the candidate key is'the concatenation of
"job. #", "work activity #"-andl"material-type-#". A -further restriction
‘on the definition of candidate key is that: no variable can be dropped

from\ the combination making/ up a,_candidate key withoutj losing the

pr-X O

property that the comoination of -values of the capdidate key uniquely
identify tuples. /Thusﬂin the example although values of the combination
"job #", “work activity~#",‘"material type #" and "material amount",can
be used to uniquely identify tuples the combination of variables is not a
candidateakey. .

A property of the candidate kevf is that every variz _e in the
relation is - functionally dependent upon the. combination of variables
making up a candidate key.» This is because each’ value of the candidate

key. can appear in only one tuple and ~each tuple has only one value of

each variable. Therefore for each value of the candidate key there can
. . ~

' be only one value. of.each of the variables.  Another-. property of the
candidate key 1is that no part of the candidate key is functionally';
dependent on any other part “of the candidate key. To demonstrate this -

consider the relationship : con31sting of tuples\\ of 'the form

(xl,xz,x3,xu,x5,x6).~ Let us assume that X3 1%59 x3,x

By make up -a. candidate key. Let  us _alson‘assume that x3,xu are

functionally dependent upon xl,x2 this implies that:
l 7x2‘>-x3’s’.(u
"1”‘:«:"> X)1X5
X% ->xl,x2,x3,xu-> xl,xa,x?),x“,xs,x6

And we have the 31tuation_ that xl,x2 uniquely determine a ,particular

tuple. But a subset of a candidate key by definition cannot uniquely_

determine tuples. Therefore we end up with a contradiction and xs;xu ’
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cannot belfunctionally dependent upon xl,xz.

Although there may- be several-.candidate- keys in a relation one of ~

them is chosen to. be the primary key. It must satisfy the condition that

within every 1nstance of the relation type every variable making--up the
. [

primary key always has a value.

Functions vs Relations

Let us noﬁhidigresS- for a moment to mathematics. According to

mathematics a function is a relation such that no two distinct members

have the same set of first components where first components 1ncludes all

but the last component. As an vexample consider (xl,xz, -— x ).
'For this relation to be a function 1t must. be true that if there are two

tuples in the set w1th the same values for xl,x2 --14x then also

ythe two values for x must be 1dent1cal which ‘in turn means that the

two tuples are’ identical This of course cannot be so because a set

_ cannot have two identical elementst It should be noted ‘that xn does

not have’ to stand for a 51ngle varlable but may actually be a group of

\ .

variables. If we now- state that ordering of values in tuples of a

/
relation is immaterial as long as the values can be assoc1ated w1th the

-appropriate variables we ~can generalize the definition of a function

,further and state that a relation is a. functicn as long- as there is a

: _proper subset of variables whose values uniquely identify tuples within

U

the relation.. Thus a relation is a function if ‘there is a candidate key

which does. not use ‘all the variables in the tuples and leaves some

variables to be functionally' dependent upon ‘the candidate key. - After”

this brief digre331on we will now continue with ‘the work of Codd.
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Codd's .Second Normal.Form

The Second”Normal-Fornﬂ(SNF) defined by Codd can best be described by
the following example. ConSider the relation type (job #, work activity
#, material type # -.of material placed quantity - of material placed,

date - job start). Let us assume that there can only be placed one type

of material in a given work actiVity and there is only one starting date

for a job. A candidate key is then the. combination consisting of "job #"

L\-’

‘and "work activity #" In fact it is the only* candidate -kKey and

therefore ‘also the primary key.- Let us ‘now- consider a particular.

instance of this relation type.

S (10010, 1, a, 4, 79.10.23)
(10010, 2, b, 3, 79.10.23)
(10010, 3, a, 5, 79.10.23)

(10011,-1, b, 8, 79.01.14)

The "date-job startn 1s identical in seme of the tuples and only changesﬂ

from one tuple to the next as the "job #n changes., In fact in this

instance of .the relation type ‘the “date-job start" is functionally
dependent upon the "job #" Basedwon an understanding of the information
represénted. by the data it is expected that for all instances of this
relation type the above will be true. If there are a large number ~f
’possible work activities for a- particular Jjob-the "date-job start" values
would be repeated a large number * of times without prOViding additional
inrormation._ It would be better to split 1nstances or the relation type

into:
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(Job #, work activity #;p‘material>rtype;”#“_ggﬁof materialpmplaced,
quantity-of material placed) = - R
and . . .

(Job #, date;Job start)

Although the unsplit relation is in lNF it is not considered to be in

SNF. " The two relations into which the former relation is split are.-

however in SNF. The first: relation has as the only candidate key the

combination of the variables "Job #" and "work activity #"' Every

'variable is . dependent upon the entire candidate key and not on a subset

of the variables making up the candidate key. (called full dependence by

Codd)f In the second relation a candidate key is "Job #" and again each
. non-candidate key variable is fully‘de; ~dent upon the, candidatelk!y; .

As another example consider the relat.n type (job #, work activ1ty
#, account 'code, material type #, quantity—of material placed
amount—Job-account). Assume for this example that there .are several work
actiVities per'Job several material types ror ‘each work activ1ty and

‘several accounts for each Job. The quantity of material placed is the

quantity of material - for a particular material type, job and work

- activity combination. The only candidate key in this\ ‘case 1s the

combination of "Job_#" "work activity #M "account - code" and "material

type #". The variables which ‘do not participate in any candidate key are

therefore "quantity - of material placed”. and "amount-Job-account".o_Ihe
'"quantity-of material placed" isv/functionally dependent upon ;the

combination .of "Job #", "work activity #n and "material type #" and

v

_therefore not fully functionally dependent upon the candidate key. The

"amount-Job-account" is functionally dependent upon the combination ofu

-"Job #" and "account code™ and therefore not fully functionally dependent

/
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upon the candidate key either._ The relation is therefore‘ not in SNF.

The relation can ‘be decomposed intp the two SNF relations (job #, work

activity #, material type ¥, material amount) and (job # account code,‘

‘amount-Job-account) The first relation is a f‘unction with "jobﬂ #n,

"work activity " and "material type FL as independent variables and

"material amo\gnt" as the dependent variable. The second - relation is a

I‘unction with "job #n and "account code" as independent variables and
"

"amount-;)ob-account" as the dependent variable.

Codd in his definition states that a relation 1is in SNF if every

non-prime variable is t‘ully functionally depend_ent upon every candidate

key. . A prime variable according to C‘odd's" definition is one which
‘participates in at least one 'candidate,. key.‘ An example to illustrate.

that only‘ non-prime - variables have to be fully dependent upon every
candi’date»keyji—s the following: ‘

(job #, account #, job name, amount- job-acecount )

!
Let us assume that ‘for each Job there are several accounts, associated

with it and the amount corresponds to a :job and account combination. In

"this case there are ‘two-r_cand,idate keys the one being a _con’:bination “of '

"Job #" and "account’ #" and the other a coxﬁbination‘of "account #" and

"job name". This assumes 4hat each Job has a. unique name. The' ‘only

non-prime variable in- this case is "amount-Job-account" which is . f‘ully

f‘unctionally dependent\ upon both candidate keys. The "Job name" however

is ‘not . fully.f‘unctional\ly depend'ent-‘upon‘ the candidate key -consisting of

"Job #n and "account #",. nor is the "Job #n f‘ully functionally dependent |

upon . the candidate key consisting of "account #" and "job name" The job

© -

. name '.is functionally‘, dependent ‘upon the ‘combinatio_n of‘ "job #v and g
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' magcount #", otherwisE”the-combination“o?'ﬁjobu#"“and”;account<#ﬁmwould .

_ not be a ‘candidate key. & According to Codd's definition the relation

.type mentioned above is in SNF. It may be obsérqed at this pOint that.

the candidate keys within a relation must bear a one to one relationship
"to each other within a relation. By derinition a candidate key value
p01nts to only one tuple and a tuple has in it only one value for the
candidate key. Thus there is a one to one oorrespdndence~ between
candidate keys and tuples. Since each candidate key has a one to one

fcorrespondence to the tuple each‘candidate‘key must‘also have a one to

one correspondence to every other candidate key in the relation. ~ Thus in~-
the example the candidate key consisting of "job #" and "account # has a -

_one-to one,correspondence to the candidate key consisting of‘"job name™

_ and "account #" which follows from the ract that there is a one to one

| ﬂcorrespondence between "Job name" and "épb #% and the obvious one to one
_ correspondence of "account #n to itself

It may.also be noticed that the relation above although in- SNF, can

still be decomposed with a corresponding reduction in data without loss

of- information.; The two relations into which it can’ be decomposed are

i(Job #, account #, amount-job-account) and (Job #, Jjob name) If we have

say nl jcbs and n2 accounts ror each Job then an instance of the

undecompoaed relation type would consist of n;n > tuples with 4 valuesv

172
‘decomposedk would. be 3nln2+2nii A difrerence of n, (n -2)' which

'in each tuple or T values. The number of values in total for the

is considerable if n, or'n2 are large. If we - take the combination of.
"Jjob name" and "account #" to be the primary key, the "Job f", which is

'also a prime variable but not a primary key variable, is not fully -

dependent upon the primary key.v Thus the SNF;does not go far enough'in

~

N
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eliminating redundancy since it only requires that non-prime variables be
fully"‘dependent‘ upon all candidate keys. A reason for not doing the

deconpositicn is that it may be undesirable to lose‘candidate keys in the

way that the candidate key consisting of "job name" and “account #" was
) . , \ ‘

lost in the decomposition.

. . ' » N . - -

‘Another - property which- may  exist in SNF relations and  imply

redundancy is that of transitive” dependency." Removing transitive

‘ dependencp \rrom SNF relstion by further decomposition provides Third

/ .

Normal Form relations which will be discussed next.

S
2 B

Codd's Third Normal. Form

- Let us consider three groups of variables”called'a; b, and ¢ within

‘ﬂ.some relation. If npn is functionally dependent upon- nagtv and nen  is

'

functlonally dependent upoh Thr then it follows that "c" is functionally

~

; dependent upon "a" also. The .functionsl‘ dependence‘ of . on _"a"' is
'called a transitive dependency. As an example consider the relation (job_
| #, work plan #, work activity # material type # price-material type) |
Let us assume that seveqsl work plans are possible for each Job and;
‘sseveral activities are possible -for each work plan but only one msterial-i
-type can be placed as part of an ectivity._ Let us also assume that there;.
is only one price for each msterial type.f Based on the assumption the-'
'"material type #" is fgnctionallw dependent on the combination or "joo

", "work plan " and "work activfty #". . Since "price - naterial type".

is functionally dependent upon the "material type #$m it is transitively

. dependent, and therefore calso functionally dependent, ’ upon "the,

iinlcombination consisting of "Job #" "uork plan #" and "work activity #"

'fThe ccmbination consisting of "job #" "werk plan #“ and "work activity_
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#" is therefore a candidate key. In fact it is the only candidate key.

Thevt non-prime variables are “thereforeu "material " type #n and
"prid“e-material’ type". 1In this case both non- prime variables are mlly
dependent upon'all candidate keys and the relation is in SNF. Within-any
particthlar instance of this relation type we expect_the range of material
types to have fewer unique values than the number of tuples’ since
fotherwise‘the "material type #" would ‘be a candidate key. (i.e. Each
tuple - would have a unique' value for material type #.) Since the
" "material type #" points to a "price-material type" the "price-material-

v

type" would be repeated unnecessarily. The redundancy can'be removed %%

) "3

- decomposing the relation into the two types (Job # work plan ¥, worfh
' activity #, material type #) and (material type # price-materiab type)
" Let us call the variable or group of variables through which a variable’
is dependent upon..she candidate key an intermediate variable. Thei,
intermediate variable or group of variable oannot. be a proper subset of a.
candidate key since then the variable in question wo&,}d not be fully.
dependent upon every candidate key. The definition of Third Normal Form
(TNF) according to Codd iS' "a relation r is in the Third Normal Form if ) g

it isn in SNF and e'Very non-prime variable of r is non- transitively

dependent on each candidate key of r". At{ﬁhis point it{; may be

4

appropriate to make some more comments on the normai forms. - f T o ,
The purpose of‘ the “1NF is to have\ a representation whioh ‘can be -
examined for decomposition to Second and Third Normal Forms. The reason

f‘or decomposition to produce Second and Third Normal Forms is to

eliminate redundancies without reducing- inf‘ormation. - If‘ -a variable
"within a relation is: f‘unctionally dependent on something other - than- a

candidate key the variable is dependent upon a variable or group of i




3

variables which varies less than the candidate key i.e. the number of
values- -in- aﬁy instance- of the relation type is’ less than the number of
tuples. The relation between the dependent and.independent variables ocan
therefore be demonstrated more efficiently if separated from_the'restiof
the relation‘ .For example in the relation (job #,’date - Job start,
account code, amount-jobfaccount) the variable "date - Sob start" is
debendent upon a ~variable i.e. “Job #" whose range of valuis in any
instance of the relation type is smaller in number than- the nSmber of
tuples within the -instance of the relation type. If a yariable is not
fully functionally dependent upon every candidate key then the variable
is functionally dependent upon a proper subset of at least one of the

candidate‘keys, The_range of valués for a subset of a candidate key must

be hsmaller in number then’ tﬁe number of tuples otherwise the proper

subset would be a candidate key and the other would not be a candidate

e

'key (1 e. Uthe set of variables of which it is a subset) ‘Again if a
relation is in SNF but not in ‘TNF there is a variabll which is non-prime
and functionally dependent upcn-a variable or group of variables which is

. hot a candidate key and therefore varies less than the candidate keys.

Boyce - Codd Normal Form.
Returning now to Ccdd's work let us consider again the example (job
#, Job name, account code, amount-Job-account) This relation is in TNF

»although certain variables are functionally dependent upon variables with

a smaller range than the’ set of tuples itself. The variable "Job name"

is functionally dependent upon the variable "Jjob #" which has a smaller

range than the combination consisting of "job #" and "account code" which‘

/-

"15 a candidate key. Similarly, the variable "job #" is functionally

N /
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eredggﬁt“Upon a variabie‘i.e. "job name" which has a sgaller Eange than
the combination consisting of "job name" and "account code" which is a
candidate key. It is obvious:that this relation can be decompgsed into
the two relations {(Jjob #, account, amoupt-job—account) ahd {Jjob #; job
n;he) without loss of informétion. In the undecomposed relation there is
a functional dependenéy such that'the range of the indepeﬁdent variable
in the funcﬁioﬁ is smaller than the number of tuples in the relation. In
the undecomposed relation "job name™ is functionally dependent upon "job
_ #". This relation between "job #" and "job name" can be expressed using
a smaller number of tuples than the number of tuples included in the
undgéomposed relatibn. For a relation to be ;n TNF it is'only required
that . all nbn-prime variables must be dependent on Vnothing less than
candidate keys. Thué the undecomposed relaﬁion is in.ﬁhe TNF.

The Boyce-Codd Normél Form (BCNF) goes further to exclude redundancy
in that no fqnctionai‘depenQencies are included in a relation in BCNF

which q?n be eiBbesséd or . répresented in a smaller set of“tuples.

Formally in the present writers words: _é relation type is in the BCNF‘éf

every relation bélonging to i the type has the property that every:

"functional dependency in:the‘relation is suéh that tbé cardinality of the
set of’vélues of the iddependgnt’Variable is equal to the cardinality‘of

the relation. This is equivalent to the gefinition provided in FAG-T7

which states: "a relation schema r is in BCNF if, whenever a non-triviél

f’unétic’al depencency x-2>y holds. in r then so. does the . functional

dependency x-2”a for every column name .a of r". A trivial functional
. t ) '

depehdeqcy is the dependency which- exists between a set of variables

considered as the independent variable and a variable whieh is part of

the set of variables. For examplé it is always }rué that (x,, o
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XB)-Z7 X5. In the definition above the fact that x-> a. for every

. } . K
. column name "a" of r implies that x is a candidate key. The definition{

thus states that whenever there is a non-trivial functiénal dependency%

- .

within a relation in BCNF then the independent variables must ha?gm@%
range equal invcardinality to the range of the set of tuples which?l§;
équi;alent to séying that the independent variables make up a candidate®,
key. ' TheArelétion~type_(Job #, Jjob name, aééount #, amount-Jéb éccouni) '
is not in BCNF since Jo.b name is dependent on Job #>which is not a
candiéate key. The relation type (Jjob #, account #, ampunt-job-account)
is in BCNF since the only non-trivial dependency is between "job #" and ‘
"account #" as independent varlables and "amount-job-account" as the
depeﬁdent variable 'Qith the independent variables constituting_ a
candidate key. ' : ‘

It -may be noticed that d%&ompo;ing a relation to 'obtain BCNF
relations may have fﬁe effec? of” removing candidate keys. Thus in the
éxampie the candidate key consisting of the comﬁinétion of "job name" ;rd

"accéuntv #" is lost if thg »origi&él relation is broken into the ftw6:
Arel;tions (job #, accéunt'#, amount-job-account) and (job #, job pame).‘
On the other hand the definition of TNF is shcﬁ ’that in Sroducing a
relation of INF'candidate keys need not be destroyed. This is becauseb
prime 'variables ‘ arel allowed ' to Dbe funétion;ily ‘dependent' upon

non-candidaﬁe kéys; |

As a more complex e*amble considef.the relation type (job #,  work
plan #, activity #, location identifier, date of activity, material type
#, quantity of material placéd). Let us assume thit each tuple in the

relation cérresponds to a different activity which may be identified

either byga‘eombination of "job #", "workplan #" and Paétivity'#" or by



/\'\.

the combination of "location identifier“ and "date of activity". The
latter assumes 1&hatf-on1y- one. activity takes  place at a .particular

location on a given'date. The functional dependencies are:

(Jjob #, work plan #, activity #)‘-7location identifier
>date of activity
e>materlal‘type #
->quantity of material placed-
(location identifier, date of . => Job # ‘
activity) ' : .
-> workplan #. s
> actiﬂty ¢ P
L P material type ¢ |

' ‘-;>quantity of material placed

In each functional dependency the independent variab ec constitute a
candidate key and therefore the relation is in BCNF. Thusk all functional
|
}
|

dependencies are the result of keys.

104 TSRO _'” qg

Fourth Normal Form

Another norhal form .called Fourth Normal Form (FNF) descrlbed by
.Fagin in a paper called "Multi-valued dependencies and a new normal form
for relational databases" (FAG-TT) will now be discussed. The 1dea of
multi1yalued dependency plays a key role in the concept of FNF and w111 R
therefore be discussed first. ‘

Consider the relation type (job #, date-job start, work plan #) In
any. occurrence of this relatlgn type there wlll be a unique "date- Job
start" for. a particular "Jjob-#" or in other words 1f two tuples agree in

"job #" they will also agree in "date-Job start" By det‘inition the

El
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"date-job start" is functionally dependent upon "job #"., On the other
L} .

' _hand if it .is assumed that. for each job there are_severalrwork,plensvthen :

the same cannot be seid for the relationship between "Job 4" and
"workplan #", Intuitively it is felt however that for each "job #" there
is a unique set of workplan #'s. Thus "workplan M is dependent upon
Mjob #" in some sense. This dependency. is called multi-valued

~

dependency. .Let us now conSiderVan instance-of the apove relationehip

type tre

(1000, 79-10-05, 1)
(1000, 79-10-05, 2)
:(1009,'79-10-05: 3N ,
(1001, 79-11-01, 1) |
- (1001, 79-11-01, 2)

K

A different relation providing the same information is

. [1000, 79-10-05, (1, 2, 3)]

(1001, 79-11-01, (1, 2)]

The variables in this case are "Job #", "date Job start" and "work plan -

#" set identifier. This demonstrates that a multi-valued dependency can

be converted into a functional\:?ependency by considering a different

variable. The dependent variable is ‘a set of values rather than single

’

. 'value. It should be remembered however that the latter relation is not

in Codd's lNF. This point will be discussed further when an evaluation

L is made of the FNF.

As another example consider the relation ‘type. (Job #, work eetivity

#, material type 4, employee #, amount-rate of pay for employee on Job)

53
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An instance of this relation is

(1000, 1, a, 2000, 10)
(1000, 1,-a, 2000, 12)
(1000, 1, a, 2000, 1)
(1oto,d2,'b, 2000, 10)
(;oooalz;db, 2000, 12)
(1000;‘2, b, 2000, 11)
‘(1001,;1,:é, 3000, o9>'h

(1001, 1, c¢,. 3005, 13).

Let us now replace thiS'relation by the relation consisting of two

-
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tuples which is not in 1NF beeause it does not have 31ngle values for"'

components. i e. . N Lo
v \ .

T

[1000 [(l a),(2, b)] { (2000,10), (2000, 12) (20001 ll)]]

[1001 [(1 c)] [[(3000 9), (3005, 13)]] '

-

e In this cas it 1s easy to see that for each ‘value of the "Job #"

variablé there ig a unique set of "work actlvity AR and "materlal type #"

ombinations. Also for each "Job #v there is a unique set of "employee'

'#“ and "amount—rate of'pay"-combinatione. ‘Thus thereAis~a~multi-valned

dependency betueen "Job‘ #”‘ and‘ the combination eOnsisting of "work'_v!

activity #“ and "material type #n and a multi-valued dependency betweenf_,-

"Job - and the comblnation consisting of "employee #" and "amount-rate'

'_ of pay".

It may be noticed that a statement about-multl-valued dependency is’
' really a statement about independency. ' The relation above has -the -

,property that nfor ‘a part;cular valuev,of '"Job #n the -values fon _thewnm



. combination consisting of "work activity #" and "material type #" are

independent_ of the values for the remaining variables in the tuples.'

v

Also if we take_a particular "jcb’#" the range of values obtained for the

combination consisting of "employee #"<and-"amount;nate of pay" is the
same regardless of the value for the combination consisting or "work
activity #" and "material type #". Thus if job # = 1000, work activ1ty #

= 1 and material type # = a, the range of the combination consisting of

‘"employee # and "amount—rate of pay" is [(2000 10), (2000, 12), (2001,

11)]. If Job # = 1000, work activity # = 2 and material type = b, the

range of the combination conszsting of "employee #" and "amount-rate of
R

pay" 1s the same.‘ The same-applies if the Jjob # = 1001. Let us now

‘con31der the relation obtained from the previous one by removing one of -

’the tuples, say the first one. In that case ‘the range'of values for the
' combination consisting of "employee v and "amount-rate of pay" for jobt #
= 1000, work activity # = 1 and material type # = a is [(2000, 12},

(2001, 11)] while for work activity # = 2 and material type # = b, the

range ig [(2000, 10), (2000, 12), (2001, 11)]. Therefore for this new

,relation:.it 'cannet<'be said that values ~obtained for' the ‘combination -

¢

) consisting of - "employee #" and "amount- rate of pay" for a particular Jjob

number is independent of the values for the combination consisting of‘a

"wonk activity #n and."material type*#". -Therefore neither combination

is'multi-valued‘dependentgupcn "job #M.

After ‘these _brief‘ examples” let us- -now conSider - some formal
N

'definitions. First we define- independency. Within a relation .two

»

N

'variables are independent of each other irf with every value of the one

variable there appears in some tuple every value of the~other variable, -

- where every value—means every value .in their respedtive‘ranges defined’by

~—
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~the ~set -of tuples.  The definition “implies that  in 'the* case of two.

variables which are 1ndependent of each other we obtain, by considering

\ =

only the components corresponding to the variables, a relation which is

the Cartesian product o€ the two ranges corresponding to the two

: variables: The definition for independence between two sets of variables
within_a relatioh is similar, the difference being that the ranges are
not Single values but tuples. Returning to;the example consider the two
sets-of variables: the combination consisting of "work activity,#" and
"mater1a1 type #" and the combination consisting of "employee #" and
"amount-rate of pay" The range for the first-set of variables is (1,
a), (2, b), (1, c) while 'the range‘for‘thefsecond'set.of variables is

(éOOO, 10), (2000, 12), (2001, ll), (3000 9), (3005, 13). Since the

Cartesian product of these two sets has 15 elements in it while the

N

_relation has only 8 tuples it is obvious that by definition the two sets

of variables are. not independent., ‘

Q ‘ o _ y
Let us now consider a weaker sense of independence. Two variables in
. N ) ) '\ . N

a_relation,areAihdependent of each other with respect to aithird variable

_ in ‘the relation. if the two variables are’ 1nde@endent of each other in the '

stronger sense for each particular value of the third variable.' Thus-if v

.

we div1de the relation into separate relations by grouping “tuples. with

} independent within each of the separate relations. The definition is -

'similar for sets of variables if‘ we remember that values are tuples

: rather than single values.‘ Returning to the example consider the - three

sets of variables vjob ¢%, as. one variable, the combination con31st1ng of
© "work act1v1ty #" and “material type. F1y as. anotheﬁ set . and the

combination consisting of "employee #" and "amount ﬂhte of pay" as the

h
v
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third set. Let us then divide the relation into separate relations

according to "job #".
We obtain ,
. (1000,1,a,2000,10) (1001,1,¢,3000,09)
(1ooo”i,a,2ooo,12) (1001,1,¢,3005,13)
(1000,1,a,2001,11)
(1000,2,b;2000,10)
(1000, 2,b,2000,12)
 (1000,2,,2001,11) »
If we ignore the " job #" in the first relation the relation is the

Cartesian product of - two sets of variables ie. [(1, a), (2,b)] «x

[(2000 10), (2000 ,12), (2001 ll)] Similarly if we ignore the "Job #" in

the second relation we obtaig&the Cartesian product [Qa, c)] X [(3000 9),

(3005 13)] The relation cdn be written as: N T .

_(1000,[l,a)%(2,b)] x [(2000,10), (2000,12),(2001,11) 1)

- (1001,[(1,e)] x [(3000,09),(3005,13)])

In the relations above, obtained by partitioning the original relation by

Job - #, the two sets,of;variables are independent of each. other. With

3

this  definition of independence it -is ‘ straight forward to define -

-‘dependency. -

A definition of - multi-valued dependency can be made in terms of

independency as follows. A set of variables y is multi-valued dependent.
upon another set of variables X if the remaining set of‘ variables z.
.Alwithin the. relat is independent of the' set of variables y with respect ‘
‘to the set of. variables x. Since the independence is symmetrical it can

be said that if y is multi-valued dependent on X and if z includes the

<
\
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remaining set of variables, z-is also~mu1ti-valued»dependent-op'x.

It is now possible to define the Fourth Normal Form as proposed by :

Fagin (FAG-T7) in whose words "é"relation.schema R# is in Fourth Normal
Form if, wheneter a non-tri#iallmulﬁiyyalued dependency. x->2y holds for
" R#, then  so does the funétional dependency x-? a for every tglumn name

"a" of R#". This mééns-that all debendgncies, multi-valued or not, must

have x for the independent variables.. ~-In other words all dependencies

are the results of keys; Let us again consider the example (Jjob #, work

.actiyity #, material type #, employee #, amount - rate of pay). -In this

case the combination consisting of "work activity #" and "material type

#" is multi-valued dependent - upon "Job1.#“ as is the  combination
o 7 : R i
-consisting of "employee #" and "amount - rate of pay". Decomposing this

relation type .we obtain the two relation types (Job #, work activity'#,
’matérialftype #) and (Job #, employee #, amount - rate of pay).  An

- instance of the undecomposed relation type is

(1000,1,a,2000,20) -~ i

(1000,1,a,206o,12)
(2000,2,b,2000,11)
(1000,2,b,2000,10)
(1609,2,b,2ooo,12) S AN
(1000,2,5,2000,11)
(1oqi,1,c,3600,09)@

(1001,1,¢,3005,13)
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The corresponding instances of the component relations are

(1000 s a) (1000,2000,10)

(1000, 2, b) and  (1000,2000,12)-

The . one.'éng.,onli"caodidate: gy for the first of the above twio
relations is the combination consisting of‘"Job #$n, "work activity #" and
"material type #" while the one ‘and only candidate key for the second is

the combination consisting of . "Job ‘#", "employee #" and "amount rate of

pay"._ Although Tt cannot be said for the two instances above ‘it is true
that. for . the two relation types of which the above are instances that

there are _no non-trivial _/multi-valued dependencies. A trivial

muiti-valued dependency is that within the relation (x,y) itAis elways

‘true that x127y.- Thus the two relation types are in FNF.
.vﬁw N

Fourth Normal Form vs the Other: Normal 'Forms

Since functional dependency is a special case of multi-valued
dependency the definition ot FNF implies that 1r a relation is in FNF it

is also in BCNF. If a relation is in BCNF it is not necessarily in FNF

howéver. Let "us assume - that (x 'Vié, x ) /is a relation such’ that

—>7 x2 and b'¢ ->>x The relation -is: in‘ BCNF because it is all

key but it is. not in FNF and can be decomposed into the two relations

( l’ xz) and (xl, x3) .'~{ ‘ "'9- . x“ '{; L dﬂ 7

.-

Let us now take a closer look ﬁt the FN!.' The FNF implies the BCNF

which implies the. INF- and -80 on. Therefore it is usual to consider the

\
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conversion to FNF to be the final step in decomposing a relation. A
relation is in FNF if there.are no strictly multi-valued dependencies and

‘the runctional dependencies are the results of keys It is therefore

~common to think of a reduction in redundancy in going from 1NF, to SNF‘

to- TNF, to BG\IF and f‘inally to FNF. Is the removal of‘ multi-—valued

dependencies really a step however which follows reduction to the BCNF?

& ta

Removal of multi-valued dependencies can also be seen as a step preceding

reduction to 1NF. This can be illustrated by the example ot the relation

/
[ 7

not in 1INF ie.

{1000, [(1 al, (2 b)] [(2000 10), (2000 12) (2001 ll)]]

[1001 [, c)J [(3000 9) (3005 13)1]

-

The:simplest way. of'converting this relation to an-equivalent-relation in

; lNF is to simply expand each tuple into several tuples giving the -

relation as per example in the beginning of this section. However that

B

s not.the usual way tovconvert this to the'lNF. If we' describe the f

i non-normalized fbrm in hierarchical form it immediately becomes obvious

how the relation should be converted to lNF. In hierarchical fcrm‘the

'  relation becomes

r(1601)- ) ’
'-&1,a) - (2ooo,iorﬁ-j_‘
: A£;(2 5 | - :‘(2000"12)?—-~ |
‘”_(1,0¥h—fﬁ‘ o o010 ¢
| >"-*3ooo 09) #5;
’ o '4(3005313)
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This may beoconverted into the two 1NF relations

' (1000,1,a)
(1000,2,b)
é

- (1001,1,¢)

Lt
o

'rhese two relations are al@o in. m 'rhus ir a relation is converted
to 1NF . properly the multi-vﬂlued dependencies will be removedoand the__ -

~ relation will also be in FNF.

Multsiv_va,lued Dependencies and Hierarchical Relations .

~ (1000,2000,10)
(1000,2000,12)

. (1000,2001,11)

(1001,3000,09)

(1061,3005;13),

'

'I‘he following is intended to show the similarity between multi-valued'

dependency and the hierarchical form oP a relation. Consider the

following : diagram. o

E:ach node in the diagram

that a tuple of type "a" is connected to 0 or more tuples or type "b" and

-0, or more tuples of type "c".

representing sets of- variableé

-
-

. - .
' . L= v
- . . -
: ' .

above represent a set of tuples whose

K

' components are g:hple values. The diasram is to be interpreted tc mean

He can also think of the nodes as -

"’b'! represents the set of variables bl' 2{_-5- j

. n”
’ bm and r?resents the. \set : of variables °1 2, cn.i@._l‘he_-

variables J- " 32" 7-:-'-- an take on values which form the components/

ot‘ the tuples in ~the relatien&.

He can now. also think of "a" as being a

'%s "a" repres%nts the set, of variables‘ -



. - ' o ~
variable,‘g_value for which iS‘the set off values for the variables a;,.
85, --- a,. A value of’"a" is a specific tuple b!longing to the set
\)of tuples identified by the letter Ma". The graph may now be interpreted | N /
.in the following manner. ‘The fact that "a" points to "b" means that a ‘/
particular occurrence or value of "a" is associated with or points to 0 /
‘ or more values of "o and is associated with or points to. 0 or . morelz
values of "e". This graph also indicates that a particular value of "b" i
is associated with exactly one value of "a" and a particuler value of "c" |
is associated with exactly one value of "a", assuming tnit values of "b" é
and "c".are not repeated. Thus each value of "a" points to a set or ’ .
‘values of "b" and a set of values of "¢" where the sets may be empty.
~ ' The dia& clearly indicates that the set of valueﬁfor "b" pointed

I y

to by a “value of "a" is independent of the value ror "c" f' Thus the

s

variab es "b" and "c" are independent of each other with respect to "a"

— -

‘and "b" and "c"'are therefore ‘multi-valued dependent upon "a" ‘Thusvye

-%r.can also wfitef' -;i’b a ~:£>c. ' : o ﬁ/

with values. "

ey o

o : SR

TAR-1000, 7982 e -
4’»"&——(1001 80- -au)-——-:, . T

[
| oo,00 T
. oo o W
EA A %101,12) St
“ - %105,10) ) S
e - hsoog - \_ |




This hierarchical form can be.expreSSéd by %n; normalized relation as )
A ~ R -
(1000, 79-8-23, 1, 79-8-12, 100, 10)
(1000, 79-8-23, 2, 79-9-25, 100, 10) :
N f o

(1001, 80-1-24, 1, 80-1-24, 101, 12)

(1001, 80-1-24, 1, 80-13%4, 105, 10)

‘=5f4ﬂ (1001, 80-1+34, 1, 80-1-24, 500, 11)
 @oo1, 80-1-2MO 2, 80-2-29, 101, 12)

'(1601 80-1-2u #2; 80-2-20, 105, 10)

v (1001, 80-1—%" 2 80-2-29, 500, .11) .

‘ e St . . '
- The .tuples are obtained by_taking a particular value of "a", a value

of "p¥ that goes with‘it anb all the-values .of "c" that go with this

!

value of “a" Thus for each value of a® e generate tuples by combininqr

‘the Cartesian product of valhes oT*"b" and "c" that go with ite

The hlerarchical relatlon however can also be replaced by the

'fol.lqu‘ing two relations. - /,’ S

| é i ‘ Wy
‘ (1o 0, 79-8-23, 1, 79-8-12) .
o o - 19-8-22) |
S t o (1¢oo 79-8- -23, 2, 79-9-25)
(3001, 80-1-24, 1, 80-1-24) . o
' . (1001% 80-1-24, 2, 80-2-29) - o
. dnd ) _" -
"'”'f'nclooo 19-823, 100, 10)
| (1001 80-1-24, 101, 12) i ' ]
;:(1001,‘80-1-2u,‘105; 100 e e E
- (1001, 80-1-2, 500, 11) & 77 v
A e | - - s
t, (S '; M ','Q i ‘;
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These two relations are a, dec'omposition 6!‘ the fofmer relation obtained
:by splitting the original relation according to :mdependency. '
,»,‘ .r‘ ' A sJ,ightly more complicated hierachial relation can be repreqented by

the following graph -

e LN : -
D N . X - e e -k
z . . Cee .

. . B C e

rThiS gr{‘h ,is equivahnt t0u

WS eemgtt 3 . ol - .y
. ] 4\ = h: g >
‘bl i R . ;. . . o+ 5»"3‘(‘ " ) \
‘ - = v, v AT .
. ce T e -
’fﬁf'.v' . o
' . ‘ .a ->e
'3
= a->f
w . “
. . b ->c -
FOTI b ->d
e )

‘. Thus ‘"b"‘,‘* "'e"-:and' "f" are -pai'fwi‘se ii:depgndent of each other for

5t Co '

A every value of nah, "C" and "d" are 1ndependent of each other' for every

'combined value of. "a" and "b" _ If values of‘ "b" are’ not repeat.ed then
B <&
’"c" and "d" are also independent of ‘each other &Y,Qvery value '%f‘ "b" A
) L B
particular rclaticm of‘ ‘the kbove form is - .
| —3& ,
.'a . " " A:é".' , ‘ s .‘:
: - ’?' A e, ¥ \{




Where a,, a5 are values' of  "a"; by, b

values of "b" and so on.

)

b3,

by» Dby

It must be emphasized that a._, a,, ete.,

are€ -

are constant values here ra@r than being variables as in a previous

example. These values may in general be tuples. . Replacing the above ‘by '

one normalized relation we obtain:
ot LA . (819 bll
N o B byyegs dyy e, 1))

cll dl) el) rl)

‘(al! by ey, dz,xel, fl)

(a;) bl’ cls:dzr 321 :I)
e, fl)
e, fl)

'el;'fll

'1(a1’,b2i 02,113,
’ (al’ b'z, 02, ds,

(a,, b

‘c d
| | N Lf 2! ?’ 39
Y . »',. "?1.' "b2',103, d3, 32, fl)
Ete. - .

S At e

The.hiebarchical relation ean also be represented by thﬁ four n&rmaiized,

relations as - - ‘ }.‘;_

1y
\



ahd

anq

@),

(al,

and

(a,,

.This ends the ekplanation of the normalization process

o Joessage model ofiLahgeférs will be considered next.

bys cl)
b,, c2)
b,, c3)
b3, cu)

b3 %)

(az, by c6)

bl{’di) (azy buo q")

bl? dé): (f2g bur ds)

b,, d

21 \3)

e))  (ay, e5)

e

ez)' (a2,'eu)

fl) (aé; fz)

pr

~ .
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CH APTI\BR 6

LEEN
!

THE MESSAGE MODEL OF LANGEFORS Y

AR e

e—message for short. Elementary messw @c&f like statements or
sentences. ~The words in the sentence are analogous to data terms.

Alth-ough words do have meaning and infomation associated with a given

t ¢

"sentence -is ’de,pendent upon the 'meaning -associated with the words in the

4

sentence, the words do' not carry infomation‘ on their own. Thus to say

-8

"cat" does not provide any inf‘omnation but to say "The ‘cat is a domestic

e

- animal" does provide information. "In’ the words of Bar-Hillel "Nothing
short of a statement conveys information, and this information is not
o built up piecemeal from an accumulation of the information carried by

each signal ---" (BAR-65).I Since infomation is normelly communicated by

‘means of sentences a basic understanding of‘ infomation can be obtained

by considering sentence structure.

N

A sentence 'is a group of . words stat)ii‘ng,' as‘king,' commanding,

‘ -

requesting: or exclaimihg something and usually consists of a subject and.

predioate.g',‘rhe sﬁbject 6n the other hand is the word or group of words

B I

: in a sen‘t&:ﬁe sl;out which something is said and- which serves as the

2 ,
starting —peint of the n, except in passive constructions. The -

w !

redicate R u rd 0 ro of ttbrds that make a statement about the
P ,b fﬁs g r s tr* 2"

_ subject or s clause or sentence.‘}‘lnr ],o ‘a pr-edicate is something that

2

is af‘f‘imed or denied about= the ﬂb}ﬁt }f 2 proposition. Some examples :

of - 'séﬁﬁnoe; with predic!ete underlined are "The wind blows" "The wi.nd v

O I

blows from the east" "John threw the ball" and "Gr-ass is a. Elant" The

3

iy

E]

BV

o]

-Central to ‘Langefor's model is what he: calls;an---elementar-y message or - -



we

predicate i ‘turn consists of an object which is a noun or substantative

that directly»or=indirectly'reqeives the action of a verb. . For example

"Give me the book". "Me" is the indirect object while "book""is'the‘

direct object. -

-Thus Vai sentence says 'something:>about‘ an ocecurrence be"aﬁ entity
type. lhe entity about which something is said is the subject of'the
sentence. The part of the sentence which says something about the entity
is called the predicate. The predicate on the othenphand can either give
a property of the entity which'is the subJect or it can indicate'hOW'the
entity is related to another entity which then plays the role of object

-

in the Sentence.  For example, consider: the sentence - "Jack owns the car

“with 1icence lu6B" in whioh case the. predicate -indicates how ‘a. certain

. entity is related to the subject.entity, In this se "car with licence

+

1uea" is the object. of the Sentencea - Let .usg afSov consider.. the

complementary sentence "The car with licence 1"68 is owned by Jack" Inv;

»this case "Car with'licence luﬁﬁ"‘is the subJect while "Jack" is the

- .

object. Both sentences are equivalent semantically and provide the same_

infonmation., Rather than saying that the sentence says something about

-some entity it would: perhaps be better to say that the sentence indi@ates

_ howftwo entities are related._ Let us now considen anothen example i.e.:"

»"Jack weighs 100 lbs"'f In this case "Jack" is the subject while "weighs
100 1bs™ is the predicate.. It is difficult in this case to come up with.

a complement of the senteﬂoe as,we-hid in ‘the previous example unless we K

."V'

say "The set of objects which weigheloo lbs has Jack ‘as one " of it'sv

So far the sentences have consisted of elther a. pair of entities with

a certain relationship qr an entity with an attribute. Something ‘which

68

'a;fﬂu

x



s

_is implicit is the idea of time. Thus the sentence i"rhe car with 1icence
146B is ovned by .Jack" should really say "The car with licence lll6B is

‘presently owned by Jack".

__According to Langefors ‘the basic unit of information consists of‘ at

least three parts which are concepts. They are an object concept, an
attribute ‘concept and the, time attribute, or an object conceptl, a
relationship concept, another object concept and the time attribute.‘ In
the example ebwe one of the objects is represented bg, the words "'rhe‘car

with licence- lll6B"., 'I‘he other object is represented by the word nJack"
£
'while the relationshﬁp is represented by the words "owned by".

N et

In the case above the two objects &uniquely identif‘ied but ‘this is
W

not aluays so. For example consider the statement "Jac‘k owns a red car

at the present time" 'In this case one of the objects is uniquely

identified'within some context that is, while the other object is not

unique‘ly identified. Instead some of the non-unique properties of the
,second object are indicated. That is the properties of the second object

are those shared by the class of objects called cars and the property of -

being red. ,
4 . .
Returning now to the previous example we see that it is not so- much

_dirferent if we adnit that the words "the car with lieence ll!6B'*‘.tlso

‘state the properties of an object i.e. the object is of type "car" and it
has licence #llléB.” The diff‘erence 'is that the object is identified

uniquely by its properties.'%*’ G

~ We .can analyze the basic components of a message further by stating

b. that it consists of (1) prOperties ‘of an object (2) properties of a.
‘ second object (3) a relationship between the two objects and (ll) the time.‘

:pr‘operty of the. relationship or (l) properties of an object (2) other"



thought of as representing an object.

properties of the same object (3) the tige property. The,properties of
the object may or may not uniquely be,used to represent the'object.
v Let ui'now use another example to illustrate the duality between

object-role and attribute. Cohaider the statement-

.T:~,

40,

~date Dec 1, 1944.n

~

»

PN

We can describe this message, by sayiné that it depicts the re tionship

'between; two 'objects,v the first.abeing represented by the properties
. "person" and "employee number 3000" and the second being represented by

'the properties "day" and "Dec 1, lQMM" We can also say however that the

message depicts the attribute of an object represented by the properties

ﬁpersqn" and "employee number 3000?.. The point of view we select depends’

strictly upon cOnvemience and upon other messages that we ‘want to prelate

to this message. If we have other messages which say.scmethiﬂé§§bout
particular days then obviously,the day with date'Dec‘l, 1944 should be

To see how it is‘abmetimes simpler to consider object-relationship

s T
s

‘pairs rather then attributes let us assume we are dealing with ‘the object

-

types persons, days,'wceks;lamdiyears with roles'oﬁ birth, death and

marriage. what we have is H object types and 3 role “types or 7
cpncepts. Each of the object types days, weeks and years can be combined

with each of the roles birth, death and- marriage giving 9 attributes or a

total ot 10 basic-concepts. Thia demonstrates the: facterizing effect we

‘-'get by cOnsidering objects and roles .instead of attributes whenever

.\l

possible.

I "The person with employee number 3b00 was born on the day with.

70
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k‘q‘rn-
e

‘ have explained what is meant by an e-message or elementar'y message. An

.‘ .
- .
1’“"!‘ P

Let us now consider some more terms defined by Langefors., So far we

v
L

-e-concept.  An e-concept is another word for e-message type. Up to this

point we have only considered information and although we cannot discuss
information without some form of nepresentation it is not the
repr-ese'ntation that has _been-the focus of our interest. |
'For_ an e-message 'to be communicated a representation is nequired.
This repr‘esentation is called an .e-entry by Langef‘o\r's. The texjm e-e?itry
is used as opposed to e-record because the word record ‘snggests a
contiguously stored set of symbols. A set of e-entries is called an
e-f‘ile‘.‘ | |
" The importance of‘ the concept defined by Langef‘ors, lies in the fact

that! recognizes the various stagee ot‘ systems development. During the

“initial stages ‘the -messages are considered without regard t‘or'

re_presenta-tidns.' DurfngS the f’ollowing stages repr-esentations for- the

e-messages are .decided wupon. These r‘epresentations are ' still~

" importance ‘to the -nser. Dur-ing the final stages of development
2 \

-considers at least tuo models of the data base. One‘ is called th'eA

‘.inf‘ological model while the other is called the datalogicel model. In‘

,representations for computer storage are to be considered. Langefors

-~

the infological model only inf‘omation is considered while  in thev

datalogical model the representation of the infpnnation is considered.'v .

/

’ That 1s, the reprpentation is oonsidered without regard f'or storage. '

Having discussed some of the more _common models for int‘omation

Iand/or data analysis we will next consider' a variation of - these as

prOposed by this author.

e-message on the other hand is an instance of what Langefors calls an ,.

-

[}
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.CHAPTER 7

A PROPOSAL FOR ANOTHER MODEL: THE ENTITY ROLE MODEL

RS

A model or method for describing information proposed by this author’

. Will now be considered. For. want of a better term this model may be

called the ‘Entity Role Model. ‘ o . x .

The main characteristic of the Entity Role Model is that greater
strass is placed upon G%finition of entity -types and of the roles the'
'entity types play in relationships. This means that whereas someone elée
might interpret the definition of an entity playing ‘a certain role in a
relationship to be a property of the other ‘entity, this model recognizes
the symmetry of a relationship. As an. example consider thi information

. N B

type which states that a certain person is born on a certain day. This

information type might have»the following occurrence. I
- person = Jjack -  day = 50.03.01
(person born) ~ (day on which-person was born) -

L o
i 3.4

‘The information type of which “the above'is an‘e}ample'is described or
Viewed by the Entity Role Model as follows. The information consists of
defining ‘an association betueen an occurrence. of two entity types. The\

Yoccurrence of the first entity type plays the role of . being born while

;' the cccurrence of the seeond ‘entity type pfiis the role of being the

'”, birth date. " On the other hand in a model stressing properties of '

entities'the'informationtwould be described_as follows."

" person ‘= Jjack -/ birthdate = 50.03.01 - T

»

: C . : oo , . -4

. 7.2 7/. )




\

In this case the person is considered as an entity while the birthdate is
considered as"an attribute or property.~

Let us now ahalyze the example further and look at various aspects of

the occurrence "5r"‘;£\‘ﬁ‘é‘“aassage “type or information kind.™ & Wil then'see

o\
e atae

_that the idea of attribute still plays a pert in the Entity Role Model.

= : . ‘ A
In the example the following parts are_present:‘ &
. T ' e ‘ ~
person {hg : - 1abel~tor an entity type . ‘ ,
Jack o ~--an . attribute of the occurrence of the
B N . D . . )
entity type . v
Fday . R **'-'label for an entity type :
50.03.01 - o < an attribute of the oceurrence of the_
~entity type L o
:',“?'-,‘ v . L ;L’C
_ person born. - e .~ a.role descgiptor o
+day on'which person born - a role descriptor % - %('
person name < | . 'y = name of an 8§tribute type* - ﬁj‘ii' '
date - - ° {13 o o- name of an attribute type

‘This author had great resistance to considering person name as being the;'
_1abe1 of an attribute type and similarly with date.' A survey of the -
N literature also indicatea Qome disagreement on\this point. Some-authorsr".
_ consioer the value "Jack" to be a surrogate fqr an occurrenee of the 7:
-:a»entity type person.~ A eompromiae is made here by eonsidering the personil
‘»l name to be an artifieial attribute, a special kind 'of attribute or"

identifier attributea ! Its purpose is to link information about “the :

v

M‘:'

) e el

jAck earries‘ﬁofuseful information"f

.~‘;:.’. -

/ entity type -to other information.' To.. State only that a person s name is“"h'




& N . . ’
. : N ®
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\

‘To further il'l«_ugtrate ~the.points Just made 1let us now- consider a
somewha‘t more complex exainple. The solid lines in the diagrams connect

entity types while the broken lines connect attribute types to entity

CoRYPeS..
h ‘material placed up to a certain. | ~
. day.'and on a certain job classified -
by a certain'acéount\ (material placed)
— \ :
b ~ .
<
. : ~o
Job ’ account .day | v N_
?l ' ? ) q‘ R \\.\' .
job & aocdunt #  date ‘value of material
'\u . . o i |
The entity ‘types are material, Jjob, account and day.. ' The attributes are
. ) ; . b ) : .
qu #, account?#, date and value of material. . The roles that the entity :
t - T T : P
types occurrences play (N B. not- the attributes) are sy
oo m&“‘t'erigipiageid —- Job - the Job, part of which the materiai

© was plaeed _

‘material. nleced,---'aceount - the' account which claseit‘ies the

R E plaeement as- a\n investment '
’ -mater-ia‘l pleeed _-é-- dey‘ Y the day up to which the material'~ ’
. e N . R S :
S G w Lwas pl_aeed S L iy
5 . ,F /

It is interestins to note that a value or mterial can also be

j""‘f"_--.;-kconsider-ed as a property of a set of dollars which is relatéd to the

s

"*‘"matenial placed entity. ) In this case the set of dzsrrars is considered to

ST ».be an entity type.- ‘I‘he value of material may thin be eonsidered as an.
P 1 ) .o .
tf ibute of tne set of dollars and may be called quantity. _‘i_.e. S

PR . N
Y e

e
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4

:5lj$7 o "materiallplaced ' | ‘ 41_

-
a

acc‘t’)unt . day. . -set of dollars.

o ay.
' b L '
R : ;
J
o

.
: o

ob # account# . date - quantity

Another.model'qf the message above is: e C o

entit"type

' ntégyffybe',,enﬁit' type ent%ty hype enfity type o o
s : ) [ I |/ | g S ¢
Y UL ISR S el IR A o :
' - dttribute: - attribute” — attribute = . attribute _ .

o ' :'QA B ‘1".1‘ . ‘; . | ) ‘ i . \ . . . ‘ S
~ The -four attributes now ~are  "job #", r"account’ #%, "date" and
"."quahtiti" It may be noted here that it is ‘the attributes which are

'uaually considered t? be the data element types. Another »slightly

.different point or view which is still correct ip.

s

material placed ,
- - \ LT s g

' _ ps - Lo e N : ",‘» i S
placing;j3b #:0° account # charged . date placed . . quantity placed.

P “i:., N ,"‘* ! ‘:‘. g ‘/: . ) : e o _\. - L K o \\ ) ,. . " .Av"".» .
~"¢jg£§r;butej‘i g;A-_at@yibutg R ‘attribu&el - tuﬁ-aptribptgig RPN

Lo
AR

Thus the attribut_‘¢fﬁjob #", z“aecount f“ : ”date“ and ;ngﬁ;,

’althoush basically attributea of Jobj aceOunt,_day and set of




. . A
L I o

[.respeetiyely have become direct attéibutes of the material'blaced entity
' N w )

type. <7 R

Now then what i3 the significance of the two points of view. Taking

one of the branches in the tree or the rirst point or view we have
v ‘ - ’ ‘ o ﬁc
w méterial placed Jobm-zd-= job# o ’ j
: , ¢{placing) : ‘ - ‘ e
. ] . . .
- . R . Aﬂ
A , 3 . {‘af’
o v e o
“ : The equivalent branch in the tree for the second poing olé\%few is o .
Py . ’ . T - L . o N - 8 L
“oogt A‘_;{'- . cr ' B L . v ‘.{ o
' material pieced ------ plecing Job #
o SO S
~ Thus jobemiceceao Job# is equivalent to placing Job #.“mm_hf_ o
“(placing)” , Ce _ W

q

The abtribute type "plecing Job #" ii fsbtorized into a’ ah entity‘

NS

;‘n

type b) a role for the entity type and c) an attribute for an entity type '

on-its own. The desirability of the finst point of view is that entity
‘;‘ * LI . e
types ‘are mo'e fundamental endJare derinite .parts of the o’;ect system

(
B

which the information systmu is‘to be a model of. The\attribute values

o
s

in this case are mede up and dre really not part of the obJect system.
v
Their sole purpose is to perni4 uss to taIk about the objeot system._\Let
g1 S v : ’
us now consider a slightly different example, 1.9.3‘ '

retired w
S ol

» The attribute types ih both this example, and the previous exsmple,
o oonwidering the firet point of view, ere the ]; If’we take the second




: FaF .-
I - . vie!
A .

point of view we gt f&r this example

a3

" Co ‘ material retired . .- ?. v
: .d{ “. _ :// - Alli -
' ) - EA \ e~ -~ :
.o - - ~ .
o . v — - ’ v e /’f . ;‘ * =~ N
. - K / - N
LW *» retiring jobw ‘retifing date of mater-ial retired i
- R ~° ~ ~  account # . retirement value o
~:,*'" : . "‘ Q- " ‘ . ' ‘ . : l T

‘Thu_s if we accept the _second <pointu of view we end up with four - -

addi.tional attributes'or ‘I‘our‘ edditional data ele-ent types and we don't

epricitly recognize all the various entity types involved. The t‘irst-
’yi. i

point of‘ view is somewhat extreme however in that the entity type '!set of,

dollar-s" is explicitly mentioned. “In this case it is, perhaps best to

- LG Q
drop mention of‘ "set o{ dollars" and replape it amd its role m-cmption"ﬂ

. . - . -\, x . Q)
by‘éhe att"ribute type name "value of‘ nmterial" '.at‘, o Yo i

& The advantages of the first point or view include all tﬁe hdvant

'w n - 4 ﬁ ° . }‘.

associated witp distinguishing‘ between obJect,s in the og:)ect system,.‘;_
S

which exist w@etheb or. . .not we are ntenested‘ in m_odelling them,aand»

+

[ ] e

\things used; to represent the objects in ¢ obJec,t system. If we . think

: of‘ the object system as being a set p‘ obJectst,ith relqtionships among
the obdects then the point of‘ view which cons?der-s entity type‘and role

types is much more basic than the point of view considering entity types<
. . AR ‘Tg ] \
end attribute types. - o h

ES

)

It now becomes more clear regarding what has to be done in developing

the eonoeptual model . “
~

'rhe fir‘st step is to determine the entities which are inoluded )

ObJect System, not all entities of course but only those entities.

interest. \‘l‘he next step is to classif)‘ these entities into entixty) types
‘(b

and to define each entity type. It }s n,ot expected that this step can be\
t going on to the next step whieh involves defining the\

-




- . N v
. / . b

‘goles /that occunrences of‘ en@ty types play in associatign‘ with .
W ' . & o
.occurre/nees * qthér entim types., Following this: step the~ attribute

. \F .

. types of‘ en‘titities mustf eqtif‘ied ?Carrying out this step may lead

back to e ‘?,1:‘;;‘/ st ce Judgement has to be - used to determine ;.

whether an: aWibute type sgould be described or whether an en&;ty type

a

role shouLd be% ed '.“ How :to .make this deciaion -can best be
. . . - - *Y s )
" illustrated by the .fol owing examples: ‘r‘.'-. ' 4 v . T {, : .
O . - . '- v , . A \"‘;l g ' 4 -~
o person — o7 et _colour N -
AR _(pé$soff with hair = ™ Yy (pex*sontaa
L !’ coJ‘our-) 5 - K AR ' R,
[ B2 e T - "‘"""\T”_““"‘z RS o SRS/ ¢ &
o . ‘ empioyee # : o
. s ’ - v, o ‘N»‘ Va
L '}A"'v( s - and
A ? N ,t". . , L:
. > v, - ! person °
'--' - :ﬂ ot . 1.%/’. N .
" N3 s ‘* ° ) L. ,/ ' ) Ny . L
’ . ; ... employee ,#,_ - -colour of. Lk
B .. RN a * . L . LI K
- ".‘.'i,’ 1 ‘Av") '. - ) i 'w ,~.“ T . ! - ' ®
ok o R
Whethem%adopb the rirgt or eecond poj,n s "f‘v
® ’

D ‘we want to link various da ebout colour. That 18 will colour?ye cnt‘« B 8

interest in Ita own right. If not., eolour shbuld not be considere as an

entity typa we may not be 1nterested 1n things about. polour/ 1n the same"'

-

wayn that we. are 1nterosted in things about the peraon.. Notice again the' Y

0

aif’ference bet.ween the two att,gibute types in ‘the secdid point of‘ view.'. '

"'" may be considered» aa an artit‘icial ettribute which :Ls; '

'

not really part or the object system.;_ The -"employee #" may aﬁso be

x°

thousht of as a linking attribute.; It:"'}3‘is ag attribute aesigned to the' -
& "r . v
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o P . J“.’y .
" The "Job #" is an attx‘ibute'mﬁ; the job-~ uhich plays the role of having
. N " |
. placed ‘the matgrial. This &ttrfbute i‘s rath
i} the pr has other attribiml!s and pleys .

exc,gpt that

";‘oles in other

Ty : Qr &

”l»'this “Job t6° be linkeQ together. _ The quest,i“&] wwch now ar‘ises is whetheg " o

o, vew

on not the “jﬁ”‘*}" slﬁuld bmconsidere@ as part of&g ob&ct systemé,

N r«. R ]
This. question is equivalent" to«#can the entity exist without t‘b& Job #?n

L3

- i.e. "Does tﬁé“job # existﬂwhe@evep the Job exists?" In this case the

anst:g'r' is yes and therefore ths @t‘.tlf'ibuteo "Job #" may_ be conside‘x“%d as

s

“é'. part of’ the obJect system and may ‘be defined, :
», "

system :ls «scribed..

eﬁe time the,. obJe,ct

fed an, identi f‘ying

v

‘I'he "Jm #n ) may be i
; » &‘. u) ) L
- attrib‘ute . Let us ne

,.‘»cOnsider‘ a. t‘ormal.-.notation f‘or describing message
" typesv. T S . * o o
'rhe f‘irst step in whst we - may call’ inrormation component analysis as

opposed tc int‘ormation precedent analysis is to classify the entities ct‘

.

"‘interest into types and ’to identify (label) and define esch type..c_'.

indicated before it is dift‘icult orten to distinguish between an
Lo P
. entity-role situation and an attribute situation.». 'I'nis is because thereg

. .

is no absolute distinction and depeﬁds upcn cne's point ,‘);71‘ view. " An

] entity is something about which we want to say something. t appear's as'

79

. associations and permits data abgut the Job and iotheP entities a;elated Lo

.

P

g

L

d subject in a sentence which r'epresents some infcmation unit. 'An "'\"

-

. attribute is sometning about which ue don't want to say something = . ';7 _'
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%’ Each_"entity type is given a,6 descriptive name,‘ a. definition and a

label which may. be used in a shorthand ngtar ' this discussioq;ye'

- +

3! - 1" v ‘,

Q . [ IS |

'will consider labels of the form El"Eé' or example.

E, - Wob £ A 'set of activities planned. and carried out as a .

,'; unit for tne‘purpose of oconstructing telephone eqqument
. - N . . _ T

Iy

:ﬁ The next step oansists or derining the inrormation units which ‘

47

implies describing wnat types of thinsm are said xbout which entities.
As' mentioned before we say.. something about an entity ;ither by indicating
?how another entity slays a eertain role in relatieﬂj;o‘t:e entity er whatd
aftribute the entitg has. Thus in additQOn to’ eneity tipe definitions we

‘sg required role type descriptors and attribute definitions.¢ A role

by

4 escription consiﬁts or an English phrase dtscribing the role and a 1abe1

v' =5 .

of the: fonm Rl' R2, == ‘Fbr example. . _

. N \ ‘l .:' - M “ . . . : . .
ﬁi F 4 . ‘ . o 1 ’ . “ . G0 . L

Rl-wﬂfch~includes : K o LA ’

-

Rz-of agproval of «

T

80 -

$:

N ) _ o ..
o descriptlon of an attributeﬂfonsists of aflabel, a descriptive nape

~

ang ‘a narrative description. The label is of the- form A

2'
where A stan%? for atf?!bute., he“labels of the entity‘types, the role

Kl -

K}

f t pes and the. attributeb may then be )sed . to provide e £ maf'desériptian
AP 9

. \‘. -s.'—_»:. \L

of a message in the’ fbrm° LT N - T, )

. e gt Lt e DT
“-AiEJBquAp.__, B
\"'.'_, : oIS e _'A”‘ - Tos

N | which reads "attribute A1 or entity type Ej in role Rk in relation

to entity type E with attribute A " ‘fl fg‘

-
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S}

e
' .

‘

As an example -consider the coded . message deécription

' "A1E1R1,82A1 " with de f‘initions :

identifier of -

x>
[
"y

E} - Job -

Cw

employﬁ

Ry - super*d by

R
o
t

!

‘

‘o e .
“‘So “that an expanded descripticn’ of * the message tfype becomes°

e"identif‘ier of Job supervise by employee with identifier of"n, Notice
f

“that- nothing “is7"maid” about how ‘the Jjob is~ identif‘ied in an ~actual =

'_ s that the message tyaris

d&tq analysis tﬁat d’if't‘erent coding

P

.

e Slightly ‘aifferent eihmpie is.

pf the message - type. The signiﬁ’ant thir!' during inf‘ormation

%iﬁguéiy identified It is during

schemes sheuld be corisidered. A

-

'0 .

t“he ‘message ‘type o 1 l 2A

v,

with’ the same components as. bet‘ore /e:‘tcept that Az means' “age of‘« A

3

: description of _the 'mess'age type

super‘vised by employee age of." Tyus a((@ecific occurrvence of this‘.»
message@ype would indicate the age o.t‘ the employee supervising a‘

rpar‘ticular Job or converse.ly would indicate'a ;particular Job super-vised

{ v

9 rela tivesly simple . )

e

A slightly more complex example is:

L 523 - Workpﬂ.&n Location ij.’f "

e . ¥

.“a 24 2952&"“155*‘ Em{‘ﬁaéﬁm o

' Epp - 'Matemial Placememt .Wc‘rk"

e

o Sy

then -becomes "identif‘ier . of, Jjob

. tby an employee ot‘ a certain age.y So far the examples have been'

L r .o

A -
Voo ~

\‘

- A ‘point "on a work 'plsm

_ associated with a Job _;'--

.,.'

at’ one work Iocation DR .

) Activity 'y work activity. which
-+ 18 part a Jcb and - takes place e

81

ws e . . . P

Co
.
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' ‘The coded description of the messﬂ‘ge type can then ‘be mechanicaily

. t.ype description end (2) this coded messase dakrijion can easily be

»analyzed by meohanized pr-ocedures. ) - C 'v' .-_‘..'";:{" '_ ; '_ a0

measage description intoﬁ Englislg namtive (2) detemine which meseage -' ‘

».J' ! :’ ! . o v - 3
— - '*_/'& B . . : . ) .
Epy £ Material Unit- Type - A type of matdrial unit
\\\ _“‘} aun ' .
’Es' -. Account - . ‘2 - A classif‘ication of ‘investment
S ' - SR o
* A} - Identifier , . - An attribute ‘of entities which 4
‘ - ~together with the entity class ‘
name may be' used to identify an
tit
entity i _ . g
A1p - quantity of material - the amount of‘ material p]a.:’d '
R, - which includes L R *i K
’ ' A O 1y

3 . -
.’ o “e
I 2

of material Pplaced by

- ‘.
. - g K .
L S .o I - R C W, 1
Al . v . - * ~ .
~ - ,,‘,, | .o ¢ izA‘ - ;_‘
. ;

an be‘ic;‘interpreted as _a Qoncgtenation operator meanins "and"

=
0N
\O

?

. g ,‘.:Th

_ trgnslaged to r‘ead Py e \‘
o R ? Lo CAS <
.“". -_ ‘o . | : : f.o8 “, .‘;- ,. :r'- et , ‘
o “;.1dentifier “of. uonk plan location ~ . includesf'm;'
material” placement actavity and - identi) Qf material -
unit type of:materia}: placed by material placement . o
activity and. .identifier of account which includes - T

material placement activity and quantity of. material‘
of material placement activity : :

. .
LI .

- The main reason f‘or coding the message type description in this form

is that it breaks the message type descriptiOn into entity types, role

'_ types and attribute types.) This 1s useful for two reasons (1) it t‘orces Q’J

[ 4

" the analyst to think precisely about the component parts of a message

- . L4

¥ 'the attributé definition, » entity type det‘initions, ,«role L N ~

/ ¥

descriptions aﬂdm codtd messege type desmtbha a;re stored in a

mechanized f‘ile a oomputer program can be written ta (l) tr-anslate coded

‘ -

N types say something’%bout a pax;'ticular entity type and thereby indicate

3
N

';.;.f%what type of int‘omation is p;-ovided about a particuq.l.ar entity.typa and B



ol
N

2

‘(3)'1'do completeness checks 'to‘ det.ermine if every'entity type appears in
Ut ’ X

b
some message. A complete ex}mple of meesage type descriptions as related

Iy

. L]
o
" to a: Job package which contgins all information regarding a Job is
4 Doy R
contained in the appendix. e & w2 -&.. ‘ ,

The next step which takes us ifron{‘ informatidfn anaf’ys;.s to data

i,

- B $ w ' i
ana&reis is Fo consider how occurrences of message types are to be

repr’bsented by dgta, Wt is, p%ssible “for occurrences q[ message types‘,to,.

.-
¢ ’uJ_ o VoW

75‘ RNy ey, .5 b -, F N A
" be represented J-in many way,s, Ihis is partly because cccurrencés of!
SRS ‘h-

'x’ ! enti_t : ’ i be identified- ;

umber or. by-ay no‘h-numex“ic nagne In fact‘ it is feasible
& fL b 9 ‘ .

. 3‘* 0 be ident:l.l'ieﬁx by sevarei di,fferent nﬁmberipg schemes" “For
A ' RS s
each\entity type we haVe to define ..the vari"bus aways that occlfrreneee may

P . N S )

'-'be identified and . for -a pg;t‘i-cuiar message type decide which identifier

” . . “ )

83

i'n ee\/eral ways.__ Thua a Jdb ‘may be s

is to be used. ‘ This activity may be caneg. data element definition. '

-

D‘ ' Preseﬁt practices of information sfstem development uaually uae’this step
. l-...io»‘r . ‘ o ) e WO s

of data zlement definition to both describe the informltion and. also the
) )

e

L
oy
ll‘ J

iy

) %epresentation of the information without making a. distinction between '

i th@se two aspects and coneeq:.tently doing_ a poo% Job of both.

Names for entity identifier, in order to be meaningful should

'ch"

N
r

consist of two parts which are (l) a namé for the entity type a‘nd (2) a C

-

» ¢ -

N _name" 'Lapcount ?,umber" "account name"),r'"day Julian" -and so on. For the

_purpose of documelntation these may be assigned» labels such as. D 2, '

L.

Another example of an appropriate data element type name is "material
.material amount" The entity type name is
. "»-".": R T N i ' LA B N ‘ ' N

- 'placeme&t vor.'k activity

-1

. name for the identification-echeme ueed. Enemp],es are "Job number" "Job,j

‘, -’_-_--‘--.' Noté that in tbe examplee the name of the attribute involved is-."_-' ' -

_left out and the attribute is aasumed to -be the identifier attribu‘te.



RO

k ' ‘ : - e v gy
"material ambunt", The name for the representatiye scheme is left out

‘)@ .
because there is only one. With each coded mesSage description we can

aw

\\l\\\ associate a coded representation description. This is. iilbstrated {n the - .
\ . . . :

example below:

.~

A152331*321 AlEZNRZQEZI AlESRlEZl -R1pE2

Dy.Dz- Ds Dy g T
\ o L ) . B
c . 1! -.Work Plan Num&er o eR7a number used to identify

a workplan location

. Dy - material unit‘type_number | - a; number used to identify
SRR R s -3 material,uniﬁ’type ‘”'f‘-,

D3 - acéqunt code. - -
. . ,h C " . L
Ok -

/
l

Dy - material placement work
i activity material amount

a number used to identify

_f."‘an account

£

ot

‘amount or»material
antity placed,
SRRV .7"‘ N
It maY /be: %oticedqﬁthat the' expreasiOn I'DZ'D3 Du with ?heg‘f 3

-'derinitions of D D 3 and Du on their own do not describe the ¢ ;'.

linformation represented and therefore’hust be associated with the coded

‘message description., Ihis demonstrates whereg,present_ methods of -

Fiid }'.‘,,. _, -

'information analysis go wrong when attempts.H : ;umde define_
( Al

rqinformation content strictly through data éIément dé&@n%tions.‘ Often the

‘0'6‘

",data element definiti, .tgrns out to be a mixture ot attempts athrue'

¢

)informaticn type description and true representation description. l" .

»

We will next consider a. comparison of .the various methods of’_

informatioh and/or data analys1s.-; o :f.i_ o }ﬁ_ o ff;fﬂ' S

B
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sq}peme, indexing schemes, ete, (ll) Access - path - dependent data

‘CHAPTER" 8

.
‘ . o “ .
. . e - "- .
. . A .
o

A COMPARATIVE DISCUSSION OF THE VARIOUS MODELS’ WITH REGARDS TO THEIR ROL,E Lo *

£}

-

N The models to be discussed in this section in’ terms of advantages and

« Ay

disagvantages are - Chen 1] Entity Belationship Hodel, Codd's Relationship

:*‘

Modef tk&e Message Model of Langefors and/%he author'»s Entity Role Model.

i, ‘Chen” ‘bonsiders -four ‘levels of views of data (1) Inf‘ormation}
C &

concerning entities a.nd relationships which exista in our m'?nds (2)

' Igomation structure - organization of‘ information in- which e&ities and

relationships are represented by data ('3) Access - path - independent

data structure - the data structures which are not involved with search'

' structure. Although this author does not disagree that there are at

}description or the concepts, by level 2 the manner in which («the concepts'

'intended by Chen. It‘ by level 1 is meant the conceptual model or a

least four views of‘ data 1t is dif‘f‘icult to understand the ‘dirf‘erences

/.

\ .

are represented by symbols and 1eve1 ll the symbols and relationship

between symbols stored in the computer then what is meant by 1eve1 37"
‘ .

: :'Per}iaps 1evel 2 should be caned rdata stmcture rathen than int‘omatio;\

'explain the meaning of value sets preoisely. It is hot

o '-stressed. ~

-

structure since the data aspect rather than the information aspect is __'

- . .
LI LA

' Chen also considers attributes and value setﬁ b‘ut i.s not able. to o o

- - N

'lear when two a

i *‘value sets are equel. Chen states. ‘that 12 in the value set ! ches is thet_" S




.mv
Ay !
3 ’

-

‘the

same as 1 :,in .the va et. He _donsiders’ »
" ship-to-agdresses to be the same value set as the ' order

ship-to-addresses.

‘labels for the same entities. "He also oons}aers -quantity ordered and
quantity “tstanding of‘ a line item to have the same value sets’ called

quantity.

An example of where Chen considers two value sets’ to be different is ’

Both are

.\

credit 1imit of customer and balance in account or eustomer.

'.“presunably quantities of‘ do,llars yet Chen considers two different value

sets.

It is the author s opinion tnat value sets bedause or their
ambi@uous naturie are less than useful. : .,
Chen does nett make clear his di

. attf&butes either. He considers date to

< 'rather than an attribute of a day which is an entity type.b' B “;”\

Perhaps a greater weakness of Chen s model is that it is graphical

',and therefbre does not lend itself easily to mechanized analysis. It is

: '-"good only it‘ the infomation to be modelled is’ relativ ‘s J.mpI%

relates information representation to mathematieal f‘unetions.. It is

“\,_ S 4 RS
thearore exoellent for the datu model stage and good for modellirg the

dat'a bf(.v Sinee a relation is -a set ot‘ tuples and a tuple is like a

e i

ﬂessase it is not uset‘ul for a&ysing single merages but onIy f‘or sets fe

x
o-.'

. : ?
‘-.'of like messages. 'rhe many ’to one or msny' to many relationshi.p between

. . e g

.ﬂ‘?data elements only makes sense when we talk about— more than ‘one tuple.,v.._.

This would imply that all quantities make up one value set.-v .

an attribute of an event .

'I'he iﬁajor advantage ot‘ the Relational Model is that it is formal and

customer -

This case is simple hecause values in both sets atre . :

86
»
@-.
g
-
.
.
N L
o
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1’« . tup;e but .does not describe how elements may be named 8o that it becomes |

e ° '

au,tomatic to determine if two relations ‘can be Joined based on a common

element. ElemEnts overall are distinguished by using a relation name,
domain name and role name. The Relational Model doea ‘not . really deal

Ty ’ iy N
with the problem of mapping from the int‘ormation description to the data R’

W

-

.‘ representation. I‘t is only when -the data representstiom are in the f‘orm :

of‘ tuples which ‘can "~ be. categorized into sets ot‘ tuples L\yhich are“

relations that Codd's theory applies.. Codd's relation pﬁ therefore ' ’

L o

: applies more. to, the data model than the int‘ormatipn model.‘ *‘3#-,,‘ ; *'*. ‘
. : ™ ﬁgt. ; ,
The Message Model, of‘ Langefors is useml in that- .‘;u s

>

basic requir@i!ent for’ informat‘ion.

Y

P .

tells us how bo break infomation up - into elementary massages. \These o

'h‘h elementary messases a-(; however too small and to descggbe al]\ tne'f
. .,;“;r, ' 3 \

oo

;_,;-""‘f’ it gives \rs a better understanding of the basic unit of int‘omation. It
= B “'°~9 he

I does not tell .us..pouever vhat ue can do in lg‘epresenti.ﬂg

\,tue inf'ormation produced~hy a system. It provides no . tool tor describing

o ' ..: '. :'.1 o
fnfonnation sets which are mad " up of these basic unitsﬁfof inf‘omation. SRS
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A major advantage of the Ent,ity'_ Role Moéleli.is that it° factors
atﬂnibufe types into an tehtity typ_e, s .r?‘].e .!‘or‘ the ehtity/‘t.ype eed h.an,\
i attr-ibute for the entity t.ype.__ Factoring ma'k'es:vi"t- eas,iep’to def‘ige“our“."‘
inromation units. Thus. instead - or defining "retireleent Jiob"‘ and
. "p;aoement job" separat.ely we defin‘e -"jobn f‘irst and them d‘et‘ine

"reti:retnent.": d "placement" as role type idenpifiers‘ ------ Ir saynwe had ll

. role types and ll entity types and ,reach role type could occur uith each

Y

e entity type, ﬂithout factorins, ‘we- wo\&d heve 10- things .oieft e- nther
than 8 Entities are aiso more basic to our understanding. - A syst:em is .
g v

fot‘ten defined as a set ot‘ elements with relm,dn%gs betvreen t.he/f

o
. . ‘e £

%lem,ents, '.l‘he info?mation "syst.ems we ar'g talking about her-e ane, txsed t:d
. monit.or other systems. 'rhus the iﬁfomat.idn in the inf‘omatigh syste‘?n [N

conaists mainly of infomation ebout elements and their relat;onships.'. S

-
~

These felements are then the entit’ies that ue arg talk,i'ng about.

:\‘ ¢ Y ‘

oo O‘
e Another advantage of the Entity Role Hodel is that At lends itself‘ tO‘_

+ -
K

. mechanized analysis. In €13 ~possible to detemine what in!‘omat&on ‘is
' o ; % .‘, . -““:‘: S - "3
provided about which entities '(?nd soof. v T . ,.",.. L

~ ‘.

v" ot . . - .
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T caAp‘rER 9 BT ‘
o . succzsnons FOR FURTHER Rssmmcn |
B 5 ' ’ “u v
. »%2 | ' 4
. . = ‘;\ A .
" L . . \,. w " . . “ . . . 3
‘ L, So far the only st;ep that has been wriod out is development of' a -
method !‘or describinwhe Iutomabion co 'be prooeaaed by an. inromation | i
-~ »I‘ ‘ AN '-0 '. .
_ system‘h D?iqn or a da!a proceasm axzccu\ requ:hkd' q data base to. bu‘ o
¥ - desimed 'hoﬁcver.l what :bs atill ’qunm is a. f‘oml utho;l’ rqr the

% X RO T S e e e O RS
o design Q data b“e... ?‘v‘_ . \ Y ; ;h". - .-"-,.“" . /“/ — “.. {\ ;'l‘
To acecnplisn t.he design o,t' the ’dat:a base, say a/htmrchihaf* d&ta _“' g o’;

base as fs n ed'

< iqe

" ‘-‘x;be; used as. the j

-su m their ﬁs/omme, the Entity Role Modelxmay i

gt :-l' Th" nobmal f°m\¢rocedures can’ then become T‘




" Once the FNF's have been generated the next step may be madé sq'eﬁhat

.more mechanical, at least in its preliminary "stages. The success of thiS-

’

step will depend to a great deal on how wel. the variables have been

s -

named since it involves the linking of tuples into a structure. The

following contains- some suggestions for designing a hierarchical data

 base ffgthNF relations.

Let us say that a FNF relation is of nth degree if its primary'key

-

.consists ofﬁ n variables. C(Create a root segmenéf for eaéh rglation of
degree one and placé in the root segment the primary key and all the
variables which are functionalfy dependent upd’ the primary key. Also
create a root segment for a relation of degree two if neither variable is

a primary key on its own. If a relation is of degree two and one of\its

variables is already a primary ‘key for a relation of degree one create a
. .

child segmé%t whose parent segment is a root segment. If a relation is
of degree 3 determine if two of the variables form a primary key for
another .relation. If so create a dependent segment. As an example

consider the following set of tuples:

( Z —\ C—
1°? Xyzv x3); (xu’ XS’ x6); (X-,. X8, Xg)

e o Xyor Xy6)5 (Xpo Xyp0 Xpg); (Xyy Xqy Xpp)
(X1 Xyg0 X330 X3y X)5)
(

X180 X190 Xp00 X510 Xpp0 X53)

The parts u?kh the bar on top are the primary keys. A hierarohjgal data
base consisting of these relations would look like the one following. A

" root segment is created for each 'of the three relations with Xl,raxu

and X7 as primary keys. Next the relations of degree 2 are examined to

‘determine which ones have Xy, "X, or X, as part of their primary
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~

-

keys. Each of the appropriate relations 1is then linked to the
appropriate - root seément. Note that (Xu, x7, 'xlz) can be linked
either to (Xu, xs, X6). or to (x7, Xg, Xg). This takes care
of all the relations of degree 1.and 2. Next the relations of degree 3

are examined. The oniy .relation _is '4&r§i x167 -X13,’ XIU’ ~X15)

whose primary key ' consists, of two sub keys - which are already

L

represented. This relation becomes the dependent of the relations with

primary keys Xl and xlo respectively. Next the relations of degree 4
/-
are examined. The only one {is . (x18’ x19’ XZO' xel, X22,

X23). Its primary key cannot be decomposed into primary keys and

therefore bétomés a root segment on its own. In hierarchical form we gét:

[

/

p— > — ’ —
L X1, Xpy X3 Xy, X5, Xg X7 X8, Xg

K -f;! X1p

1 10, X216 X115 X17

X18, X19, X20, X1, X22, X23

x13' X1y, X5

The process of designing the hierarchical data base is essentially

the reverse of converting a set of hierarchical data bases to Normal

Form. As may have been noticed however the process is not entirely

ﬁeehanical at this point since certain decisions havé to be made.‘“In the

above for example it is not cleap whether the root segment with Xu or,

<
i



”,

-

the root segment with x7 should have the .child segﬁent with x12 as

the functlonal dependent variagle. Thus design of the hierarchical data
» h . ) o

base from FNF tuples requires funther research as does the m7thod for

asstgning variable names to the Entity FRole Model components. It may be

a

noted that the design method does not take into account access Prequences.

A more complex example demonsfratiqg the design of the nlerarchical

data rrom.FNF is provided in Appendix 2.

[
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' APPENDIX 1

ey

Tttt "_"I'hr'"fo“l‘le.ng* ‘""demonstra‘ter_how’“the _‘iﬁfﬁm!:ib ~_ﬁ’6ﬁf§’ﬁt'\‘ _'P"f"“_‘a— Job,* ‘

\

package which- contains informatibn on a Jjob may be described‘by }brmal

. . 8 . .
message type dggcriptions. The. terminology is that wpich is used within

a télephone company.

€&
! Entity Types
E,  Planned Job - Cable Account Plant Unit
E,  Job ', _ o e o T
33 Cable Account : : - Ce L - ;
. E,  Planned Job - Account - Craft Work Unit
E5  Acc?unt ‘
Bg  Craft \ ﬁ
Eq Planned Job - Account Material Usdd or Retired '
- BEg  ‘Planned Job - Account - Labour Type Labo@r
L Eg Labour Type ' - -
) : S h : \ \ ‘ ri
- By, - Planned Job - Account - Actounts Payable Type Expense \
. X : B ‘ - s ’
El1 Accounts Payable Type " n
»Elz.,vPlanned Usage of Material on Job by Item L (
: ) . ‘ .. l CE A . . A . . \ ! ) .
E); Outside Plant Material Item Type N
Eyy Day
Eis Loqatipn . :
CFap CPR Secglon .t A
. Ele/ —EXChange ) ' p ’ . R ,
Ca N d
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E

19

Exo -

. 21.

Ese

. Bag
E

Exs

Exe

24

of epprovel of

Employee .

Engineer " - |

‘“Planned Material Placement Work Activ

ty
., K
‘Work Plan ‘

¥ Work Plan Location : .‘ s

Outside Plant Material Unit .

Planned Meterial Retirement Work Activity

Planned Totel Job ~ Account Expenditire

N7

_which includes-—-

of release of cost estimate of

A

[ R G
[
\

of planned receipt of material on site for |

;”of‘planned start of construction. for
of blaéned reedy for service of

, of planned cutover qf

ef planned start of’removal of equipment on

15 planned-eompletion of removal of equipment on

*
.af planned completion of

3
of planned eompletion of construction on

of construetion of k
.A:tnorizing
fsupervieing
‘mléeedg‘"by’ , | '2 S

retired by
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Au Material  Placed Value 3
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\\ o
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Identifier Identifier Identifier
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/
M9 Planned Mateﬁial\Placement Work Activity CEzl) o \
. ’ N
- B o \\ .
Job. ~Work Plan Work Plan Outside Plant Material Account
(Ep) (Epp) Location Material Unit Amount (Eg)
: : (E23) - (Epy) (A10) :
i
] 1. . . 1
Identifier Identifier Identifier Identifier Identifier:
A1EoR Ep) Ay BgaR Eay s A EpgRy Eny - Ay EpyRogB oy Ay o) + A EgR, Epy
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M ' Planned“Material Retirement h ‘k Activity (E,c)

—~—

Job Faterial

Job Work Plan Work an. Account Outside
(E3) (Epp) Location (Es) Plant (Ep) Amount
| . (Ez3) [ Material ! (Ryp)}
o : i o i : t- - - -Unit b
j | R l (E2y) '
i | ! i

[ | .
Identifier Identifier Identifier Identifier Idehtifier Identifier

.

AlEZRlEES'A1E22R1E25'A1E23R1E25'A1E581E25'51F2“R31 25

[

M,y ‘Planned Total Job -'Accountfsipgpd4ture (E26)

~
Job (E5) i Accornt (Eg) Dollar{ Value

L. | e of Expense (All) -

|- . !
_Identifier Identifier

'A1E2ﬁif;6’ﬁi233{526'A11E26 D

A EpR33Ex5.A10E 5

The diagrams are not really required-and the message type descriptors are

Ml AlEzﬁlElJAlE3R1E1.A2El

MZ A1E2R1Eu'AlESRlEN'A;E6R1;u'AZEN //
. Q :
M .

5 AlEZRlElo'AlESRlEIO'AlEllglEIO'ABEIO -
Mg AERIE) 5o AE) JRIE) - AgE )

fy A By Ry B BBy A By yReEp- Ay EyyReB.
Aléluﬂ;lEz‘A151u31382'A131u3155§'AiElu317E2'

A)E)yRygEo Ay By R Ep- B E)
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A Ey R Ep- AYE) 5Ro3Bp - Ay By gRpaBa Ay By gRasEyr

R1EygRoqE5h Ep |

A EoR Epy - AjBooR) Bpy - B B3Ry Bage A BauRagRan -
-A' E R:ﬂ

Ay ER) Epg + Ay EgoRy Eng - Ay EpgRy Epe oA R Epe
A BoyR31E g Ay EoR 3B 5 A 0B 25

A EoR Epg-A1Ehy Bog -1y Epg



APPENDIX 2 _
APEENDLE 2 -

AN EXAMPLE OF CONVERFING MESSAGE TYPE

If we now imagine several occurrencés of eaeh of the messagektypes in
the. preceding appendix we can replace each of them by tuple types as
follows. |

The variables replacing Mach component are subacripted such that the

rirst subscript denotes the attribute type, the second the entity type,,

- the third the role type*and the fourth the second entity type. A O ror'

the third and fourth subscripts indicates no role and no entity type

respeetively.

[t

M (Dl,a;i,1,”1,3;1,1,”2;1,0,0):

Yo R2nuPis 60,00 0,0)
Y .7, 1 5.1.7,%3,7,0, 0,%,7,0,0,0s,7, 0,0,%,7,0, 0)
My ‘_142 1.8, 21.5..8,%1,9.1,8,%7,8,0,0)

Hs. 1.2.;,19,-;,5,1,iQ,Dl,ii,i,io,Da,lo;o,d) ¥
M (D120.02.203.7.12.0, 12,000
M, (D

D) 14,3, 2, b 1& 5,2,01,14,7,2,%1,14,9, 2, P1,14,11,2,50, 10,13, 2,

D14 15, 2, b ia 17 2,%1,14,19,2,01, 1u ,21,2, 1,2,0,0)

Mg Dy 16,1, 2 D 15 23 2,01,17, 23,2, P1,18 ,25,2,01,19,27,,0 1,2,0,0)

My (D) 59 5101 oo 1 21,0123 1+ 23, 1,gu,gg,g ,210,21,0,0,%1,5,1 21)
Mo Dy o 1.25, Pl.22.2.25.01.23.0 25 01,51 25, 1,2u,31,2§,

Dl 2,33,25,%10, 25,0, 0y ' , DR
My ;,g,;,gg, ,5,1,26,D11,26,0,0) S -
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The underlined part in each case 1s \the primary key. All relations
above excéptj_for the relation corresponding to M8 are in F F. 8 is

. hot in FNF because the non-key variables e functionally dependent upon

only. " The primary '"éhd ' only \ ‘candidate key being " the

and D

1,2,0,0 “1,19,27,2°
.

"two primary relations M8 1 and M8 2 We get f
’ y a .
N 1

1,2,0,0

'combination consisting of D Replacing MB‘ by

M (D

--Me.l (EL&LLDI,‘&LZ;'Di,15,23,2,01-,17,23,2,”1,13,25,?
'._1,2',9,0,D1,19’27’2) . & <

8,2

Let us now build the sets of tuples into a hierarchical data
. structure. This structure, consisting of two hierarchical data bases, is

shown on the following page.
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