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Abstract

‘The objective of the present study was to obtain an
émpirical correlation to relate the ultimate depth to which
a high bressur; water jet can drill or pierce a hole into an
oil‘sandé formation to the jet parameters. To this end a
léﬁoratory apparatus was constructed to study the
characteristics of confined, continuous,_high pressure water
jets in a down-hole type geometry. Jet dynamic pressures up
to 35 MPa and nozzle sizes of 3.2, 2,4, and 1.6 mm in
‘diameter were ysed. Horizontal tubes of 102, 76, 51 and 88
mm'éiameter and a pérosity of 5% for the 51 mm tube diame£en
were used in th; tests to simulate the hole cut by the jet.
Standoff distances ranged from 0.3 to 1.7 meters.

Flow visualization observatioﬁs and records of the
pressure signal at the bottom of tube revealed that the
vater jet produced discrete impacts. From this observation
it was concluded th;t it is most appropriate to model the
jet driilfng as a stochastic process and to analyze the
pressure siqnal'ctatisticaily. A c&rrolation to predict the
ultimate depth of ponctration vas dcvolop.d b.cod on thc
proh;;IiTty\ot tho pressure at the cutting t.gq exceeding a
critica; value for non-negligible cutting rates to occur. A
linesr relationship betveen the cutting rate and the above
prohgbility vas assumed and s second éorrol.tion prodictinq

the depth of ?.BOttltiOﬂ llth time was developed.
A . !



The predicted depth of penetration agreed closely with
the field test data for jetting times up to 60'seéonds. No
data is available for jetting times beyond 60 seconds. The
model predicts gxlower value than -the co;reiatfon derived
from experimental work using recompacted 0il sands’ (Chau,
1980). | |

The‘model cquldwnot.be effectively evalpatgd due to the
limited field.tést>results. Modelling of the .jet cutting as
a stochastic proéeSs appears to Be an‘appropriate approach
and is considered to give more valuable information tﬁan any

cutting models based on the average or peak pressure.

vi Y
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1. ln‘izjiition

1.1 Background Information. .

011 sands, also k;ovn as tar sands and bituminuous
sands, have been found thféughout the world, but «he largest
deposit, estimated at 900 billion barrels of cru;e bitumen,
lies in the northeastern ﬁu}t of the Province of Alberta,
Canada (Baughman, 1978). Despite the fact that this reserve
has been known for many years, it is only recenily that tar
sands have assumed commercial importance. Difficulties
encountered in mapping, expiora;ion and proces#ing have
hampered commercialization of tar sands. i

In the present commercial oil sands plants such as
Syncrude and Suncor in Ft. McMurray, Alberta, strip or open
Eit mining has been used. This technique involves the
removal of overburden a;d mining of tar sands using either
bucketwheel excavators or araglines and transpoftation to
thcfextraction plant by a series of long conveyor belts.
Usiﬁg the 'hot water' process developed by Dr. Karl A. Clark
frqi the Alberta Res§arch Council (Puttagunta et‘al., 1977),
the bitumen is then extracted and upgtadcd. The remaining
s#na,is sent to the tailings disposal.‘StOtagc of the
tAilinqs poses a major proElc, for a surface mine operation.
| The oil sands formations range up to 60 meters in depth

~with overburden depths up to 700 meters (Humphreys et al.,

1977). The oil content of the sand and the thickness of the



B
overburden limit the depth of the deposit for which strip

mining technigues can be used economically. At present, only
10% of the reserve is considered mineable by surface methods
(Baughman, 1978). Recovery of the remaining oil sands
deposits will require either subsurface mining or in-situ
technigues.

The principle of in-situ methods is to remove the
bitumen only, thus eliminating some of the problems
encountered in the disposal of sand. Of these methods,
présent studies have centred around forvard/reverse
combustion and steam injection. Both methods have undergone
pilot scale testing in Alberta (Puttagunta et al., 1977),
but the steam injection method has received the most
attention and is considered to be explo;table in the near
future. In this method, high pressure steam is injected into
a central wvell. The addition of heat through this lethoé
into the pil sands formation lowers the bitumen viscosity.
This enables the bitumen to be pumped from a group of
producing wells surrounding the central one. |

In order to optimize the extraction of oil, it is
highly desirable to obtain good co-unication betveen the
| central aﬁd producing wells. One method for accomplishing
this is to pump a liquid under high pressure into the
formation in an attempt to produce horizontal fractures.
However, factors such as the orientation of bedding gaanés
and in-situ'stresses result in a poor success rate viéh this

method. A wvell is defeated vhen"v:rtical fractures to
L



formations above or below the deposit are created. Hence a -
controlled method, such as introducing a high pressure water
jet to produce a series of horizontal holes radiating
outward from the well bore is of special interest. This
method could be used to direct the frac;uring process in
establishing a better communication bet#een wells, In so
doing, the injection vells can be placed further apart
providing an economic advantage. Other_possible applications
of this method include shaping electrodes for electrical
heating and increasing the available surface area in the
bore-hole for better heat tran;fer. |

The capability of a high speed vater jet to fracture
and penetrate substances like rock and coal has been amply
demonstrated (see for example Singh et al., 1974, |
B;dnann-a;snitzct et al., 1980). In order to investigate the
feasibility of jet cutting in oil sqnds, a correlation
relating the depth of cut to jet pa;;-etcrs is required.
However, little i;tor-ation pertaining to the depth of
penetration of water jets in oil sands is available. Some
earlier labOtitory studies and field tests to determine a
correlation have been carrigd out by Gilpin and Gates
(1981). Prom the laboratéffﬁinvettigation, a correlation
relating the depth of pﬁpctratipn to jet parameters (nozzle
diameter and dyqa-ic pressure) and total jetting time vas
developed. The results predicted by this correlation agreed

closely with those of the field test. However, neither the

"correlation nor the field test provided sufficient

e it
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information to predict the ultimate depth of the penetration
or the cutting time. Both of these quantities are important
for evaluating a jet cugting operation.

In an attempt to obtain estimates for the ultimate
depth of pengtration,‘sone test results of the
chiracteristiés of unconfined water jets by Yahiro et al.
(1980) were incorporated into the first model (Gates and
Gilpin, 1982). Yahiro et al. measured the average centerline
pressure of a high pressure vater jet as a function of the
distance from the nozzle for various exit conditions. These
‘exit conditions were: water jet into air, water jet into
water, and vater jet with a concentric air jet into water.
Using the criterion that no cutting of oil sands occurs when
the jet dynamic prel?ure at the nozzle falls below 1.2 MPa
for standoff dibtancéi greater than 100 nozzle diameters
(Gilpin et al, 1981), three estimates of ultimate depth were
obtained. The field data wvere compared vith these
predictions and it was found that the field data fell below
the curve’ for the water jet into air but :bove that for th;
concentric air water jet into water (Gates et al., 1982). It
appears then, that the maximum depth probably lies betwveen
the curve for a vater jet into air as an upper bound and
that for a concentric air-water jet into water as a lower
bound. A couéntison botvocn:thcsc estimates based on the
lover bound and two cutting theories (Crow (1973), Hashish
and duPlessis (1978)) was also carried out (Gates otvgl.,

1982). The results of the comparison is demonstrated in



figqure 1.1. From this figure, it can be seen that Crow's

. theory substantially underpredicts the maximum depth of
penetration and also shows a linear dependence upon pressure
vhile the actual case is nonlinear. A better agreement with
the ?xperimental data was found vith the theory of Hashish
and duPlgs;is by adjusting a parameter Cf which is a
hydrodynamic coefficient of friction. However, the cutting
theories were developed for a traversing jet rather than a
stationary one and extension to the stationary jet case 1is

guestionable. ’

1.2 Present Invegtigation

As can be seen from the above discussion there is no
theoretical method or sufficient experimental data from
vhich a prediction of the ultimate depth of penetration can
be made. It is desirable then to have results similar to
those of Yahiro et al. for a confined jet as this would
provide a more realistic model of the actual situation than
an unconfined jet. To this end an=cxpcri-ent§1 apparatus wvas
built to simulate a confined jet in a down-hole jetting
geométry. The flow of the jet was investigated qualitatively
by flov visualization and quantitatively by aiasuting_the
pressure of the jet on a simulated cutting face. FProm this
experimental data an empirical model td predict maximum
depth of pinctration and cutting rates vas dcvcfbpad. The
predictions of this model were then compared to some limited

’

field test data and to a correlation based on Gilpin (1981).
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2. Experimental Apparatus and Procedures

2.1 Apparatus

A laboratory model was constructed to simulate a
down-hole jet cutting geometry like that of figure 2.1. The
experimental apparatus i$ shown schematically in figure 2.2
and a phétograph‘bt the apparatus is provided in plate 2.1.
The model consists of a vertical and an horizontal section
supported in a steel tubing frame. The test model was
constructed with plexiglass in order to study the flow
visually.

The vertical section consists of a 0.3 meter square
tube, 2.5 meters high which is open at the top and closed at
the bottom. Drainage of the spent water at the bottom of
this vertical section was controlled by two valves. A square
windov of 0.2 meter was constructed on one side of the
vertical section to provide access to the nozzle assembly.

The horizontal seétion representing the hole pierced by
the water jet was modelled by a circular tube. Because the
size of the actual hole produced for given jetting
conditions is not known several sizes of tubing were used
ranging from 38 mm to 102 mm in dia;eter. A moveable piston
carrying a load c;ll slides along the length of the tubing
simulating the depth of the hole cut. The piston is
connected to a long tubular rod which is held against the
frame using a tapeféd tlamping device. Hence,'the piston can

/

¢
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pirston

nozzle assembly

Plate 2. A photograph of the experimental apparatus used
to model a down-hole jet piercing geometry.
In this photograph a 38 mm diameter horizontal tube

is in place and the plston to nozzle dlstance
" is 0.9 meter.



be fixed at any position along the.tube.

In additi:on tc the sol:id walled tubes, some experiments
were carried out using a porous walled tube. The motivation
for these tests came from field test observations (Gilp:n
and Gates, '98') 1in which 1t was noted that spent water
returned through previously drilled holes and cracks 1n the
¢cil sands formation. Conseguent.y, the assumption of a solid
wall appears to be toc severe. To simulate the porosity, a
iarge number of holes were drilled 1n a 5! mm diameter tube.
F.ve percent of the total surface area of the tube was
drillied out uniformly over the entire length of the tube,
with holes of 6.35 mm in diameter. A 0.2 meter square bocx
was built to enclose the porous tup; to prevent splashing of
the water when the porous test was done. Spacers supported
the porous tube 1nside this box. This box was open at the
"back_allowing the water to drain away. This arrangement can
be seen in plate 2.2.

A high pressure three cylinder positive displacement
pump driven by a 30 kW electric motor generated a -
pressurized flow of water which was conhucted through a
flexible hose to the nozzle assembly. The volume flow rate
of the water was determined from the Ebtational'speed of the
pump. Pump speed was measured utilizing a magnetic sensor
and a magnet attached to the hub of the pump drive pulley.

The resulting pump calibration curve is shown in figure A.1

'in the appendix.
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square splash tube

Piston

Plate 2.2 A photograph of the apparatus arranged for
porous wall tube tests. The square horizontal
box enclosing the porous tube collects the
water escaping through the pores.



2.2 Nozzle Assembly

The nozzle assembly mounted in the vertical section
opposite the horizontal tube was designed to absorb the high
thrust force of the jet and to allow for fine adjustment of
the nozzle position and direction. This assembly, using
several set screws and washers, ;as capable of adjusting the
jet in three degrees of freedom: yaw angle and vértical and
horizontal displacements. A photograph of this assembly can

be seen in plate 2.3.

2.3 Nozzle Geometry

The nozzles used in this experiment were made of
stalnless steel with a tungsten carbide insert. As no
information pertaining to the geometry of the nozzle was
available from the manufacturer (Hydro Manufacturer Inc.),
the internal gecmetry of the nozzle was determined by taking
a mold with ERTV molding rubber. This molding has é volume
shrinkage of less than one percent. The nozzle profile was
then determined by placing the hardened mold in a
shadowgraph and recording the profile coordinates. The

nozzle profile is shown in figure 2.3.
2.4 Instrumentation
2.4.1 Load Cell

To measure the pressure that the water jet exerts on a

material surface, a load cell was constructed and mounted in



water inlet

Plate 2.3 A photograph of the nozzle support and
alignment assembly.
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Direction™ 12

D: Nozzle diameter

Figure 2.3 A schematic diagram of the nozzle geometry.
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the piston surface. All the pistons were made to accommodate
the same loaa cell. The piston and load cell arrangement can
be seen in plate 2.4%.

The load cell is a 25.4 mm diameter by 2.54 mm thick
steel diaphragm with a 6.4 mm rim as shown in figure 2.4.
Foil strain gauges were mounted on the side of the diaphragm
that was not exposed to the water. Four gauges were usgd to
give a full bridge configuration. The arrangement of the
gauges, similar to Werner (1953) aé shown in figure 2.4,
provided temperature compensation. with a uniform pressure
applied to the diaphragm, the middle gauges (2 and 3) are
subjected to tension while the outer gauges (1 and 4) sense
compression. The strain measured from these gauges is
directly probortional to a uniform pressure applied to the
diaphragm. An experimentallly measured value of the first
resonant frequency of the plate showed a value of 20 kHz.
This was done by dropping a small ball bearing onto the
middle of the load cell and observing the trace of the
strain gau&e bridge output on an oscilloscope.

The load cell was statically calibrated at room
temperature vith compressed air as shown in platéi2.5. The
relationship betwveen the appiied pressure to the measured

electrical output is shown in figure A.2 in the appendix.

2.4.2 Signal Anmalysis
A schematic diaQram of the load cell signal analysis
procedure is shown in figure 2.5. The signal obtained from



load cell

Plate 2.4 A photograph of the four pistons used in these
experiments. Also shown is the load cell about
to be mounted in the 102 mm piston.

17
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Figure 2.4 A schematic diagram showing the load cell
geometry and the positioning of the strain gauges.
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piston with load
cetl mounted
pressure regulator

high pressure
calibration pressure air supply
transducer and
Power supply

Plate 2.5 A photograph of the apparatus used to
calibrate the load cell.
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the load cell after amplification had a very large
fluctuating component and a small steady offéet. A sample
trace of the signal from the oscilloscope is shown in plate
2.6. Because of the nature of the pressure signal, 1t seemed
more appropriate to examine the signal in more detail than
only recording peak and average values. The discrete nature
of the signal suggested that the impact of the water jet>
'could be viewed as a stochastic process. The pressure signal
is therefore analyzed to provide a ffequency of occurrence
distribution. This was accomplished by recording the signal
with an HP 3721A signal correlator to provide the frequency
and cumulative frequency distributions. From frequency
distribution, the probability density function is determined
by normalizing the freqguency distribution to produce an area
under the curve of one. The area undgrneath the probability
density function is known as the cumulééz%e density .
function, and gives the probability that a signal is below
or above a certain amplitude.

The pressure signal was sampled at a rate of 3 kHz (the
fastest available), and each sample is placed into a bin
according to its magnitude. In probability density
measurements the sampling sequence stops when the number of
samples in any one bin reaches a pre-set number (in the
present case, 32x1024). In the probability integral

measurements, processing ceases after about 4 times this

number of samples have been taken.



22

base line

Plate 2.6 An example oscilloscope trace of the load -
cell signal.

Vertical scale: 50 kPa/cm

( Horizontal scale: 5 millisec/cm
Nozzle diameter: 1.6 mm
Nozzle pressure: 10 MPa
Standoff distance: 0.5 meter

&
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In addition to the frequency distribution the average
value of the signal was also measured. This was done using a
voltage to frequency converter and a counter. The input
pressure signal was converted to frequency and the average
frequency was then obtained over a fixed time interval (10

seconds).

2.5 Test Procedure

At the beginning of each test the tubing was levelled
and the jet was centered by adjusting the set screws in the
jet assembly so that the jet hit at the center of the face
of the léad cell. It was then assumed that the jet hif the
center of t;e face of the piston along the length of the
tube. The jet of fset due to gravity was estimated to be
approximately 0.2 mm for a standoff distance of 1 meter.

Before any readings were recorfled, the load cell was

1
checked for seating by running the pump on and off several

times. In doing this, the load cell would be properly seated
and the bridge could be balanced. Subsequently, any strain
measured would be due to the pressﬁre of the water jet. The
water temperature for all £he experiments was kept constant
at 22°C, |

During the test, for a given nozzle diameter, tube
diamet’er and flow rate, the average pressures for each‘
standoff distance were obtained. Plots of probability and
cumulative density functions from the correlator were a;éo

recorded. To prevent damage to the load cell, the minimum

-



standoff distance was kept at 31 cm. The load celi was
recalibrated regularly, particularly after running the
smallest nozzle diameter because of 1ts high pressure, and
whenever a new plston was used. This was done to ensure nc

permanent deformation of the diaphragm resulted from the

previous run and the same calibration curve could still be

used.



3. Presentation of Results
)

For a g:ven nozzle diameter, dynamic pressure and tube
si1ze, plots of prgbablllty and cumulative frequency
distributions were recorded for each nozzle tc piston
(standoff) distance. In additi:on average pressures were
recorded. The range cf var:iables used were:

A. Socii1d wall

Nczzle sizes: 2.2 mm, 2.4 mm, °.6 mm.
Tube dia. : 02 mm, 76 mm, & mm, 38 mm.
Pressures : up to 35 MPa.

Standcftf distance : C.3 m to f.b m.

B. Pcrous wa.ii

~)
-3

Nozzle s.zes: 3.2 mm, mm, 1.6 mm.
Tube dia. : 51 mm.
Porosity : S¥%.

Pressures : up tc 35 MPa. *

Standoff distance : C.3 m tc 1.7 m.

In addition to making guantitative measurements of the
pressufe the water jets vere aliso studied Qualitatively by
flow visualization. Since the flow observations are very
useful iq interpreting the quantitafive data, they shall be

prgsented first.

25
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3.1 Flow Visualization

The flow visualization was accomplished by high speed
photography. A high speed movie camera (HYCAM) was used to
record the flow of the unconfined and confined jets. *The
camera, running at 5000 framés per second, was positioned
perpendicular to the jet center-line at a pecint 0.5 meters
~from the nozzle. Illumination was provided by tungsten .
laﬁps. From these flow observations it could be seen that
severa. distinct flow regimes couid be defined. These are:

1. Unconfined Jjet.

2. Confined jet with solid wall:

a. no slug flow regime
b. intermittent slug flow .
c. permanent slug flow.

3. Confined jet with porous wall.

The features of each of these flow regimes will now be
described.
Unconfined jet.

Before examining the more complex features of the
confined jet flow, the flow characteristics of an
unconfined jet were investigated. A sequence of frames
from the high speed movie for an unconfined jet 1s shown
in plate 3.). The direction of the water jet is from
right to left. As can be seen from this series of
frames, the jet has a definite structure that 1is
repeatable. The basic structure 1s that of a "slug” or

"packet” of water trailed by a large number of small
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Direction of flow 1s

from right to left

Nozzle diameter: 2.4 mm

Nozzle pressure: 2 MPa

Standoff distance: 0.5 meter

Width of frame: 23cm

Time between frames: 2 milliseconds

Plate 3.1 A sequence of high speed camera frames showing
the flow of an unconfined continuous jet.



28

droplets. The reason for this structure and 1its
repeatibility can be traced to the manner in which the
jet 1s produced.

Recall that the jet is produced by a positive
displacement pump having three pistons. On each
discharge stroke as the piston moves from bottom dead
center to top dead center its speed varies from zero tbd
some maximum value and then back to zero. Consequently a
similar speed variation occurs in the water jet as it
leaves the nozzle. The high speed water produced near
mid-stroke very rapidly overtakes the slower moving
portion of the jet produced at the beginning of the
stroke forming a "slug" or "packet" of water. The slower
moving portion of the jet produced near the end of the
jet trails even further behind the slug in a series of
small droplets.

This modulation of the water jet was clearly shown
by a spectral analysis of the pressure signal and
correlated exactly with the pump rotation rate.
Confined jet with solid wall.

Observations of the flow when the jet was confined
within the solid wall tubes suggested that the flow be
divided into three regimes. These are: '
a. No slug flow regime.
In this flovw regime no interference occurs
betwveen the incoming jet and the spent water. The .

water jet hits the piston and flows radially across
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the piston face towards the tube wall. As 1t hits
the tube wall, the water jet turns 90 degrees and
flows along the tube wall towards the incoming jet.
At a small standoff distance, spent water returns
along tﬁé.tube wall concentrically to the incoming
jet. As the standoff distance increases, the spent
water from the upper part of the tube falls along
the tube wall and joins the flow of spent water from
the lower part of the tube. A sketch of the latter
type of flow is provided in fiqure 3.1. This flow
regime was found in the 76 mm and 102 mm tubes
almost over the entire range of standoff distances.
Intermittent slug flow.

As the standoff distance is increased some
interference between the spent water and the
incoming jet occurs. This interference can be caused
by either rapid spreading of the jet so that it
contacts the tube walls or by large flow rate so
that the spent water can not drain fast enough. The
result of this interference was to cause a "hold up”
of some of the spent water so that a slug of water
forms in front of the piston. The presence of the
slug at this stage is not continuous, but depends
upon vhich portion of the jet is impinging on the
piston. A sketch of the floi can be seen in figure
3.2.

Permanent slug flow.
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As the standoff distance is increased further,
the accumulation of the, spent ;ater from the
intermittent slug flow increases to the point where
the presence of the slug becomesicontinuous. At this
point the incoming jet no longer'strikes the piston
surface directly, but instead is dissipated at the
front or upstream {ace of the slug. Further
increases in the standoff distance results in a
lengthening of the slug with the upstream face
remaining approximately in the same position. A
sketch of the flow in this case is provided in
figure 3.3. .

Confined jet with porous tube.

The holes in the porous tube allow the spent water
to drain from the tube preventing any accumulation of’
water at the piston face. The spent water flows radially
from the piston towards the tube wall. Most of the water
flowed directly out of the tube through the pores when
it reached_the(tube wall. Howvever, some of the spent
water changed direction as it hit the wall and flowed
towards the incoming jet. The pores permitted this spent
water to drain from the bottom of the tube without ever
reaching the vertical section. A sketch of this type of

flow can be seen in figure 3.4.



Figure 3.1 A sketch illustrating the flow within the

tube when no interference occurs between
the incoming jet and the returning water.

—_

return flow

incoming jet

Figure 3.2 A sketch illustrating the flow within the
tube vhen interference between the incoming
jet and the spent wvater begins to occur.

air vater

vV NS

N vE L —"

incoming jet

Figure 3.3 A sketch illustrating the flow within the
tube when the presence of the slug has
become continuous.

11141113
*————— ——incoming jet
|i‘~,,—/”—'————— no return flow
i

.,l-.*—'l PSR |

rigure 3.4 A sketch illustrating the flov within the
tube of a porous wall.
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3.2 Quantitative Results

3.2.1 Frequency distribution

| Plots o£ the probability and cumulative density
functions for various digtances and sets of parameters were
recorded on a X-Y recorder and later digitized. Some
examples of these results are provided in figure 3.5 to .
3.11, The results are recorded in Gates and Toogood (1983).

4 From fiqure 3.5 it can be seen that for small standoff
distance the mean and variance of the probability density
function are large. As the distance from the nozzle
increases, the probability density function becomes narrower
indicating a decreasing variance, The mean of the pressure
signal also decreases as the standoff distance increases.
This general trend is observed for smaller tube diameters as
shown in fiqures 3.7 to 3.9. The shape of the probability
density function for large tube diameters rises and drops
off gradually (figures 3.5 to 3.7). However,.for smaller
tube diameters vhére the slug forms, the shape of the
probability density function behaves differently as
indicated in figures 3.8 to 3.9. The probability density
function rises and drops off immediately without any gradual
tailing off as observed in the non-slug case. The variance
of this slug case is small. This is due to the fact that the
#lug of water acts as a cushion in front of the piston hence
dampening any pressure fluctuations. For a higher dynamic

pressure, the general trend of the probability density
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.Fxgure 3.5 The probabxllty and cumulative density
function of the load cell signal for
increasing values of the standoff distance
(D=102 mm, Pd=2.3 MPa).
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Solid wall (102 mm)
do = 1.6 mm

P, =20.5 MPa
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Pressure at the cutting face (kPa)

Figure 3.6

The probability and cumulative density.
function of the load cell signal for

increasing values of the standoff distance

(D=102 mm, Pd =20.5 MPa).
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Solid wall (76 mm)
do = 3.2 mm

= 1.8 MPa

1.22
1.07
0.91
0.76
0D.61
0.51
0.41
0.31

NX$0 X+pPGE T
NNNNNNNN

[ T T | I | N | B S |}

3838335858383

Pressure af the cutting face (kPa) -

Figure 3.7 The probability and cumulative density
function of the load céll signal for
increasing values of the standoff distance
(D=76 mm, Py =1.8 MPa).
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The probability and - 'cumulative density
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Flgure 3.9 The probability and cumulative den51ty
function of the load cell signal for
increasing values of the standof f d1stance‘

(D=38mm, Py=2.1 MPa).
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Figure 3.11 The probability and cumulative density

function of the load cell signal for
increasing values of the standoff distance

(D=51 mm porous, pd=21.4 MPa).




function still nricds. That .s as *he Z.stanve from the
nozZzZ.€e .ncreases. the var.ance anc mear -f *he pressure
signa. decrease. The cn.y Jd.{ference :s the magr.tude ! the
mean and the var:ance. Fcr higher dynamic pressure, the mear

and the variance are much higher thar those c¢f for lower

)

dynamic pressure as :ind:icated :n t:i:gures 3.6 and 3.°
The same genera. trend mentioned ear.:er .S a.Sc
observed for the probability dens:ty function fcr the porous
wall tube as shown 1n figure 3.'1. From the flow
visua.lzation, no siug formation 1s observed due tc the
pores of the wall. This 1s verified from the shape of the
probability density function where all of the curves drop

off gradually.

3.2.2 Average pressure

The average pressure was non-dimensionalized using the
dynamic pressure and plotted against the standoff distance
to nozzle diameter ratio for each tube diameter. The results
are summarized in the log-log plots in figures 3.12 to 3.16.
Most of the data falls onto a straight line. At high Z/d,
the curve levels off for the 38 mm and 51 mm solid tubes.
From flow visualization, the distance where the graph starts
to level off indicates the slug formation. The méasured
pressure is independent of the standoff dist{nce once the
slug forms. This is due to the fact that the distance wvhere

the slug forms stays at the same position and all of the jet

energy is dissipating at that distance. Further increase in
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the standoff distance results in a lengthening of the slug
with the upstream face remaining approximately 1in the same
position. Also from these figures, it can be seen that the
dependence of P ave/P, with Z/d, is independent of the tube
size provided no slug forms. This is d@monstrated by
superimposing figures 3.12 to 3.16. All the data fall onto
the same straight line and start to deviate only when the
slug forms.

The results of the average pressure for the porous wall
tests are plotted in figure 3.15. No slug formation was
observed. This is confirmed from figure 3.15 where all the
data falls onto a straight line, with no levelling off of

the curve as in the solid wall cases.

‘



4. Analysis of Results

Flow visualization observations and pressure signal
records revealed that the effect of the water jet on the
piston surface consists of a series of discrete 1mpulses
rather than a continuous but unsteady force associated with
a coherent jet. It 1is suggested here then that an
appropriate approach is to consider the jet impact to be a
stochastic process and to develop a probabilistic model for
predictions of ultimate depth of penetration and the cutting
time required to reach that depth. In the model proposed
here, it is first assumed that there 1s some critical
pressure (Pc) that must be exceeded to cause failure at an
oil sands surface. For each set of valu?s of the standoff
distance, nhozzle diameter, nozzle pressure and tube
diameter, the measured cumulative density function will then
provide the probability that the critical pressure is
exceeded, ie.

\ € (p>Pc)
where #: probability that the pressure exceeds Pc;

Pc: critical pressure;

p: pressure at the cutting tace.
Holding all parameters constant except standcff distance, a
plot of ihis probability against standoff distance can be

made. Now if it is further assumed that é(p>Pc) must exceed

some value P* for a non-neglible cutting rate to occur, the
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ultimate depth of penetration can be determined. In
addition, 1f a relation between the penetration rate and the
probability i1s known, an estimate of the time reguired to
reach the maximum depth can be obtained. The details of this

model will now be presented.

4.1 Prediction of Maximum Depth of Penetration

First, an estimate for a critical bressure 1s required.
This estimate may be obtained by examining the experimental
results of Chau (1980). Chau observed that no penetration of
o1l sands occurs at standoff distances greater than 200 mm
when the dynamic pressure of water jet falls below 1.2 MPa
from a 1.6 mm diameter nozzle. Althoudh the dynamic pressure
at the nozzle outlet is known, no information on the
pressure at the cutting face was obtained by Chau. To obtain
an estimate of this, the above conditions were duplicated
including the use of the same nozzle. Plots of the
probability and cumulative density functions were rocordea
and are shown in figuti 4.1. Using the assumption that no
significant cutting of o0il sands occurs when the probability
€ that the pressure exceeds the critical value falls be low
5%, a critical pressure of 70 kPa was determined (see figure
.10, |

With this value for a critical pressure, the
probability that the pressure at the face of'the‘piston 1s
greater than Pc for various distances was obtained from the

measured cumulative density functions. These probabilities
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were obtained based on non-slug experimental data. It was
assumed that the depth of penetration reached its maximum
depth when the slug formed. These probabilities are provided
in figures 4.2 to 4.6. To each set of data a curve of the

form:

¢ = exp(-A(Z/do)?*) (1)

was fitted where

Z : depth of penetration;

do, : nozzle diameter;
and N\ is a parameter that depends on the dynamic pressure
P,, nozzle diameter d,, and tube diameter D.

The curve of this fgrm was chosen because the rapidly
decreasing probability w{th distance from the nozzle appears
to be exponential in nature. The quadratic form of z2/d, was
chosen instead of the linea one because it would be expected
that #(p>Pc) would be near one for some distance before
beginning to decrease. |

The values of A in equation (1) for the varibus test
conditions were determined by the method of least squares
.and the results are plotted in. figure 4.7. From this figure,
it can be seen that for the range of the current tests, A
depends most strongly upon thé dynamic pressure at the

nozzle. This parameter A is observed to be approximately

inversely proportional to dynamic breSsure. A relationship
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retween XA and dynamic pressure was assumed as fcllows:

» = a’/P,*t (2)

where a and k were determined by least sguares method tc be:

H

a 0.°119 x 10 °?

1.0986 where P, 1s given 1n MPa.

=
(1]

Therefore, equati1on (1) can be rewr:tten as:

orH st

£ = e (3)

2

it is further assumed that no cutt.ng occurs when the
prcbab:lity that the pressure exceeds critacal pressure
falls below S5%. Subs:tituting a probability of 5% into
eguation (3), the resulting prediction of max:mum depth of

penetration becomes:

Zult = Jk-(do‘P.'ln c)/a) (4)

where ¢ = 0.0%

This eguation can be s:implified approximately to:
?

2ult 2 165 doy P,
| (5)
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where Zult 1s in mm;
d, 1s :n mm;
P, 1s 1n MPa.
The dynamic pressure of the water jet 1s related to the

volume f{low rate by:

P \ 49 ’ ° ( MPa )
= o x 1 a
© T 27 wa2 o 16)
where ¢ : dens:ty of water;
Q : vciume flow rate of watep jet.

Therefore, eguation (5) can be also approximated by:

3

3 q
x 4.7 -
Zult 4.7 %10 do (1)

where Q 1s in m'/sec;
do 1s 1n mm;
. Zult 1s 1n meter.
The above relation shows the dependence of the ultimate
depth to the flow rate and nozzle diameter, and is valid for

conditions where no slug forms.

4.2 Prediction of Cutting Time
The time to reach_the ultimate depth is another
parameter of interest for an operator of this water jet

instrument. It is required to predict the wvater regquirements

\



for this type of application.

Numerous cutting relations might be propdsed, however,
one assumption 1s of direct proportionality between the rate
of cutting and the probability that the critical pressure 1s
exceeded. A better cutting relationship could be
investigated; however, before any more complex treatment of
this model 1s carried out, a simple model approach will be
done. Hence the rate of penetration based on the direct

proportionality takes the form:

dz,/dt = BP (8)

where dZ/dt : cutting rate, and

B : a parameter which has d{MEnsions of length per
Qnit time. |
This parameter B can be interpreted as the initial cutting
rate, because at time t=0, the probability of the pressure
exceeding ctiticalipressure Pc (provided P,>Pc) is equal to
one. Substituting;equation (3) into equation (8), and

integrating yields

‘e 1'[.{52“}{:0} dz | (9)

vhich gives the time necessary to reach a given depth of cut
; o ?
Z. In particular, with the ultimate depth given by equation

N



60

{4), the time required 1s:
Ly a z 2
1 ﬁ: 60$ (10)
tults= e dz
- B
o

The value of the parameter B was determ;ned from the‘
laboratory data of Chau (1980). Only the cata obtained. from
1.6 mm nozzle diameter could be used, because the dynamic
pressures for other nozzle diameters were rather low. The
value of B in general would be a function of-stgndoff |
distance, dynamic pressure, nozzle diameter, and material
properties. The method to obtain this parameter B 1s
1llustrated in the appendix B. The resulting.initiai cuttiqq'
rates for different dynamic pressures are plotted in figUEe

4.8. il
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5. Discussion of Results

5.1 Comparisons of prediction and other correlations

The depth of penetrations predicted using equat:ion (9)
for 3 different dynamic pressures are plotted and compared
with some field test data (Gilpin, 1981') In fxguré 5.'. As
can be seen from this figure, the prediction of the depth of
penetration agrees fairly well with the field results. A
maximum of 8% deviation for the dynamic pressure of 17 MPa
was observed between the prediction and the field test
results. For the 12 MPa case the comparison 1S not SO
promising. However the large scatter in the field data makes
a meaningful comparison difficult. The scatterAin the field
test results i1s believed to be due to the orientation of the
bedding planes. This orientation is not taken into
consideration in the laboratory correlation @evelop;d here.

A comparison between field test results and predicted
ultimate depth of penetration for variousrdynamic pressuyres
is shown in figure 5.2. Mostfof the field tegt,data afe
below the predicted ultimate depth which i; as expected, for
.the ultimate depths were not attained. All of the data
available from the field tests is for very short jetting
times (60 seconds). The cutting times predicted for the
ultimate depth are much longer(eg. 300 sec vs 60 sec).
Hence, no con&lusive compa;ison’can be made oﬁvthe predicted
ultimate depth or reqqired‘cutting time.

&
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Also plotted in figure 5.2 are the predicted depths of
penetration fog a continuous jet using the correlation
developed for recompacted oil sands (Chau, 1980). The
results show that the depth of penetration based on the
probabilistic model is lower than thag of the correlation
developed by Chau. This 1s not too surprising as first
Chau's correlation 1s based on laboratory data for very
limited jetting times (4 seconds). Second, Chau's

g N
correlation predicts no limitiﬁg depth but states the depth
should continue to increase indefinitely in proportion to
the 0.44 power of time.

The ultimate de@%h of penetratioq predicted by Gagés et
al. (1982) is compared with the present correlation for
various dynamic pressures in figure 5.3. This plot shows
that the ultimate depth predicted based on a confined jet 1is

IR
slightly below that 6f unconfined jet for dynamic pressure
below 24 MPa. As the dngpic pressure increases, the

. ]
predicted depth based on confined jet is higher than that of

.
'S%confined jet.

The simplified form of the ultimate depth given by
equation (5) shows the ultimate depth is proportional to the
nozzle diameter and square root of the dynamic pressure.
Thus increasing the nozzle diameter or dynam?c pressure Qill
cause the maximum depth of penetration to increase as well.

Increasing the volume flow rate will also increase the

ultimate depth of penetration as seen from ‘equation (7)..
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of the bedding planes in the formations. More dsta would be
very beneficial 1n providing a better estimate of this
guantity.

The simple linear relationship assumed here for the
penetration rate seems to provide a reasonable estimate of

"the time of penetration. Physically, however it is

| B
unsatisfying since it means that the rate of penetration 1is

independent of the pressure at the cutting face. A more
. A

. A

reasonable relationship for the cutting rate can be proposed
. .
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The present laboratcry data was obtained using
re.atively smali nozzle diameters. it might be expected that
the characteristics of the small jets are different from
those of a much larger jet (Davies et all, 1980). Therefore,
any extrapolation to a larger diameter jet for the
correlation developed must be done in a cautious manner.

Besides the basic nozzle desigﬁ itself, the effect of
the nozzle geometry. was not investigated in the present work
primarily because of a 90 degree elbow immediately upstream
of the nozzle. This sharp turn creates secondary flow which

reduces the coherence of the jet and is likely to nullify

any gain in jet coherenge due to careful nozzle design.
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:r the case of 38 mm and mm tube d.ameters depends cn the
vciume f.ow rate and +he standof! distance. Whether the s.ug
will torm 1n the real case can=not be determined at this
stage due tc the unknown effects of the porosity and
permeability of the o1l sands. Only a véry preliminary set
of experiments on the effect of the porosity was performed.
The permeability of this set-up was very low due to large
hole size. Questions as to the size of holes and megkods of

obtaining representative values for porosity and

permeability are by themselves of interest.

5.4 Consequences of the pfedictions

For a nozzle diameter of 6.4 mm and dynamic pressure of
23 MPa, the ultimate depth of penetration is predicted to be
5.9 meters and is achieved with a jetﬁing time of 6 minutes.
This result is very encouraging and shows the capability of
using water jets to punch out holes in the oil sands -

formation. In addition to depths of penetration another
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-4
the water reguirements will become excessive. For a dynamic

pressure of 20 MPa, tﬁe ultimate depth of 5.4 meters 1s -
-
predicted with a jetting time of approximately 6 minutes.
The water required to reach such depth is predicted to be
2.3 m®. For a large number of holes to be drilled by this
water jet, the water reguirements will certainly increase.
Removal of this spent water will have to be considered in
any future implementation of this type of project (eg. gas
lift). A pulsed jet might be of greai interest in reducing
the water requirements. Chau (1980) found that a pulsed jet
S -

always gi&e a higher penetrating ‘power than a confinuous.jet
and .this is a very promising result. .‘~'

b 
the very limited field data available. No existin; data

.

The model can not be cohclusively‘evaluated

the ultimate depth of penetration on the actual tests can be
found in any -of the literature cited. To improve the
evaluation of.this model, a more complete set of field test

. .
data is needed.
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5.5 Alternative model in jet cﬁt;ing .
The 'apparent’ lack of fit go6r the low pressure results

shown in figures 4.2 to 4.6 is dpe to tse fact thaf_the N

probability curves are being tor ed through one at Z/do

equals zero. A better fit -can be obtained by usxng a curve

of the form:

¢

As can be seen, for.example, in figuré 5.6, at low

pressures the'probabflity of exceeding Pc is less than one.
However, at some of the higher pressures this best.fit'gives .

values of the probabxllty greater ‘than one vh1ch is

1mpossxble. So then’ Eor the casdes where C would exceed one, .

L

/

they are forced through one and -hence the correlation is the

‘same as the or191na1 one for these cases. The values of A do ¢

not differ much between the’tlrs; aqd second models aseshown
o . T I E o . t " .
in figure 5.7. The influence of this second turve fit on the

max1mum depth of penetration is néﬁ depenqbng »‘ﬁhe values

¢ -

of the constant C and the probablllty assumed (4 ;s-shown‘
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- : A: & + 4 4 + + +
'Solid wall (D=102 mm)
M Pe= 2.3 MPa do=3.2 mm A=i0.322x10"*
A P,= 2.7 MPa do=3.2 mm A= 0.274x10"*
o X Py= 6.8 MPa do=2.4 mm A= 0, 129%x10"-* 4
= 4 P,= 8.0 MPa d¢=2.4 mm A= 0.122x10""*
. ZP,=11.4 MPa do=1.6 mm A= 0.622x10"*
X P,=20.5 MPa do=1.6 mim A= 0.480x10" "
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Pigure 5 6 Tbe probabzraty that the pressure at- the pzston
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For the case of a low pressure jet (2 MPa, do=3.2mm) :

Based on the first model: Zmax=765 mm

Based on the second model : Zmax=739 mm (C=0.3)
For the case og_a high pressure jet (32 MPa):

Based on the first model : Zmax=3514 mm

Based on the second model : Zmax=3501 mm

However the influence upon the cutting rate is more
significant particularly for the low pressure jets. I1f. now
the second curve fit to the probability is used, the cutting

) <>
time becomes:

It can be seen that the cutting times for the low
ptessuré jets become substantially 1ongér. For exémple, for
a 2 MPa jet, C=0.3, so the predicted cutting time would be
1.8 times lonéer than predicted by the first model. However
for higher pressure cases the value of C is close to 1, e.g.
for a 32 MPa jet, C=1.16 and the change ird cutting_time.is
14X. A’ summary of various different parameters for the first

and second models .can be seen in table 5.1.
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Table S.1 vVariation of the parameters between the

first and second model.

-4 -
MPa . mm mm x 10 x10

.3 3.2 102 0.447 0.322 0.30
.7 3.2 102 0.394 0.274 0.33
.8 2.4 102 0.156 0.129 0.63
.0 2.4 102 0.148 0.122 0.66
1.4 1.6 102 0.071 0.062 0.73
0.5 1.6 102 0.046 0.048 1.06
2.3 1.6 102 0.032 0.036 1.16
.8 3.2 76 0.485 0.328 0.22
.6 3.2 76 0.333 0.167 0.19
1.4 1.6 76 0.109 0.113 1.18
9.7 . 1.6 76 0.062 , 0.069 1.33
4.6 1.6 76 0.031 0.039 - 1.38
.2 3.2 51s 0.378 0.290 0.26
.7 3.2 51s 0.364 0.287 0.30
.7 2.4 51s 0.183 0.173 0.75
.0 2.4 51s 0.122 0.117 0.87
.5 . 1.6 51s 0.098 0.083 0.42
8.8 1.6 51s _ 0.072 0.075 1.23
1.3 T.6 51s 0.0 0.007 0.81
.1 -3.2 . 51p 0.322 6.221 0.15
.7 3.2 51p 0.264 0.195 0.29
0.7 1.6 51p . 0.061 0.057 0.76
1.4 1.6 51p 0.028 0,028 1.00 .
0.2 1.6 51p. ‘0.019 0.018 0.92
. [}
.1 3.2 38 0.813 0.416 0.40
.5 3.2 38 0.686 : 0.379 0.46
.1 2.4 38 0.115 0.078 0.69
.0 2.4 38 0.122 0.062 0.67
.4 1.6 38 . .0.100 0.090 0.54
5.6 1.6 38 0.049 0.484 0.99
" s:solid

P:porous



6. Conclusions and Recommendations

The major objective of this work was to determine an
empirical correlation to estimate the maximum depth of
penetration and the time to reach this depth for a high
pressure wéter Jet driiling into an oil sands formation. To
this end a laboratéry model w&s constructed to examine the
characteristics of high'pressuré’water jets jetting into a
tube with one end closed. Flow visyalizatiqn ohservations

and records of the pressure at the bottom of the tube.

revealed that the water jet'produced discrete impacts there. v
From this observation it was concluded that it is most .
appropriate to model the jet drilling as a stochastic o (
process and to analyze the pressure signal statistically. By
first requiring the probability of the pressure exceedihg J‘

the critical value to be some non—-zero value for

non-negligible cutting rates to occur a correlation to
0

predict the ultimate depth of‘benetration was developed.
Secondly, by assuming a linear relation between drilling

rate and the above probability, a second correlation

g. .
predicting the depth of penetration with time was developed.

|

These correlations are: : C,

a. Maximuhm depth of penetration.

Zuit = J{_,{%z » lnc}/ah

¢ .
\ .

\
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b. Depth at any instant in time.

AP EY

e

Dynamic pressure range: 15 MPa to 35 MPa.
Nozzle diameter range: 1.6 mm to 3.2 mm.

Standoff distance range: 0.3 m to 1.7 m.

The results predicted from this correlq&éon e

L}

were found to agree fairly well with some limig€d field test

data even though the assumed cutting mo@éPpredicts the

cutting rate to be independent of the pressure at the

cutting face once the critical -pressure is e*céeded. A more
complex cuttxng model was «not purSued at thlS p01nt for tﬁe
laboratory data for establishing parameter values aﬁd field
" data for comparison purposes are both very limited. ‘

Extrapolation of the model to fi ale conditions

predict ultimate depths of 6 meters ‘a dynamic pressure

ad

of 23 MPa iz 6‘minutes which 'are certainly. of interest® In
adaition,.watér requirements can be made witp these .
correlation; agd‘alz.lvm’ volume of water is predicted to
reach thaf ultimate dépth

To ‘further develop the stochast1c approach ut111zed ‘

here'to_develop a cutt1ng.mode1, much more laboratory and

field data of depth of penetration with time is required.

e
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" Volume Flow Rate (x10°*m?/sec)
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Figure A.1 Volume flow rate calibration curve.
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Strain Gauge Output (x10-? volt)
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APPENDIX B

The value of the parameter B was determined using the
limited laboratory data from Chau (1980). Chau obtained
depths of'penettation under different jetting times (up to ¢
seconds) for various dynapic pressures. However, most of hi§
- data are limited to lov dynamic pressures. PFrom his
observation, it wvas found that no cutting of oil sands
occurs vhen the dynamic ptcisure falls below 1.2 MPa. Hence,
to obtain a good estimate of the parameter B a higher
dynamic pressure il essential. Thoketoro only the depths of
‘penetration for higher dynamic pressure vere used in a
_ dotof-ininq the pqra-otof 8. I )

Using equation (9), that is: |

] 2 32
and the -.wrod Septh of ﬁutrg‘t-i‘on' by . dittct*t

ulun o( B vere obuiud tor ditfer Mthq thu ud
ach dysamic pressure. monl |

ptumn. As’ . rosult. ‘tor )
uluuit\l\ obuiaod ‘a8 shown in um | F3 ﬁil -

. means that vhenover 1 second jotting time wes' -ﬂ elu )
"coenq-uu. dopth of pemetratien cslculated weing’ quu-
(9) toc | second jetting :i.u uhcihc vuh the ssssured
mummm.m-»m utm ter .2 secends
etc. m mmul‘m ot mmm tor 2

’
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seconds using the value of ‘B obtained\tor ! second viLi not
'give the saﬁe result as the measured depth, observed in 2
seconds shown iq tigure B.1. Therefore, the b#st va}ues of B
that‘vill give thex{gast'errO( betveen the calculated depth
of penetration and tgé measured values were determined. fhis

.uqsfdone by plotting the sum of the squares of the'e?ror%‘zt
‘between q;isutcd dcatb and calculated depth to the vilbes of
B obsained for different jetting times §s shown in tigﬁr?

B.2. The valué of B ;hatAvjllAgive th@ minimum of this error

?

summation was then'chosgp_lie. B4). . \
It appears froms th; data shown in’ﬁigﬁre B.1, that this

procedure results in a conservative (ie. low) estimate for

the initial cutting rate. Mbre extensive cxpe;i-ental data

is required to improve this‘esgiiation.
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