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Abstract

Rapid development and advancement in virtualization technology has made it possible to
effectively distribute physical resources of a machine across multiple operating systems running
simultaneously. With the virtualization technology getting more and more popular the need was
felt to centrally control and manage these virtual infrastructures which led to the evolution of
cloud computing.

With the concept of cloud computing gaining momentum many solutions emerged which
promise to provide complete virtualization and cloud computing package, but most of the
solution being proprietary solution followed different standard and architecture making them
incompatible with one another forcing a corporation to stick to a single solution. This led to a
need of a solution which could support multiple proprietary solution. The solution came in the
form of a community supported open source software package “OpenStack”.

This project presents a proof of concept implementation of integrating OpenStack with vCenter.
It demonstrates the step by step deployment of Mirantis OpenStack using Fuel (Intuitive GUI
based tool) and integrate it with the vCenter server to utilize the vSphere ESXi infrastructure as
the compute hypervisor providing central control and management using OpenStack dashboard.
This project also puts light into OpenStack Heat orchestration to create instances and finally
demonstrates the use of Vyatta vRouter as the network management tool for OpenStack cloud.

With OpenStack having the potential to be the future of cloud operation and management system,
the knowledge of OpenStack architecture and the ability to implement and administer cloud
infrastructure using OpenStack as shown in the project would be a great asset to have for an
internetworking graduate who wish to pursuit their career in the field of datacenter or cloud
design and administration.
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1 INTRODUCTION

The advancement in compute, storage and networking capacity and an increase in the adaption of
virtualization technology has changed the architecture of modern datacenter into a service
oriented architecture which utilizes distributed computing resources across the datacenter to
provide utility computing. This shift from on demand computing to a service based distributed
computing led to the evolution of cloud computing. Offering features such as high performance,
scalability and economic service the demand of cloud computing is increasing day by day. This
increase in demand created a need for software that provides a complete cloud computing
solution package.

There are many solutions developed that provide complete cloud computing solution. But the
problem with most of the solutions is they are proprietary solution and have their own hardware,
software and virtualization standards. This makes one solution incompatible with other which
makes it very difficult to implement these solutions in large environments with multiple
underline physical hardware and virtualization technology used. This initiated an open source
community effort to develop a ubiquitous cloud computing solution that supports multiple
hardware and hypervisor platform called “OpenStack”. Initially developed by NASA and
Rackspace, OpenStack is now managed by OpenStack Foundation. Within 5 short years of its
development OpenStack has gained a huge popularity in the world of cloud computing with
contributions from major player like Cisco, HP, RedHat, IBM etc.

In this project we demonstrate management of cloud on VMware vSphere infrastructure using
OpensStack vCenter integration. VMware vSphere is one of the most popular virtualization
solution used across enterprise datacenters. This integration of OpenStack with vCenter brings
all the benefits of vSphere to OpenStack environment which includes the advance feature like
vMotion, High Availability(HA), Fault Tolerance (FT) and Dynamic Resource Scheduling
(DRS) making it more scalable, flexible, robust and enterprise friendly. Also, it opens the
possibility to integrate other hypervisors (KVM, XEN etc.) to the cloud under the management
of OpenStack.

Scope

The scope of this project is to presents the proof of concept demonstration to orchestrate a
private and/or public cloud using OpenStack on vSphere infrastructure (OpenStack vCenter
integration) and manage the network resources of the cloud using Vyatta vRouter providing
tenant separation.
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2 TERMINOLOGY AND CONCEPT

2.1 VIRTUALIZATION

Virtualization means creating a virtual version of an actual implementation or process. It is an
abstraction layer separating hardware from the software using a software that emulates the
underline hardware. Today with the advancement in virtualization technology almost all the
physical attribute of a computer can be virtualized which include memory virtualization, storage
virtualization, network virtualization etc.

By using virtualization technology, it is possible to capture the state of all the attributes at a point
of time (take snapshot) and save it so that user can roll back to that instance at any time. That
state can also be copied from one physical machine to another eliminating complete dependency
on one physical machine.

2.2 HYPERVISOR

Hypervisor is the software program that makes virtualization possible. It acts as a bridge between
the physical hardware and the operating systems running on that hardware. It allows multiple
operating systems to run simultaneously on top of a physical hardware by managing and
distributing the available physical resources to each operation system. Hypervisors can be
classified into two types:

e Type 1 hypervisors:
Type 1 hypervisors are also called bare metal or native  [Fe™ P 0s3 @
hypervisors. They are installed directly on physical - - -
hardware and are more efficient. They are used in
production grade datacenters and servers across
enterprise environment e.g. Cirtix Xen server, VMWare Hardware

. b.-Ia_IS
ESX/ESXi etc. S REE
Figure 2.1 type 1 hypervisor

e Type 2 hypervisors:
Type 2 hypervisors are the hypervisors that are
installed on an operating system. They run guest
operating system inside host operating system. e.g.
VMWare Workstation, VMWare player, virtual box

etc. Hardware

(Bare Metal Server)

Figure 2.2 type 2 hypervisor
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2.3 CLOUD COMPUTING

Cloud computing is the process of utilizing the distributed hardware resources across the
network to perform computing task. The unused processing cycle of multiple processors
connected across the network are utilized to perform a computing operating which makes cloud
computing more efficient in terms of resource utilization. It allows users to share high power
computing resources securely and effectively. 1141 Cloud computing has hugely benefited small
and medium enterprise as it has allowed them to use computing power as per requirement as a
service eliminating the upfront cost of implementing whole infrastructure and maintain them.

Deployment model of cloud

e Private Cloud:
Private cloud is the cloud that is entirely owned and managed by a single organization
and is tailored as per the organization’s requirements. All the infrastructure and services
of a private cloud are connected to organization’s private network. Creating a private
cloud requires the organization to own significant physical resources and is expensive to
build and manage. Private cloud is popular among the companies with very high data
security and secrecy requirements such as financial institutions and intelligence services.

e Public Cloud:
Public cloud is the cloud which are built and managed by cloud service providers and are
connected to public network which can be accessed through internet. The user of the
public cloud has no control over the infrastructure and architecture of the cloud and use
the cloud as a service. Public cloud is much more efficient and economical from end user
prospective. Google, Microsoft, Amazon are some of the large public cloud service
providers.

e Hybrid Cloud:
Hybrid cloud is the combination of public and private cloud. In hybrid cloud multiple
clouds are integrated as per the requirement of the organization to form a new cloud thus
its implementation may be different for different organizations.

2.4 RESTFULAPI

RESTful (Representational state transfer) APl is the application programming interface
following REST software architectural style which communicates over HTTP (Hypertext
Transfer Protocol). It is the API supported by most of the cloud based web services including
Google, Amazon, Facebook, Twitter etc. The communication is done using the following four
methods as defined in HTTP RFC 2616:
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e PUT
Put is a idempotent method it is used to change the state or update data
o GET
Get is a nullipotent method used to retrieve data but does not change any data
e POST
Post method is used to create a data
e DELETE
Delete is also an idempotent method used to remove data

In our project we use Restful API to configure firewall on Vyatta vRouter using cURL command
line.

3 COMPONENTS OF PROJECT

3.1 OPENSTACK

OpensStack is an open source software that provides cloud computing services. It consists of
several interrelated components which are responsible for the control of hardware, storage and
networking resources packaged together to form a complete cloud operating system. There is an
intuitive GUI based web dashboard for management. Users can also use Restful API or
command line tools for management. OpenStack supports all the popular open source and
enterprise solutions making it a highly ubiquitous cloud computing platform ideal for
infrastructure consisting of solutions from multiple vendors.

Components of OpenStack
OpensStack consist of several different projects combined together to form a superior cloud
computing platform. Listed below are the core components of OpenStack.

» Compute (Nova)
Nova is the major component of OpenStack which manages the compute instances. It is
responsible for spawning, scheduling and decommissioning of machines on demand. It manages
and automates compute resources pool and supports all widely available virtualization
technologies and bare metal high performance configurations. [1] [11]

» Object Storage(Swift)
Swift is the object storage system in OpenStack. It is a highly scalable and redundant system. It
uses RESTful API based on HTTP protocol to store and retrieve arbitrary unstructured data
objects. It has a scale out architecture and provides data replication making it highly fault
tolerant. [1][11]

» Block Storage(Cinder)
Cinder provides persistent block storage to running instances. It has a pluggable driver
architecture. Creation, attachment and detachment of the block devices to servers is managed by
cinder. [1][11]
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> Networking(Neutron)
Neutron is a system for managing network and IP address. It enables network connectivity as a
service for other OpenStack services, such as OpenStack Compute. It ensures the prevention of
network bottleneck during cloud deployments. Advance routing services from vendors is support
by neutron because of its pluggable backend architecture. [1] [11]

» Dashboard(Horizon)
OpensStack Dashboard (Horizon) is a web based user interface. Administrators and users use this
interface to provision and automate cloud-based resources. The design allows for third party
products and services, such as billing, monitoring and additional management tools. It can be
customized by vendors and services providers with their own brand. [1] [11]

» ldentity Service(Keystone)
Keystone provides authentication and authorization service for other OpenStack services. It can
be integrated to backend directory services like LDAP and supports multiple forms of
authentication. [1] [11]

» Image Service(Glance)
Glance provides discovery, registration and delivery for disk and server images. It stores and
retrieves virtual machine disk images. It uses REST API to query information about disk image
and allows clients to stream the image to new servers. [1] [11]
-Source: OpenStack Training Guides (May 10, 2015)

Horzon Dashboard Kevstone
—  [dentity Service

Nova Compute Cinder Neutron Glance Swift
Block Storage Networking Image Service Object Storage

Figure 3.1 OpenStack components overview

Source: http://docs.openstack.org/security-guide/introduction/introduction-to-openstack.html (13/3/2016)

Beside the above listed core components some of the other components of OpenStack are:

» Orchestration (Heat)
Heat orchestration is used to launch multiple cloud application based on templates. It
automatizes the scaling and addition of compute, storage and network resources across the cloud
platform through an OpenStack-native REST API by executing HOT (Heat Orchestration
Template) templates written in YAML. [9]


http://docs.openstack.org/security-guide/introduction/introduction-to-openstack.html
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» Telemetry (Ceilometer)
Ceilometer is to metering tool. It collects and stores data used for automated actions or billing /
chargeback purposes in form of samples. [9]

-Source: https://www.OpenStack.org/software/icehouse/

3.2 VMWARE VSPHERE

VMWare vSphere is a cloud computing and virtualizing software package developed by
VMware. It is the most popular virtualization and cloud management tool and widely used across
enterprise datacenters. It manages large volume of computing, storage and networking resources
across the datacenter seamlessly. It offers distributive services such as vMotion, storage vMotion,
Distributed Resource Scheduler (DRS), High Availability HA, and fault tolerance which enable
very efficient and automated management of resources providing a highly available and reliable
virtual infrastructure. 3

VMware vSphere
Client

3 -

Figure 3.2 VMware vSphere overview

-source: www.vmware.com

Components of VMware vSphere
VMware vSphere includes the following components:

» VMware ESXi
VMware ESXi a hypervisor layer that is installed on a bare metal (physical) servers. It provides
effective distribution of processor, memory and storage resources across multiple virtual
machines. [3]

» VMware vCenter Server
VMware vCenter Server is the management tool to manage ESXi hypervisors across the
datacenters. It provides central management of compute, storage and network resources of all the
ESX/ESXi across the datacenter by aggregating them into a cluster to create a highly reliable,
fault tolerant and efficient virtual infrastructure. [3]

» VMware vSphere Client
VMware vSphere Client is a software that can be installed on any Windows PC that provides an
interface to remotely connect and manage ESXi and vCenter server. [3]


http://www.vmware.com/
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» VMwarevSphere Web Access
VMware vSphere Web Access is web based GUI interface which provides an intuitive way to
manage and administer vCenter server. [3]

-Source: Introduction to VMware vSphere (EN-000102-00)

3.3 OPENSTACK VCENTER INTEGRATION

OpenStack
Image
Service

OpenStack Compute Scheduler

Clusterl Cluster2 Cluster3 -

Image
Service
Storage

Clustérl Cluster2 Clust r3

vSphere

Figure 3.3VMWare driver architecture
-source: OpenStack Configuration Reference icehouse (June 1, 2015)

One of the most important feature of OpenStack is its ability to integrate with vCenter to control
and manage the vSphere infrastructure. VMware VSphere is the most popular virtualization and
cloud management software used across the enterprise datacenters. By integrating OpenStack
with vCenter the advance features offered by vCenter such as vMotion, High Availability (HA),
Fault tolerance (FT) and Dynamic Resource Scheduler (DRS) can be leveraged on OpenStack
environment.

OpenStack nova-compute communicates with vCenter using VMware vCenter driver. The nova
compute service acts as a proxy to translate Nova API calls to vCenter API calls using vCenter
driver. Nova scheduler chooses a cluster on vCenter to launch an instance. Nova-compute then
makes an API call and hands over the request to vCenter to launch a VM on the cluster chosen
by nova scheduler. The actual ESXi host is then chosen by vCenter using Dynamic Resource
Scheduler (DRS). 1171
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OpensStack Networking on vSphere is done using nova-network service. It can be configured in
following ways:
e Nova-network service with the FlatManager or FlatDHCPManager
In this configuration all VM NICs are attached to the same port group. The name of the
port group should be same as the flat_network_bridge value defined in nova.conf. It is
br100 by default. 2]

e Nova-network service with the with VlanManager
In this configuration VM NICs are attached to the port groups created automatically by
OpensStack compute to handle VLAN-tagged VM traffic. [2]

3.4 BROCADE VYATTA VROUTER

The Brocade Vyatta vRouter is a Debian-Linux distribution based software that provides virtual
routing, firewall and VPN services for cloud computing environments. Listed below are some of
the features of Vyatta vRouter:

Network Connectivity
» IPv4 and IPv6 dynamic routing protocols support
o BGP
o OSPF
o RIP
o Multicast
» Policy Based routing (PBR)
> 802.11 wireless
» Serial WAN interfaces
» Ethernet interfaces up to 10Gbps
Firewall Protection
> IPv4/IPv6 stateful packet inspection
» zone- and time-based firewalling
> P2P filtering.

Secure Connectivity
» secure site-to-site VPN tunnels with standards-based IPsec VPN
> secure network access to remote users via Brocade SSL-based OpenVPN functionality
» Dynamic Multipoint VPN (DMVPN)

Administration and Authentication
» network-centric CLI,
» Web-based GUI,
» external management systems using the Brocade Remote Access API.
» securely managed network management sessions using SSHv2, RADIUS, or TACACS+.

-Source: Brocade 5400 vRouter Data sheet
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4 NETWORK TOPOLOGY DESIGN CONSIDERATIONS

4.1 BLock DIAGRAMMATIC VIEW OF THE PROJECT INFRASTRUCTURE

@

L openstack =

Vyatta vRouter

Figure 4.1 Block diagram representation of OpenStack/vCenter integration



Capstone Project Report

4.2 PHYSICAL AND LOGICAL NETWORK CONNECTION OF MIRANTIS OPENSTACK WITH VCENTER

’— ¢ | Fuel Master
I 5

Legend

PRiySical RO orPReCion
Logical network connections

(VLAM, unnals, i)

------- Fued Admin IFXE] networn
OpenStack Fixed [Privaia) newworn
OpenSack MAnagemant neiwork
OpenStlack Storage natwork
OpenStack Pubiic nesworn

Open3tack Controller
Ooenitack
Neutron Public network
BEMVET

,
A
2
5 .
ot

] vTric] e vrmnicl -
\
4
- B
a

Fugl Magter and OpenStack Controllers nodes” @thQ MICs contain
Fual Admin (FXE] RMc a5 untagged

Openfinck Controliera nodea’ eh0 KICa alao contain
Storage rafic lagged as VLAM 102,

OpenSlack nodes' ethil MICs contain Public affic as untagged.

OpenSiack nocos' othd MICs contain Management trafic os untagged

Figure 4.2Mirantis OpenStack physical and logical connection with vCenter

Source: Mirantis Reference Architecture (17 December 2014), page 9

(NSX portion is removed from the diagram as it is not implemented in this project)

10
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4.3 PHYSICAL AND LOGICAL NETWORK CONNECTION VIEW OF PROJECT INFRASTRUCTURE

Vyatta vRouter

Mos-chidd.3

(Controller)

Windows Ubuntu Fedora

B [
192.168 sac«:l_‘_‘J .

192.168.6.100
ESXI 2

vCenter
Server

Figure 4.3 Physical and logical network connection diagram

11
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5 IMPLEMENTING VIRTUAL INFRASTRUCTURE

5.1 VMWARE WORKSTATION INFRASTRUCTURE SETUP
VMware Workstation [- o =0

Fle Edit Wiew VM Isbs Help 0 e
Library - S S
i Home < | () Vyatta 55/ E50 1 (Openstack) 55/ £51 2 (NovaCompute) (5! Wuare-vCenter Server 5 Ubunt §4-0it

) Your evaluation period ends in 275

doys. 1.Getalicense key 2. Enter a license key
WORKSTATION 12
Creste a New Open a Virtusl Connect to a Connect to
Virtual Machine Machine Remote Server VMware vCloud Air

Figure 5.1 View of VMWare Workstation listing all the Virtual Machines

The infrastructure for this project is setup in a VMware Workstation 12 Pro installed on
Windows Server 2012 system with 64 GB Ram, 1TB Hard disk drive and Intel Xeon 2.4GHz
processor. Following four Virtual Machines are created for the project:

e Vyatta
e ESXil
e ESXi2
e VMware-vCenter-Server

Also a new host only virtual network “vMnet3” is created on VMware Workstation.

Q Virtual Network Editor -
Name  Type Externs| Connection Host Conmection  DHCP Subnst Address
VMnetd  Bridged  Broadcom Nettreme Gigabi... - - -
VMnet3  Hostnly - Connected = 192.168.3.0
VMnets  NAT NAT Connected Enabled  192.168.169.0

Add Network... Remove Network

VMnet Information
() Bridged (connect VMs directly to the external network)

Bridged to: |Broadcom MetXtreme Gigabit Ethernet #2

() NAT (shared host's IP address with VMs)

(®) Host-only (connect VMs internally in a private network)

Connect a host virtual adapter to this network:
Host virtual adapter name: VMware Network Adapter VMnets
[] Use local DHCP service to distribute IP address to VMs DHCP Settings...

| e .

Figure 5.2 View of VMWare Workstation Virtual Networks

12
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5.1.1 Vyatta

Vyatta VM boots using Brocade Vyatta 5410 vRouter ISO. The Vyatta vRouter performs
following functions in this project:

e DHCP server (with Static MAC-IP Mapping)

e Network Address Translation (NAT)

e Firewall

Creation and Deployment of Vyatta VRouter

Step 1: Create a new Virtual Machine in VMware Workstation to boot from Vyatta vRouter
5400 6.7 64-bit ISO image, the 60-day trial version of which can be downloaded from the
following link: http://www1.brocade.com/forms/jsp/Vyatta-download/index.jsp

Step 2: Go to Virtual Machine setting and set the memory for this virtual machine to be 512MB
with one processor and 20GB hard disk space.

Step 3: Set Network Adapter to Bridged (Automatic) also add a second Network Adapter
“Network Adapter 2” and set the network connection to VMnet3

Virtual Machine Settings -
Hardware | Options
Device Summary Memory
L_'Memory 512 MB Specify the amount of memory allocated to this virtual
[ Processors 1 machine. The memory size must be a multiple of 4 MB.
i Hard Disk (SCSI) ZD_GB Memory for this virtual machine: 512 : MB
*,JCD/oVD (IDE) Using file C:\software\vyatta\vyatta...
ENetwork Adapter  Bridged (Automatic)
ENetwork Adapter 2 Custom (VMnet3) 6 GB 4
!Display Auto detect 3268
16 GE
2GR [E Maximum recommended memary
4GE (Memoary swapping may
s occur beyond this size.)
168 57304 MB
512 ME
4 [E Recommended memory
2% ME
512 MB
128 ME
&4 MB < [ Guest OS recommended minimum
32 MB 54MB
16 ME
& MB
4 MB
'5'Add. . Remove
oK | | Cancel | | Help

Figure 5.3 Vyatta VM settings on VMware Workstation
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Step 4: Power up the virtual machine and after successful boot, install image on local hard drive
using install image command.

O VYATTA.

A Brocade® Company

Figure 5.4 View of Vyatta VM deployed on VMware Workstation

After

21

successfully installing image on local drive reboot the VM.

Step 5

wmmemctl.

afd ospfed hepd.

wRoUter 6.7 RITeOD

Figure 5.5 View of Vyatta vRouter VM after installing image on local drive

Step 6: Finally configure the interface connected to bridged interface to get IP from DHCP. For
the other interface connected to VMnet 3 assign a static IP of 192.168.3.254 and enable DHCP
server with default gateway being 192.168.3.254. Also enable NATing on the router setting the
bridged interface as outside interface.

14
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512 ESXil
ESXi 1 VM boots using VMware ESXI 5.5 ISO image. This ESXi hypervisor is setup to host the
Mirantis OpenStack Fuel master and three child nodes.

Creation and Deployment of ESXi 1

Step 1: Create a new Virtual Machine in VMware Workstation to boot from VMware VSphere
5.5 ISO which can be downloaded from the following link:
https://my.vmware.com/group/vmware/evalcenter?lp=default&p=free-esxi5

Step 2: Go to Virtual Machine Setting and assign 32GB memory to the VM along with 8
processor cores. Also, assign 650GB hard disk space and set Network Adaptor to VMnet3.

Virtual Machine Settings -
Hardware | Options
Dievice Summary Memory
L Memory 32GB Spedfy the amount of memory allocated to this virtual
[ Processors a machine. The memary size must be a multiple of 4 MB.
i Hard Disk (SCSD) 65_0 G8 ) Memory for this virtual machine: | 32768 - MB
“y CD/OVD (IDE) Using file C:\software\ESXi 5.5\WMw...
@Network Adapter  Custom (YMnet3)
USE Controller Present B4 GB <
!Display Auto detect 2ce
16 GB
BGE E Maximum recommended memory
4GE 4l (Memory swapping may
3GE occur beyond this size.)
1GB 57304 MB
SLZME [H Recommended memory
B8 MB
4096 MB
128 ME
&4 MB O Guest OS recommended minimum
3z MB 4096 MB
15 MB
&ME
4 ME
@'Add. = Remave

CK | | Cancel | Help

Figure 5.6 ESXI 1 VM setting on VMWare Workstation
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Step 3: Power on the Virtual Machine and install ESXi on the local drive.

Step 4: After successful installation assign static IP address of 192.168.3.11 to this ESXi.

IP Conf iguration

This host can obtain network settings avtomatically if your netwuwork

includes a DHCP server. If it does not. the following settings must be
specified:

{ ) Use dynamic IP address and network conf iguration

(o) Set static IP address and network configuration:

IP Address [ 192.168.3.11 1
Subnet Mask [ 255.255.255.0 1
[ 192._.168.3.251 1

Default Gateway

<Ups/Doun> Select <Space> Mark Selected <Enter> 0K <Esc> Cancel

Figure 5.7 Set static IP to ESXi 1

VMuare ESXi 5.5.0 (VMKernel Release Build 2068190)
VMuare, Inc. VMuare Virtual Platform

2 x Intel(R) Xeon(R) CPU ES-2407 vZ @ Z.40GHz
32 GiB Memory

Dounload tools to manage this host from:
http://192.168.3.11/ (STATIC)
http://[febB: :20c :29ff :feef :ff5al/ (STATIC)

<F2> Customize Systen/View Logs <F12> Shut Doun/Restart

Figure 5.8 View of ESXI 1 on VMWare workstation
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5.1.3 ESXi 2

Similar to ESXI 1, ESXi 2 VM boots using VMware ESXI 5.5 ISO image. All the instances
created using OpenStack are hosted in this ESXi 2 hypervisor.

Creation and Deployment of ESXi 2

All the steps in creation of ESXi 2 are similar to ESXi 1 except ESXi 2 is assigned with only
20GB memory and 200GB hard disk space.

Virtual Machine Settings -
Hardware | Options

Device Summary Memory
- emory 068 Specify the amount of memery allocated to this virtual
[ Processors 8 machine, The memory size must be a multiple of 4 MB.
(Herd Disk (sCSI) 20068 =

Memary for this virtual machine: 20480 MB

*)CD/DVD (IDE) Using file C:\software\ESXi 5.5WHw... Y v
Fenetwork Adapter  Custom (VMnet3)
USB Controller  Present e <

W pisplay Auto detect R2GE

1868

BaE [ Maximum recommended memory
468 4 (Memory swapping may

e ocaur beyond this size.)

168 57304MB

s12 M8
256 MB

[ Recommended memory

4035 MB
128 ME
4 ME [ Guest OS recommended minimum
2Me 4096 MB
15 M8
sME
ame
Ty Add... Remaove
ok | [ cancel | [ Help

Figure 5.9 ESXI 2 VM setting on VMWare Workstation

Also, ESXi 2 is assigned with static IP 192.168.3.12

VMuare ESXi 5.5.8 (VMKernel Release Build 2068190)
VYMuare, Inc. VMuare Virtuval Platforn

2 x Intel(R) Xeon(R) CPU ES-2407 uZ @ 2.40GHz
28 GiB Memory

Dounload tools to manage this host from:
http://192.168.3.12/ (STATIC)
http://[feBO::20c:29ff :feBB:4e6681/ (STATIC)

<F2> Custonize Systen/Vieuw Logs <F12> Shut Down/Restart

Figure 5.10 View of ESXI 2 on VMWare workstation
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5.1.4 vCenter Server
vCenter Server VM boots using VMware-vCenter-Server-Appliance-5.5 OVF file. Both
hypervisor ESXi 1 and ESXi 2 are managed using vCenter Server.

Creation and Deployment of vCenter Server

Step 1: Create a new Virtual Machine in VMware Workstation to boot from VMware-vCenter-
Server-Appliance-5.5 ovf file.

Step 2: Go to virtual machine setting and set Network Adapter to VMnet 3

Virtual Machine Settings -
Hardware | Options
Device Summary Memary
TR L RO <t e cnountof ey socated o i vt
[ Processors 2 maching. The memory size must be a multiple of 4MB.
(DHardDisk (SCS) 2568 =
b Hard Disk (SC51) Memory for this virtual machine: | 8192 %1 mg
(AHard Disk 2 (5CSI)  100GB
CD/DVD (IDE) Auto detect
TElNetwork Adapter  Custom (VMnet3) 2ce hl
S| pisplay Auto detect ®Ge
BGB
ves 3 Maximum recommended memory
- {(Memory swapping may
oceur beyond this size.)
1e8 4 32758 MB
512 MB <
256 e [ Recommended memory
18 M8 756 MB
&4 MB
0 Guest OS recommended minimum
32 MB
512MB
16 MB
8MB
4MB
Bl Add...
[ ok ][ camcel ][ Heb

Figure 5.11 VCenter Server VM setting on VMWare Workstation

Step 3: Power on the virtual machine and install the vCenter Server.

UHuware vCenter 3erwver fAppliance 5.5.0.5201 Build 1476389
To manage your appliance please browse to https:--192.168.3.10:5480-
UWelcome to VUMuware vCenter 3erver Appliance

Quickstart Guide: (How to get vCenter Server running guickly)
Open a browser to: https:--192.168.3.10:5480.-
ficcept the EULA
Select the desired configuration mode or upgrade
Follow the wizard

conf igured appliance will be ready to use.
In case of upgrade the appliance will reboot and may change
its network address.

33L thumbprints
uCenter Server: 41:0A:DE:9D:BA:48:97:E3:D1:ED:31:5D:EF:AZ:8F:46:E0:4Aa:12:C8H
Lookup service: F6:A4:41:DF:20:5D:1E:98:B8:4F 147 :22:54:AE:FA:F3:CD:62:24:24

= Use Arrow Keys to navigate
Timezone (Current:UTC) and <EHNTER> to =select your choice.

Figure 5.12View of VCenter Server on VMWare workstation
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Step 4: After successful installation of vCenter Server on VMware workstation, open a web
browser and navigate to vCenter Server Appliance webpage htips://192.168.3.10:5480 (as
shown in vCenter server console) and login using default username root and password vmware.

jVMwaravcenm5a~emppham x\+ =
€ https://192.168.3.10:5480/#care Login @ || Q searcn B 9 4+ & 0 B =

el Dashboard - MIN... ogin - Mirantis Open... () How to Configure Vya... irewall.book - Vyatta-.. © Brocade yOS/Vyatta ... etting up a configura...
¥ Fuel Dashboard - MIN... B L M 0 @ H Configure Vs Firewall.book - D Brocade I #4VyOS/Vyatta VLAN S i

000 VMware vCenter Server Appliance

Username: |root
Login

Copyright ® 1998-2013 VMware, Inc. All rights reserved. Powered by ViMware Studio

Figure 5.13 vCenter Server Setup login screen

Step 5: Start vCenter Server Setup. Select Set custom configuration as the configuration options,
database type embedded, assign new password for user administrator@vSphere.local and set
time synchronization as VMware Tools synchronization

Cancal o |0yt 1 == T =
..........

Figure 5.14 step by step vCenter Server Appliance Setup
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5.2 VCENTER INFRASTRUCTURE SETUP
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Step 1: Open VMware vSphere Client. Enter the vCenter IP address, username and password

and click on login.

@
vmware

VMware vSphere Client

VMware vSphere™

Client

@ All vSphere features introduced in vSphere 5.5 and beyond are
available only through the vSphere Web Client. The traditional
vSphere Client will continue to operate, supporting the same
feature set as vSphere 5.0,

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
vCenter Server.

IP address [ Name: |192. 168.3.10

=

User name: Iadminishahor@vsphere.loal

Password: I********ﬂ

I Use Windows session credentials

Close |

Figure 5.15 VMware vSphere client login

Step 2: Create a new datacenter and name it Datacenter.

Step 3: Create two new clusters OpenStack and NovaCompute and turn on vSphere DRS feature

on both the clusters.

& New Cluster Wizard

@ New Cluster Wizard

[=1c =

Cluster Features
What features do you want to enable for this cluster?

Cluster Features
What features do you want to enable for this cluster?

Cluster Features.

Name
vSphere DRS

Power Management Iﬂpenstadi
VMware EVC
WM Swapfie Location
Ready to Complete [ Cluster Features

Select the features you weuld like to use with this duster.

I~ Turn on vsphere HA

vSphere HA detects failures and provides rapid recovery for the virtual machines
running within  duster. Core functionalty indudes host and virtual machine
monitoring to minimize downtime when heartbeats cannot be detected.

vSphere HA must be turned on to use Fault Tolerance.

[¥ Turn On vSphere DRS

vsphere DRS enables vCenter Server to manage hosts as an aggregate pool of
resources. Cluster resources can be divided into smaller resource pools for users, groups,
and virtual machines.

vSphere DRS also enables vCenter Server to manage the assignment of virtual machines
to hosts automatically, suggesting placement when virtual machines are powered on, and
migrating running virtual machines to balance load and enforce resource allocation
polices.

vSphere DRS and VMware EVC should be enabled in the duster in erder to permit placing
and migrating VMs with Fault Toleranc turned on, during load balancing.

Cluster Features

vSphere DRS
Power Management
[vMware EVC

Name
’7 |Nuval:umpuhe

wapfile Location
|~ Cluster Features

Ready to Complete

Select the features you would like to use with this duster.

™ Tum On vSphere HA

vSphere HA detects faiures and provides rapid recovery for the virtual machines
running within a cluster. Core functionality induces host and virtual machine
monitoring to minimize downtime when heartbeats cannot be detected.

vSphere HA must be turned on to use Fault Tolerance.

[¥ Turn ©n vSphere DRS

vsphere DRS enables vCenter Server to manage hosts as an aggregate pool of
resources. Cluster resources can be divided into smaller resource pools for users, groups,
and virtual machines.

VSphere DRS also enables vCenter Server to manage the assignment of virtual machines
to hosts automatically, suggesting placement when virtual machines are powered on, and
migrating running virtual machines to balance load and enforce resource alocation
policies.

VSphere DRS and YMware EVC shoud be enbled in the duster in order to permit placing
and migrating VM with Fault Tolerance turned on, during load balancing.

Help I Hext > I

<Back cancel |

Help | < Back I MNext > I Cancel

Figure 5.16 Creating clusters OpenStack and NovaCompute
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Step 4: Add host ESXi 1 i.e. 192.168.3.11 to OpenStack cluster and ESXi 2 i.e. 192.168.3.12 to
NovaCompute Cluster.

= [+ localhost
= ]_Il Datacenter
= Effj MovaCompute
[ 192.168.3.12

= Fff Openstack
[ 192.168.3.11

Figure 5.17 view of vCenter inventory after adding hosts to clusters

5.3 DEPLOYING MIRANTIS OPENSTACK 5.0.1 VAPP

A VMware Virtual Appliance (VApp) can be download from Mirantis website and imported to
vCenter. This VApp offers a pre-configured deployment of virtual machines for Fuel, and
OpensStack. The steps taken to deploy this VApp is described below:

5.3.1 Setting up network
Step 1: Create Virtual Machine Port Groups for deploying Mirantis OpenStack VApp on ESXi 1
and assign them with VLAN IDs as listed below:

Figure 5.18 Virtual Machine Port Group created to deploy Mirantis OpenStack

Network VLAN ID
Admin PXE 100
Management 101
Storage 102
Private 103
Public 0 (None)
Default 0 (None)
“onfFigurakion Suammar 'y
87 wSwitch 120 Parts
& Public wirtual Machine ...
ﬁ Management wirtual Machine ...
& Privats wirtual Machine ...
g Storages wirtual Machine ...
& Admin PXE wirtual Machine ...
& Defauk wWirtual Machine ...
i Managemaent Met... whotion and IFP ...
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Step 2: Configure all the port groups to accept Promiscuous mode, MAC Address Changes and
Forged Transmits.

= Public Properties -

General Security | Traffic Shaping ] MIC Teaming ]

Policy Exceptions

Promiscuous Mode: [ |Accept ﬂ
MAC Address Changes: [w |.-5.cce|:|t ﬂ
Forged Transmits: rd |Accept ﬂ

Figure 5.19 VM switch ports security setting

5.3.2 Importing Mirantis OpenStack

Step 1: Download VApp for Mirantis OpenStack from the following link:
https://content.mirantis.com/vapp-mirantis-OpenStack-landing-page.html

Step 2: Select host 192.168.3.11 (ESXi 1) and from the file menu click on Deploy OVF template.

Step 3: Specify the location of Mirantis OpenStack VApp ova file and Map the network as
shown in the snapshot below:

@ Deploy OVF Tempiate - clEN @ Deploy OVF Template - cIEN

Source Network Mappeng
Syl the source calon What networks should the deployed template Lse?

Map the networks used I this OVF template £ netwerks in your Fventory

Source Networks Destinstion Networs

Admn PXE Admin PE [y
Deploy from a fie or LRL Network Happing

400 Dowrioads empty emoty - Mrants Openstack 5.0. 1.2 JUJ IR TAONY

Enter 8 LRL to dowrdoad and nstal the OV package from the intemet, or
specify a location accessiie from your computer, such as a local hard drive, 8 i
network share, or & CO/OVD drive. Rerage e

: vl | [T | e | | <o |[hot> | _come |

Figure 5.20 Deploy Mirantis OpenStack VApp

Step 4: After successful deployment of Mirantis OpenStack VApp, a Fuel Master VM and three
child node VM are created as a part of the VApp as show in snapshot below:
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= 5 localhost

= Eg Datacenter

(i NovaCompute

= fh Openstack
192.168.3.11

B 38

Mirantis Openstack 5.0.1

&
=
&
&

Fuel Master

mos-child-01
mos-child-02
mos-child-03

Figure 5.21 vCenter host inventory view after Deployment of Mirantis OpenStack VApp

e wers

MNetworking

Standard Switch: wSwitcho

[
=

mg

Mg

0

0q

0

wWirtual Machine Port Growup
Public

3 wirtual machine(s)
mos-child-02
mos-child-01
mos-child-03

wWirtual Machine Port Group
Management

2 wirtual machine(s) | WLAM ID:

mos-child-02
mos-child-01
mos-child-03

Wirbual Machine Port Group
Private

3 wirtual machine(s) | VLAN ID:

mos-child-02
mos-child-o01
mos-child-03

Wirbual Machine Port Group
Storage

3 wirtual machine{s) | vLAMN ID:

maos-child-02
mos-child-01
maos-child-03

Wirpusl Machine Port Growp
Admin PXE

4 wirtual machines) | wvLAM ID:

mos-child-02

Fuel Master
mos-child-01
mos-child-03

Wirbual Machine Port Group
Default

1 wirtual machine{s)
Fuel Master

WMbksrnal Port
Management Network

wmkO : 192.168.3.11
fe80::20c:29fF:Feef:ff5a

|v5ph|ere Standard Switch wSphere Distributed S‘w'itch‘

Remove... Properties...
Physical Adapiers
EE wmnico 1000 Full .

Figure 5.22 ESXi 1 network view after deploying Mirantis OpenStack VApp
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5.3.3 Installing Fuel

Step 1: Download Mirantis OpenStack iso  from the following link:
https://software.mirantis.com/OpenStack-download-form/ In this project we are using Mirantis
OpenStack 5.0.1 Icehouse 1SO.

Step 2: Upload the ISO into datastorel (ESXi 1’s datastore).

Step 3: Power on Fuel Master VM and connect it to the Mirantis OpenStack 5.0.1 iso stored on
the datastore and allow it to boot from the iso.

ect to D
Conmect to 150 image on local dick

Conmect 1o het dewte

i Conmect 10450 image on a datastone..

Figure 5.23 View of Fuel Master VM console

& Fuel Master - Virtual Machine Properties = [ = -
Hardware ]Opnons | Resources | Profiles | vservices | Virtual Machine Version: &
' I Show All Devices Add... ’—:|

Hardware Summary

Wl Memory 8192 MB

| crus 8

|;| Video card Video card -

&= VMCIdevice Restricted

@ scslIcontroller 0 Paravirtual

€5 co/ovD drive1 [datastorel]iso/Miranti... -«

&= Harddisk1 Virtual Disk

é Floppy drive 1 Client Device

EB Network adapter1 Admin PXE

EB Network adapter2 Default

Help oK Cancel

Figure 5.24 view of Fuel Master VM properties
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Step 4: Change the showmenu option from no to yes and hit enter to continue Fuel Installation.

File View VM

-y @S @R D @

Helcone to Fael Installer €

Fael Install (Static 1P

OIS I ity =Rt 4 anmyg 10 s € ¥ Ke=cdy "
U SATNINEI BB THI A et ask VoL 02050255 .8 ho nars
U

Figure 5.25 view of Fuel Master VM console immediately after booting up with Mirantis OpenStack iso

Step 5: In the configuration menu under the Network setup configure ethO with default setting
and set eth1 to configure using DHCP. Also provide proper DNS and NTP server parameter and
then save and quit the configuration menu.

File View WM | File View WM

lsuphopanede supheBane oy

To release aursor, press CTRL + ALT

Figure 5.26 view of Fuel Master configuration setting
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Setup 6: Wait for some time for the installation to finish. After the installation is completed
power on the remaining three child VMs mos-child-1, mos-child-2 and mos-child-3 which will

PXE boot from the Fuel Master.

(2] mos-child-01 - Virtual Machine Properties
Hardware | Optons | Resources | Profiles | vServices
™ Show All Devices Add...
Hardware Summary
. M 8152 MB
[=] s 8
& videocard Video card
= VMCIdevice Restricted
@ Scstcontroller o Paravirtual
& Client Device
= virtusl Disk
o Hard disk2 Virtual Disk
=1 Virtual Disk
a Client Device
| N adaptert Admin PXE
B Network adapter2 Public
BB Network adapter3 Management
B Network adapter4 Private
B Network adapters Storage

=I=m

Virtual Machine Version: 8

[ «=[=]

oK Cancel

5.3.4 Installing OpenStack

oot nenu

boot
centos-xB86_64

ubuntu_1284 xB86_64

Automatic boot in 3 second

Figure 5.27 view of mos-child-1VM properties and console

Step 1: Open Fuel master console and login as root. Display the ip address of the interfaces using

ip -4 a command and note the ip address of ethl.

the snapshot below.

2

File View VM

fFuel login:

ffucl login: root
Password: _

[T R

Fuel Master on 192.168.3.11

H e & 8
server is running on x86_64 platform
Fucl U is available on: http:,,10.20.8.2:888

Pefault administrator login: root
Default administrator password: rB8tme

IPlease change root password on first login.

it pas e i bty s ettt e e pathis g
Welcame to the Fuel server
SRR R e e T e e e T

IServer is running on x86_64 platform

[Fuel UI is available on: http:--/10.20.0.2:8088

Default administrator login: root
Default administrator password: rB8tme

Please change root password on first login.

= Ts ]

In our case it is 192.168.3.15 as highlighted in

=

(7} Fuel Master on 192.168.3.11

File View VM

BN G E GRS R

[server is running on x86_64 platform
Fuel UT is available on: http:,~18.20.8.2:8008

rator login: root
befault administrator password: r@8tme

IPlease change root password on first login.

ffuel login: root

[Password :

[Last login: Mon Feb 2Z 81:25:39 on ttyl

[root@fuel ~I# ip -4 a

1: lo: <LOOPBACK,UP,LOWER_UP> mtu 16436 gdisc nogueue state UNKNOWN
inet 127.8.8.1-8 scope host lo

: ethB: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1588 gqdisc pfifo_fast state UP g
1680
inet 18.20.8.2-/24 brd 18.28.8.255 scope global ethd

: ethl: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1588 gdisc pfifo_fast state UP g
1488
inet 192.168.3.15,24 brd 192.168.3.255 scope global ethl

: dockerB: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 15688 gdisc nogueue state UNKN|

inet 1?72.17.42.1/16 scope global dockerd
[root@fuel ~1% _

Figure 5.28 view Fuel Master console
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Step 2: Open a web browser open link http://192.168.3.15:8000. This will open Fuel Dashboard
as shown in snapshot below

J &% Fuel Dashboard - My Ope... X (3 [ == [
U 2. 55,5, 15:8000 % clusters ¢ || Q search wBe U¥aoBE =

#% Fuel Dashboard - MIN... 3 Login - Mirantis Open... () How to Configure Vya... Firewall.book - Vyatta-... © Brocade BB #4 VyOS/Vyatta VLAN... Setting up a configura...

L S

— ‘ Muster node
RIRANTIS ¥ you want © n = wup for tnal cupport. please dick

Figure 5.29 view of Fuel Dashboard
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Step 3: Create a new OpenStack environment

Capstone Project Report

1. Name the new OpenStack environment “MINT_Project” and select Icehouse on Ubuntu

12.04.2 release to be installed.

Create a new OpenStack environment

Name

Cancel

OpenStack Release cehouse or

2. Choose Multi-Node Deployment mode.

Create a new OpenStack environment

Multi-node with HA

® Multi-node

Cancel

& Proav m
.
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3. Choose vCenter as the compute hypervisor.

Create a new OpenStack environment

KVM

QEMU

®  vCenter

4. Choose Nova network (Neutron is not available with vCenter as compute option in the
release we are using)

Create a new OpenStack environment

®  Nova-Network
Neutron with GRE segmentation

Neutron with VLAN segmentation
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5. Choose Default Cinder and Glance Storage.

Create a new OpenStack environment

v !
o
2 d
®  Default ®  Default
< !
Ceph Ceph

6. Install Celiometer (OpenStack Telemetry) as additional services.

Create a new OpenStack environment

e,
Install Sahara
v
v !
« Storage Backend Install Murano

®  Install Ceilometer (OpenStack Telemetry)
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Step 4: Configure OpenStack Environment

1. Add and assign role to the nodes.
e First node is assigned the role of controller
e Second node is assigned the role of Storage — Cinder
e Third node is assigned the role of Telemetry - MongoDB

o [ |Q|B|(®|&
Hieded Nitwiceks Settings Logs Health Check Atiae
Group By Filter By
Rokes ¥ + Add Nodes
i lect (3 nodes) .
MINT_Project e
Controller (1) [ Select Al
_. Untitled (e:ad)
vini rr—— D o e CAEE HOD:1800GE RAMESOGE {:}
Storage - Cinder (VM (1) (Select Al
Untitled (03:65)
vm - LA O v sy QLB HOD: 100GE  RAM:ROGE {:}
CINCER
lelemetry - MongoDB (1} (] Select A
.. Untitied (30:57)
vm Uﬁ = O vy (LS HOD:M600GE RaM0GE )

Figure 5.30 Adding and assigning role to nodes
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2. Configure interfaces on 3 nodes

CONMQUre Interraces on 3 noaes

=l : il

Assign eth0 to storage network
Assign ethl to Admin(PXE) network
Assign eth2 to Public network
Assign eth3 to Management network
Assign eth4 to VM(Fixed) network

MAC: 00:50:56:97:6d:0f
Speed: N/A

MAC: 00:50:56:97:64:65
Speed: 1.0 Gbps

MAC: 00:50:56:97:¢1:21
Speed: 1.0 Gbps

MAC; 00:50:56:97:24:5a
Speed: 1.0 Gbps

MAC: 00:50:56:97:37:de
Speed: 1.0 Gbps

Back To Node List

Storage
VLA 10 102

Admin (PXE)

Public

Management
VAAN 10: 91

VM (Fied)
VN 10 12)

Figure 5.31 Configure interfaces on 3 nodes
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3. Configure Network Setting
e Select FlatDHCP Manager

e Assign IP address range for Public, Management, Storage and Nova-network
Configuration as shown in the snapshot below.

Capstone Project Report

Click Verify Networks to check the configuration and
Save the network Settings

& @ o ] v &
Noses Netaoris Settngs B Heaitn Cretk Acress
Network Settings

¥ FlatDHCP Manager VLAN Manager

Public

Seant End

IP Range 192.168.3.150 192.168.3.174
CIDR 192.168.2.0/24

Use VLAN tagging

Gateway

Management
CIDR

Use VLAN tagging

Storage
CIDR

Use VLAN tagging

188.0.0/24

Nova-network Configuration

Fixed network CIDR

Use VLAN tagging for fixed
networks

Floating IP ranges

DNS Servers

10.0.0.0/16

Eng

192.168.3.200

il

Network Verification is done in 4 steps:
1. Every node starts listening for test frames
2. Every node sends out 802.1Q tagged UDP frames

3. Nodes listeners register test frames from other
nodes
= 4. Send DHCP discover messages on all available
= ports

Verify Networks

Figure 5.32 OpenStack Network Setting
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4. Configure OpenStack Settings
e Specify access credentials (Administrator username and password)
e Specify vCenter ip, username, password and cluster
e Select vCenter as hypervisor type
e Click on deploy changes

OpenStack Settings

Access

USRS &

mm --------- E 3

tenant adenin Tenant [project) name for Administrator
email admndEexample org

Additional Components
Install Sahara

Inistall Musramnd

«  Install Ceilometer

r N
vienter
wCenter IP 152.188.3.10
Usarmame ool
Passwornd LA L L L] o
Cluster HovaCompate

iy r
Common

' DpenStack debug logging

Hypervisar type

KW
CQEMU

®  wlenter

Figure 5.33 OpenStack Setting
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5.4 OPENSTACK DASHBOARD

OpenStack Horizon Dashboard can be accessed using web URL after the successful deployment
of the OpenStack environment.

1 B Login - Mirentis Opensiac.. | 8 FuelDeshbonrd -MINT P X 4 =L
€ 1921683150, e s * B O 3+ & O |
% Fuel Dashbosrd - MIN.. [ Logan - Mirentis Gpen... & How ta Configure Vye. FirewalLbogk - Vystta-.. © Brocade I 24 VyOS/Vyatta VLAN:.. (© Sefting up & canfigurs,

openstack

Figure 5.34 view of OpenStack Horizon Dashboard login screen

L{u Usage Overview - Mirantis. X \. Fuel Dashboard - MINT Pr... 3 | + =1
* 192.168.3.150/ horizon/ ¢ || Q s w8 + & @ |
& Fuet Dashbosrd - M. [ Login - Mirantis Open.. () Howto Configure Vya... @ Firewallbook - Vyatta-.. © Brocade 180 #4VyOS/Vyatta VLANs... & Setting up a configura.—

n openstack admin i &, sig
Project Overview
Admin Usage Summary

5 P | . " H
ysiem Pans Select a period of time to query its usage:

Resource Usage Active Instances: 3 Active RAM: 6GB This Period's VCPU.Hours: 61.12 This Period's GB Hours: 1704 28

Usagg & Downioad CSV Sume
Jost Aggregalss Project Name VCPUs Disk RAM VCPU Hours Disk GB Hours

dmin 5 # 668 63.12 174.28

Displayng 1 tem

Identity Panel

Figure 5.35 OpenStack Horizon Dashboard Overview
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6 LABEXPERIMENT DEMO WITH RESULT

6.1 CREATING INSTANCES USING HEAT ORCHESTRATION
As a part of this project three instances are orchestrated which boots Windows, Ubuntu and
Fedora operating system respectively. The process of orchestrating instances is described below:

6.1.1 Creating Image
To orchestrate an instance first of all an image of the operating system should be created. The
steps involved in creating an image is explained below:

Step 1: Login to the horizon dashboard

Step 2: Select the appropriate project from the drop down menu at the top left

Step 3: On the Project tab, open the Compute tab and click Images category

Step 4: Click Create Image (The Create an Image dialog box appears)

Step 5: Provide proper name, description of the image and choose image file as the image source.
Step6: point the location of the ISO image of the and choose format as ISO.

Step7: specify the architecture type, minimum disk and RAM required and make this image a
publicly available image by checking the public box.

Create An Image

Nam Description:
Sp fy an imag

Description s"e
Ubuntu [14.04.2 desktop =5
=g=
Flea
Image Source '.'—a_-: =n3
Image File i-
Image File
ubwntu-14. 04 3~desktop-i38d iso
Format =
180 - Optical Disk Imags

Architecture
Minimum Disk [(GB)

Minimum Ram (MB)

Figure 6.1 Create An Image dialog box

Step 6: Finally click Create Image
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I3 openstack aimin wnd
Project Images
B Images ;PR | € Starowmbe ) | Pule) [y ee— F——
[ image Name Type Status Public Protected Format Actions
O  centos mage Active Yes No 180 Lanch | More
[ re ti hC N [E La More
O 1 A No [ = More
O t e [ I tanon | More
Orchestration
Admi 0 f ke [ E Lancn | more
[ Active ¥ N 15 = wore
O = 1i Y N VMDK = More

Otz 7 hems

Figure 6.2 View of images tab after creating multiple images

6.1.2 Flavors

Virtual hardware templates are called "flavors" in OpenStack. They define sizes for RAM, disk, number of cores,
and so on. The default install provides five flavors as shown in the snapshot below.

Flavars Q| Filer || o Craao Favor

|:| Flavor Name VCPUs RAH Root Disk Ephemeral Dish Suap Disk 10 Public Hetions

O sy 1 51208 bl [ Yes EdiFiaar | Mo
|:| ml.zma i 2D4BMB 20GH 068 (OB 2 Ve EdltFlanr | Mo
|:| mi.medium ¢] 4]56HB 4068 0GB OME 3 Yz EdltFlanr | Mo
O it 4 AT it bl 4 Yes MNP | bt
[ mixage 3 153848 18068 bl 5 Yes EALFaN | e

Figure 6.3 view of default OpenStack Flavors

Depending upon our physical hardware constrain we choose ml.small flavor for the three
instances we created.

6.1.3 Orchestration

Heat Orchestration used to configure and deploy resource in stack. Heat Orchestration Template
(HOT) is used to in this project to define Heat stack.

Step by step creation of stacks using Horizon dashboard:
Step 1: On the Project tab, open the Orchestration tab and click Stacks

Step 2: Click on Launch Stack, we see a dialog that lets us pull in a template by URL, upload it
from a file, or simply cut and paste it into an editable dialog.
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Step 3: Select Direct Input template source and paste the heat template into the template data

field and click next.

Select Template

Template Source

Description:

Direct Input

[v]

specify the template to be used in ocreating this

Template Data stas.
heat_template_wersion: 2013-05-22
desoription: Simple template to deploy 2 single

compute instance
TESOUrCEs:

my_instances:

type: ::Serve

ertigs:

g: 05 Mova:: Server

image: waunty

flaver: m1.small

Envirenment Source

URL

Envirenment URL

Figure 6.4 Select Template dialogue box
The heat template for creating a single instance is listed below:
Heat template to create an Ubuntu instance:

heat_template_version: 2013-05-23
description: Simple template to deploy a single compute instance
resources:
my_instances:
type: OS::Nova::Server
properties:
image: ubuntu
flavor: m1.small

Use one of the available template source options to
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Step 4: Give a name to the stack and provide admin password and click on launch.

Launch Stack
Launch Stack

Stack Name - Description:
Ubuntu Create a new stadk with the provided values.

Creation Timeout {minutes) *

e0

Rollback On Failure

Password for user "admin™ *

This is required for operations to be

......... perfonmed thrcusghout the | ychke of
the stack

Figure 6.5 Launch Stack dialogue box

Similarly, other two stacks WindowsXP and Fedora are created. The heat template for crating
WindowsXP and Fedora are listed below

Windows XP:
heat_template_version: 2013-05-23
description: Simple template to deploy a single compute instance
resources:
my_instances:
type: OS::Nova::Server
properties:
image: WindowsXP
flavor: m1.small

Fedora:
heat_template_version: 2013-05-23
description: Simple template to deploy a single compute instance
resources:
my_instances:
type: OS::Nova::Server
properties:
image: Fedora
flavor: m1.small
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Project v
Compute

Orchestration
Stacks

Admin »

admin

Stacks

Stacks

Stack Name Created
O
[ | Fedoa 21 hours, 34 minutes
O wu 1 month, 2 weeks
O 1 month, 2 weeks

Displaying 3 itams

Updated

Mever
Never

Never

Figure 6.6 view of Stacks

Status

Complete

Complete

Complete
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admin L Sign Out

# Launch Stack

Actions.

The creation of three new stacks create three new instances which can be seen at the instances

tab

B8 openstack

Project

Compute
Overview
Instances
Volumes

Images

Access & Security

Orchestration

Admin

WindowsXP Instance:

B openstack

Project

Compute

Orchestration

Admin

Instance Overview
Info

Name
WindowsXP-cy_nstances-brwds 3T
0

10b650TA-1a24-4c 20838 19Tad3cEcadd
Status

et

Availabitky Zone

Jan 14,2016, 1250 am

Comated i ted b WYL 1ASLIZ M NI

admin
- Instances
Instances =
Image Key Availability
Instance Hame Name IP Address Size Pair Status  Zone Task
100.0.2 m1.small | 2GB RAM | 1 VCPU |
Fedora 192.188.3.175  20.0GE Disk Adive | noa Hens
10.0.0.4 m1.small | 2GE RAM | 1 VCPU |
O Ubuntu - . Active  nova None
1382.188.3.191 20.0GB Disk
100.0.5 m1.small | 2GB RAM | 1 VCPU |
O WindowsXP 100 5 1e0 | 20.06E Disk Adive | nova Mone
Displaying 3 items
b
sdmia -
&2
Instance Details: WindowsXP-my_instances-bxwds3ydxfyw @ o 5 oo

admn@v|  SignOut

Q[ [ Lo e | [T

Power

State Uptime. Actions

Running Bz Es Create Snapshot | More
minutes

Running 1 month, 2 weeks Create Snapshet | More

Running 1 month, 2 weeks Create Snapshot | More

tunt 100 x| mieaps x4 [=10HER
e 2004 40N =

Bk 8 MY AN Saing p s conbgen

send DA

Figure 6.7 view of WindowsXP instance Overview and console
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Ubuntu Instance:
B3 openstack e [ Tee— X % s El
Pt Instance Details: Ubuntu-my_instances-zrlakivpdwyc ;""" e : e

sy

Overview

Instance Overview

Info

el 1- 1 1k k)

Figure 6.8 view of Ubuntu instance Overview and console

Fedora Instance:

0 e o g x| [ oo e+ | [t Ot M @ o O AT 1 ¢ yeoe o -
03 openstack  samin , 7 _ 7
. - S0 i ! “U”e.-s

Project - Instance Details: Fedora-my_instances-indattCeCVEN g rutumems.si. B o viwstym. (§ beenCoigonp. 3 othn .. b 8 élipmsin.  Soimepsconign

Compute o ot AIH-J-T4 2SRRI S G

Instance Overview
Info

BT AB0PME

Figure 6.9 view of Fedora instance Overview and console

Since vCenter is selected as the compute node the three instances are actually deployed on the
vCenter cluster (NovaCompute) which was specified during fuel deployment with the instance id
as the VM name.

[y localhost

= Datacenter

Fl [ NovaCompute
[ 192.168.3.12
ﬁi. b213de4f-15b4-40f8-b47 c-5afef2e42aa6
@, cefaB1b6-9b2a-415d-884e-4cochadcbacs
@, feb65074-1a24-4c20-b83d-197ed3c5ca24

Figure 6.10 view of vCenter NovaCompute cluster after OpenStack instant deplyoment
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Also, all the three instances are by default connected to a virtual machine port group br100.

View: |ySphere Standard Switch wvSphere Distributed Switch

Networking
Standard Switch: vSwitch Remave... Properties...
Wirbuz| Machine Port Growp Phiysical Adapters
£ | Default @ 1 o B vmnicd 1000 Full G2

WM irmrre B

[J Management Network
vmk0 : 192.168.3.12

feB0::20c:29ff:feBB:4268

e

Pt [ T PRS- [ R ——,
= o = rJ R

C3 | bri0o ?

= | 3 virtual machine(s)
b213de4f-15b4-40f8-b47c-5afef2e42aab @.
ccfad1b6-9b2a-415d-884e-4ccchadcbacs [
feb65074-1a24-4c20-b83d-197ed3c5ca24 @.

Figure 6.11 view of vCenter Networking

6.2 TENANT SEPARATION USING VYATTA FIREWALL

Vyatta router is the major part of this project. It is created on VMWare Workstation outside the
vCenter and OpenStack environment. Two network adapters are connected to this router, the first
one is bridged to the external network and the second is connected to the host only network
which connects to the local vCenter and OpenStack environment. The major functions of Vyatta
router in the project are as follows:

e DHCP server (with Static MAC-IP Mapping)
e Network Address Translation (NAT)
o Firewall

6.2.1 Vyatta vRouter Network Configuring
The steps involved in configuring Vyatta router are as follows:

Step 1: Configure interface ethO connected to the bridged interface to get an IP from the external
DHCP server.
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Step 2: Configure interface ethl connected to the host only interface and assign three more static
IPs from different subnet range as follows:

192.168.4.254/24

192.168.5.254/24

192.168.6.254/24

Step 3: Configure DHCP server for the added three different subnet with the default gateway
pointed to ip on eth 1 from the same subnet.

Step 4: Configure static mapping such that the three instances (Windows, Ubuntu and Fedora)
get IP address from three different subnet as follows:

Instance MAC IP

Windows 00:50:56:b7:6€:75 192.168.4.100
Ubuntu fa:16:3e:a8:h6:26 192.168.5.100
Fedora fa:16:3e:0c:97:b1 192.168.6.100

Figure 6.12 view of ip configuration of Windows, Ubuntu and Fedora instances

Step 4: Configure NAT with ethO as outside interface to translate all the internal address from the
subnet 192.168.0.0/16
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Output of show configuration on Vyatta router is given below:

interfaces {

ethernet ethO {
address dhcp
duplex auto
hw-id 00:0c¢:29:8b:66:39
smp_affinity auto
speed auto

}

ethernet ethl {
address 192.168.3.254/24
address 192.168.4.254/24
address 192.168.5.254/24
address 192.168.6.254/24
duplex auto
hw-id 00:0¢:29:8b:66:43
smp_affinity auto
speed auto

}

}
nat {

source {
rule 1 {
outbound-interface eth0
source {
address 192.168.0.0/16
}
translation {
address masquerade
}
}
}
}

service {
dhcp-server {
disabled false
shared-network-name MINT {
authoritative disable
subnet 192.168.3.0/24 {
default-router 192.168.3.254
dns-server 8.8.8.8
lease 86400
start 192.168.3.100 {
stop 192.168.3.200

}

}
subnet 192.168.4.0/24 {

default-router 192.168.4.254

dns-server 8.8.8.8

start 192.168.4.100 {
stop 192.168.4.200

}

static-mapping Windows {
ip-address 192.168.4.100
mac-address 00:50:56:b7:6e:75

}

Capstone Project Report
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}
subnet 192.168.5.0/24 {

default-router 192.168.5.254

dns-server 8.8.8.8

start 192.168.5.100 {
stop 192.168.5.200

}

static-mapping Ubuntu {
ip-address 192.168.5.100
mac-address fa:16:3e:a8:b6:26

}

}
subnet 192.168.6.0/24 {

default-router 192.168.6.254

dns-server 8.8.8.8

start 192.168.6.100 {
stop 192.168.6.200

}

static-mapping Fedora {
ip-address 192.168.6.100
mac-address fa:16:3e:0c:97:b1

}
}
}
}
https {
http-redirect enable
}
}
system {
host-name Vyatta
login {
user Vyatta {
authentication {
encrypted-password $1$.DjhByrl1$.i5PyfOtP34lil Ykk1FB//
}
level admin
}
}
syslog {
global {
facility all {
level notice
}
facility protocols {
level debug

}
}

user all {
facility all {
level emerg
}
}
}
time-zone GMT

}

Capstone Project Report
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6.2.2 Vyatta vRouter Firewall configuration using Rest API

Vyatta router is used as a firewall to prevent communication between two instances. As we have
performed static mapping of the MAC addresses of the instances with IP address the three
instances created always get the same IP address from the DHCP server. Therefore, we setup a
Layer 3 firewall rule on the Vyatta router to block the traffic between Windows and Fedora
instance and allow the traffic between Windows and Ubuntu instance. This firewall rule is
configured on Vyatta router through rest API using curl command.

The steps involved in configuring firewall rule using rest API is as follows:

Step 1: Enable HTTPS on the Vyatta system using the command set services HTTPS

et service hitps

atta# commit

FAGER '
child =p =fully: PID: 48499
Figure 6.13 Enabling HTTPS on Vyatta system

Step 2: Start a configuration session and create a unique session ID. To perform this task
following curl command is passed through a Ubuntu terminal:

curl -k -s -i -u vyatta:vyatta -H ""content-length:0" -H " Accept: application/json™ -X POST https://192.168.3.254/rest/conf

ubuntu@ubuntu:~% curl -k -s -i -u wyattazwvyatta -H "content-length:®" -H "Accept
: application/json™ -X POST https://192.168.3.254/rest/fconf

HTTP/1.1 2081 Created

Content-Type: application/json

Location: rest/conf/8271688DAEEB7497

Vvatta-Specification-vYersion: 8.3

Cache-Control: no-cache

Transfer-Encoding: chunked
s 28 Feb 2616 ©5:37:59 GMT
: Lighttpdys1.4.28

Figure 6.14 start configuration session and create a unique session ID using curl command

step 3: All the active configuration mode sessions can be listed by using following curl command:

curl -k -s -i -u vyatta:vyatta -H "'content-length:0"" -H ""Accept: application/json" -X GET https://192.168.3.254/rest/conf
ubuntu@ubuntu:z~%$ curl -k -5 -i -u wyatta:wvwyatta -H "content-length:®" -H "Accept
: application/json™ -X GET https://192.168.3.254 /rest/conf

HTTP/1.1 200 O0OK

Content-Twvpe: application/json

Wyatta-Specification-version: @.3

Cache-Control: no-cache

Content-Length: 226

Date: Sun, 28 Feb 2016 ©5:38:30 GMT

Server: Lighttpd/1.4.28

"B8271688BDAEEBT4927" ,

"username™: "wvwyatta"™,
"description™: ",
"started™: 1456637879 " ,
"modified”: "false"™,
"updated™ : "14566378792"

-
"message" :

3
Figure 6.15 List active configuration mode sessions
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Step 3: After creating a unique session ID, this session ID is used to reference the session for all
the other curl command. Listed below are the curl commands to create a firewall named MINT-
Firewall with default action accept. Within this firewall two rules are defined, the first one rulel
is defined to drop all the traffic with source address 192.168.4.100(Windows) and destination
address 192.168.6.100(Fedora) while the second rule rule2 is defined to accept(allow) all the
traffic with source address 192.168.4.100(Windows) and the destination address
192.168.5.100(Ubuntu).

curl -k -s -i -u vyattaivyatta -H "content-length:0"™ -H "Accept: application/json” -X PUT
https://192.168.3.254/rest/conf/8271688DAEES7497/set/firewall/name/MINT-Firewall/default-action/accept

curl -k -s -i -u vyattaivyatta -H "content-length:0"™ -H "Accept: application/json” -X PUT
https://192.168.3.254/rest/conf/8271688DAEE87497/set/firewall/name/MINT-Firewall/rule/1/action/drop

curl -k -s -i -u vyattaivyatta -H ‘‘content-length:0"™ -H "Accept: application/json” -X PUT
https://192.168.3.254/rest/conf/8271688DAEES7497/set/firewall/name/MINT-Firewall/rule/1/source/address/192.168.4.100

curl -k -5 - -u vyatta:vyatta -H "content-length:0" -H "Accept: application/json" -X PUT
https://192.168.3.254/rest/conf/8271688DAEES7497/set/firewall/name/MINT -
Firewall/rule/1/destination/address/192.168.6.100

curl -k -s -i -u vyattaivyatta -H ‘'content-length:0"™ -H "Accept: application/json™ -X PUT
https://192.168.3.254/rest/conf/8271688DAEES7497/set/firewall/name/MINT-Firewall/rule/2/action/accept

curl -k -s -i -u vyattaivyatta -H ‘'content-length:0"™ -H "Accept: application/json™ -X PUT
https://192.168.3.254/rest/conf/8271688DAEE87497/set/firewall/name/MINT-Firewall/rule/2/source/address/192.168.4.100

curl -k -s -i -u vyattaivyatta -H ‘'content-length:0"™ -H "Accept: application/json™ -X PUT
https://192.168.3.254/rest/conf/8271688DAEE87497/set/firewall/name/MINT -
Firewall/rule/2/destination/address/192.168.5.100

curl -k -s -i -u vyattaivyatta -H ‘content-length:0" -H "Accept: application/json”™ -X PUT
https://192.168.3.254/rest/conf/8271688DAEE87497/set/interfaces/ethernet/ethl/firewall/in/name/MINT-Firewall

curl -k -s -i -u vyatta:vyatta -H *content-length:0"™ -H "Accept: application/json” -X PUT
https://192.168.3.254/rest/conf/8271688DAEE87497/set/interfaces/ethernet/ethl/firewall/out/name/MINT-Firewall

curl -k -s -i -u vyatta:ivyatta -H *content-length:0" -H "Accept: application/json” -X POST
https://192.168.3.254/rest/conf/8271688DAEE87497/commit

curl -k -s -i -u vyatta:vyatta -H “content-length:0" -H "Accept: application/json™ -X DELETE
https://192.168.3.254/rest/conf/8271688DAEE87497

The new firewall created by using rest API can be verified from Vyatta command prompt

Figure 6.16 view of Vyatta router firewall configuration
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To verify that the firewall rule is working we perform ping test from Windows instance to
Ubuntu and Fedora instance.

e Ping response from Windows (192.168.4.100) to Ubuntu (192.168.5.100) and Fedora
(192.168.6.100) before configuring firewall.

mmand Prompt

|C:\Ducuments and Settings~AdminZping 192_.168.5.180
Pinging 192 _.168.5%.108 with 32 bytes of data:c

from 192 _168.5%.108: bytes=32 time=18ms TTL=63
from i L bytes=32 time=4dms TTL=63
from 192 _168.5.1008: bytes=32 time=4ms TTIL=63
from 192 _168_.5.108: bhytes=32 time=4dms TTL=63

Ping statistics for 192.168.5.188:

Packetz: Sent = 4, Received = 4. Lost = 8 (Bx lossl.
Approximate round trip times in milli-seconds:

Minimum = 4ms, Maximum = 1@ms. Average = LHns

C:~Documents and Settings“~AdminZ>ping 192.168.6.100
Pinging 1922.168.6.108 with 32 bhytes of data:

Reply from 1922_168.6.100: hytes=32 time=Htms TTL=63
192.168.6.188: bytes=32 time=5ms TIL=63
192.168.6.188: bytes=32 time=4ms TTL=63

Reply from 122_168.6.108: bytes=32 time=4dms TIL=63

Ping statistics for 172.168.6.108:

| Packets: Sent = 4. Received = 4, Lost = B (@8x: loss).
BApproximate round trip times in milli-—seconds:

| Minimum = 4ms, Maximum = Sms, Average = 4ms

C:~Documents and Settings“Admin>

Figure 6.17 ping response before configuring firewall

e Ping response from Windows (192.168.4.100) to Ubuntu (192.168.5.100) and Fedora
(192.168.6.100) after configuring firewall.

Command Prompt

C=“Documents and Settings~Admin>ping 192._.168.5.108
Pinging 192 _.168.5.188 with 32 hytes of data:

Reply from 192.168.5.188: hytes=32 time=168msz TTL=063
Reply from 192.168.5.188: bytes=32 time=4ms TTL=63
Reply from 192_168.5.188: bytes=32 time=4ms TTL=63
Reply from 192.168.5.188: bytes=32 time=4ms TTL=63

Ping statistics for 192.168.5.160@A:

Packet=z: Sent = 4, Received = 4, Lost = B (@x loss).
Approximate round trip times in milli-—seconds:

Minimum = 4ms,. Maximum = 168ms. Average = 45ms

C:Documents and Settings“AdminXping 192_168.6.188
122.168.6.188 with 32 hytes of data:
timed out.
timed out.
timed out.
timed out.

Ping statistics for 192.168.6.1008:
Packet=z: Sent = 4. Received = B, Lost = 4 (188x loss).

C:~\Documents and Settings“~AdminX>_

Figure 6.18 ping response after configuring firewall

48



Capstone Project Report

7/ SUMMARY AND CONCLUSION

From this proof of concept project, we were successfully able to demonstrate the integration of
OpenStack with vCenter and create instances on vSphere infrastructure (ESXi host) using Heat
orchestration. Mirantis OpenStack 5.0.1 Icehouse was deployed using Fuel which provided an
intuitive GUI driven web based interface to configure nodes and network setup to connect
OpenStack to vCenter. OpenStack Horizon dashboard was then used to orchestrate three
different instances (Windows, Ubuntu and Fedora) using Heat template. Also, though this project
we were able to demonstrate the use of Vyatta vRouter to manage the network resources of the
OpensStack cloud. We successfully configured firewall on Vyatta vRouter using Rest API to
perform network separation between the cloud tenant.

This proof of concept demonstration can be scaled up to create an enterprise scale cloud
controlled and managed using OpenStack. Due to the limitation on resources this project was
performed on a VMWare Workstation environment. The large scale would be installed on high
performance servers with high speed network and storage capacity. Each physical server can be
added as separate node and can be assigned with different OpenStack services. Also, NSX
component can be added to vSphere environment and integrated with OpenStack Neutron. The
integration of NSX with Neutron networking will provide full network management of the cloud
on vSphere infrastructure using OpenStack.
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