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Abstract

The steam-assisted gravity drainage (SAGD) method has shown promise for efficiently 

recovering many heavy oil and oil sand reservoirs in Canada. In this study, a comprehensive 

review of thermal recovery literature enabled a comparison of different approaches to simulate 

transport processes in various steam injection recovery processes. Studies by Butler and co­

workers on the SAGD subject served to explain the temperature distribution in the reservoir 

ahead of the steam zone, and how it influenced oil drainage rate.

A  new analytical model was developed to simulate the expanding steam zone in the SAGD  

process. This new model was based mainly on the Stefan Phase-Change problem, and 

incorporated convective transfers taking place in the reservoir. These convective heat transfers 

included heat losses to the cap and base rock, and heat removed from the reservoir in the 

produced fluid stream. A rigorous mathematical solution was obtained for this new analytical 

SAGD model, which enabled the steam zone interface position and velocity to be determined at 

different times. Results from the new SAGD analytical model agreed mostly with results obtained 

from CM G’s STARS™  thermal simulator, and results calculated from Butler’s models. The 

agreement in the oil production rate between the new analytical model and STARS™  simulator 

was good for the middle-time period. Difference in the predicted oil production rates in the early- 

time period was due to the assumption that slope drainage is present from the start of the 

process by the proposed analytical model. Different external boundary conditions led to the 

difference in the predicted oil production rates for the new analytical model and the simulator in 

late-time period.

Results from the new analytical SAGD transient model agreed with corresponding results 

calculated from Butler’s models. The steam zone interface velocity predicted by the new 

analytical model at different times agreed quite closely with those calculated by Butler’s LinDrain 

(1994) model, with the agreement being closer in later-time periods. Oil production rate predicted 

by the new analytical model was less than those predicted by the TANDRAIN model, and Butler’s 

1985 model. The reason was believed to be due to the heat loss to cap rock and base rock, and 

due to heat removed due to fluid production from the reservoir; these losses are accounted for in 

the new analytical model.

After the new transient analytical model was validated, it was used to investigate the effects of 

flow potential and thermal diffusivity on the SAGD process. The results in these cases showed 

that the steam zone advanced further into the reservoir for low fluid production potential and high 

thermal diffusivity. In the first case, low fluid production potential resulted in less heat being 

removed from the reservoir, and hence, more heat accumulated inside the reservoir and 

contributed to the forward movement of the steam zone. In the second case, high thermal
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diffusivity value promoted the expansion of the steam zone into the reservoir. Effects of a  water 

sand in communication with the oil reservoir on SAGD performance were also investigated, using 

CMG's STARS™  simulator. The presence of a  bottom water layer was determined to have a 

lesser impact on recovery than the overlying water layer case. Oil recovery was determined to 

decrease with increasing water layer thickness. Increasing the areal coverage of the bottom water 

layer resulted in only a slightly reduced recovery as compared with the confined bottom water 

layer. However, increasing the areal coverage of the overlying water layer severely reduced the 

recovery efficiency of the process, as heat was diverted into the overlying water zone.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Acknowledgments

The author wishes to thank Dr. Quang Doan, his brother, for the guidance and support throughout 

the course of this study. Thanks are also extended to Dr. Mustafa Oguztoreli for his suggestions 

and many hours of discussion on the formulation of the problems.

The encouragement and support from his family will always be remembered.

The encouragement by Mr. Brian Weatherill, Mr. Bob Pearson and Mr. Hank Baird at Adams 

Pearson and Associates Inc. is appreciated. His close friends, Mr. T. Chowdhury and Mr. H. Ho, 

provided solid moral support during the course of this study.

The author was able to use STARS™  simulator for part of the work in this thesis; this was 

possible due to the donation of reservoir simulators by the Computer Modelling Group Ltd., 

Calgary to the Petroleum Engineering program at the University of Alberta for teaching and 

research purposes.

Finally, the author also wishes to acknowledge the support from his supervisor and co-supervisor.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



TABLE OF CONTENTS

Abstract ............................................................................................................................................................... iv

Acknowledgements ........................................................................................................................................ vi

List of Tables .................................................................................................................................................... ix

List of Figures ....................................................................................................................................................x

Nomenclature .................................................................................................................................................. xii

Chapter 1. Introduction ................................................................................................................................... 1

Chapter 2. Review of the Literature .............................................................................................................2

2.1. Introduction ........................................................................................................................................2

2.2. Steamflooding and Cyclic Steam Stimulation .......................................................................... 2

2.2.1. Steamflooding .........................................................................................................................2

2.2.1.1. Theoretical and Experimental Studies ................................................................. 2

2.2.1.2. Numerical Studies and Field Projects .................................................................. 9

2.2.2. Cyclic Steam Stimulation ................................................................................................. 11

2.2.2.1. Theoretical and Experimental Studies ............................................................. 11

2.2.2.2. Numerical Studies and Field Projects ................................................................ 13

2.3. Steam-assisted Gravity Drainage (SAGD) ............................................................................. 14

2.3.1. Theoretical and Experimental Studies ...........................................................................14

2.3.2. Numerical Studies and Field Projects ...........................................................................23

Chapter 3. Statement of the Problem ....................................................................................................... 29

Chapter 4. Development of Analytical Model .........................................................................................30

4.1. Introduction ..................................................................................................................................... 30

4.2. Stefan Phase Change Problem ................................................................................................. 30

4.3. Framework of New Analytical Model for SAGD Process Performance Prediction,

with Convective Transfers .............................................................................................................33

4.4. Development of New Analytical Model for SAGD Process Performance Prediction,

with Convective Transfers ............................................................................................................37

4.4.1. Development of New Analytical Model for SAGD Process....................................... 37

4.4.2. Heat Loss to Cap Rock and Base Rock......................................................................... 44

4.4.4. Drainage R a te ....................................................................................................................... 44

4.4.4. Convective Transport vs. Conductive Transport..........................................................45

4.5. Solution of New Analytical Model for SAGD Process Performance Prediction,

with Convective Transfers ............................................................................................................46

Chapter 5. Discussion of Results .............................................................................................................. 49

5.1. Introduction ..................................................................................................................................... 49

5.2. Solutions Offered in Other Analytical Models by Butler e ta l. (1981a, 1985a).................49

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.2.1. Example 1 from Butler’s Monograph (1 9 9 4 )................................................................49

5.2.2. Example 2  from Butler’s Monograph (1 9 9 4 )................................................................52

5.3. Selected Simulation Results by CM G’s S T A R S ™ ..................................................................53

5.3.1. Reservoir Model ................................................................................................................... 54

5.3.2. Simulation R esu lts ............................................................................................................... 59

5.4. Results of New Analytical Model Incorporating Convective Transport.............................72

5.4.1. Comparison of Results of New Analytical Model and Results from STARS™  

Simulator and Butler’s Models .............................................................................................73

5.4.2. Qualitative Comparison of Simulation Results and Selected Experimental

Data for the SAGD Process ................................................................................................. 83

5.5. Parametric Study of New Analytical SAGD M o d e l..................................................................86

5.5.1. Effect of Production Potentia l............................................................................................86

5.5.2. Effect of Thermal Diffusivity...............................................................................................88

5.6. SAGD Performance in Bottom-Water Reservoirs................................................................... 91

5.6.1. Model Description.................................................................................................................91

5.6.2. Discussion of Results ........................................................................................................ 91

5.6.2.1. Base C ase.................................................................................................................. 93

5.6.3. Presence of a  Contiguous W ater Sand ..........................................................................98

5.7. Summary .........................................................................................................................................104

Chapter 6. Conclusions ............................................................................................................................ 109

Chapter 7. Recommendations.................................................................................................................... 111

Appendix A .....................................................................................................................................................112

Appendix B .....................................................................................................................................................118

References .....................................................................................................................................................119

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Tables

Table 5.1. Kinematic Viscosity vs. Temperature for Example 1 ......................................................... 50

Table 5.2. Kinematic Viscosity Integral vs. Temperature for Example 1 ..........................................50

Table 5.3. Results for Example 2, for Esso’s HWP1 Horizontal W ell Pilot ....................................52

Table 5.4: Selected Properties of Cold Lake Reservoir Used in the Simulation S tu d y ................57

Table 5.5: Values of V iscosity-Tem perature for Cold Lake Bitumen, Simulation Study ..........57

Table 5.6a: Summary of Reservoir P aram eters...................................................................................... 72

Table 5.6b. Summary of Reservoir P aram eters...................................................................................... 73

Table 5.7: Calculation of Static and Mobile Fluids in Region 1 and Region 2 ............................... 73

Table 5.8: Calculated Velocity of Steam Zone Interface at Different Times ................................. 78

Table 5.9: Comparison of Steam Zone Interface Velocity Predicted by Butler’s LinDrain Model

(1994) and New Analytical Model, at Different Times ....................................................79

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Figures

Figure 2.1: Vertical Cross-Section through Expanding Steam C h am b er......................................... 15

Figure 2.2: Cross-Section Drawing of Flows of Heat and Oil in Reservoir Element,

Near the Steam Zone Interface............................................................................................... 15

Figure 4.1a: Steam Zone at Early Stages of SAGD Process -  Illustrating

“Ceiling" D ra in ag e ..................................................................................................................... 34

Figure 4.1b: Steam Zone at Late Stages of SAGD Process -  Illustrating

“Slope" D ra in ag e ........................................................................................................................35

Figure 4.2: 3-D View of Steam Zone, Effects of Wellbore Hydraulics on Steam Zone

Growth Depicted......................................................................................................................... 36

Figure 4.3: Cross-Section Drawing of Flows of Heat and Oil in Reservoir Element,

Near the Steam Zone Interface...............................................................................................38

Figure 5.1: 3-D View of the Reservoir Grid Setup Utilized in the Simulation S tu d y ...................... 55

Figure 5.2: Viscosity-Temperature Relationship for Cold Lake Bitumen,

Used in Simulation S tu d y ........................................................................................................ 56

Figure 5.3: Relative Permeabilities Used in Simulation Study ............................................................ 58

Figure 5.4: Oil Production Rate and Steam-Oil Ratio vs. Time, Base Case of

Cold Lake Reservoir..................................................................................................................60

Figure 5.5: Cumulative Oil Production and Steam Volume Injected (CW E) vs. Time, Base Case

of Cold Lake Reservoir ............................................................................................................62

Figure 5.6: 3-D View of Oil Saturation Profile ........................................................................................... 63

Figure 5.7a: 2-D  Cross-Sectional View  of Oil Saturation Profile after 1 Y e a r ................................. 64

Figure 5.7b: 2-D  Cross-Sectional View of Oil Saturation Profile after 5 Years ....................65

Figure 5.8a: Temperature Distribution Profile after 1 Year ............................................................... 66

Figure 5.8b: Temperature Distribution Profile after 5 Years .............................................................. 67

Figure 5.9: Heat Balance Calculations for Base C ase Simulation, Cold Lake Reservoir ........... 69

Figure 5.10: Heat Loss to Cap and Base Rock for Base Case Simulation,

Cold Lake Reservoir..................................................................................................................70

Figure 5.11: Ratio of Heat Accumulated, Heat Loss, and Produced to Heat Injected for

Base Case Simulation, Cold Lake R eservo ir.................................................................... 71
Figure 5.12: Comparison of Predicted Oil Production Rate by STARS™  Simulator,

Butler’s Models, and New Analytical M o d e l.......................................................................74
Figure 5.13: Comparison of Predicted Cumulative Oil Production by STARS™  Simulator,

Butler’s Models, and New Analytical M o d e l.......................................................................80
Figure 5.14: Position of Steam Zone Interface at Different Times, as Calculated from

New Analytical M o d e l............................................................................................................... 81
Figure 5.15: Comparison of Experimental Cumulative Production vs.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Simulation Cumulative Production for UTF (reproduced from
Chung and Butler, 1989 )......................................................................................................... 84

Figure 5.16: Comparison of Experimental Steam Zone Interface Position vs. Simulated 

Steam Zone Interface Position, at Different Times (reproduced from

Chow and Butler, 1996) ........................................................................................................ 85
Figure 5.17: Effect of Flow Potential (y) on Position and Profile of Steam Zone Interface,

after 1000 days .........................................................................................................................87

Figure 5.18: Effect of Flow Potential on Oil Production Rate at Different Times, as

Predicted by New Analytical Model .................................................................................... 89
Figure 5.19: Effect of Thermal Diffusivity (a) on Position and Profile o f Steam Zone Interface,

after 1000 days .........................................................................................................................90

Figure 5.20: Grid Geometry for Reservoir Simulation, Base Case, STARS™ Sim ulator.............92

Figure 5.21: Cumulative Oil Production and Oil Production Rate vs. Time, Base C a s e ..............94

Figure 5.22: Oil Saturation Distribution in the Reservoir after 365 Days, Base C a s e ...................95

Figure 5.23: Ratio of Cumulative Injection to Production, Base Case, STARS™ Sim ulator...... 96

Figure 5.24: Ratios of Heat Produced, Heat Loss and Heat Accumulated to Heat Injected,

Base Case, STARS™ Sim ulator.......................................................................................... 97

Figure 5.25: Cumulative Oil Recovery vs. Tim e -  Confined Bottom vs.

Overlying W ater Layer -  6-m Thickness, STARS™ Simulator..................................... 99
Figure 5.26: Ratio of Heat Accumulated to Heat Injected vs. Time -  Confined Bottom vs.

Overlying W ater Layer -  6-m Thickness, STARS™ Sim ulator..................................100

Figure 5.27: Cumulative Oil Recovery vs. Time -  Unconfined Bottom vs.

Overlying W ater L a y e r -6 -m  Thickness, STARS™ Simulator................................... 102
Figure 5.28: Ratio of Heat Accumulated to Heat Injected vs. Time -  Unconfined Bottom vs.

Over lying W ater Layer -  6-m Thickness, STARS™ Sim ulator.................................. 103

Figure 5.29: Cumulative Oil Recovery vs. Time — Confined vs. Unconfined Bottom

W ater Sand and Overlying W ater L a y e r-6 -m  Thickness, STARS™ Simulator.. 105

Figure 5.30: Ratio of Heat Accumulated to Heat Injected vs. Time -  Confined vs. Unconfined

Overlying W ater Layer — 9-m Thickness, STARS™ Sim ulator..................................106

Figure 5.31: Cumulative Oil Recovery vs. Time -  Confined vs. Unconfined Overlying

W ater Layer -  9-m Thickness, STARS™  S im ulator.....................................................107

Figure A 1: Volume Element for Derivation of Energy Balance ......................................................112

Figure A2: Material Balance at the Steam Zone Interface between Regions 1 and 2 ................113

Figure A3: Energy Balance at the Steam Zone Interface between Regions 1 and 2 ...................115

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Nomenclature

C rock heat capacity, m /L^T [kJ/kg.K]

g gravitational acceleration constant, L/t2 [m/s2]

h enthalpy per unit mass, L^/t2 [kJ/kg]

H height of the reservoir, L [m]

k reservoir permeability, L2 [m2]

K rock thermal conductivity, m L /t^  [kJ/m.d.K]

L length of horizontal well, L [m] or

latent heat of vaporization, L^t2 [kJ/kg] 

m parameter used to define viscosity-temperature relationship

M volumetric heat capacity, m /L^T [kJ/m3.K]

q oil drainage rate, L3/t [m3/s]

S saturation, dimensionless

T  temperature, T  [K]

t time, t [s]

u velocity, L/t [m/s]

x x-coordinate, L [m]

X(t) position of steam zone interface, L [m]

y y-coordinate, L [m]

z  z-coordinate, L [m]

Greek Symbols

£ transformed coordinate for steam zone interface position, L [m]

<(> reservoir porosity

a  thermal diffusivity, L2/t [m2/d]

Y parameter relating velocity and steam zone interface velocity, dimensionless

heat penetration variable as defined by Butler’s 1985 model 

p. oil dynamic viscosity, m/Lt [mPa.s]

v oil kinematic viscosity, L2/t [m2/s]

0 angle of steam zone interface with horizontal

p density, m/L3 [kg/m3]

A change (for example, change of enthalpy)

X parameter in solution

(3 ratio of Region 1 density to Region 2 density
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Subscripts

1 Region 1 (steam zone)

2  Region 2 (reservoir ahead of steam zone interface)

b boiling (as in saturation temperature)

i initial

irr irreducible water

m f mobile fluid(s)

o oil

or residual oil

r reservoir (as in reservoir temperature)

s steam (as in steam temperature)

st steam

total total effect, including reservoir and fluids filling pore volume 

w  water

Superscripts 

* production
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Chapter 1 — Introduction

Horizontal well technology holds promise in the recovery of heavy oil and bitumen resources in 

Alberta and Saskatchewan, due primarily to the extended contact between the reservoir and a 

horizontal well. In addition, horizontal wells can be optimally placed to delay gravity segregation 

and/or minimize heat loss to unwanted zones in steam injection recovery methods. One of the 

main thermal recovery methods for heavy oil and bitumen recovery is the steam-assisted gravity 

drainage (SAGD) method. For this method, pairs of parallel horizontal steam injector and 

producer are drilled near the base of the reservoir. High-pressure and high-temperature steam is 

injected into the reservoir to reduce the viscosity of the bitumen, and improve its mobility. The 

mobilized bitumen, along with steam condensate, is produced into the lower-positioned horizontal 

producer by gravity drainage. Simultaneously, the steam zone expands vertically and laterally. 

Continuing steam injection leads to expansion of the steam zone, and production of the bitumen 

from the reservoir. Theoretical and experimental investigation of different aspects of the SAGD 

method and its variations such as single-well SAGD (SW -SAGD) — especially, its steady-state 

behaviour -  have been performed, and mentioned in the literature. However, unsteady state 

behaviour of the SAGD method has not been studied as extensively.

This study investigates theoretically the effects of convective heat transfers due to steam 

injection, heat loss to cap and base rock, and fluid production on the recovery performance of the 

SAGD process. Analytical solution to the heat transfer process which includes conduction, as well 

as convection due to state change and heat losses (due to production, and heat loss to cap and 

base rock), for appropriate boundary conditions and initial condition, is developed. The heat 

transfer process is coupled with flow in porous media and material balance considerations to 

produce a mathematically rigorous model for transient reservoir heating and fluid production for 

the SAGD method.

1
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Chapter 2 — Survey of the Literature

2.1. Introduction

The volume of crude oil contained in Canada's heavy oil and oil sand deposits is approximately 

2.8 trillion barrels (445 billion m3), roughly equal to the world’s current combined conventional oil 

in place. However, recovering the viscous crude oil from these heavy oil and oil sand deposits is 

technically and economically much more challenging than recovering crude oil from conventional 

iight-oil reservoirs. In some cases, the oil is sufficiently mobile under initial reservoir pressure and 

temperature conditions for it to be recovered using primary production (cold production) and/or by 

waterflood. In the majority of the cases, oil viscosity under initial reservoir temperature (and 

pressure) conditions is of the order of hundreds of thousands of centipoise or more, rendering the 

oil immobile. Thermal energy, in the form of high-pressure and high-temperature steam, is usually 

injected into these reservoirs to reduce the oil viscosity and make it mobile. A brief review of 

different thermal recovery methods, and a careful review of the steam-assisted gravity drainage 

method (SAGD) -  in particular, those references discussing fundamental features of the SAGD  

models -  are provided in the following sections.

2.2. Steamflooding and Cyclic Steam Stimulation

2.2.1. Steamflooding

Conceptually, steamflooding is similar to waterflooding (or hot waterflooding): fluid is injected into 

the reservoir through some injector(s) to displace the oil in the reservoir toward and into separate 

producer(s). In steamflooding, high-pressure wet steam is injected continuously into the reservoir 

where it forms a steam zone around the injector. The injected steam gives up its latent heat, 

which is transferred (by conduction and convection) into the reservoir ahead of the steam zone. 

Some of the injected heat is lost to the cap rock and base rock. The steam zone expands with 

time, and in the process continues to heat up the oil-bearing reservoir and displace the mobilized 

oil along with the condensate towards the producer. It is noted that steam eventually overrides 

the oil zone (i.e. it migrates to the top of the reservoir, and bypasses the oil below), due to its 

lower density. Injectors and producers are often arranged in some patterns to improve the sweep 

efficiency of the flooding process (Prats, 1982). It is important to note that in steamflooding oil 

production prior to steam breakthrough is due mainly to pressure driving force (Vogel, 1992).

2.2.1.1. Theoretical and Experimental Studies

Lauwerier (1955) considered the heat conduction from a layer of injected hot water to adjacent oil 

layers. Solving the heat balance equation, made up of three components (heat injected, heat 

accumulated, and heat loss to the oil layers), Lauwerier obtained the temperature distribution in

2
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both the water layer and oil layers as a  function o f time. This solution formed the basis for 

performance analysis of the hot waterflood process.

Marx and Langenheim (1959) developed a direct relationship between the growth of the steam  

zone and the rate of heat loss to the overburden and underburden. As the heat loss to the 

overburden and underburden increased, the growth rate of the steam zone decreased. In this 

model, the steam zone front was thought to be vertical and the displacement mechanism was 

thought to be similar to that of a piston (similar to the displacement assumed in Lauweirer’s 

model). The mode of heat transfer was by conduction and the entire heating and displacement 

processes, were localized at the condensation front (at the edge of the steam  zone, where steam 

gave up its energy and condensed). As such, the flow of heat from the steam  zone into the liquid 

zone ahead of the condensation front was neglected. This type of model is commonly referred to 

as frontal drive model.

Mandl and Volek (1969) developed another frontal drive model to predict steam zone expansion 

with time. They incorporated the heat transfer into and inside the liquid (condensate) zone ahead 

of the condensation front, as they recognized such transfer would affect both the flow of 

condensate water and oil and the growth of the steam zone. As such, the condensation front no 

longer remained vertical with time. Rather, its shape changed as a result of contrasts in the 

density and viscosity of fluids ahead and behind the condensation front (due to steam override, or 

example). Analysis of the heat balance and mass balance equations behind and in front of the 

condensation front led to the introduction of the critical time tc variable, which marked a change in 

the mode of heat transfer across the condensation front. For time less than tc, heat transfer was 

mainly conductive, while when t > tc the transfer of heat was predominantly convective. As a 

result, two different expressions for the steam zone volume were proposed: one before the critical 

time, and one after. It is seen easily that the steam zone volume determined by Mandl-Volek 

model before the critical time was the same as that given by the Marx-Langenheim model (1959).

Myhill and Stegemeier (1978) developed another frontal drive model. A  number of important 

assumptions were made: no vertical temperature gradient in the reservoir, constant steam  

injection pressure and quality, conductive heat losses from the steam zone to the overburden and 

underburden, and convective heat transfer being the main heat transfer inside the reservoir. Also, 

the displacement of oil by the condensate ahead of the condensation front was assumed to be 

negligible. In this model, it was not necessary for the front to be vertical. A  function describing the 

thermal efficiency of the steam zone, Eh.*, was introduced and played a role in the determination 

of the steam zone volume.

Beside the frontal drive models, there are also gravity drive models to predict steamflood 

performance, van Lookeren (1977) presented a gravity override model based on segregated flow 

principles. Equations were developed for approximating the steam zone in both linear and radial

3
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steam drives. The shape of this steam zone was found to be dependent on the steam injection 

rate, pressure, and effective formation permeability to steam. The steam zone tilted interface was 

a function of the steam viscosity and injection rate, oil viscosity, reservoir height, and a pseudo 

mobility ratio derived from combination of flow and material balance equations. The steam zone 

interface was seen to become more vertical with increasing oil viscosity. This model did not 

incorporate the oil production from the cold and hot water drives from the steam condensate in 

calculating the oil displaced by the steam zone.

Neuman (1975) presented a comprehensive gravity override model for a steamdrive process. 

Two important assumptions were made: steam rose quickly to the top of a permeable reservoir, 

and horizontal pressure gradient in the steam zone was much less than the vertical pressure 

gradient on liquids resulted from density variations. As such, the time for steam to rise to the 

reservoir top was negligible compared to the time required to heat the total reservoir area. 

Continuing steam injection led to the downward growth and areal spread of the steam zone. 

Overall enthalpy balance equation, along with the mass flow rate of condensate and oil were 

considered, based on the temperature distribution due to heat conduction inside the infinite 

reservoir. This model allowed the following parameters to be determined: velocity of the steam- 

liquid interface, thickness of the steam zone, rate of increase of the steam zone thickness and 

areal extent, volume of oil displaced from the steam zone and the heated reservoir beneath it, 

reduced injection rate sufficient to sustain the growth of the steam zone after an area is heated to 

steam temperature, and additional oil displaced after steam injection is stopped.

Miller and Leung (1985) assumed a complete vertical overlaying steam zone (i.e., 100% areal 

coverage) in their model. In this model, reservoir heating was assumed to be dominated by 

conductive heating, and oil production was proportional to the ‘depth-integral of oil viscosity 

inverse'. The temperature distribution of the condensate and the oil zone beneath was found 

using a 1-D unsteady state heat conduction equation.

Kumar, Patel, and Denbina (1986) presented a model to predict the height of the steam zone. 

This model was a variation of the Miller and Leung’s model (1985). Two important assumptions 

were made: injected steam overriding to the top of the reservoir from the outset of a steamflood, 

and conduction being the principal mechanism by which the oil underneath was heated. As heat 

propagated downward into the oil column, viscosity of the oil was no longer a function of 

temperature alone. Rather, it also became a function o f distance and time of exposure to the heat 

flux. This model, however, does not require a pre-steam oil production rate. It was found that for 

cases where steam overrode from the beginning of the flood, effect of convective heat transfer 

was considered minimal due to counteracting gravitational forces and viscous forces in the 

reservoir. Hence, conduction of heat remained the dominant effect in heating the oil.
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As expected, other models which seek to combine features of both frontal and gravity override 

models have also been developed. Jones’ semi-analytical model to predict the growth of the 

steam zone (1981) was based on the models by van Lookeren (1977) and Myhili and Stegemeier 

(1978). An advantage with this model was its applicability in accounting for the displacement 

mechanisms for all production stages normally observed in the life of a steam drive project 

Hence, the model predicted quite closely the production rate for the various reported field data. 

On the other hand, several empirical constants were employed to obtain better match for the 

displacement process.

Gom aa (1980) used numerical simulation results to develop a set of correlation charts for 

steamfiood recovery performance prediction. The simulation results were matched with field data 

for the Kem River steamfiood in California; however, it was found necessary to lower the relative 

permeability curve for water in order to match successfully the flow of water and mobilized heavy 

oils. Using net heat injected into the reservoir, which accounted for the vertical heat losses, led to 

a single oil recovery curve for different reservoir thicknesses. In addition, Gomaa determined that 

for constant steam injection rate per unit volume of reservoir the oil recovery performance was 

independent of pattern shape and size.

Farouq Ali (1982) presented a steamfiood performance semi-analytical model which took into 

account the two dominant displacement mechanisms: frontal displacement and vertical 

drive/displacement, of steam during a steamfiood. It combined the van Lookeren equation to 

estimate the thickness swept by steam, along with the Mandl and Volek equations to calculate the 

steam zone volume. Viscosity of the fluids (oil and condensate) along with their relative 

permeabilities ahead of the steam zone were calculated, based on calculated average 

temperature in this zone. A correlation was used for fluid relative permeabilities. The volumes of 

oil and water displaced from the steam zone due to expansion and displacement of fluids were 

determined from material balance equation. These iterative steps were then repeated until steam  

breakthrough occurred at the producer. The suggested model accurately predicted the production 

rate for the Kern A River pilot project. Application of this model to cyclic steam stimulation, 

however, proved to be problematic due to mainly the re-saturation of the depleted oil zone.

Matthews (1983) suggested a list of screening criteria for successful implementation of the 

steamfiood process. The criteria included oil saturation, sand porosity and thickness, reservoir 

permeability (including permeability distribution and presence of potential thief zones), presence 

of fractures, oil viscosity. The ratio of net to gross pay and reservoir continuity between injector 

and producer were also determined to be important in affecting oil recovery.

Vogel (1984) developed a model for steamfiood recovery whereby gravity drainage, and to a 

lesser extent steam drag were the main production mechanisms. The steam chamber was 

assumed to override, spreading instantaneously and occupying the top portion of the reservoir.
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Hence, oil production was due to the downward expansion of the steam chamber. Due to this 

assumption, heat loss to the cap rock was under-estimated and to the base rock was over­

estimated. The model did not provide any equation to determine the oil drainage rate, however.

Closmann and Smith (1983) established the counter-current flow of oil and steam above steam- 

heated fractures. A steam-oil interface was formed and traveled upwards through the reservoir, 

while at the same time the oil above the interface was heated and drains downwards to the 

fracture. This process was called ceiling drainage by Edmunds (1984). Chu (1985) developed a 

simple correlation for steamfiood SOR, based on field data from 20+ steamfiood field projects. 

The correlation is a function of reservoir depth, thickness, permeability, porosity, temperature, oil 

viscosity and saturations (initial, residual).

Peake (1989) presented a simple analytical model for steamfiood performance analysis based on 

material balance for a two-zone reservoir model. The model included the presence of an initial 

hydrocarbon gas saturation in the reservoir, change in the pore volume due to compressibility, 

and material balance for the steam, condensate and oil zones. The following assumptions were 

invoked: symmetrical fluids flow between the injection well and production well, the fluids were 

confined within the patterns, no water influx, and no escape of steam from the control volume. In 

addition, production of steam was assumed insignificant once steam breakthrough occurred. 

Calculations for the oil and water production, with known saturations, were illustrated.

Chen and Sylvester (1990) slightly modified Farouq Ali’ s model (1982), mainly by incorporating 

the fractional flow equation to determine the oil saturation in the unswept zone. The model was 

found to provide a good prediction of field production, without requiring any empirical factors. 

However, it should be pointed out that the predictive capability of this model depends strongly on 

the relative permeability relationships. Hence, the use of appropriate relative permeability 

functions is important for a good history match.

Palmgren, Bruining, and de Haan (1991) considered steady-state heat balance at a moving sharp 

interface assumed to exist between the steam zone and the unheated reservoir in their 

development of a model for steamfiood. The fluid flow equations, written in the stream function 

formulation, were solved using finite element. To describe the penetration of steam condensate 

ahead of the interface, the authors assumed either a single flowing fluid phase with average 

properties or an under-running water tongue under steady-state conditions. Experiments were 

performed, with experimental results showing qualitative agreements with the numerical model. 

Palmgren and Bruining (1992) extended the above model by assuming segregated flow, and 

obtained a first order nonlinear hyperbolic equation for the location of the interface. This interface 

location was determined using the method of characteristics.

The segregated flow theory (Dupuit assumption) neglects flow along the vertical direction; as
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such, fluids flow horizontally due to potential gradients caused by gravity forces. This segregated 

flow theory has been shown by Yortsos (1991) to be a reasonable approximation for 2-D  flow in 

homogeneous systems; however, it has yet been shown to be applicable for thermal recovery 

processes, due to presence of a large viscosity variation over short distances.

Closmann (1995) assumed steady-state temperature distribution ahead of a horizontal interface, 

and obtained analytical solution for oil drainage rage for mature steamfiood projects produced 

under strong override conditions. Oil was allowed to flow along the horizontal direction only. 

Kimber, Deemer, Luce, and Sharpe (1995) considered unsteady-state temperature distribution 

ahead of an advancing steam front to develop a model for calculating oil flow rate by gravity 

drainage and pressure forces in mature steamfloods. Additionally, the authors assumed the 

presence of a heated region with a constant viscosity around the producer. W hen the steam zone 

was small, the net oil production rate was found to increase marginally by allowing an extra 

pressure drop by producing steam beyond the heat requirement of the process. In the latter stage 

of the process, when the steam zone became larger, it was detrimental to the process efficiency 

to produce extra steam for an additional pressure drop.

The Fracture-Assisted Steamfiood Technology (FAST) was developed to overcome typically low 

steam injectivity in many heavy oil and oil sand reservoirs. The main idea behind this method was 

to improve communication between injector and producer through the use of hydraulic fracturing. 

Specifically, the producing well was fractured hydraulically and then thermally stimulated to heat 

the formation around the wellbore. The injection well was then fractured to create inter-well 

communication between the injector and producer. Once the inter-well communication was 

established, the injection rate was lowered to enable distribution of steam over a larger portion of 

the pay zone. In the last stage of the FAST process, water injection through the horizontal 

fractures was used to recover additional oil. Britton, Martin, Leibrecht, and Haiman (1983) 

reported the successful implementation of this process in Street Ranch pilot in Texas, achieving a 

SOR of less than 12.

Soni and Harman (1986) numerically determined that gravity displacement of the bitumen from 

the rock matrix to the horizontal fracture was the primary recovery mechanism in the FAST  

process. The bitumen in the fracture was then pushed towards the production well as an oil-water 

emulsion.

Pujol and Boberg (1972) examined the scaling groups derived to study a scaled laboratory model 

of the steamfiood process. Accurate scaling of the capillary pressure was found to be not crucial 

for highly viscous oils, due to small values for the ratio of capillary to viscous forces; as such, 

unsealed capillary pressures would have little effects on the recovery of oil. For oils having 

viscosity less than 1000 mPa.s (centipoise), capillary pressure became more important, and 

unsealed capillary pressure resulted in optimistic recovery for laboratory experiments.
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Farouq All and Redford (1977) reviewed different studies on scaling laboratory thermal recovery 

processes. A  new approach to obtain the scaling criteria for steam and steam-additive injection 

was thoroughly analyzed by Kimber, Farouq Ali, and Puttagunta (1988). The dimensionfess 

similarity groups were obtained using both the dimensional and inspectional analyses. As it was 

not possible to satisfy all of the scaling groups, the authors developed different subsets of scaling 

criteria with each subset seeking to scale some of the scaling criteria (for example, geometric 

scaling) while relaxing others (gravitational effects). Experiments were earned out to determine 

the effects of these subsets on oil recovery.

Stegemeier, Laumbach, and Volek (1980) used inspectional analysis to obtain the dimensionless 

similarity groups for the steamflood process. These scaling groups were utilized in the design and 

operation of scaled models to study the Mt. Poso and Midway Sunset steamflood projects. A 

notable feature of this study was its use of vacuum models. As such, the experiments were 

performed at sub-atmospheric pressures. The main requirement of this approach was the scaling 

of the Clausius-Clapeyron equation for the appropriate range of experimental pressures. 

Additionally, the authors suggested scaling criteria for vertical wells based mainly on the size of 

glass beads used to pack the model reservoir. The authors used the same criteria to scale up 

experimental results to predict field performance.

Huygen and Black (1982) performed scaled model experiments to investigate the effectiveness of 

different injection and production strategy using vertical and horizontal well combinations in 

steamflooding the Athabasca oil sand. Steamflood recovery performance was found to be 

significantly dependent on the geometry and communication between the injection and production 

well. The authors concluded that for oil sands, communication between wells was necessary, and 

the use of horizontal weils (which behaved like a fracture) was an effective method for providing 

initial injectivity into the reservoir. Two deficiencies in the experiments were noted. First, the oil 

saturation in the model was higher than field oil saturation; consequently, the recovery obtained 

from the model was judged to be optimistic. The model horizontal permeability was lower than in 

the field; as a result, the lateral growth of the steam zone into the reservoir was underestimated.

Chang, Farouq Ali, and George (1991) obtained results from scaled model experiments in a low- 

pressure model to study steamflooding a heavy oil reservoir having a bottom water layer different, 

using 4 different combinations of horizontal and vertical wells for injection and production. The 

experiments were scaled according to criteria suggested by Stegemeier, Laumbach and Volek 

(1980). Three different types of reservoir were used: homogeneous reservoirs, reservoirs having 

a thin bottom water layer (10 % of pay thickness), and reservoirs having a thick bottom water 

layer (50 % of pay thickness). The horizontal injector and producer combination was found to 

achieve the highest oil recovery, and horizontal wells performed better in thin bottom water 

reservoir as compared to the case for a homogeneous reservoir.
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Doan, Farouq Ali, and George (1991) derived scaling criteria for flow into and inside a steamflood 

horizontal well, using both dimensional and inspectional analysis. The  experimental horizontal 

well radius was sized according to one of the criteria. Experiments were carried out, and included 

the measurement of pressure drop across the horizontal producer with time. Other experiments 

were also performed to evaluate the flow of steam in the vicinity of the horizontal well.

Matthias, Doan, Farouq Ali, and George (1992) looked at different strategies for steamflooding a 

reservoir having a thick bottom water layer (50 % of pay thickness). The authors also studied the 

performance of the long and short horizontal wells, and vertical producers. Horizontal well length 

was measured in relation to the dimension o f the flood pattern. The horizontal well radius was 

scaled according to a criterion relating flow into the well from the reservoir and flow inside the 

horizontal well (Doan et al., 1991). It was concluded that the long horizontal production well out­

performed both the short horizontal production well and the vertical producer, as it provided 

higher cumulative recovery and a higher oil-steam ratio (OSR).

Doan (1996) developed a correlation between oil recovery and heat utilization from scaled model 

experiments. Heat utilization was determined from heat balance calculation, which considered 

heat injected, heat losses to cap rock and base rock, and heat removed from the reservoir due to 

production. Heat loss to the cap rock and base rock was determined from an analytical solution to 

the heat conduction from the reservoir to the cap rock and base rock. Experiments were also 

performed to investigate steamflood recovery using horizontal wells in dipping reservoirs.

2.2.1.2. Numerical Studies and Field Projects

Moughamian, Woo, Dakessian, and Fitzgerald (1982) used a 3-D finite difference, steam injection 

simulator to study steamflood recovery for a steeply dipping heavy oil reservoir in California. 

Sensitivity studies were also made to select the best operating parameters. Several important 

conclusions were made, based on the simulation results. Areal sweep efficiency was the most 

important parameter affecting the cumulative recovery. For a given injector location, lowest oil 

recovery was obtained when the producers were aligned in the direct line-drive pattern with 

respect to the injector. In this work, the energy balance, and the heat loss to the cap rock 

resulting from injecting steam updip were not mentioned.

Hong (1991) used a compositional steamflood simulator to study different driving mechanisms in 

steamflooding dipping reservoirs. Some operational strategies studied were shutting in the updip 

producer once steam breakthrough or high steam-oil ratio (SOR) occurred, reducing injection rate 

to meet economic constraints, switching injectors and producers during drainage to obtain 

maximum recovery, and finally injecting a non-condensable gas (such as N2) to prevent steam 

cycling in the updip portions of the reservoir. The two models representing the reservoir included 

the 2-D cross section and 3-D model. It was concluded that gravity drainage of the heated oil is 

the main production mechanism in steeply dipping reservoirs. The location of the injectors and
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producers, as such, must be carefully chosen to maximize the oil production. An optimal strategy 

was suggested for maximizing oil recovery, including a combination of steam injection, selective 

shutting in of wells updip after steam breakthrough, and later injection of non-condensable gas.

Rial (1964) developed a 3-D, 3-phase reservoir simulator that accounted for distillation effect, 

temperature-dependent relative permeabilities, gravity, viscous and capillary forces. Using this 

simulator, he studied the effectiveness of placing a horizontal injector at the bottom of a heavy oil 

reservoir for steamflooding. The input data for the model were representative of the Kem River 

Field in California. The horizontal injection well was shown to provide better areal sweep 

efficiency, as compared to vertical steam injector.

The effectiveness of horizontal wells to reduce steam override in a mature steamflood, along with 

preventing steam override in new steamflood operations was examined by Huang and Hight 

(1986). A  3-D, 3-phase thermal simulator accounting for the effect o f gravity, viscous and capillary 

forces, and temperature-dependent relative permeability was developed. In this model, heat 

transfer was modeled by both the conduction and convection processes. Reservoir properties 

representing the typical California unconsolidated heavy oil reservoir were used for the study. 

Simulation results showed that with the use of horizontal wells, the areal sweep efficiency 

increased significantly, the oil recovered in the region where the over-riding steam bypassed was 

substantial, and the project life was shortened. In 'blind spots' (i.e., the volume of oil not exposed 

in the flow pattern), the oil saturation was reduced from 60%  to 30%.

Combe, Burger, Renard, and Valentin (1988) numerically investigated the performance of a 

steamflood when horizontal wells were employed. The authors considered five different case 

studies: fluid and reservoir characteristics, different spatial distributions for vertical and horizontal 

wells, different injection and production strategies, layered reservoirs with tight streaks between 

layers, and reservoirs having initial mobile water saturation. The results showed the efficiency of 

horizontal wells in exploiting thin, marginal heavy oil reservoirs having low oil mobility.

Gomaa, Duerksen and Woo (1977) used a numerical simulator to carry out a sensitivity study for 

recovery performance prediction for a steamflood pilot in the Thick Monarch Sand of the Midway- 

Sunset Field. Some of the main parameters studied included relative permeabilities, bottom-hote 

pressure, vertical permeability, reservoir thickness, pattern size, steam injection rate, and 

presence of shale barrier(s). It was found that recovery was negatively affected if pattern size was 

increased, unless steam injection rate was proportionally increased.

Many studies have been conducted over the years to investigate the effectiveness of chemical 

additives in alleviating gravity override, and improving steamflood sweep efficiency and recovery. 

Traverse, Deibert and Sustek (1983) reported some results for Texaco's San Ardo steamflood 

project. Inverted nine-spot patterns of 20-acres spacing were used, and a recovery of 50% of 

OOIP was achieved. The use of steam additives, recompletion of wells, and cross-flooding
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practice (whereby the com er producers in the original pattern were converted to injectors in the 

infill pattern) together with infill drilling were estimated to be capable of increasing oil recovery 

from 50% to 70%  or more.

Friedmann and Jensen (1986) studied experimentally the use of surfactant-generated foam on 

steamflood experiments in Berea sandstone cores. Relative permeability to steam was lowered 

by the surfactant. It was also determined that high oil saturations decreased the formation and 

propogation of foam. Mohammadi and McCalium (1989) reported results of a pilot steamflood, in 

which alkyl toluene sulphonate (ATS) and nitrogen were used as steam additive. An incremental 

oil production of 29400 barrels was achieved after injecting 257000 lb o f ATS.

2.2.2. Cyclic Steam Stimulation

Cyclic steam stimulation involves the mobilization and production of bitumen (or heavy oil) on a 

cyclical basis. This is achieved by first injecting a slug of steam into the reservoir; this injection 

stage is then followed by the soak period, during which the energy in the steam is transferred into 

the surrounding reservoir. Once the reservoir around the well is sufficiently heated, the mobilized 

oil is then produced. The next cycle is implemented when oil production rate from previous cycle 

declines to low levels. In cyclic steam stimulation, the same well is used for both steam injection 

and oil production. As such, reservoir heating and oil production tend to occur in a area close to 

the wellbore. This is in contrast to steamflooding, where steam is injected into the reservoir 

through one well (injector), and oil production is through a separate well (producer) which is 

located some distance away from the injector. Also, in cyclic steam stimulation the mobilized oil 

and steam condensate flow through the heated zone around the well and are produced through it. 

With steamflooding, the mobilized oil is displaced (i.e., pushed) by the steam zone and steam 

condensate toward the producer. The size of the steam slug, duration of the soak period and 

duration of the production period vary, depending on the conditions of the reservoir and 

characteristics of the oil in consideration.

2.2.2.1. Theoretical and Experimental Studies

Boberg and Lantz (1966) developed a model to predict performance of isolated wells being cyclic 

steam stimulated. The steam zone was assumed to be cylindrical, with the well being in the 

centre. The steam zone radius was calculated using the Marx and Langenheim’s model (1959), 

with allowance made for heat loss from the injection tubing. During the soak period, heat losses 

(both vertically and horizontally) were estimated as function of time from solutions to the heat 

conduction equation (Fourier's equation). Fluid flow was assumed to be radial. During the 

production period, heat removed from the reservoir in the (hot) produced fluids was also 

accounted for in the heat balance analysis. Oil production rate was determined from the 

combined flow through two concentric cylinders in series (one representing the cold reservoir, 

and the inner cylinder representing the heated steam zone), with oil viscosity being determined at
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an average temperature accounted for all the heat losses. For the next cycle, Boberg and Lantz 

added the heat still remained in the reservoir with the heat injected for the new cycle to determine 

the new steam zone radius.

Doscher (1966) described the displacement of oil from the steam-heated region by the expanding 

overriding steam zone, coupled with gravity drainage, to the wellbore in later production cycles. 

This effect was not included in Boberg and Lantz’s model (1966). This gravity drainage occurred 

due to the density difference between the seam and the heavy oil and condensate. The declining 

pressure (in the heated zone) associated with fluid production led to flashing of residual water 

saturation into vapour phase. The vertical heat losses became larger in later cycles, leading to 

lower cumulative OSR.

Towson and Boberg (1967) extended Boberg and Lantz’s model (1966) to include production due 

to gravity drainage. Heat conduction occurred in both vertical and radial directions. Effects of 

depletion of the heated zone on steady-state production rate were not considered. Also, the 

effects of solution gas and water re-vapourization inside the steam zone were not considered. 

The radial flow equation was defined with the hydrostatic head differential replacing the pressure 

gradient. It was determined that choking back production pressure helped prevent the flashing of 

produced water, and hence decrease the heat removed in the produced fluids. Gravity drainage 

of the heated oil was found to be an important recovery mechanism in thick formations having 

high vertical permeability.

Nikko and Troost (1971) devised a scaled low-pressure physical model, which utilized a series of 

resistance and capacitor tubes connected to the sand pack, to simulate the CSS process. This 

setup ensured the reservoir beyond the model to receive and supply oil during the stimulation and 

production periods. Also, the experiments were performed under conditions to ensure heat 

remain inside the model. It was determined that decreasing the cycle length had two contrasting 

effects: increasing cumulative oil production, but reducing cumulative OSR. Injecting a given 

steam volume in more slugs (i.e. more cycles) led to higher initial OSR and cumulative oil 

production, but less oil production later on, compared to larger slugs (i.e. fewer cycles). The 

cumulative OSR were the same for both cases in later cycles.

Closmann, Ratliff, and Truitt (1970) assumed only vertical heat loss and constant steam-zone 

radius in their model. Also, effects of heat removed from reservoir in the produced fluids were 

neglected. Superposition was applied to determine the average oil viscosity at different times, 

which determined the horizontal oil fluxes from various layers of the reservoir. This model was 

developed specifically for the first cycle, and would need to be modified to be applicable for 

subsequent cycles. Hurst and van Evendingen's solution for transient reservoir response (1949) 

was used to determine the time required to resaturate the steam zone with oil.
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2.2.2.2. Numerical Studies and Field Projects

de Haan and van Lookeren (1969) reported operational data for different aspects of Shell’s CSS  

project in the Tia Juana field in Western Venezuela. Analyzing the production data the authors 

determined that the high initial oil production rates were due to transient pressure effects 

(including the quick depletion of the heated zone). As the heated zone became cooler, its effect 

on the productivity index was negligible. Compaction drive became more important, however, and 

typically amounted up to 40% of the total production.

Borregales (1977) reported that the main production mechanisms in CSS operations in the Boliar 

Coast fields, Venezuela to include solution gas drive (during cold production stage), compaction 

drive in combination with reactivated solution drive, and then gravity drainage. In this case, the 

decrease in pore pressure led to increased compressive load on the rock matrix, along with a 

decrease in overall pore volume and subsidence of the ground surface. When these happened, 

the fluids were squeezed from the reservoir. Also, water squeezed from the interbedded shale 

streaks provided additional displacement of the oil.

An important feature of Imperial Oil Resources Ltd.’s CSS operations at Cold Lake is the creation 

of fractures around the wells due to steam injection. Settari, Kry and Yee (1988) reported the 

existence of asymmetrical fractures around the wells rather than strictly horizontal fractures (as 

predicted by conventional theory, based on the depth of the reservoir). Denbina, Boberg and 

Rotter (1991) established that the fractures were mainly vertical in the early cycles of CSS, but 

with continued steam injection and production many horizontal fractures formed in later cycles.

Denbina, Boberg and Rotter (1991) numerically simulated the production in the early cycles at 

Cold Lake. It was necessary to allow for shear failure during the steam injection stage to match 

production data. The shear failure led to larger pore volume during steam injection, and allowed 

compaction drive during production. Incorporation of relative permeability hysteresis into the 

model enabled the steam condensate to flow into the dilated zone, but prevented its back flow 

during the compaction-drive stage. The authors determined that in the early cycles compaction 

drive was the main production mechanism for oil production, while gravity drainage became more 

important in later cycles.

Farouq Ali (1994) reviewed the success of the CSS process in heavy oil and oil sands recovery in 

Canada. O f importance was the modification to the basic CSS process for various reservoirs, 

depending on their characteristics. A successful example is the strategy of injecting steam at 

pressures above the formation fracture pressure in Cold Lake to provide the initial injectivity 

necessary for bitumen heating and mobilization, as well as to provide compaction-drive effects 

beneficial to oil displacement.
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2.3. Steam-Assisted Gravity Drainage (SAGD)

The steam-assisted gravity drainage (SAGD) process was developed (in late 1970’s) at about the 

same time as the introduction of horizontal well in oil and gas operations. It was devised to take 

advantage of the gravity drainage of mobilized bitumen into a horizontal well placed at the bottom 

of the bitumen reservoir. In this process, steam moves upward in a direction opposite that of the 

bitumen which is drained downwards by gravity. In the following sections, a review of the SAGD 

process is provided.

2.3.1. Theoretical and Experimental Studies

Butler, McNab, and Lo (1981) first reported an analytical model and scaled model experiments for 

the steam-assisted gravity drainage (SAGD) process. In this model, two horizontal wells were 

used for the injection-production process, with steam being injected into the reservoir through the 

upper horizontal well. Heated oil and steam condensate were drained simultaneously downwards 

around the edge of the steam zone by gravity into the lower horizontal producer, as shown in 

Figure 2.1. Oil drainage rate due to gravity was described by Darcy’s law, for a layer of dg ahead 

of the steam zone interface, per unit length of the horizontal producer (Figure 2.2).

In this model, reservoir heating was assumed to be due to steady-state heat conduction, and the 

steam zone interface was assumed to move uniformly at a  constant velocity U. The temperature 

distribution between the constant-velocity steam zone interface and unheated reservoir was thus 

given by,

kgpSind (2.1)

(2.2)
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Oil drainage rate was a function of its temperature-dependent kinematic viscosity. Consideration 

of the material balance in the zone ahead of the steam zone interface led to the following oil 

drainage rate equation:

q = L j 2<tAS0k g a (h -y )

(2.3)

In the above equation, m  was a dimensionless parameter having values between 3 and 5. It was 

seen that oil drainage rate, according to Equation (2.3), was independent of the shape of the 

steam zone interface or its horizontal extension. Rather, it was a function of the drainage height. 

Additional equations were also derived to calculate the x- and y-position of the steam zone 

interface with time, as given below.

It is important to note that the model assumed conduction as the dominant mode of heat transfer, 

and the entire process was localized at the interface. Convection of heat ahead of steam zone 

interface was not considered. One of the major concerns with the analytical model, duly noted by 

the authors, was the transient profile of the interface curves (calculated from Equations (2.4) and

(2.5)), which were seen to move away from the horizontal producer with time. As such, it was 

possible that oil could eventually move along and below a horizontal stationary interface (i.e., 

without a significant drainage height). It was implicitly assumed that all the heated oil ahead of the 

interface was produced once it reached the bottom of the steam zone. As such, no horizontal 

potential gradient was required for the production of the oil ahead of the steam zone interface, at 

the bottom of the steam zone. In reality, the pressure gradient between the horizontal injector and 

producer would provide the driving force for the production of oil in this region. In practice, steam 

trap is implemented to prevent steam from being significantly produced from the reservoir.

In addition, the recession of steam zone interface away from the horizontal producer was 

believed to overestimate the oil drainage rate given by Equation (2.3). The authors derived 

several dimensionless similarity groups, and used the following two groups as scaling criteria for 

their experiments.

(2.4)

(2.5)
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B2 = l - m M
V f a S av s (2.6)

(2.7)

The first scaling criterion, S2, was used to scale the properties of the reservoir and fluid, and the 

second criterion was used to scale time. Good agreements were obtained between experimental 

data and results predicted by the equations.

Butler and Stephens (1981) modified and extended the above study to account for drainage into a  

series of parallel wells. An important feature in this study included the approximation of the 

interface curves suggested in the previous study (Butler et al., 1981) by tangentials connected to 

the horizontal producer. This tangential drainage (TANDRAIN) modification led to the following 

equation for oil drainage rate:

Another feature of this study was the modification of the theory to account for the effects of no­

flow boundary between horizontal wells in adjacent patterns. The steam zone interface curves 

were only allowed to spread to the vertical no-flow boundary (plane) located halfway between two 

adjacent wells, rather than to infinity as in the original model (Butler et al., 1981). Photographs of 

experiments showing the growth of the steam chamber for various injection period were also 

included.

The growth of the steam zone in the vertical direction, from the base to the top of the reservoir, 

was not considered in previous studies (Butler et al., 1981), Butler e ta l., (1981)). Butler, Stevens, 

and Weiss (1981) combined this problem with the lateral growth rate of the steam zone as it 

gradually moved upward. In this analysis, the steam zone shape was assumed to be circular, and 

the horizontal well was located at the center. The growth rate of the steam zone was then 

postulated to be the rate of increase in its radius. Subsequently, an equation predicting the height 

of the steam chamber as a function of time was derived. It effectively predicted, with reasonable 

accuracy, the vertical growth rate of the steam zone in field operation.

Griffin and Trofimenkoff (1986) carried out laboratory experiments to investigate the applicability 

of the SAGD process for Esso's horizontal well pilot in the Cold Lake reservoir. Two scaled 

physical models, one being visual and low-pressure and one being high-pressure, were designed

(2.8)
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according to the scaling groups suggested by Butler e t al. (1981). In the visual model 

experiments, little steam override was observed. This observation differed considerably from 

theoretical prediction (Butler e ta l. (1981)). In the high-pressure model experiments, oil production 

rates were substantially higher than the values predicted theoretically. The 'extra production' was 

believed by the authors to be due to displacement from the end regions of the steam chamber.

To resolve the problem of steam zone interfaces receding with time from the horizontal producer, 

Butler (1985a) developed a new semi-analytical approach to predict the advance of a vertical 

element of the steam zone interface with time. The steam zone interface was divided into a 

number of sections, and the heat buildup ahead of these sections were determined. Temperature 

distribution ahead of the moving steam zone interface was approximated by the solution to the 

problem of 1-D heat conduction ahead of an interface moving at constant velocity (Carslaw and 

Jaeger, 1959). A  new parameter, heat penetration variable, was introduced and had the following 

form.

The differential equation, incorporating the heat penetration variable, was solved numerically to 

determine the growth rate of the steam zone and production rate at different times. The  

temperature gradient along the steam zone interface was dependent on the heat penetration and 

frontal advance velocity. The temperature-gradient function was determined to be exact at two 

limits (near the horizontal producer and near the top of the steam zone), and be an approximation 

for steady state temperature distribution between the two limits. This treatment ensured the 

desired geometry of the steam zone interface: upper portion of the interface moving away, and 

lower portion of the interface being anchored at the horizontal producer, with time. In other words, 

the velocity varied along the vertical direction of the reservoir. However, the steam zone interface 

was assumed to advance steadily.

A new dimensionless parameter was introduced as a scaling criterion for the experiments.

Values of the B3 scaling criterion for two different bitumens (approximating Athabasca and Cold 

Lake oil sands) were computed and used in the experiments. It was seen that this dimensionless 

group was a measure of convective fluid flow to conductive heat flow. Good agreement was 

reported between experimental data and theoretical results. The effects of reservoir parameters 

and steam temperature on B3 were investigated. The author stated that the presence of non-

Y \PC{TS - T R)\ U (2.9)

(2 .10)
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condensable gases could cause a significant barrier to mass transfer, and hence heat transfer of 

the SAGD process.

Butler (1985b) tabulated charts showing typical values o f m  and mvs for different crude oils. The 

following expression was derived for the parameter m.

As such, m  is mainly a function the characteristics of the viscosity-temperature relationship for the 

oil (or bitumen) being considered, between the steam and reservoir temperatures.

Joshi and Threlkeld (1985) experimentally studied the effect of different well configurations on the 

SAGD process. Three well configurations were considered: a horizontal well pair, a vertical 

injector located above a horizontal producer and a single vertical well with dual completion used 

as injector and producer. O f the three well configurations, the horizontal well pair was found to 

perform the best (i.e. achieved highest oil recovery). Increasing production rate (by lowering 

production pressure) was found to lead to earlier steam breakthrough.

Chung and Butler (1988) experimentally investigated the effects of several parameters, including 

well spacing and steam temperature, on SAGD recovery performance. The experiments were 

scaled using the criteria developed by Butler (1985a) for Cold Lake and Athabasca reservoirs. It 

was determined that steam could be circulated in a vertical well to create successfully thermal 

communication between a horizontal injector, which was positioned farther up in the reservoir, 

and a horizontal producer positioned near the base of the reservoir. Oil drainage rate was 

increased, and process efficiency improved when steam was first introduced into the upper part 

of the reservoir. It was observed that this improvement was due to the formation of lesser volume 

of the water-oil (W O) emulsion. Naturally, under field conditions, the time required for the upward 

rise of the steam chamber in relation to the duration of its lateral growth is an important factor 

affecting the location of the injector.

The growth of the steam zone during the initial stage of the SAGD process was studied by Butler 

and Petela (1989). The steam chamber was observed to grow downward between the horizontal 

injector and producer initially, with the growth rate being controlled by the pressure gradient and 

the thermal properties of the reservoirs. The flow of the steam condensate and oil along the 

stream surfaces were assumed as if they were a single fluid, in the development of an equation 

for the breakthrough time.

Sugianto and Butler (1990) experimentally investigated the effectiveness of the SAGD process in 

bottom water reservoir by using a scaled visual 2-D  physical model, with an active aquifer layer.

(2.11)
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The scaling groups used to build the model followed those established by Butler et al. (1981). 

The displacement mechanism, effects of injection pressure, bottom-water layer thickness, and 

placement position o f the horizontal producer were studied. Thickness of the bottom-water layer, 

along with the placement-position of the horizontal injector and producer were observed to affect 

cumulative oil recovery significantly. In many of the experiments, the horizontal producer was 

kept near the oil-water contact to ensure maximum drainage and recovery of oil. To avoid water 

coning, the production pressure was maintained slightly higher than the pressure in the aquifer.

Liebe and Butler (1991) also investigated the use of vertical injectors in SAGD process. The 

model was scaled using scaling groups for linear flow, as suggested by Butler (1985a). Three 

different producers were used: vertical, horizontal, and planar. They represented a point sink, line 

sink, and plane sink, respectively. The experiments were scaled for gravitational force as the 

driving mechanism. However, pressure driving force was also introduced in the experiments. 

Experiments utilizing two different reservoir oils and at two pressures were earned out. It was 

determined that the oil production rate was highest for the planar well, and it was about 3 times 

the rate achieved by the vertical well.

Reis (1992) assumed the steam zone shape to be that of an inverted triangle to develop a simple 

analytical model for predicting recovery performance for the linear SAGD process. The inverted- 

triangle steam zone was anchored at the horizontal producer, and its expansion was 

approximated by the increase in the base of the inverted triangle along the interface between the 

reservoir and the cap rock. The temperature distribution ahead of the moving steam zone 

interface was exponential, similar to that for the steady-state solution to 1-D heat conduction 

ahead of a moving boundary problem (Carslaw and Jaeger, 1959). Due to these simplifying 

assumptions, the author was able to obtain the closed-form solutions for the energy balance and 

determine the SO R (as the volume of the steam zone was known). Results from this model were 

compared to experimental data presented by Butler et al. (1981). There was little agreement 

between results predicted for the steam zone radius from this model and experimental data.

Reis (1993) employed the same consideration to develop a model for the SAGD process in 

cylindrical coordinates system. In this case, the steam zone shape around the vertical injector 

was approximated by an inverted cone. The exponential solution for heat conduction ahead of a 

moving interface (Carslaw and Jaeger, 1959) was also used to describe the temperature 

distribution in the reservoir ahead of the steam zone interface. Analogous equations were derived 

to calculate oil flow rate and heat injection. The main limitation of this model was that the oil 

production rate was predicted to increase steadily with time, due to its assumptions.

Butler (1994) suggested the following equation to approximate this linear geometrical steam zone 

interface profile between the base and the top of the reservoir.
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(2.12)

where qy is the drainage rate at any height h in the reservoir. The total flow was given by,

It was seen that when the value of the dimensionless height (y/h) was equal to (fW 3) the heat 

ahead of the interface approximated that determined from steady-state temperature distribution 

(as given by Butler et al. (1981)). Above and below this critical point, there was less heat ahead of 

the steam zone interface than that given by the steady-state temperature distribution. As such, 

this critical point corresponded to maximum drainage rate; with this consideration, Equation (2.13) 

assumed the following form.

Hamm and Ong (1995) reported improvements in oil recovery for the Enhanced Steam-Assisted 

Gravity Drainage (ESAGD) process, in which a pressure differential was created between the 

steam zones of two adjacent horizontal patterns once the bitumen away from the steam zone 

interface became sufficiently mobilized. The authors stated that this pressure differential enabled 

the steam zone growth to be accelerated.

Farouq Ali (1997) provided a discussion of the SAGD process, including its experimental and 

numerical studies, and field implementation. He pointed out the importance of convection (as 

expressed in the flow of steam condensate), which was not included in the analytical solutions. In 

addition, steam and fluid flow behaviour inside the horizontal wells and geomechanical effects 

were stated to have significant impacts on the process, including the formation of separate steam  

zones due to uneven steam distribution along the injector.

Zhou, Zhang, Shen and Pu (1995) experimentally investigated the effects of injection and 

production well configurations in a heavy oil reservoir (oil viscosity of 11000 mPa.s at initial 

reservoir conditions). They used the scaling criteria suggested by Pujol and Boberg (1972) to 

scale gravitational and pressure forces. It was determined from experimental results that 

steamflooding with horizontal wells arranged in a line-drive pattern was most effective in 

recovering oil, even more than the well-pair SAGD configuration. The following was conjectured

(2-13)

\.3kga<f>&Snh
(2.14)
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as an explanation for this observation. In a process controlled by gravity drainage, such as 

SAGD, reservoir heating takes place at a slower pace, and there was, thus, more heat loss to cap 

and base rock than in a  process controlled by pressure drive (such as steamflooding). It was 

unknown, however, if the experiments had been scaled to consider effects of heat loss to cap and 

base rock. In addition, steam injectivity is usually low in oil sand reservoirs (at least in initial 

stage) due to high bitumen viscosity. Pressure driving force does not take place until the reservoir 

has sufficiently been heated up. A  horizontal steam injector, with its large contact area with the 

reservoir, improves steam injectivity. It also enables a large steam zone to be created in a stable 

manner and in a relatively short period of time due to small pressure gradients existing around it

Butler and Jiang (1996) looked a t the effect of gravity on the movement of water oil interface 

towards a horizontal well for reservoir having a bottom water sand. Analytical solutions were  

developed to track the movement of the interface and predict oil recovery at breakthrough. 

Comparisons between analytical solutions and experimental results were reported to be good.

Sasaki, Akibayashi, Yazawa, Doan and Farouq Ali (1999) experimentally examined the steam  

zone behaviour in the early stage of the SAGD process. The experiments were scaled using the 

B3 dimensionless group suggested by Butler (1985b). Temperature distribution inside the model 

reservoir was determined both by thermocouple readings and thermal video system. From this, it 

was estimated that heat losses from the reservoir were about 60-70%  of the total heat injected. 

Larger vertical spacing between the horizontal injector and producer was found to lead to earlier 

creation of the steam zone. The authors showed that selectively injecting steam intermittently into 

the reservoir through the producer (simultaneously with steam injection through the injector) in 

the earlier stage of the SAGD process led to quicker oil production, enhanced steam zone growth 

rate and oil production. This SAGD-ISSLW  (intermittent steam stimulation of lower well) process 

was effective in accelerating the instability of the steam zone interface near the steam zone 

ceiling, and leading to larger steam zone, compared to the conventional SAGD process.

Butler and Mokrys (1989) discussed an analog to the SAGD process for reservoirs unsuitable for 

steam recovery processes. In this VAPEX (Vapour Extraction) process, a hydrocarbon solvent 

near its dew point was injected simultaneously with hot water into the top of a thin heavy oil or oil 

sands reservoir. As the solvent chamber expanded, the solvent diffused into the surrounding oil 

and diluted it. The mobilized oil drained downwards by gravity, and came into contact with the hot 

water which vapourized the dissolved solvent out of the draining oil. The warm solvent vapour 

rose counter-currently upwards, and became warm er as it interacted with the hot water near the 

top of the reservoir. Once it reached the top, the solvent chamber spread laterally. In this process, 

the solvent served to dilute the viscous oil, as well as to act as heat carrier for even heat 

distribution around the vapour chamber. The hot water served to heat the oil, as well as to leach 

the dissolved solvent from the draining oil for re-use at the top of the chamber. Experimental
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results showed that the success of the VAPEX process depended on proper selection of the 

solvent, and the ability to raise reservoir temperature to a suitable range for the optimum recovery 

and recycling of the solvent

Das and Butler (1996) considered the countercurrent extraction of solvent in the VAPEX process 

in a  subsequent study. It was determined that using horizontal injector and producer provided a 

larger contact area for mass transfer, which also enabled more and faster solvent extraction rate. 

Das (1998) pointed out that the oil produced by the VAPEX process was of higher quality than the 

reservoir oil, due to the de-asphaltene of the reservoir oil by the solvent Suggestions were 

provided to investigate further the effects of capillarity, asphaltene deposition, and reservoir 

heterogeneity on VAPEX performance.

2.3.2. Numerical Studies and Field Projects

A number of numerical studies of the SAGD process and its variations have been presented in 

the literature. These studies are often performed in connection to design studies of SAGD pilots 

and/or field operations.

The first horizontal well drilled in Canada (1978) for thermal recovery of heavy oil and oil sands 

resources was by Esso Resources Canada Ltd. (ERCL). Adegbesan, Leaute and Courtnage 

(1991) discussed various aspects of ERCL’s Horizontal Well Pilot 1 project in Cold Lake. The pilot 

consisted of one vertical steam injector, a horizontal producer (length of completed interval being 

245 meters), and three vertical observation wells. Different production strategies were tested, 

including CSS for the horizontal well (i.e. injection and production through the horizontal well), 

and using the horizontal well as a producer and the vertical well for steam injection. Data such as 

temperature, bottom-hole pressure, and seismic monitoring data were used in the analysis of 

reservoir behaviour. The authors established that in the early stage of the pilot pressure drive was 

the main production mechanism. In the middie stage, the main production mechanisms included 

solution gas drive and fluid expansion drive (including steam flashing) and compaction drive. Only 

in the later stage of the pilot did gravity drainage become the main mechanism for oil production. 

As Farouq Ali (1997) noted, it was difficult to characterize this pilot as a SAGD process due to two 

main reasons: steam injection was at formation parting pressure, and complex operation due to 

different production strategies. In addition, the authors determined from history match simulation 

that approximately 40%  of the horizontal producer was contributing to oil production. Presence of 

non-condensable gas was found to have significant influence on temperature distribution inside 

the steam zone.

Jain and Khosla (1985) used a commercial simulator to predict the performance of three different 

combinations of horizontal and vertical wells for an Athabasca oil sand reservoir. In the first 

combination two 150 m-long parallel wells separated by a distance of 60 m were used. The 

second combination had a 300 m-long horizontal steam injector in communication with a vertical
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producer. The last combination had a 400 m-long horizontal producer in communication with 2  

vertical steam injectors to create a heated plane over a horizontal well. The first two 

configurations modeled the steamflood process, while the last configuration simulated a SAGD  

process. Simulation results showed the last well configuration (SAGD process) had the highest oil 

production rate along with the highest cumulative oil recovery.

Edmunds, Haston, and Best (1989) described the implementation of the SAGD process at 

AOSTRA’s Underground Test Facility (UTF) in Fort McMurray. The authors analyzed the growth 

rate of the steam zone in terms of ceiling and slope drainage. Ceiling drainage occurred at the top 

of a rising steam zone, while slope drainage occurred at the side of the steam zone as it spread 

sideways. The authors examined the effects of reservoir anisotropy, heterogeneity, solution gas, 

capillary pressure on the steam zone shape and growth rate. A detailed description was also 

provided of the UTF, including the drilling and completion practice for the three pairs of horizontal 

wells. Satisfactory production results were reported.

Siu, Nghiem, Gittins, Nzekwu and Redford (1991) used a coupled reservoir-wellbore simulator to 

history match injection and production data of UTF’s first well pair. The wellbore flow equation 

accounted for frictional and hydrostatic pressures drops, and heat transfer between flow in the 

tubing and annulus. It was found necessary to have a pressure drop of 650 kPa over the 150-m  

horizontal injector to match successfully production pressure data. As such, pressure drop 

calculations should be determined and incorporated in commercial SAGD operations which utilize 

long horizontal wells.

Jespersen and Fontaine (1991) discussed Sceptre's operations at the Tangleflags field in 

Saskatchewan, which demonstrated that the top-drive and gravity-fiow principle can be used in 

reservoirs having bottom water, without excessive water production and without excessive 

consumption of steam. In this case, vertical steam injectors were used; oil was produced by 

pressure drive and gravity drainage into the horizontal producer. This was realized by balancing 

the pressure of the production well against that of the aquifer.

Edmunds and Gittins (1993) used simulation results to examine the effects of wellbore flow on 

steam distribution and formation of steam zone in SAGD process for long horizontal wells. A  

semi-empirical correlation was developed for the breakthrough time, which was dependent on 

reservoir permeability, interwell spacing, pressure differential, wellbore size, etc. Wellbore 

pressure gradients, particularly those in the horizontal injector, were determined to be an 

important factor affecting steam zone formation and hence oil recovery. It was found that even 

small pressure gradients would accumulate over the length of a commercially long horizontal well, 

and could affect the gravity stabilization of the SAGD process. A  simplified analysis was 

employed to estimate the optimum horizontal well length for the SAGD process.
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Kamath, Sinha, and Hatzignatiou (1993) numerically investigated SAGO performance in the 

heterogeneous, layered Ugnu reservoir in Alaska. Oil viscosity under initial reservoir conditions 

ranged between 50000 to 10x106 mPa.s. The authors modified the SAGD model (Butler, 1985a) 

for a layered, anisotropic and heterogeneous reservoir. The dimensionless heat and mass 

balance equations were solved numerically to determine the effects of reservoir characteristics 

(including presence of shale barriers), horizontal well length, injector-producer spacing, etc. The 

solutions were compared with Butler's model (1985a) for homogeneous reservoirs, as well as 

with CM G ’s STARS™  simulator for heterogeneous reservoirs. There was good agreement in all 

cases. It was determined that recovery performance was improved with high steam injectivities, 

high vertical permeability, and optimum spacing between horizontal injector and producer.

Edmunds, Kovalsky, Gittins and Pennacchiloli (1994) reviewed different aspects of AOSTRA’s 

Phase A  operation at UTF. Numerical simulation was used in trying to analyze the performance of 

the pilot, including determining the mechanisms for steam zone growth and oil production, for 

different reservoir properties and operational parameters. It was observed that solution gas did 

not accumulate inside the steam zone, and hence did not impact its expansion significantly. 

Discussion was also provided with a view of planning Phase B commercial operation of the 

SAGD process at UTF.

Kisman and Yeung (1995) used STARS™  simulator to predict SAGD performance in the Burnt 

Lake oil sands reservoir. The authors utilized data to construct a geological model prior to setting 

up their simulation runs. Effects of parameters such as relative permeability, wettability changes, 

oil viscosity, thermal conductivity, shale barriers, solution gas, operating pressure and placement 

of the horizontal producer were investigated. Horizontal well length was 1000 meters. It was 

found that oil viscosity and relative permeability ahead of the steam zone, rather than inside the 

steam zone, had a large impact on oil recovery.

Donnelly and Chmilar (1995) considered geological screening criteria in evaluating the potential 

for application of SAGD to McMurray oil sand deposits. The geological screening criteria included 

thickness of overburden, net pay of oil sand, presence of continuous shale streaks in oil sand 

pay, etc. Bitumen production rate was estimated using linear and cylindrical geometric steam  

chamber models as proposed by Reis (1992, 1993) and semi-elliptical steam zone geometry (as 

observed at UTF). From the analysis, maps of analytical performance contours were prepared.

Hamm and Ong (1995) performed simulation studies on the application of ESAGD process to 

Shell Canada's Peace River oil sand reservoirs. Different factors were considered, including 

magnitude of the pressure differentials to promote steam zone growth between two adjacent 

patterns, pattern spacing, and presence and accumulation of non-condensable gases in the 

steam zone. It was determined that a relatively small pressure differential (approximately 500 

kPa) was required for enhancing steam zone growth between two adjacent patterns.
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Accumulation of non-condensable gases were deemed to have negligible effects on steam zone 

temperature and temperature distribution, as long as these gases were also produced with steam 

through the producer. Up to 50% increase in oil recovery compared to that obtained by 

conventional SAGD process was observed after 10 years of operation.

Oballa and Buchanan (1996) discussed the application of hybrid grid surrounding a discretized 

wellbore to simulate the interaction between the wellbore and reservoir for the SW -SAGD  

process. Altogether, two different operating strategies, consisted of four different scenarios, were 

considered. The scenarios included no production of reservoir fluid, reservoir heating due to 

conduction by steam circulation, co-injection of steam and co-production of oil, and counter- 

current flow along the wellbore. To model accurately fluid and heat flow inside the wellbore, it was 

divided into grid blocks in connection with the adjacent reservoir blocks and other wellbore 

blocks. As such, it was possible to model frictional pressure drop, liquid holdup inside the 

wellbore. Two different oils were used. It was determined that for the SW -SAGD process balance 

must be established and maintained between injection and production along the wellbore length.

Ito and Suzuki (1996) earned out an extensive numerical study of the SAGD process 

performance for the Hangingstone oil sands reservoir in Fort McMurray. Reservoir parameters 

used in the study were obtained from successfully matched simulation studies performed 

previously for the CSS process in the sam e reservoir. Analysis of the temperature distribution at 

and ahead of the steam zone interface, along with steam zone shape, established that convective 

heat transfer played the main role in reservoir heating, more so than conductive transfer. W ater 

(steam condensate) flow ahead of the steam zone provided the energy for convective heating of 

the oil, as well as displaced it. Effects of geomechanica! changes introduced into the reservoir 

(such as changes in reservoir porosity and permeability) on production mechanisms were 

qualitatively evaluated.

The effects of wells placement on SAGD recovery performance in a marginal reservoir (with gas 

cap and/or underlying aquifer) were investigated numerically by Chan, Fong, and Leshchyshyn 

(1997). The aquifer was assumed to be inactive, and only the effects of its thickness was studied. 

SAGD recovery was found to be reduced by up to 25% by the presence of a gas cap, 50% by the 

presence of an underlying aquifer. In this type of marginal reservoir, the study revealed that 

offsetting the horizontal producer from its injector could alleviate the reduction in oil recovery by 

up to 15%. Similarly, placing the horizontal wells in a repeated pattern such that a horizontal 

injector supports two horizontal producers could improve oil recovery by another 10%. However, 

the thermal efficiency of the process was still lowered, in the form of higher SOR.

Kasraie, Singhal and Ito (1997), using C M G ’s STARS™ simulator, attempted to develop 

screening criteria for Tangleflags-type reservoirs. Some of the parameters studied included 

steam-trap operating strategy, oil viscosity, oil pay thickness, and effectiveness and spacing of
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vertical injectors from horizontal producer. The authors concluded that the gas cap was beneficial 

in providing a more even heating of the reservoir. On the other hand, a thin bottom water layer 

was judged to have little impact on steam injection and oil recovery; an active aquifer, on the 

other hand, was judged to lead to severe water coning and significant increase in SOR. 

Increasing the spacing between vertical steam injectors led to higher cumulative oil recovery, but 

also higher SOR.

Luft, Pelensky, and Williams (1997) detailed a study of the thermal performance of insulated 

concentric coiled tubing used in SW -SAG D process. The study included experimental 

measurement of internal and external coiled tubing wall temperature, local heat flux, steam  

quality, pressure drop, and thermal expansion using a field-scaled 200-ft long ICCT™  spool. 

Some of these results were also compared with thermal conductivities measured from heat loss 

test cell. Additionally, the measured temperature profiles were compared with predictions from 

two-phase flow computer program HOW SCAT™ . Agreement between experimental and field 

measurements of the temperature profiles, and numerical results were within 10% for the case of 

single-phase liquid flowing inside the annulus.

Dusseault, Geilikman, and Spanos (1998) discussed qualitatively production strategies of 

combining cold production with sand production in enhancing SAGD production. In these 

strategies, the SAGD horizontal wells are drilled between rows of cold-production vertical wells. 

As cold-production rate declined with time, solid (sand) production increased until economic 

limits, when the vertical wells were converted to inert gas injectors, steam injectors with a view of 

maintaining reservoir pressure for SAGD operations. These wells could also be converted to sand 

disposal wells.

Mendoza, Finol and Butler (1999) reported the SAGD pilot test carried out in the Tia Juana field in 

Western Venezuela. Two different pairs of horizontal wells were drilled. The horizontal well length 

was approximately 400 meters. One of the most important tasks of this pilot was to evaluate the 

applicability of tools used to monitor the distribution steam along the injector, and growth of the 

steam zone in the reservoir with time. Thermocouples and pressure transducers were installed 

along the horizontal injector, enabling measurement of well temperature profile in real time. First- 

year production performance was history-matched using CM G ’s STARS™ simulator, with 

absolute vertical and horizontal permeabilities being the main adjusted parameters to achieve 

history match. Simulation results predicted ultimate recovery of 50-60%, compared to 10%  

recovery achieved by cyclic steam stimulation.

A  numerical study of the early-time response for the single-well (SW ) SAGD process was 

reported by Elliot and Kovscek (1999). C M G ’s STARS™  simulator was used. Three different 

early-time processes were considered: cyclic steaming, steam circulating, and extreme 

differential pressure between injection and production sections of the horizontal well. It was found
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that cyclic steaming was most effective in accelerating early-time heating of the reservoir. A  

uniform temperature distribution along the entire wellbore was achieved; additionally, all of the 

injected steam entered the reservoir and heated the near wellbore area. Another finding was that 

the ultimate oil recovery was similar in all three cases, irrespective of the efficiency of reservoir 

heating in early time periods.

Donnelly (1999) reported field production data and the simulation study to history match such 

data for the Hilda Lake pilot The 950-m (horizontal section) horizontal producer was placed 

approximately 6 meters below the 900-m horizontal steam injector. There were four observation 

wells spaced along the horizontal wells. The horizontal producer produced into a wellhead gas- 

liquid separator, which helped maintain the production pressure constant. Solvent and then steam  

was injected to create thermal communication between the horizontal injector and producer. 

There was good agreement between field production data and simulation results. However, it was 

observed that the steam zone temperature (as measured at the observation wells) was 20-30 °C  

lower than that predicted by the simulator. The author believed that pressure drop and presence 

of non-condensable gases in the steam zone was the cause for this difference.

Doan, Baird, Doan and Farouq Ali (1999) studied the heating efficiency in heavy oil reservoirs 

underlain and overlain by a contiguous water zone. The authors used CMG’s STARS™  simulator 

to study reservoir heating and oil production for different types of reservoirs (including effects of 

fluid flow for the contiguous water zone). It was determined that the presence of a bottom water 

layer had a lesser impact on recovery than the overlying water layer case. Increasing the areal 

coverage of the bottom water layer (akin to an active water zone) resulted in only a slightly 

reduced recovery as compared with the confined bottom water layer. However, increasing the 

areal coverage of the overlying water layer severely reduced the recovery efficiency of the 

process, as heat was diverted into the overlying water zone.

Ito, Ichikawa, and Hirata (2000) presented new simulation results of the SAGD performance at 

UTF Phase B and for the Hangingstone project. The authors achieved good matches between 

simulation results with field data, particularly regarding the location of various temperature 

contours. It was determined that for UFT Phase B the steam zone growth was detoured by the 

shale layers in the sand; however, as time went on, the impermeable shale layers became 

permeable, and bitumen production was still possible. At Hangingstone, the steam was able to 

pass through some of the shale layers, and there was no significant detouring of the steam zone. 

In addition, it appeared that the flow took place through were dendritic flow channels which were 

created due to high steam injection pressure.
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Chapter 3 -  Statement of the Problem

The research undertaken in this study examines the effects of convective transfers on the 

performance of the steam-assisted gravity drainage (SAGD) process, which has come to be seen 

as a promising recovery method for the heavy oil and oil sands resources in Canada. The overall 

objective is to develop a new analytical 1-D model to describe the transient SAGD process, 

incorporating the convective transfers such as bulk transfer from the steam zone to the reservoir, 

heat losses to cap and base rock, and heat loss due to fluid production. The specific objectives of 

the study are as follows:

1. To investigate the applicability of the Stefan problem in describing the transient expansion of 

the steam zone, and the transfer of heat from this zone to the reservoir ahead of the steam  

zone encountered in the SAGD process.

2. To formulate a simplified transient mathematical model to describe the heat and mass 

transfer processes between the steam zone and the reservoir ahead of the steam zone for 

the SAGD process.

3. To obtain solution for this model, and compare the solution to other solutions derived for 

evaluation of the SAGD process performance.

4. To draw conclusions about the utility of the new analytical model of the SAGD process, and 

provide recommendations for future studies in this area.
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Chapter 4 -  Development of Mathematical Model

4.1. Introduction

The development of a new analytical model for the Steam-Assisted Gravity-Drainage (SAGD) 

Process is presented in this chapter. First, a review of the “phase change problem” is given, and 

explanation is provided to illustrate the applicability of the Stefan problem for several steam 

injection recovery processes. The development of a simplified, transient SAGD analytical model 

incorporating convective transfers is then shown. Also, assumptions behind the model are stated. 

Finally, solution to the analytical model is provided.

4.2. Stefan Phase Change Problem

The “phase change problem” (also “moving boundary problem”) has important applications in 

many areas of engineering and science. Typically, in this type of problem, a substance exists 

near its phase transformation point. As such, it undergoes a phase change, and either emits 

(releases) or absorbs energy during the phase transformation process. It is readily seen that 

solidification and melting processes of substances follow this problem. Stefan (circa 1889) first 

studied this type of problem associated with the freezing of polar ice cap*. This study, and other 

subsequent investigations into the crystallization of liquids, evaporation of liquids and 

condensation of gases by Stefan led these types of phase change problem being called the 

Stefan problem.

As Carslaw and Jaeger (1959) pointed out, in some versions of the Stefan problem , the two 

phases existing in the two regions of the phase envelope of the substance might have different 

densities, heat capacities, thermal conductivities, and (obviously) temperature distributions. In 

other cases, the differences in some of the properties might not be significant. The solution of 

such problems, particularly when the properties of the two phases are different, is inherently 

difficult because the interface between the two phases is moving as the latent heat is absorbed or 

released at the interface of the two phases. As a result, the location of the solid-liquid interface is 

not known a prion, and must form part of the solution (Ozisik, 1980).

An important feature of the Stefan problem  is the boundary conditions at the boundary between 

the two phases (or at the interface, when the two phases occupy two different regions). One 

boundary condition describes the temperature continuity at the interface. The second boundary 

condition describes the heat flux across the interface, which is associated with the emission or 

absorption of heat. The following simple problem, modified from an example provided by Carslaw 

and Jaeger (1959) illustrates this point more clearly.

’ Carslaw, H.S. and J.C. Jaeger: Conduction of Heat in Solids. Oxford Clarendon Press, 1959, pp. 282-3.
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A  solid substance existing in Region 1 (extending between x -  0  and x = X(t)) has the following 

properties: specific heat capacity Cu thermal conductivity K1t and thermal diffusivity or*. Across 

the interface separating the two phases, the properties of the liquid in Region 2  (x > X(t)) are 

specific heat capacity C2, thermal conductivity K2, and thermal diffusivity a2. It is assumed that 

the densities of the solid and the liquid phases are the same. This assumption implies there exist 

negligible change of volume on melting (or solidification). Hence, there is no net motion of the 

bulk liquid (i.e. no convection). The melting point of the substance is T b. The temperature 

distribution in both regions is governed by Fourier’s linear heat conduction equation, as follows:

d2r, 1 37j _ 0
etc2 «1 dt

0 < x < X(t) (4.1)

d2T2

etc2

1 dT2 
a 7 dt

=  0 X(t) < x (4.2)

At the interface X(t), temperature continuity dictates that one of the boundary conditions is:

T^=T2 = T b (4 -3>

The second boundary condition at this X(t) interface deals with the absorption or emission of 

latent heat of the substance at this surface. If over a time increment dt, the interface moves a 

distance dX(t), and if the temperatures in Region 1 and Region 2 are maintained at T-, and T2, 

respectively, then a quantity of {Lp[dX(t)/dt]\ of energy is liberated per unit area, where L is the 

latent heat (per unit mass) of the substance. This emitted heat is removed by conduction. As 

such,

K<S i . K 2S k  , L p * L
' dx 2  cfcc H dt

(4.4)

The general solutions to problem posed by Equations (4.1) -  (4.4) are:

T, =  A * erf
r  >

2 M ° ~ ,
(4.5)

T2 = T  — B * erfc
(  '

(4.6)
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In Equations (4.5) and (4.6) A and B  are constants, and are to be determined by the boundary 

conditions specific to the problem under consideration. These boundary conditions include those 

at the extremes of the domain, as well as those at the interface separating the domain into 

Region 1 and Region 2.

The particular solution to the problem requires two additional boundary conditions. Carslaw and 

Jaeger (1959), Rubenstein (1971) and Ozisik (1980) pointed out that exact solutions (i.e., 

analytical solutions) are only available to the following cases of the Stefan problem : i) semi-infinite 

region x > 0  initially at constant temperature T  greater than the melting point, and surface x - 0  

subsequently maintained at zero temperature, ii) infinite region in which x < 0  is initially solid at 

constant temperature and region x > 0  is initially liquid at constant temperature, iii) supply or 

removal of heat by a continuous line source for cylindrical coordinates. It should be noted that 

closed form solution does NOT exist for either finite system or systems having radiation condition 

at x =  0. Approximate solutions for all other Stefan-problem problems, including multi-dimensional 

problems, can only be obtained by numerical techniques.

In oil recovery processes utilizing steam injection into the reservoir, the injected steam typically 

forms a steam zone (or chamber), which expands with time. Inside this steam zone, the pressure 

is the steam injection pressure, and temperature is the steam (saturation) temperature Ts. Fluid 

saturations inside this zone typically include residual oil saturation (Sor), irreducible water 

saturation (SmV-), and steam saturation (Sst). At the steam zone interface, the injected steam 

condenses and gives up its latent heat of vaporization. This heat is transferred away from the 

interface by conductive and convective transport to heat up the reservoir and mobilize the viscous 

crude. The reservoir ahead of the steam zone interface is usually described as having a initial 

reservoir temperature Tr, and saturations of S0, (initial oil saturation) and irreducible water 

saturation (S ^ )- The reservoir pressure pr might be equal to or less than the steam injection 

pressure, and the reservoir might also have some initial gas saturation (such as a gas cap) or a 

bottom-water layer. As steam injection begins and continues, the steam zone expands, steam 

condenses and gives up its latent heat at the steam zone interface. In order for the steam  

interface to advance, the injected heat must overcome the heat loss to the cap and base rock. 

Depending on the recovery process, the steam zone either displaces the fluids ahead of the 

steam zone interface toward the producer (as in steamflooding), or rises upward in opposite 

direction of the downward draining o f heated oil and condensate (as in SAGD). W hile the oil 

production mechanism differs in some aspects between different recovery processes, the 

reservoir heating and fluid mobilization mechanisms remain similar for all recovery processes. 

Furthermore, from the discussion provided above, it is clear that the Stefan problem  provides a 

good basis for the development of a transient, simplified model for SAGD process performance, 

with incorporation of convective transfers.
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4.3. Framework of New Analytical Model for SAGD Process Performance Prediction

A  few comments are in order prior to the development of the model. As explained above, the 

physics of steam injection recovery processes for viscous crude oils is similar to that for the 

Stefan problem. As the injected steam condenses at the boundary of the steam zone, its latent 

heat is liberated and the steam undergoes a phase change from vapour phase to liquid phase. 

This phase change results in a change in the density of the substance, and consequently gives 

rise to convective transport across the steam zone interface (Carslaw and Jaeger (1959), 

Rubenstein (1971) and Ozisik (1980)). Rubenstein (1971) demonstrated clearly the applicability 

of the Stefan problem  to a variety of problems of fluid displacement in porous media, including 

waterflooding.

The SAGD process, like steamflooding or CSS, is in reality a 3-D flow problem. Figures 4.1 a-b 

show the 2-D cross-sectional view of the horizontal well pair (injector above, and producer below) 

and steam zone at two different times. Figure 4 .2 shows the 3-D view of the steam zone, with the 

effects of weilbore hydraulics on its growth (including profile) depicted. As seen clearly in Figure

4.1, the location of the horizontal injector and producer in the SAGD process promotes the steam  

chamber to grow initially in the vertical plane until the it reaches the cap rock. This stage is known 

as ceiling drainage stage. The rate at which the steam zone grows, ar.d oil drains, is controlled 

mainly by the vertical permeability (kv). Once the steam zone reaches the cap rock, the steam  

zone spreads sideways. The drainage of oil at this stage is commonly referred to as slope 

drainage. It is observed that near the top of the reservoir, the steam zone expands sideways 

(away from the well pair), while at the bottom, oil and steam condensate flow toward the 

producer. The flow streamlines associated with the SAGD process are, quite clearly, different 

than those in steamflooding or CSS.

When the flow in the horizontal weilbore is coupled to the flow in the reservoir, the pressure drop 

(due to friction) and temperature drop (heat loss) inside the well have to be accounted for, as they 

have an impact on the steam quality distribution along the well length (between the heel and toe 

of the horizontal well). As a result, the amount of latent heat, which affects the growth of the 

steam zone, varies along the well length. This, in turns, leads to uneven growth of the steam 

chamber along the well length and affects oil recovery. Experimental work, conducted by Doan 

(1996) in a visual model, showed clearly larger steam zone near the heel, and smaller steam  

zone near the toe of the horizontal injection well. The uneven growth of the steam chamber may 

be mitigated by increasing the steam flow rate. Coupling of weilbore flow with reservoir flow is 

not considered in this work. The 3-D flow problem is, therefore, reduced to a 2-D  flow problem.

33

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



ST
AR

S 
Ho

riz
on

ta
l 

W
el

l 
Te

m
pl

at
e 

#8
 

Ga
s 

Sa
tu

ra
tio

n 
19

96
-1

2-
31

 
J 

la
ye

r: 
1

Tr S — C o

£  E  g

i?  I
i s *S => o

” 2 5
• S I S

T
;oci

i  i  f  i  i  i i i  i  |  i  i  t i l l  i  i  l ~ |  l i t  i  i  i  i  i  i  |  i  i  i i  i  i i  T  T  |" i  i  " i  i  1  1 1 I i  ( t i l l  i

t o l  091 091 0U
T
08 i

2  I I I I H

-9

B̂3 BIW ig "-] rrr-i m j| MB 9 (3 H *■Baege a gaEggam ga fca casa - - -~i a i i a d 3 g
-hdiiMBSHSSaEm

^ s a s a B s g s s s ^ s a s a t!  

■ m E2 m s  m ̂  m s  sa a eis] a 33 s i a si m m m q o b £
B^^EIElSE3ea^[S3E3O£3E3!aglB0ijSJa[ig3O l 
B  £3 ES m ̂  E3 E3 53 E3 IS ED 3  E3 S3 B m S  B S 313 3  ffl13 3 [5 
■BBElEilEa&gaga£aEag3@ Ea@ gaS89SQ3E3BBI!g
BS3S1M £]EI;SE] ! 3 ^ S 3  EjSE3HS3E]E3E]i3iia| 
B ^I3E li3 llga^E iS lS ^^S 13E 3.g ]lS E l^ ilE a3S 3y 
B^S3i3E2^^® ^E3BS^]E lESE3@ SaE3SE ia illf-"'

B M s i i i r a s i ^ i i M ^ M i i s i t i i a r a a a s
B S H @ ^ S ilS P E a E l[ l^ t i3 ^ g 3 E ll0 iS S ® S ia i

B M i 3 E S S M H H E 3 M M E i [ S 3 S 0 I 3 [ l  23118* 
B M f l M M E ] S 0 ^ 1 M l i g a s ^ S 3 E l I I f e i |  
B ^ e M S S H E 3 S a H iS E ! S 3 B 3 S 3 l i l lg ! S E ia iS i |  
B m 0 £ i l l M E S ^ l ] S S E 2 [ 3 f ! ® S l S M £ ! 1 1 0 i  
■ H B a n H B B B B E a B H B E a B B IB S B S IB a iB B  
B i l l l M M B M g a r a ^ l i i l E I I M r a i l S l

l iE l i l j ia i iE lg iE S E l iS B i l lB S B I
m 5&j

W M■E Ira c

s -

740 750 760 770 780 790
i - l  I I I I I I I I I I I I I I I I I I I I I I I 1 I 1 I I I I I I I I 1 I I I I I I I I I I I I I I I I I I I I I I I I I I I I 1 I t

34

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Fi
gu

re
 

4.
1a

: 
St

ea
m

 
Zo

ne
 

at 
Ea

rly
 

St
ag

es
 

of 
SA

GD
 

Pr
oc

es
s 

- 
Ill

us
tra

tin
g 

“C
ei

lin
g"

 
D

ra
in

ag
e,

 S
TA

RS
™

 
S

im
ul

at
or

.



ST
AR

S 
Ho

riz
on

tal
 W

ell
 T

em
pla

te 
#8

 
Ga

s 
Sa

tur
ati

on
 

19
97

-1
2-

31
 

J l
ay

er
: 1

B f i -
S’!  I

a  stsu. »  a

oo
9
o’

CO o CO h*. oCO CD o CO CD oCO CD o CO CD oCO CM CM V- o o
© O* o o b o

1-1 I I I I I I I I I I I I I I I I I I I I I I I I I I I 1 I I I I I I I I I I I I I I ' I I I I I I r p  [TTT
□El on □51 091 □11 □ei

-8

F ft 
-8^

i— 9

— H

I
B&-.-
m i B B i
B M o

Bi.Cii-.'.’ i
m m m z
■ g i L
BeaE3l
m m m immmi
BE3SK
mmm
mmm
B M *

-t -j :—- .. r i-i .:

U
j  £3 S  ̂  S3 a i Si ia iiii G3 IS EE 01 S3123 Si @ 3 3 0 & 
•1 M t3 SI tH 113 E3 S3 03 03 S31113 23 H  E313 0 U

81

8 —

8 -

s —

R -

H  —

QI

740 7 SO 760 770 7SO 7 SO

d 111111111111111111111111111111»111111111111111111 i 11111111111111 m

35

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Fi
gu

re
 

4.
1b

: 
St

ea
m

 
Zo

ne
 

at 
La

te 
St

ag
es

 
of 

SA
GD

 
Pr

oc
es

s 
- 

Ill
us

tra
tin

g 
"S

lo
pe

" 
D

ra
in

ag
e,

 S
TA

RS
™

 
Si

m
ul

at
or

.



R
eproduced 

with 
perm

ission 
of the 

copyright 
ow

ner. 
Further 

reproduction 
prohibited 

w
ithout 

perm
ission.

STARS Horizontal Well Template #8 
Gas Saturation 1997-12-31

U>C\

Fite: DkpfytctirT 
Ustr: fttn lik t ia to i 
03k:anHR-ii
ax: im i

0.3000

0.2500

0.2000

0.1500

0.1000

0.0500

0,0000

Figure 4.2: 3-D View of Steam Zone, Effects of Weilbore Hydraulics on Steam Zone Growth Depicted, STARS™ Simulator.



Analytical solutions of the Stefan problem  in “actual” 2 -0  problems do not exist, however, as 

Carslaw and Jaeger (1959), Rubenstein (1971) and Ozisik (1980) had already pointed out In 

consideration of these facts, the development of the SAGD model in this thesis is simplified to be 

1-D. The development of this analytical model does not take into account the initial “cylindrical” 

growth of the steam chamber. It assumes slope drainage is present instantly. Depending on the 

vertical permeability of the reservoir, reservoir pay thickness and/or operating conditions (i.e. 

inject at sufficiently high pressure to enhance vertical permeability). Figure 4 .3  is a cross- 

sectional drawing of the expanding steam zone, along the well axis, typically encountered in a 

SAGD process, subsequent to the initial growth of the chamber. It is also the basis for the 

development of the new analytical model for transient SAGD process performance with 

convective transfers. The interface has a “conical" profile along the vertical plane of the reservoir. 

It is seen that the steam zone interface separates two regions. Inside the steam zone (Region 1) 

the pressure is ps (steam injection pressure), temperature is Ts the steam temperature, Sor 

(residual oil saturation), Swv (irreducible water saturation), and SI( (steam saturation). Region 2 is 

on the other side of the steam zone interface (where the temperature is Ts), and has S * (initial oil 

saturation) and irreducible water saturation (S,wr)- Temperature in Region 2 is less than Ts, and its 

distribution is a function of the heat transfer mechanisms taking place in this region. Heat losses 

to the cap and base rock, along with heat removed from the reservoir in the produced fluid, also 

affect the heat distribution in Region 2. The interface velocity varies at different positions along 

the vertical plane, at different times.

Given these considerations, the new analytical model is developed as a 1-D model (mainly). The  

temperature distribution is determined from solution to the 1-D transient transport equation (also 

known as the Burger’s equation), with both conductive and convective transports incorporated. It 

is noted that this equation is derived from the energy balance equation and then incorporating the 

definition for conductive and convective transport. This temperature distribution is strictly a 

function of the spatial and temporal variables x and t. Additionally, in order to describe the non­

vertical profile of the steam zone interface with time the reservoir is divided into several sections 

(or layers). Within each of these sections, the temperature distribution is found, and the solution 

to the Stefan problem  is obtained to determine the position of the steam zone interface. This 

approach, as suggested by Rubenstein (1971), has the effect of approximating an actual 2-D flow 

problem (involving both heat and mass transfers) into a pseudo 2-D problem. Its main advantage 

is that solution to the Stefan problem  is feasible.

4.4. Development of New Analytical Model for SAGD Process Performance Prediction 

4.4.1 Development of New Analytical Model for SAGD Process

Figure 4.3 shows the growth of the steam chamber during slope drainage, which is established 

after ceiling drainage. Prior to developing the analytical model for SAGD process, a brief general
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discussion of the SAGD process is provided below. Steam injection results in the existence of 

two regions in the reservoir at any time. The pressure and temperature in the steam zone (Region

1) are ps and Ts throughout the zone. Oil saturation inside the steam zone is at Sor (residual oil 

saturation) level. The remaining pore volume inside the steam zone is filled up with steam  

(saturation S#) and water (saturation Sw) (which might be equal to, or larger than the irreducible 

water saturation, Sw,/). As the steam zone expands with time, these conditions remain, and the 

only variable is the volume (size) of the steam zone. This is manifested by the fact that the 

position of the steam zone interface X(t) is calculated at different times from the model.

Overburden 

Heat Losses to Cap Rock

Reservoir ahead of 
Steam Zone 
T=Tr

Base Rock
* - x

Figure 4.3: Cross-Section Drawing of Expanding Steam Zone in SAGD, with Flows of Heat and
Oil in Reservoir Element near the Steam Zone Interface.

1) steam chamber spreads along the top and downward from the start of the process, 

i.e. slope drainage is present from the start. Ceiling drainage, which takes place in 

the initial stage of the actual SAGD process is not considered,

2) steam injection rate is high enough to overcome heat losses, and simultaneously 

provide sufficient energy for the steam zone interface to move forward into the 

reservoir. A more mathematically rigorous description of the dynamics associated 

with steam zone expansion requires incorporation of heat loss to cap rock and base 

rock, as a function of the volume of the expanding steam zone (or more correctly, the
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contact area between the heated reservoir and its adjacent rock layers), temperature 

gradients along this contact area, conductive and convective heat fluxes and mass 

fluxes along the steam zone interface. The features, if incorporated, would render the 

model intractable, and analytical solution impossible. In view of these considerations, 

the development of the new analytical SAGD model considers only the dynamics of 

heat and mass transfers at, and ahead of the moving interface (i.e., in Region 2),

3) single-phase steam flow takes place in Region 1, and single-phase oil flow takes 

place in Region 2,

4) fluid saturations (S*. Smr), pressure (p,), temperature (7» are initially uniform 

throughout the reservoir. Initially, the reservoir temperature Tr is equal to temperature 

of the cap and base rock (i.e., there is no temperature gradient between the reservoir 

and its cap and base rock),

5) rock properties such as permeability, porosity, density, and thermal conductivity are 

uniform within each of the adjoining sections (layers) in the reservoir,

6) the oil is assumed to be dead oil (i.e., there is no gas dissolved in solution); as such, 

there is no gas cap (or gas pockets) formed in the reservoir due to liberation of 

solution gas, with steam injection,

7) fluid saturation distribution in Region 2 includes the irreducible water saturation (Smr) 

and oil saturation (S0) which is larger than Sor (residual oil saturation),

8) fluid properties such as density and viscosity are functions of temperature only. 

Similarly, rock properties such as density, heat capacity, and thermal conductivity are 

functions of temperature only,

9) there is no initial gas cap in the reservoir,

10) steam injection does not create fractures in the reservoir rock, as the steam injection 

pressure is less than formation frac pressure. Neither does it change fluid wettability 

in the reservoir rock.

The formulation of this analytical model, and derivation of the governing equations start from first 

principle, including the mass and energy balance equations. Consideration of the volume element 

for derivation of energy balance (as shown in Figure A1) leads to the following equation,

f o g,x | ^ e .y  [ _  $P e
dx dy dz dt (4 -7)

Assuming 1-D flow along the x-direction, and incorporating conductive and convective energy flux 

give,
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where hf is the enthalpy of the mobile fluids, leads to Equation (4.9),

(4-9)

The above equation forms the basis for energy transport in Region 2. The first term appearing in 

Equation (4 .9) represents the accumulation (or depletion) in the internal energy of the overall 

system (including the rock matrix and the fluids stored in the pore space). The velocity uf in the 

convective term represents the bulk velocity of the (collective) mobile fluid. The third term in this 

equation represents the conductive transport. Appendix A provides the derivation of the above 

equation. It is noted that Equation (4.9) has the form similar to Burger’s 1-D transport equation:

Many engineering books discussing the transport equation, its solutions and applications are 

available in the literature (for example, Patankar (1980), Fletcher (1988)).

Since energy is associated with mass, it is convenient at this stage to define different densities 

present and are used in the model. The total density in Regions 1 and 2 are defined by,

The density of the mobile fluids moving in Region 1 and Region 2 are given by Equations (4.13) 

and (4.14), respectively. The movement of these mobile fluids from Region 1 to Region 2, across 

the steam zone interface, constitutes the convective transfer in the overall transport.

d T  d T  d 2 T  n  
 1- u — a — — = 0 (4.10)

P l jo ia !  0  $ ( P o ^ o  P w ^ w ) l (4.11)

P l j o l a l  0  $ } P r , 2  + < f> ( f lo S o Jr P w ^ w )̂2
(4-12)

P \ ,m f  P o  (S o ., ‘-’'o r P w  (*^w ,l ^ w c  j j ]
(4.13)

P l , m f  ~  <t>\Po (*^ 0 ,2  ~  S a r  ) + P w  w,2 )J2 (4.14)

The density of the mobile fluid that is produced from the reservoir is given by,
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(4.15)

Rubenstein (1971) had considered mass balance at the interface separating two zones of 

different densities, and obtained an expression for the mass flux associated with the moving 

interface. Following this consideration, the mass balance across the steam zone interface for the 

SAGD process is obtained. This mass flux is given by the following equation,

The derivation of the mass balance at the interface is further discussed and illustrated in 

Appendix B. The terms on the left hand side represent the difference in the total mass 

accumulation between Region 1 (steam zone) and Region 2 (which contains oil and steam 

condensate) as the interface moves. The first and second terms on the right hand side represent 

the difference in the mobile mass flux in Region 2 and Region 1, respectively. The third term 

represents the mass produced from the reservoir. Given assumption 2, the velocity for Region 1 

is given by Equation (4.17), which shows that the convective velocity from the steam zone is 

coupled to the moving steam zone interface.

Also, fluid production is assumed to take place along the moving steam zone interface. As such, 

the production flux is coupled to the velocity of the steam zone interface, as given by Equation

(4.18),

Substituting Equations (4.17)-(4.18) into Equation (4.16), and solving the resulting equation for 

the bulk convective velocity in Region 2 gives,

The bulk convective velocity in Region 2 is also related to the steam zone interface velocity 

{d(X(t)/df} as follows,

(4.16)

(4.17)

(4.19)

« » M
(4.20)
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Recalling Rubenstein's suggestion for simplifying 2-D  problems (as discussed in Section 4.3), it is 

seen that in Equation (4.20) the bulk convective velocity in Region 2 is a function of the vertical 

position of the steam zone interface, which is moving at different velocities in different layers.

In problems where convective transport is present, the mass flux moving ahead of the interface 

must be associated with the energy (conductive and convective) flux. It should be clearly 

understood that mass and energy “goes hand in hand". Following the argument developed by 

Rubenstein (1971), an energy balance at the interface was derived for the SAGD process. The 

development of this equation is illustrated in Appendix B, and is given by Equation (4.21),

( p 2h2 -  p xhx =  A .™ /" A  ~  P2.mfu2h2 ~  K 2 +  ( A # L ,  ^

(4.21)

Rearranging the above equation gives the following expression,

- k 2 ^ -  =  ( p A ~  P 2h2 ) ^ 7  +  ( A # L ,  -  {p 2 M U2h2 ~  P w uA  )

(4.22)

From Equation (4.22), it is seen that the net heat flux into Region 2 is equal to the sum of the 

change in the enthalpy associated with the change in the position of the steam zone interface 

over a time step dt, total heat loss (which is composed of heat loss to cap and base rock, and the 

heat transfer associated with the net bulk convective transport from Region 1 to Region 2 (as 

given by last two terms on the right hand side of Equation (4.22)). The transport of this net heat 

flux in Region 2 is governed by both conductive and convective heat transfers. The total heat loss 

term (AH)t0SS is composed of the heat losses to cap and base rock. Due to the previously stated 

assumption regarding conditions for Region 1 (i.e., non-changing conditions inside the expanding 

steam zone, with only changing parameter is its volume due to moving steam zone interface), the 

heat losses to cap and base rock are considered as sink term.

The heat transfer within Region 2, but some distance away from the moving steam zone 

interface, is conductive. The steam zone interface moves due to convection from Region 1 to 

Region 2, as a result of phase change and fluid production, and not due to pressure driving force 

(along the x-direction) which may exist between the injector and producer. The magnitude of 

convective transport is determined by how much fluid has accumulated or been withdrawn from 

the interface.
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Having established the energy balance condition and mass balance at the interface, the partial 

differential equation representative of the conductive and convective transport in Region 2 is 

rewritten below,

dr, kdr,

dx dx dt

The following parameters are defined to simplify the expression in Equation (4.23),

(4.23)

a 2 =
p 2 , t o la l  C 2  . to ta l

(4.24)

E l

P 2

(4.25)

Also, the bulk convective velocity in Region 2, u2, is given by Equation (4.19). Combining these 

expressions with Equation (4.23) gives Equation (4.26).

a.
8 %  J d X ^

dxx \  dt
d T ; d r ,

dx dt (4.26)

where,

r = i + ^ _ i ) _ £ s£ L
P 2 . m f

{P 2.mfC2.mf )
{ p 2,ioialC2joial )

(4.27)

Equation (4.26) describes the temperature distribution in Region 2 ahead of the steam zone 

interface, which is moving at the velocity (dX/dt). As such, this temperature distribution is valid at 

the interface and ahead of it. The term r (dX/dt) is the net bulk convective movement of fluid into 

Region 2.

Mathematically, for this type of moving-boundary problem, the solution of the partial differential 

equation is associated with the following boundary conditions at the interface:

dX
d t

(4.28a)

r, =r (4.28b)
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At the outer boundary condition:

T2 =  Tr , x ->  ao

The initial condition is given by,

(4.29)

T2(x,t =  0 ) = T r
(4.30)

4.4.2 Heat Loss to Cap Rock and Base Rock

The flow of heat to the cap rock and base rock is perpendicular to the 1-D energy transport 

considered in this work. As such, the partial differential equation describing this heat loss cannot 

be directly incorporated into the governing 1-D conductive-convective transport equation. 

However, the heat loss to the cap and base rock definitely has an influence on the position of the 

steam zone interface and its velocity (especially at the top of the reservoir). For this reason, the 

heat loss to the cap rock and base rock would be incorporated in an explicit manner. This 

approach had been discussed by Neuman (1985), and is given below,

Equation (4.31) describes the conductive heat transfer in the y-direction (or more accurately, 

direction perpendicular to the x-direction, along with the steam zone interface moves), from the 

reservoir to the cap rock and base rock. It is subjected to the following initial condition and 

boundary conditions,

The solution to the above conductive heat loss equation, subject to its initial condition and 

boundary conditions is given by,

d 2T  8T  
a - —  =  —

dy2 dt (4.31)

T (y ,t =  0) =  Tr \y__0

T {y ,t)  =  Ts\y=Q 

T (y ,t)  =  Tr L =ao

(4.32a)

(4.32b)

(4.32c)

(4.33)

The heat flow to the cap rock and base rock is, therefore,

(4.34)
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4.4.3 Drainage Rate

The treatment of fluid production from the reservoir in the new analytical model follows mostly the 

approach utilized by Butler et al. (1981). Oil drainage rate is approximated by Darcy’s law for 

gravity drainage, and is given by Equation (4.35),

dq  =  L ^ - d X
v  (4.35)

Following Butler et al.’s formulation (1981), material balance is considered for the mobile fluid as 

the steam zone interface moves and fluid production takes place. This consideration leads to the 

following equation,

1

L 0 A S o

dq_

8y Jt (4.36)

In Equation (4.36) the drainage rate is related to the position of the steam zone interface. Oil 

drainage rate is time dependent, and is a function of the drainage potential, since the drainage 

velocity u* is coupled to the position of the interface and its velocity (dX/dt). Appendix B contains 

the derivation of Equation (4.36). The overall oil drainage rate is given by Equation (4.37),

q  =  =  L  \ u d y  (4 .3 7 )
0  dy I

It is seen in Equation (4.37) that the drainage rates at different elevations in the reservoir 

contribute to the overall fluid production rate. It is noted that Butler et al. (1981) were able to 

obtain a closed form expression for the incremental drainage rate, from their assumption of 

constant interface velocity. In this work, the steam zone interface velocity is changing with time.

Having completed the above formulation, it is clear that the proposed analytical SAGD model in 

this work is significantly different from existing SAGD analytical models in that the heat loss to the 

cap and rock and heat produced are accounted. In this upseudo" 2-D  model, the position of the 

steam interface, hence the speed at which it moves come directly from the governing equations.

4.4.4. Convective Transport vs. Conductive Transport

The formulation of the new analytical model for the SAGD process is given in Section 4.4. As 

seen from Equations (4.16) and (4.19), the net convective transport of mass across the steam 

zone interface into Region 2 is composed of the convection due to phase change (i.e., 

condensation of steam) (as discussed by Carslaw and Jaeger, 1959, and Rubenstein, 1971), the
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convection due to movement of the mobile fluids out of Region 1 into Region 2, and the 

convection due to the production of mobilized fluids (along the steam zone interface) from the 

reservoir.

Part of the heat transfer into Region 2 is coupled with the convective mass flux across the steam  

zone interface, as seen from Equations (4.21 )-(4 .22). In addition to the convective heat flux due 

to the transport of heat-carrying fluids (i.e., the various mobile fluids have their own “energy 

levels” associated with their temperatures) from Region 1 into Region 2, the condensation of 

steam at the steam zone interface provides a source of energy (equal to the latent heat of 

vaporization) which also contributes to the heat transport into Region 2. On the other hand, part 

of the energy is lost from the reservoir due to the heat conducted into the cap rock and base rock. 

Also, the production of hot fluids from the reservoir entails the convective removal of some energy 

from the reservoir. The net heat transported into Region 2 is then transferred inside the unheated 

reservoir by conduction, due to the temperature gradients existing at different parts of the 

reservoir ahead of the steam zone interface.

It is seen quite clearly that the convective transfers modeled in this work for the SAGD process 

are quite different from those typically considered for the steamflood process. In steamflooding, 

the steam front propagates from the higher-pressure injector (source) to the lower-pressure 

producer (sink). As this steam front propagation takes place, mobilized fluids (condensate, oil and 

maybe gas) are pushed toward the producer (pressure sink). Also, heat is conducted from the 

reservoir into the cap rock and base rock. Pressure gradients, which exist in the reservoir 

between the injector and producer, are quite high in the steamflood process -  particularly near 

the steam zone interface, due to the low mobility o f the unheated oil in the reservoir ahead of the 

steam zone. On the other hand, fluid movement in the SAGD process is mainly due to gravity 

differences. This gravity-driven fluid flow is true for both the vertical rise of the steam, and the 

downward drainage of mobilized oil and condensate.

In summary, it is seen quite clearly that this formulation of the new analytical model for the SAGD  

process, which is based on the formulation o f a moving-boundary problem (Stefan problem), is 

significantly different from existing SAGD analytical models. It accounts for the heat loss (to the 

cap rock and base rock), as well as heat produced. In this “pseudo" 2-D  model, the position of the 

steam zone interface, and hence, the speed at which it moves at different times come directly 

from the governing equations. As the equations are derived in progression, discussion on the 

strength and weakness of this model is provided.

4.5. Solution of Analytical Model for SAGD Process Performance Prediction

The solution to the new analytical model for the SAGD Process -  subject to appropriate boundary 

conditions and initial condition, as described in the preceding section -  is given by,
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T2 =Tr+B* erfc
2 ^ t

XT X(t) < x < 00 (4.38)

X{ t )  =  2 X ja ^ t (4.39)

Equation (4.38) describes the temperature distribution at and ahead the moving steam zone 

interface, i.e. region 2. There are two unknowns in the above solution: B  and X. The particular 

solution is obtained by utilizing the boundary conditions and the initial conditions. The value B is 

given by,

B =
T - T1 s  1 r

e r fc \k - { 1 - T ) ]
(4.40)

The value of X is the root of the following equation,

k-,
T-T„ 2 V*V

-xT
■ = {pA  + PiK +&Hioss -  Pi r ^2 + p{rA 2

(4.41)

It can be seen that the solution depends on the parameter X, as it couples the temperature 

distribution and the position of the interface. It is noted that X is a single-value parameter; hence, 

the solution to the formulated problem is unique (Rubenstein, 1971).

As stated previously, the reservoir is divided into a number of layers. Within each layer the 

position of the steam zone interface at any time X(t) is determined. As such, the position of the 

steam zone interface is also a function of the vertical height of the layer in consideration, i.e.

w i(y )= r i (y)
d x { y )

dt (4.42)

u ' ( y ) = r ’ ( y )
d x j y )

dt (4.43)

(4.44)

The solution procedure to the formulated problem is straightforward, and consists of a  number of 

steps. The solution requires first the calculation for fluid density. Next, the production potentials is 

calculated. The total heat loss is an input parameter. The magnitude of the heat loss to cap and
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base rock is calculated from solution to the vertical heat conduction problem between the 

reservoir and its adjacent cap rock and base rock (as presented by Neuman 1981). The most 

difficult step in the solution procedure is the determination of X, the root of Equation (4.41). This 

variable couples the temperature distribution to the position of the steam interface and its velocity. 

An Excel™ macro was used to find X. Once X is found and a time value input into the model, the 

temperature distribution, the position of the interface along with its velocity, and oil production rate 

and cumulative production are calculated by the model. As this is an analytical model, there is no 

iteration required in the calculation for the solution.
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Chapter 5 -  Discussion of Results

5.1. introduction

Results from the new analytical model to investigate the transient SAGD process performance, 

with incorporation o f convective transfers are presented in this chapter. In addition, these results 

are compared against solutions offered by Butler et al. (1981a, 1985a), and results obtained from 

a commercial reservoir simulator.

5.2. Solutions Offered in Other Analytical Models

The following two examples are reproduced from several previously presented works. These 

examples have been carefully reviewed, and selected for this work mainly to illustrate how Butler 

utilized his models to determine different parameters associated with SAGD performance, 

including the velocity of the steam zone front, taking into account the assumptions behind these 

models. From these examples, comparison is made between the results predicted by the new 

analytical model developed in this work and results obtained by Butler.

5.2.1. Example 1 from Butler’s Monograph (1994)

In this example, performance parameters for the SAGD process are determined for an oil sand 

reservoir containing Cold-Lake-type bitumen. The reservoir has the following characteristics: 

thickness of 34 meters, porosity of 0.31, permeability of 1.3 darcies. Reservoir thermal diffusivity 

is 0.0465 m2/d. Initial oil saturation is 0.77, and irreducible water saturation in the reservoir is 

0.23. Residual oil saturation to steam is estimated to be 0.15. Initial reservoir temperature is 

determined to be 14 °C. The length of the horizontal producer for this SAGD operation is 500 

meters. It is planned to inject steam at a pressure of 1.9 MPa. From laboratory measurements, oil 

density is determined to be 940 kg/m3, and oil viscosity is 120 cp at a temperature of 100 °C.

Numerically, the conditions are given as follows.

H = 34 meters

k = 1.28x10'12 m2 (1.3 darcies)

<p = 0.31

a  = 0.0465 m2/d (0.5 ffVd)

S01 = 0.77 

Tj = 14 °C
Sor = 0.15 (estimated) 

ps = 1.9 MPa (275 psia) 

p0 = 940 kg/m3 at 100 °C 

Ho = 120 mPa.s at 100 °C
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L =  500 m

The saturation temperature for steam injection pressure of 1.9 MPa is calculated to be 210 °C  

(i.e., T , =  210 °C). Kinematic viscosity of the crude as a function of temperature is approximated 

using Walther's correlation,

where v is in cs or mm2/sec, and T  is in °C; Butler (1991) suggested the following correlation to 

describe the relationship between the parameters a and b,

a  =  0.3249 - 0 .4 1 06b

Given data for oil viscosity and density at 100 °C, its kinematic viscosity is easily determined,

V = p/p = 120/0.940 = 127.7 cs at 100 °C  

This data enables the values for a and b to be determined; solving for a  and b:

a = -3.4294, 

b = 9.1435

Therefore, the oil kinematic viscosity at saturation temperature is: v* = 6.7 cs. Similarly, the 

values of kinematic viscosity at different temperatures within the 14-210 °C range are determined, 

as shown below. These values are needed to evaluate the parameter m  in the oil drainage 

equation.

T (°C ) 14 50 100 150 200 210

v (cs) 151814 2850 128 22.7 7.9 6.7

Table 5 .1 : Kinematic Viscosity vs. Temperature for Example 1 

The next step is to determine

log-io(logi0(v+0.7)) = a* log10(T+273) + b

1 r’r d T
(5.1)

Using numerical integration technique gives the following set of values for the integral:

5 (°C )

Integral (s/m2) 43844

1

43819

6

43807

11

43792

16

Table 5 .2 : Kinematic Viscosity Integral vs. Temperature for Example 1
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Using the first point in Table 5.2: m  =  1/(43844x6.7x1 O'6) = 3.40

Oil production rate is calculated using the following equation (similar to Equation (2.12)):

k = 1.3 darcies x 0.9869x1 O’12 m2/darcy x 0 .4  = 5.13x1 O'13 m2

(with the value of 0.4 being the estimated average relative permeability for oil) 

a  =  0.5 x (0.3048)2 m2/d x 86400 s/day = 5.38x10'7 m2/s

A S 0 -  0.77 -  0.15 = 0.62 (mobile oil saturation)

q = 1.004x10*3 m3/s = 86.76 m3/d (or 546 b/d)

The steam front advance rate is next calculated. Butler (1994) had suggested Equation (5.3) to 

determine the steam front velocity at (y/h) = (1/V3).

\3kg a<p & S 0h
(5.2)

with

(5.3)

where the characteristic time tc is defined by the following,

(5.4)

In early time (when t < tc), then:

(5.5)

The temperature ahead of the moving steam front is given by Equation (5.6),

_  T  - T r _  e -(U4/a)
(5.6)

51

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Using the above equations, tc = 1.11 x108 sec = 1281 days

U  = 1.77x10‘7 m/sec = 0.015 m/d 

Solving Equation (5.6) for a value of 7 *  = 0.5 gives:

<?(for 7 * =  0.5) = 2.1 m

In summary, it is seen that for the given reservoir conditions and injection pressure of 1.9 MPa, 

the steam front moves at a velocity of 0.015 m/d after 1281 days (3.5 years). Oil production rate 

is 86.7 m3/d (approximately 550 b/d) for the 500-m horizontal producer.

5.2.2. Example 2 from Butler’s Monograph (1994)

In this example, Butler utilized the same procedure as that illustrated above to evaluate SAGD  

performance for Esso's HWP1 Horizontal Well Pilot. Reservoir characteristics and bitumen 

properties are given below.

H = 27.4 m 

<j> = 0.33

k = 0.62 pm2 (based on permeability of 1.6 darcies and Kro = 0.4)

AS0 = 0.482

a  = 5.00x10'7 m2/s (0.465 tfVd) 

m = 3.1

vs = 3. 00x1 O'7 m2/s (3 cs)

Table 5.3 provides the results in this case, including the “depth of heat penetration”. These values 

are calculated at tc = 505 days.

Days: 0 100 300 1000

U (m /d )§: 0.031 0.031 0.027 0.014

Values of £(m ):

7* = 0.5 0.996 0.97 1.11 2 .12

7 *=  0.1 3.17 3.24 3.69 7.04

5 calculated rate of advance of front at a height of (1/V3) of total, i.e. at 15.8 m.

Table 5.3: Results of Example 2, for Esso’s HWP1 Horizontal Well Pilot.

It is important to note that in this example, the steam front velocity was calculated at different 

times. It clearly changed with time: the steam front velocity declined with time, from 0.031 m/d 

after 100 days to 0.014 m/d after 1000 days.

52

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.3. Selected Simulation Results by CMG’s STARS™

In this section, results from a numerical model are presented. Specifically, the STARS™  thermal 

simulator from the Computer Modelling Group (CMG) Ltd. of Calgary, Canada is used. It is a 

comprehensive numerical model, with full features of 3-D reservoir flow and comprehensive mass 

and heat transfer mechanisms incorporated. It was initially developed for the steamflood process, 

but has proved versatile and easily adaptable in simulating other recovery processes including 

steamflood with chemical additives, dry and wet in-situ combustion, SAGD. Detailed information 

of the formulation and solution of the numerical model (including chemical reactions, complex 

phase changes, etc.), its features, and its algorithm are given in the C M G ’s STARS™  User 

Manual (1999). Within the last 10 years, various investigators around the world have extensively 

used the STARS™ thermal simulator to simulate the SAGD process for field applications.

At the present, there are a number of SAGD operations in Alberta, with some being commercial 

projects, and others being pilot projects with potential of being converted to commercial 

operations. Some of these projects include the UTF operation by Northstar Energy in Fort 

McMurray, project by Alberta Energy Company (AEC) at Pelican Lake, Suncor Energy’s project at 

Burnt Lake, project at Hangingstone by Japan Canada Oil Sand (JCOS), BlackRock Ventures 

Ltd.’s project at Hilda Lake, and PanCanadian Petroleum’s projects at Senlac and Christina Lake. 

Little data, including production performance data, are published for many of these projects. Ito et 

al. (1999, 2000) reported some reservoir properties for the Hangingstone reservoir, along with 

predicted production results from simulation studies; some (actual) injection data and simulated 

production forecast were reported by BlackRock Ventures Ltd. for the Hilda Lake project. It 

should also be noted that Esso’s HWP1 project at Cold Lake has been operated from time to time 

as a SAGD process (in its conventional configuration). W hat is important about this project is the 

extensive volume of data, particular reservoir characteristics data, published over the years for 

the CSS operations and (to a lesser extent) for the HWP1 pilot. As seen in the previous section, 

Butler had extensively presented data for the Cold Lake reservoir in his investigations. Given this 

fact, the simulation runs performed in this work are made on the basis of the data available for the 

Cold Lake reservoir. Another reason for this decision is to provide appropriate comparison of 

results from the STARS™  thermal simulator and those from the new analytical model in this 

thesis.

It should be noted that results generated by a reservoir simulator usually are much more 

numerous and comprehensive than results available from an analytical model. This is due to 

many reasons, including especially the "number-crunching” capability of modem computers in 

processing the calculations associated with a numerical model. At the same time, a tremendously 

large amount of data is required in setting up an appropriate model prior to the actual simulation. 

The data set includes typically formation tops, reservoir rock properties (such as its thermal
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properties, petrophysical properties), fluid properties (such as density, viscosity, solubility, etc.). 

relative permeability for different flowing fluids, presence and extent of reservoir discontinuity, well 

completion data, along with injection and production constraints. The amount of data required to 

build a reservoir model, and the interpretation of the simulation results, however, means that a  

simulation study could take weeks to complete. As a resuit, there is still a need for analytical 

models which have the capability of estimating and predicting some key performance parameters 

(relatively) quickly and accurately.

In this work, results are first generated for a base case for different reservoir configurations. 

Sensitivity studies are then conducted to determine the effects of different pamaters on the SAGD  

recovery performance. Some of the parameters studied include thermal diffusivity of reservoir 

rock, heat loss, and fluid production rate. The performance of the SAGD process in oil sand 

reservoirs in communication with a bottom-water sand is also investigated. It is designed mainly 

to illustrate the limitation of both analytical and numerical simulations.

5.3.1. Reservoir Model

When weilbore hydraulics is ignored and the reservoir is assumed to be homogeneous, the 

performance of the SAGD process for the whole reservoir can be modelled as that for an element 

of symmetry. The grid used to represent the element of symmetry is illustrated in Figure 5.1. The  

element of symmetry was represented by a 32 x 2 x 35 grid matrix. The dimensions for each 

block were 1.45 m along the x- direction grid block, 250 m along the /-direction (which was along 

the length of the horizontal well), and 1 m along the z-direction. Hence, the overall dimension of 

the element of symmetry were 43.5 m x 500 m x 35 m. A nine-point finite difference scheme was 

applied in the i,k (x- and z-) directions to account for the diagonal transmissibility (or movement of 

fluids). Several simulation runs were also made to study the effect of grid block sizes.

The horizontal producer was positioned 1 m from the base of the model, and the injector was 

located 4 m above it. The drainage height was, therefore, 34 m. This drainage distance was 

similar to Butler’s Example 1 listed in Section 5.2. The model reservoir was assumed to be 

homogeneous and the permeability was isotropic (kv = kh) at 1.3 darcies. The sandstone reservoir 

was assumed to have a porosity of 30%; the irreducible water saturation was 23%, and initial oil 

saturation was 77%. As a result, initial oil in place was 175850 m3 for the half element of 

symmetry. Thermal properties used in this study are summarized in Table 5.4. The viscosity of 

the oil at different temperatures is illustrated on Figure 5.2, and it is also summarized in Table 5.5. 

At the initial reservoir temperature of 13 °C, the viscosity of oil is approximately 150,000 cp. The  

relative permeability for the oil water along liquid gas are illustrated on Figures 5.3 a-b. The  

residual oil saturation, as illustrated on Figure 5.3 a, is 15% and the critical gas saturation is 5%.

As high-temperature high-pressure steam is injected continuously into a bitumen reservoir 

thermal stresses are usually created. In such cases, reservoir parameters such as porosity and
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(SES^Easasia^^iigiEi3Easa0gtsi^EJE3E3E^Easaici^][Ei^EEiE3L3o^

sa^ira  e^e^i^ is  i^^^^^^^E ^isa^ss^E aE ^^isaB siE gE aisarsiB aE ni 
m s B ^ n s B S H s r a M i ^ i s i ^ ^ ^ ^ ^ ^ ^ ^ ^ i i m i i r a i ^ r a M i i r a  
B l l g l ^ ^ l i B f f i i B S B I Q B B B B t S l i a a r a g S i g B S ^ ^ ^ i S i ^ ^ ^ ^ ^ ^ l l ^ ^  
n H s am & ssE s iB ffliiB iH B B K a E ara jifflE isa^ g E m & aE E M ^ i^ E s im o & sra f^ ^

ii@ ii^ iB a ^ f f i i5 B s a r a B i@ ir a r a iia s 9 ^ ^ ig g s ^ ^ i@ s g a ii@ ^ i!g i^ @ ^ i@ ii

usgm iB B sasraEB m ffiira i& iB B B sra^B iB m ^^^B fflm ^i^^a^^iia

Q •O

a  
c> *

r i - r  i >i r  i i i. : i d ^ iL L iL  i.L tL J  0;oq ' i0.dd.................  2o.oo ya^s

0 ]q 20 0.00 6.00 10.00 meters

~ i i i i I  .................  i i I i i i i i i i i i I i i i   I i i i i i i i i i I i i i i i i i i-

File: coldlake2title.txt,irl 
User: Administrator 
Date: 2000-09-07
Scale: 1:276.636897 
Z/X: 1.00:1 
Axis Units: m

x-

“ H 1

1.0000 

1.0000

1.0000

1.0000

1.0000

1.0000

1.0000

0000

1.0000

1.0000 

1.0000

Figure 5 .1 :2-D View of the Reservoir Grid Setup Utilized in the Simulation Study, STARS™ Simulator,
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Figure 5.2: Viscosity-Tem perature Relationship for Cold Lake Bitumen, Used in Simulation Study, STARS™ Simulator.



Properties Value
W ater Compressibility (kPa'1) 5.80E-07
Oil compressibility (kPa'1) 8.18E-07
Thermal expansion of oil (1C1) 7.00E-04
Thermal expansion of W ater (1C1) 1.90E-03
Thermal expansion of rock (1C1) 3.50E-05
Density of water (kg/m3) 999.1
Density of oil (kg/m3) 997.5
Heat capacity of rock (kJ/m3K) 1882.6
Specific heat of oil (kJ/kgK) 2.1
Thermal conductivity of rock (kJ/mdayK) 150.0
Thermal conductivity of overburden rock (kJ/mdayK) 150.0

Initial reservoir temperature (°C) 13.0
Initial reservoir pressure (kPa) 3000.0

Table 5.4: Selected Properties of Cold Lake Reservoir Used in the Simulation Study.

I hMP (~c;) VISCOSITY (cp)

14.0 151814
50.0 2850

100.0 128
150.0 22.7
200.0 7.9
210.0 6.7
250.0 4
300.0 2.5

Table 5.5: Selected Values of Viscosity -  Temperature Relationship for Cold Lake 
Bitumen, Used in Simulation Study.
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permeability could be altered substantially during the steam injection recovery process. Due to 

the limitations of existing analytical models to incorporate these effects, and for direct-comparison 

purposes in this work, geomechanicai effects were not included in the simulation model.

For this study steam injection rate was constrained at a bottom-hole pressure of 1.9 MPa, with a 

steam temperature of 210.0 °C and at 95% steam quality. The steam trap was operated at 20 °C 

below the saturation temperature (i.e., at 190.0 °C), with a maximum steam production rate set at 

of 5 m3/d.

5.3.2. Simulation Results

Figure 5.4 shows the oil production rate and the instantaneous steam-oii ratio (SOR) for the base 

case. It should be noted that the rate shown in this figure represents the rate for the full pattern 

(i.e., the production rate obtained from the simulator is multiplied by a factor of 2, as the 

simulation model represents an element of symmetry). The pre-heating period lasted 

approximately 15 days before thermal communication was established between the horizontal 

injector and producer. The relatively short pre-heating period was due to the fact that the oil 

viscosity at initial condition was relatively low, and readily mobile with little thermal stimulation. 

The oil production rate during the heating period was zero. As the temperature around the vicinity 

of the horizontal well increased, the viscosity of the bitumen decreased, leading to an increase in 

the oil production rate. Steam injectivity also increased significantly as the viscosity of oil 

decreased. An average fluid production rate of 70 m3/d was maintained for 5 years (or 1825 

days), before the rate started to level off. The steam-oil ratio (SOR) averaged at approximately 4 

m3/m 3 during the first five years of steam injection. (This ratio appears to be quite high compared 

to other SAGD projects.} After 5 years of steaming, the SOR increased significantly, and rapidly 

approached the economic cut-off. The increasing SOR was due to substantial heat loss to the 

cap rock (especially), and heat produced from the reservoir.

The reported SOR from several operating SAGD projects ranged between 1.9 to 2.7 m3/ m3. The 

SOR obtained from the base case run appeared high, compared to these values. The high SOR  

from the base case is correlated directly to the permeability of the reservoir. In the base case, the 

permeability was only 1.3 darcies; this value seemed to be relatively low for a “clean" sandstone 

reservoir. For a clean sandstone reservoir the permeability typically is in the 3-8 darcies range. (It 

is possible that the relatively low permeability used in Butler’s examples (1994) was 

representative of an inter-bedded sandstone reservoir.}
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Figure 5.4: Oil Production Rate and Steam-Oil Ratio vs. Time, Base Case of Cold Lake Reservoir, STARS™ Simulator.
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Figure 5.5 shows the cumulative oil production and the cumulative volume of steam (CW E) 

injected into the half element of symmetry against time. With approximately 349000 m3 (CW E) of 

steam injected, cumulative oil production was approximately 88900 m3 for the (half) element of 

symmetry. Hence, the cumulative steam oil ratio was 3.9, and cumulative oil recovery was 50.6%.

Figure 5.6 shows the oil saturation in 3-D view after three years of steam injection. The relatively 

even oil saturation distribution profile along the length of the horizontal well was probably due the 

assumption of negligible wellbore hydraulics in the base case model. Figures 5.7 a-b show the oil 

saturation at two different time intervals during the SAGD operation, while Figures 5.8 a-b show 

the temperature distribution at the sam e time intervals. Initially, the expansion of the steam  

chamber was circular -  representing ceiling drainage period. Once the steam chamber had 

reached the overburden, it spread sideways -  representing slope drainage mechanism. The 

shape of the steam chamber during the slope drainage period has been well documented.

With more mobile fluids present in the reservoir with time, the effect of convective transport was 

expected to be more significant. To further understand the process, an energy balance was 

performed. Applying the heat conservation principle, the heat accumulated in the formation is 

given by

O  =  0 - 0  - O  (5.7)
^ a c c u m u la te d  * £ in j  z ~ lo s s  ^ p r o d u c e d

The heat injected into the formation was determined from volume of steam injected (CW E) along 

with temperature and steam quality, which included both sensible heat and latent heat of 

vaporization. The amount of heat injected at the sand face may be less due to wellbore heat loss 

(this effect was not, however, considered in this study). Heat loss to the cap and base rock was 

typically estimated by the heat conduction equation. The amount of heat produced was 

associated with the volume and temperature of the produced fluid stream. Finally, the heat 

accumulated in the reservoir -  often difficult to account for -  was the heat stored in the fluid- 

saturated reservoir.

For a fluid saturated rock, the volumetric heat capacity (M) is given by,

M  =  *S > .C . +  tfS .p .C . +  4 S .P .C . +  (l -  <t>)p,Cr

The heat capacity of water is typically 2-5  times greater than that of oil (Prats, 1982); therefore, its 

contribution to the total reservoir heat capacity is much greater than that due to oil. The reservoir 

rock, due to its high heat capacity and mass, contributes the largest percentage to the overall 

reservoir heat capacity. The heat accumulated in the reservoir determines the role of heat 

conduction and/or convection in the reservoir. The equations used to calculate the heat injected
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Figure 5.5: Cumulative Oil Production and Steam Volume Injected (CW E) vs, Time, Base Case of Cold Lake Reservoir,
STARS™  Simulator.
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Figure 5.7a: 2-D Cross-Sectional View of Oil Saturation Profile after 1 Year, STARS™ Simulator.
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into the formation, heat produced from the reservoir and heat loss to the cap and base rock are 

given in Appendix B.

Figure 5.9 shows the cumulative heat injected, produced, loss and accumulated during the SAGD  

operation. During the preheating period, approximately 1.20x107 kJ o f energy was injected. Due 

to the relatively low in-situ bitumen viscosity, the preheating period only took approximately 15 

days before steam injectivity of steam began to increase, and oil production initiated. Average oil 

viscosity around the vicinity of the horizontal wellbore, at this time, was approximately 6 mPa.s.

Cumulative heat loss to the cap and base rock, after 9 years (3288 days) of steam injection, was 

approximately 2.20x1011 kJ (12% of the total heat injected). The rate of heat loss to the cap rock 

was larger than that to the base rock due to the larger temperature gradient present, and larger 

spread of the steam zone near the top of the reservoir. Figure 5.10 shows the cumulative heat 

loss to the cap and base rock. Initially, there was no heat loss to the cap rock because the steam 

chamber had not yet reached the overburden. The heat loss to the base rock was steadily 

increasing, and was associated with the fluid production from the reservoir via the horizontal 

producer. As the steam zone rose and reached the overburden, the heat loss to cap rock 

increased exponentially.

Given the cumulative oil and water volumes produced along with their heat capacities, densities 

and temperatures, the heat produced from the reservoir was determined to be 7.56x1011 kJ. After 

9 years (3288 days), the heat injected into the reservoir was 1.82x1012 kJ. From the heat balance 

equation (i.e., Equation (5.7)), the heat accumulated in the reservoir was determined to be 

8.46x1011 kJ. Figure 5.11 shows the heat accumulated in the reservoir, heat loss and heat 

produced as ratios of the total heat injected. The SAGD process was fairly efficient as 46% of the 

injected energy accumulated in the reservoir, with 12% lost to the cap and base rock and 42%  

produced from the reservoir.

The heat balance calculation discussed above represents the balance of the overall system. The 

heat accumulated in the reservoir was obtained from Equation 5.7; it did not differentiate sensible 

heat from latent heat in the overall amount. Detailed analysis could be performed to determine 

the saturation of the fluid and the state of the fluid -  only then that differentiation could be made 

between sensible heat and latent heat of vaporization. This analysis has bot been undertaken in 

this thesis.

As seen from Chapter 4, the transport equation was derived from first principles. The derivation 

of these equations showed the increasing accumulation of fluid at the interface lead to increasing 

influence of convective transport of heat in the reservoir. This is evident from Figures 5.7 a-b and 

Figure 5.11. As steam was continuously injected into the reservoir, the ratio of heat accumulated 

to total heat injected in the reservoir decreased, leading to the formation of more condensate
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Figure 5.9: Heat Balance Calculations for Base Case Simulation, Cold Lake Reservoir, STARS™ Simulator.
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Figure 5.10: Heat Loss to Cap and Base Rock for Base Case Simulation, Cold Lake Reservoir, STARS™ Simulator.
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Figure 5.11: Ratio of Heat Accumulated, Heat Loss, and Produced to Heat Injected for Base Case Simulation, Cold Lake Reservoir,
STARS™ Simulator.



volumes within the reservoir ahead of the steam zone interface. This increase in the condensate 

volume, in turn, caused the convective transport component to become more important in the 

transfer of heat and mass in the reservoir.

It is not possible, at this stage, to conclude which type of heat transport mechanism is more 

dominant because the volume of fluids stored or accumulate at the interface is not known with 

certainty. However, detailed simulation studies conducted by Ito (1999, 2000) strongly suggest 

the dominance of convective transport in reservoir heating. On the other hand, studies conducted 

by other authors (for example, Butler (1994), Donnelly (1999)) suggest conduction as being 

dominant. Field data, to date, have not provided conclusive evidence to support either one of 

these contentions.

5.4. Results of New Analytical Model Incorporating Convective Transport

The analytical model developed in this study includes both conductive and convective transfer of 

mass and heat present in the SAGD process. The unique solution to the formulated problem 

gives temperature distribution, position and velocity of the steam zone interface, and flow rate, all 

being functions of time. In this section the validity of this model is tested. Using the same set of 

input parameters, the solutions are compared against simulation results from STARS™  and 

results from Butler’s models, discussed in Sections 5.2 and 5.3, respectively.

As part of obtaining the solutions to the formulated problem, Excel™ was used to obtain the root 

of Equation (4.26). Values for reservoir properties were required in the determination of the 

solution. These values are given in Table 5.6 a-b. It is noted that the one of the assumptions for 

the model was fluid production taking place at the steam zone interface. As such, oil viscosity is 

that evaluated at the steam temperature. This assumption was made to relate the effect of 

production rate on the position and shape of the interface.

Irreducible W ater Saturation (S*c) 0.23
Residual Oil Saturation (Sor) 0.15
4> (Porosity) 0.31
H (Reservoir Thickness) 34 m
L (Horizontal Well Length) 500 m
a  (Thermal Diffusivity) 0.0465 nTVd

Table 5.6a: Summary of Reservoir Parameters.
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Region 1 Region 2
T (K ) 483 286

pr(kg/m3) 2650 2650
Do (kq/m3) 881 940
pw(kq/md) 852.9 999.5
prt (kq/m3) 9.59 0.00

Cr (kJ/kq.K) 1.09 1.09
C0 (kJ/kq.K) 2.34 1.67
Cw (kJ/kq.K) 4.55 4.19
C„ (kJ/kq.K) 2.98 0.00
hr (kJ/kq.K) 352.34 138.00
h0 (kJ/kq.K) 494.99 100.00
hw (kJ/kq.K) 897.8 53.6
h* (kJ/kq.K) 2796.1 0.000

So 0.15 0.77
Sw 0.23 0.23
S s, 0.62 0.00

Table 5.6b: Summary of Reservoir Parameters.

Enthalpies of Region 1 and Region 2 were calculated. Their values are given in Table 5.7. it can 

be seen that the enthalpies for Regions 1 and 2 are different from those for their mobile fluids.

Region 1
P , 

kg/m3
C

kJ/kgK
pC 

kJ/m K
h

kJ/kgK
ph 

kJ/m K
P , 

kg/m
C

kJ/kgK
PC 

kJ/m K
h

kJ/kgK
ph, 

kJ/m K

Mobile Fluid 1.844 2.981 5.496 2796.1 5155.5 180.7 1.670 301.7 100.0 18066.

Static Fluid 101.8 3.659 372.4 735.7 74878. 114.9 3.230 371.4 71.6 8193.1

Total Fluid 103.6 3.647 377.8 772.3 80034. 295.6 2.277 673.1 88.8 26259.

Rock 1828.5 1.088 1989.4 352.4 644246 1828.5 1.088 1989.4 138.0 252333

Total Medium 1932.1 1.225 2367.3 374.9 724280 2124.1 1.253 2662.5 131.2 278592

Region 2

Table 5.7: Calculation of Static and Mobile Fluids in Region 1 and Region 2.

5.4.1. Comparison of Results of New Analytical Model and Results from STARS™ 

Simulator and Butler’s LinDrain Model (1994)

Figure 5.12 shows a comparison between the oil flow rate predicted by the STARS™ simulator, 

Butler’s models and this model. The production rate given by Butler et al.’s model (1981) was 

independent of time (as the models had assumed steady state heat transfer, and steady state 

drainage rate as determined by Darcy’s law); as such, the rate of 86.76 m3/d (calculated in 

Section 5.2) was assumed to be the average rate over the entire life of the SAGD production 

forecast. The oil production rate predicted by the TANDRAIN model (1981) and Butler’s 1985 

model changed with time. Their profiles track one another quite closely: they both started with
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zero oil production rate, with the rate rammed up to reach a maximum value after approximately 

300 days for the TANDRAIN model, or 500 days for Butler's 1985 model. It must be pointed out 

that these two profiles incorporated implicitly the production rate occurring during the ceiling 

drainage stage, as evidenced by the increasing trend mentioned above. The production rate 

predicted by the new analytical model also declined with time. At the end of 500 days the oil 

production rate for the TANDRAIN model, Butler’s 1985 model, and new analytical model were 94 

m3/d, 88 m3/d and 77 m3/d, respectively. At the end of 1000 days, these three rates became 93 

m3/d, 91 m3/d, and 67 m3/d. At the end of 1500 days, these rates were 92 m3/d, 86 m3/d, and 59 

m3/d, respectively. From 1500 days to 2000 days, the three rates declined to 91 m3/d, 83 m3/d, 

and 56 m3/d. The rate of decline in the production rate for the new analytical model was steeper 

than those for the TANDRAIN model and Butler’s 1985 model. The steeper decline in the rate 

profile predicted by the new analytical model led to larger difference between it and the rates 

predicted by the TANDRAIN model and Butler’s 1985 model widened with time. This was caused, 

probably, by the heat losses (to cap rock, base rock, and fluid production from the reservoir) 

accounted for in the new analytical model. The TANDRAIN model and Butler’s 1985 model did 

not account for these heat losses from the reservoir. It is noted that the oil production rate 

calculated by the STARS™ simulator was less than those predicted by the TANDRAIN model and 

Butler’s 1985 model for practically the whole time period. The oil production rate calculated by the 

STARS™  simulator was 74 m3/d, 68 m3/d, 84 m3/d and 62 m3/d at 500 days, 1000 days, 1500 

days, and 2000 days.

As seen quite clearly, the oil production rate predicted by the new analytical model matches 

closely with the rate predicted by the STARS™  simulator, particularly during the middle time 

period (between 450 days and 1000 days). The average production rate during this period was 71 

m3/d and 67 m3/d for the new analytical model and STARS™  simulator, respectively. The match 

was poor, however, at the start and near the end of the entire forecast period. The following 

reasons are offered for the matches between the results for the new analytical model and the 

STARS™  simulator.

For the SAGD process, there are two very distinctive flow profiles, with each corresponding to 

different flow mechanisms in the reservoir. Initially, at the startup of the SAGD process, steam 

injectivity was low, and steam circulation was required in both the horizontal injector and the 

horizontal producer. Once thermal communication was established between the wells, then 

steam injection was initiated. W hen steam was first injected into the reservoir, it tended to rise to 

the reservoir top, due to difference in fluid densities and difference between injection pressure 

and reservoir pressure. As the injected steam came into contact with the cold reservoir, it 

underwent a phase change whereby its heat was transferred into the fluid saturated reservoir. 

The reservoir temperature was increased and the oil mobilized. The mobilized oil near the steam 

zone interface was drained by gravity force. The flow during this period is known as ceiling
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drainage, and its flow profile was previously illustrated in Figure 5.7a. During this period, the oil 

rate increased gradually, as more bitumen became mobile with increasing reservoir temperature. 

The development of the new analytical model in this work assumed slope drainage to be present 

at the start of the SAGD process. For this reason, discrepancy in forecasted oil production rate 

exists between simulation results and results from the new analytical model.

During ceiling drainage period, the rate at which the steam cham ber rises and the rate at which 

the oil drains toward the producer are dependent on the vertical permeability (kv). In relatively 

clean reservoir, i.e., there exist little or no interbedded mudstone, the permeability usually ranges 

between 3-5 darcies. In this case, the rate at which the steam zone rises typically is between 10 

to 15 cm/d (i.e., 0.010 to 0 .015 m/d), and could be as high as 25 cm/d (i.e., 0.025 m/d), 

depending on the operating condition (such as steam injection pressure). For a reservoir of 25-m  

thickness, the time taken for the steam to rise to the top of the formation is about 100-150 days. It 

is believed that discrepancy in the predicted production rate for the first 100 days -  while of some 

importance -  was not substantial, in terms of the overall process performance prediction over a 4- 

6 years period (depending on the SO R and reservoir quality) for the pattern. As mentioned 

earlier, the flow mechanism associated with ceiling drainage was significantly different from that 

associated with slope drainage, as counter current flow and re-saturation of fluids would have to 

be accounted for. It would be possible to formulate a separate problem to describe the flow 

mechanism specific to this ceiling drainage flow period. W hen reservoir sand is interbedded with 

mudstone, the vertical permeability is much lower. In this instance, the time taken for the steam  

zone to rise to the top of the reservoir is longer (perhaps years). The assumption of ignoring 

ceiling drainage would be questionable in this case.

Once the steam zone reaches the cap rock, it is forced to spread laterally, and slope drainage 

becomes dominant. As stated previously, the forecasted oil production rate during this slope- 

drainage period matches well with STARS™  simulation results. The new analytical model 

predicts an average rate of approximately 74 m3/d, compared to the average rate of 

approximately 69 m3/d predicted by the STARS™ simulator.

The difference in the two predicted oil production rates near the end of the forecast is probably 

due to the different boundary conditions considered by the two models. For the analytical model, 

the boundary was assumed to be semi-infinite. In the numerical simulation model, an element of 

symmetry was chosen; as such, the condition for the outer boundary of the element of symmetry 

is no-fiow (or closed) boundary condition.

Physically, it is important to note that as the steam zone interface moves laterally further away 

from the source (injector), oil production rate should taper off quite rapidly, due to significant heat 

loss to the cap rock and the presence of steam condensate in the system. As such, the energy 

injected could no longer promote steam zone growth. Therefore, a  heat balance could be
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performed to determine the physical feasibility of steam injection to maintain steam zone 

expansion for an indefinite time period. Such heat balance would also help to validate the oil 

production trend of the analytical model

It is also noted that field development using the SAGD process typically involves many horizontal 

well pairs. Depending on various factors, especially reservoir geology and economic profitability 

(as indicated by parameters such as cumulative SOR), many of these well pairs could be in 

communication with each other in the latter stages of the operation. Hence, the boundary 

condition which represents the “reality" is believe to be between the boundary condition assumed 

by the analytical model and that represented in the numerical simulation model.

It is also important to consider another distinction between the analytical model and the STARS™  

simulator constraint placed on fluid production. In the numerical simulation study, pressure 

constraints were implemented for both the injection and production wells to mimic the actual 

operational strategies. These constraints controlled the volume of fluid injected and volume of 

fluid produced. On the other hand, in this analytical model (as in all analytical models), fluid 

production was governed by the flow potential. Incorporation of pressure constraint(s) into the 

analytical model was not considered, as it would have required additional relationships between 

pressure and rates, which would render the problem intractable.

In Section 5.2.2, another example of Butler’s models is also provided. In this case, the calculated 

interface velocity was shown. The steam zone interface velocity at different times was 

summarized in Table 5.3. Table 5.8, illustrated below, is a summary of the results for the steam 

zone interface velocity, calculated from the new analytical model at different reservoir heights. 

Several comments are warranted for the results shown in Table 5.8. First, the steam zone 

interface velocity increased away from the bottom of the reservoir. W hat this means is that the 

forward convection of the steam zone was highest at the top of the reservoir, and lowest at the 

bottom of the reservoir. Clearly, as seen in numerical simulation results and transparent-model 

experimental data (Butler, 1991, 1994), fluid drainage and production into the horizontal producer 

had an impact on how far the steam zone interface advanced in the lower sections (i.e., layers) of 

the reservoir. Given that the interface velocity values given in Table 5.3 were calculated for a 

height of 15.8 m in the 27.4-m  reservoir, values of the steam zone interface velocity for (y/h) = 0.6 

were used for comparison. It is noted that, for Butler’s models, the steam zone interface velocity 

was the same at time f = 0 days and t = 100 days (Table 5.3).
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t=100 days 
(dX/dt). m/d

t=300 days 
(dX/dt). m/d

t=1000 days 
(dX/df). m/d

y/h = 0.0 0.0305 0.0176 0.0097

y/h = 0.1 0.0332 0.0192 0.0105

y/h = 0.2 0.0356 0.0206 0.0113

y/h = 0.3 0.0376 0.0217 0.0119

y/h = 0.4 0.0391 0.0226 0.0124

y/h = 0.5 0.0402 0.0232 0.0127

y/h = 0.6 0.0409 0.0236 0.0129

y/h = 0.7 0.0413 0.0239 0.0131

y/h = 0.8 0.0418 0.0242 0.0132

y/h = 0.9 0.0426 0.0246 0.0135

y/h = 1.0 0.0439 0.0253 0.0139

Table 5.8: Calculated Velocity of Steam Zone Interface at Different Times.

Table 5.9 provides a comparison of the steam zone interface velocity predicted by the new 

analytical model, and by Butler’s LinDrain model (1994). It is seen that at the end of 100 days, a 

velocity of 0.031 m/d was calculated with Butler’s model, compared with a value of 0.041 m/d 

calculated with the new analytical model. At the end of 300 days, the values were 0 .027 m/d and 

0.024 m/d for Butler’s models and the new model, respectively. Similarly, at the end of 1000 days, 

the respective values were 0.014 m/d and 0.013 m/d. For both models, the steam zone interface 

velocity slowed down with time. These results for both models are quite closely in agreement, 

especially given the differences in their treatment of the heat transfer mechanism in the reservoir. 

It could also be surmised from the results of the new analytical model that the effects of 

convective transport on steam zone expansion into the unheated reservoir (Region 2) were more 

significant in early time period. As such, the steam zone interface velocity from this model at the 

end of 100 days was more than that determined from Butler’s models. However, heat transfer 

inside the reservoir became more conductive dominated in later time periods, as convective 

transfers became less important As a result, the values calculated for the steam zone interface 

velocity from both models approached one another at later times. It must be noted, however, that 

the new analytical model in this thesis did not have to rely on many simplifying assumptions.
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Time, days 100 300 1000

Velocity Calc, from Butler’s LinDrain Model (1994), m/d T 0.031 0.027 0.014

Velocity Calc, from New Analytical Model in Thesis, m/d 0.041 0.024 0.013

Table 5.9: Comparison of Steam Zone Interface Velocity Predicted by Butler’s LinDrain Model 
(1994) and New Analytical Model, at Different Times.
*  velocity calculated at height of 15.8 meters in reservoir of 27.4-m eters thickness.
€ velocity calculated at position of 0.6*{y/H)

Figure 5.13 shows a comparison of the cumulative oil recovery between the STARS™ simulator, 

Butler’s models, and the new analytical model. The results from the STARS™  simulator and the 

new analytical model agreed reasonably with one another, after 2555 days of steam injection. 

The cumulative oil production predicted by the analytical model and the STARS™  simulator were

173,000 m3 and 162,000 m3, respectively. It is noted that usually cumulative recovery provides a 

good overall indicator for comparison between models. It does not, however, show clearly the 

mechanisms associated with the recovery process (in this case, SAGD process) at different 

times.

Figure 5.14 illustrates the position of the steam zone interface at different times during the SAGD  

process calculated with the new analytical model. The interface position and, hence, the velocity 

of the steam zone front are both determined by Equation (4.33). It is seen that the steam zone 

interface position is dependent on the thermal diffusivity (a), time (t) and the parameter A. It is 

seen that the steam zone interface was also moving away from the horizontal producer at the 

base of the reservoir. This profile was also present in Butler’s original SAGD model (1981). The  

following comments are offered for this result. In SAGD operation, the horizontal producer 

behaves as a sink, compared to the horizontal injector above it (which acts as a source). As a 

result, steam condensate and mobilized oil converge toward this sink. Therefore, the profile 

shown in Figure 5.14 shows that the new analytical model (despite its approach of representing 

flow inside the reservoir in a pseudo 2-D manner) could not model 2-D  flow completely and 

precisely. Having said this, it is important to examine the flow around the horizontal producer.

In a SAGD process, the vertical spacing between the horizontal injector and producer is typically 

4-7 m. To prevent the injected steam from being short circuited, a  steam trap is employed 

whereby the horizontal producer pressure is typically set 300-600 kPa lower than the injection 

pressure. Consequently, not all mobile fluids are produced from the reservoir; instead, some of 

the mobile fluids accumulate above and around the producer. By remaining inside the reservoir 

they contribute to convective heating ahead of the steam zone interface. Edmunds (1984) had
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reported the presence of convective transport near the horizontal producer in SAGD process. 

Mandi and Volek (1969) had analyzed the importance o f convective transfer in a steamflood, and 

pointed out the “flattened" temperature profile (i.e., (dT/dx) or slope of the temperature contour is 

close to 0). In view of Mandl and Volek's findings (1969), careful analysis o f the temperature 

distribution around the SAGD horizontal producer (Figure 5.7) was made. It was noted that the 

width of the region containing the mobile and immobile oil saturation near the horizontal producer 

was larger than it was near the top of the reservoir. This observation was also true with the 

temperature profiles, i.e., the slope (dT/dx) was larger at the top than at the bottom of the 

reservoir. This observation was consistent with finding of convective transfer by Mandl and Volek 

(1969). It is reasonably safe, thus, to conclude that not all mobile fluids converge to the horizontal 

producer, where they were then produced.

The shape of the steam zone interface at the top of the reservoir is also of interest. As reasonably 

expected, it was dependent on the heat loss to the cap rock. An increase in heat loss to the cap 

rock would result in the position of the steam zone interface being “rolled back", i.e., the position 

of the interface at the top of the reservoir would be behind the furthest point o f advancement of 

the interface in the reservoir. Conversely, if the heat loss to the cap rock were negligible, the 

position cf the steam zone interface at the top of the reservoir would be expected to be the 

furthest point into the reservoir.

After 1000 days of steam injection, the steam zone interface position predicted from the new 

analytical model agrees closely with that determined by the STARS™  simulator. The new 

analytical model predicted the steam zone interface to be approximately 28 meters away from the 

well pair, at the top of the reservoir; the STARS™ simulator determined the interface to be about 

30 meters from the well pair. The close agreement, however, deteriorated slightly near the 

production well.

In summary, it is seen from the above discussions that the new analytical model calculated steam 

zone interface position and velocity values in close agreement with results determined by Butler’s 

LinDrain model (1994) and STARS™  reservoir simulator. The oil production rate determined by 

the new analytical model (75 m3/d) agreed quite closely with that obtained from the STARS™  

simulator (70 m3/d) for the middle time period (between 500 days and 1000 days). Explanations 

are also provided for the poor match between simulated oil production rate (from STARS™  

simulator) and rate predicted by the new analytical model. Even though the oil production rate 

profile predicted by the new analytical model declined at a  steeper rate during the slope drainage 

period than those predicted by the TANDRAIN model and Butler’s 1985 model, the three rates 

were generally within the same order of magnitude. The higher oil production rates predicted by 

the TANDRAIN model and Butler’s 1985 model were probably due to no heat losses accounted 

for by both of these models.
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5.4.2. Qualitative Comparison of Simulation Results and Selected Experimental Data for 

the SAGD Process

The following section is prepared for qualitative comparison of simulation results and selected 

experimental data for the SAGD process, and by extension qualitative comparison of results from 

the new analytical model with experimental data. Chung and Butler (1989) had compared the 

scaled up oil recovery from their experimental data for AOSTRA’s UFT project with the rate 

predicted by Edmunds' simulation study (1987). The scaled up cumulative oil recovery was based 

on the assumption of a homogeneous (sandpack) reservoir having a permeability of 2.5 darcies. 

Two different cases were considered in Edmunds' study: i) isotropic reservoir, with permeability of 

4 darcies, and ii) anisotropic reservoir, with vertical permeability of 1.0 darcy and horizontal 

permeability of 4  darcies. Figure 5.15 is reproduced from Figure 18 of their paper. Chung and 

Butler concluded that their scaled up experimental oil recovery was in general agreement with 

those predicted by the numerical simulation study, up to 2.5 years of production. Thereafter, the 

scaled up experimental oil recovery was less than that from the numerical simulator. It should be 

noted that, up to 2.5 years of production history, the scaled up experimental oil recovery curve 

stayed between the two simulation curves, i.e. it was less than the recovery curve for isotropic 

reservoir (case i) and larger than that for the anisotropic reservoir (case ii). Interestingly, the 

cumulative oil production was similar for these two cases of reservoir anisotropy at 4  years of 

production (approximately 110 m3/m eter of horizontal well length, compared with 90 m3/m eter of 

well length for the scaled up experimental production).

Chow and Butler (1996) used STARS™  simulator to history match scaled experimental data 

reported by Chung (1988). Two different well configurations were used to investigate the 

phenomena associated with the rising steam chamber phase, and the spreading steam chamber 

phase. The authors used linear relative permeability functions for oil and water (due to 

assumption of segregated flow of oil and water), with these functions being assumed independent 

of temperature. It was found that, despite reasonably good matches for the cumulative oil 

recovery and oil production rate, poor history match was obtained for the steam zone interface for 

the rising steam chamber phase. This poor match was believed to be due to the inability of the 

numerical simulator to simulate processes including emulsification and counter-current flow 

mechanism taking place during the rising steam chamber phase. Figure 5.16 is reproduced from 

Figure 5 of their paper, for the spreading steam chamber phase. In this case, the simulated 

temperature distribution inside the reservoir (represented by the position of the 100 °C isotherm 

at different times) was in good agreement with the measured position of the steam zone interface. 

Good agreement was also obtained for the predicted cumulative oil production curve and the 

experimental curve.
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Sasaki, Akibayashi, Yazawa, Doan and Farouq Ali (1999) carried out a systematic experimental 

and numerical investigation of the SAGD process. Different relative permeability functions were 

used in the history matching of experimental data. It was established that linear relative 

permeability functions with non-zero end-point saturations provided good history match for the steam 

chamber shape, while the match was poor for non-linear relative permeability functions. Good history 

matches were also obtained for the breakthrough time as a function of the vertical spacing between 

wells, cumulative oil recovery, oil production rate, and cumulative water production.

In summary, it can be seen from the above studies that numerical simulation can be used 

successfully to match experimental data for the SAGD process. As such, a reservoir simulator such 

as CMG's STARS™  could be used as an engineering tool to investigate different aspects of the 

SAGD process, including the temperature distribution inside the reservoir and the position of the 

steam zone interface at different times. In the absence of crucial experimental data -  particularly heat 

losses from the reservoir and the relative permeabilities of the sandpack reservoir -  in various 

experimental studies cited in this thesis, it was not practical to compare directly the results of the new 

analytical SAGD model (which accounts for heat losses) with these experimental data. At the same 

time, it must be said that there is close agreement between the steam zone interface position 

predicted by the new analytical model (28 meters at the end of 1000 days) and that from the 

STARS™  simulator (approximately 30 meters). This, coupled with the close agreement between the 

steam zone interface velocity predicted by this new analytical model and that calculated by Butler 

(1994) (as shown in Table 5.9), shows a good degree of validation for the new analytical model, and 

gives confidence in its predictive capability.

5.5. Parametric Study of New Analytical SAGD Model

The new analytical model was next used to carry out a parametric study to determine the effects 

of various parameters on its performance. The results of this study are presented in the following.

5.5.1. Effect of Production Potential

As shown in Chapter 4, fluid production rate is directly linked to the steam zone interface position 

via the mass and energy balance equation. In this section, the effect of fluid production rate on 

the position of the steam zone interface is studied. Figure 5.17 shows the position of the interface 

as a function of production potential (y) at 1000 days. In this case, variables such as heat loss, 

thermal diffusivity, etc. were kept constant. Value for the variable (y) ranges between 0.3 to 0.8. 

Clearly, the steam zone interface advanced the furthest into the reservoir with the lowest value of 

the production potential (y  = 0.3); conversely, when y = 0.8, the steam zone interface trailed 

behind. These results show that higher fluid production volumes corresponded with higher flow 

potential. As such, more heat was produced (i.e., removed) from the reservoir with higher value 

for the production potential y. Consequently, not enough energy was present in the reservoir to
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promote further the growth of the steam zone (by convection). On the other hand, when value for 

yw as low, less heat was removed from the reservoir (due to lesser volume of fluids produced). 

As a result, the steam zone interface advanced further into the reservoir.

It was also noted that for y -  0.8, the point of maximum penetration of the steam zone interface 

into Region 2 corresponded with a dimensionless height (y/h) of 0.7. For y  =  0.3, this point of 

maximum penetration of the steam zone interface into Region 2 corresponded with a 

dimensionless height (y/h) of 0.6. The reader is cautioned not to correlate the position of the 

steam zone interface with the volumes of oil displaced. In the development of this model, lower 

flow potential is associated with lower reservoir sand quality. Consequently, this lower flow 

potential limits the rate at which the reservoir could “deliver”. It also limits steam injectivity (and 

hence, energy) into the reservoir. With lesser amount of energy injected into the reservoir, the 

position of the interface would not (surely) have advanced far into the reservoir. It was only for 

comparative purpose in Figure 5.17 that the energy and mass fluxes from Region 1 were 

maintained constant for the different cases shown in the figure. The fact that the steam zone 

interface had penetrated (advanced) further into the cold reservoir serves only to illustrate the 

relationship between the energy produced (removed) from the reservoir and the energy 

accumulated in the reservoir. As discussed in Section 5.3, this relationship had an impact on the 

mode of heat transfer in the reservoir, and the recovery performance of the SAGD process. 

Figure 5.18 shows the production rate at different times, for different values of the production 

potential. The results agree closely with those shown in Figure 5.17, as explained above.

5.5.2. Effect of Thermal Diffusivity

The effect of thermal diffusivity on the position of the steam zone interface is investigated in this 

section. Five different values of a, ranging from 0.01 to 0.06, were used in the investigation. 

Figure 5.19 presents the results for these different cases. It can be seen clearly that the position 

of the steam zone interface was influenced by the thermal diffusivity. Larger thermal diffusivity 

resulted in further advancement of steam zone interface into the reservoir. The steam zone 

advanced the least into the reservoir for a  = 0.01. These results point out that larger thermal 

diffusivity enables more heat to be transferred into the reservoir ahead of the moving steam zone 

interface. As a result, the steam zone advances further into the reservoir. Also, the slope of 

drainage was influenced by the thermal diffusivity: it was steeper for lower values of a , and more 

gradual for higher values of a..
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5.6. SAGD Performance in Bottom-Water Reservoirs

5.6.1. Model Description

This numerical study was also conducted using CMG’s STARS™  thermal simulator The base 

case model represented half of an element of symmetry, and had a 20 x 5 x 18 grid matrix (giving 

an overall dimension of 43.5 m x 300.0 m x 27.25 m). A  nine-point finite difference scheme was 

applied in the i.k (x- and z-) directions to ensure proper modeling of diagonal transmissibility. 

Smaller grid blocks were used around the horizontal injector and producer. The horizontal 

producer was placed 2 m above the base of the formation, and the horizontal injector 7.5 m 

above the producer. Table 5.5 shows the pertinent data that was used in the model. Figure 5.20 

shows the grid used in this numerical study.

Steam injection rate was constrained at a bottom-hole pressure of 3.5 M Pa (saturated steam 

temperature of 242.6°C) and at 90%  steam quality. The steam trap was operated at 20°C below 

the saturation temperature with a maximum steam production rate of 5 m3/d (CW E). In modelling 

a reservoir in communication with a water sand (either above or below the oil pay), two or three 

additional grid layers were attached to the bottom or top of the base-case model -  depending on 

the water sand thickness. The water sand was assumed ‘static’ in this study. However, the effect 

of increasing the areal coverage of the water sand on the recovery process was also considered. 

This increase in the areal extent of the ‘thief water zone roughly modelled a more active aquifer. 

In these runs, additional grid blocks were attached to the water sand extending along the x- and 

y- directions only. The length along the x-direction was extended by 152.0 m, while the length 

along the y-direction was extended by 300.0 m (150.0 m from the toe and heel of the horizontal 

well).

Horizontal permeability (kh) and vertical permeabililty (ky) of the reservoir rock were 5000 md and 

1000 md, respectively. For a porosity value of 30% and oil saturation of 66.1% , the element of 

symmetry had 71.0 x103 m3 of original oil in place (OOIP) for the base case (142.0 x103 m3 for a 

full pattern). As in previous case, geomechanics was not modelled. The entire length of the 

horizontal well was assumed to be productive; wellbore hydraulics was ignored.

5.6.2. Discussion of Results

At the completion of the SAGD process large amounts of heat still remain in the reservoir. 

O ’Rourke et al. (1997) indicated that after SAGD operation was terminated at UTF, about 70% of 

the injected heat still remained in the reservoir. Hence, some of the bitumen remaining in the 

reservoir was mobile. In thermal projects it is desirable to retain as much heat in the reservoir as 

possible. A thermal process is only efficient when the heat accumulated in the reservoir is larger 

than the heat produced and the heat loss combined (i.e., Q acCu m  > (Q /o« + Q p m d  ))■ The 

management of heat accumulated in the reservoir could provide additional recovery of oil in the
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un-swept areas.

5.6.2. Base Case

Figure 5.21 shows the cumulative oil production and rate for the base case. The oil saturation 

profile is illustrated on Figure 5.22. The preheating period lasted 75 days before thermal 

communication was established between the horizontal injector and producer. The oil production 

rate -  during the preheating period -  was zero. As the temperature around the vicinity of the 

horizontal wells increased, the viscosity of bitumen decreased, and oil production rate increased. 

Steam injection rate also increased significantly as the viscosity of oil decreased. An average 

production rate of 80 m3/d was maintained for 1400 days before rate decline was observed. With 

335,500 m3 (C W E) of steam injected, the resulting cumulative oil production was approximately

100,000 m3, and the cumulative SOR ratio was 3.33 m3/  m3 (CW E). After 3288 days (9 years) of 

production, the recovery was 70%  of the OOIP for this particular element of symmetry.

The ratio of volumes of steam injected (CW E) to the cumulative fluid produced at various time is 

illustrated on Figure 5.23. W hen the ratio was less than one (i.e., the cumulative injection was 

less than the cumulative production, it was inferred that the injected fluid was expanding; hence, 

steam expansion (drive) was present This condition was seen to be present after 140 days of 

steam injection. When the ratio was greater than one, the injected fluid was a compressible fluid 

and a hot waterflood was present.

During the preheating period, approximately 4x10® kJ of energy was injected. The average oil 

viscosity in the vicinity of the horizontal wellbore during this period was reduced to approximately 

20 mPa.s. The cumulative heat loss to the cap and base rock, after 3288 days (9 years) of 

injection, was equal to 8.9x101° kJ. The rate of heat loss to the cap rock was larger than base 

rock due to the larger temperature gradient present. From knowing the cumulative oil and water 

volumes produced along with their heat capacities, densities and temperatures, the heat 

produced from the reservoir was determined to be 3.7x1011 kJ. After 3288 days, the heat injected 

into the reservoir was 9.2x10 11 kJ. From the heat balance equation, the heat accumulated in the 

reservoir was approximately 4 .6x10”  kJ. Figure 5.24 shows the ratio of the heat that had 

accumulated in the reservoir, heat loss to cap rock and base rock, and heat produced as ratios of 

the heat injected. The recovery process was judged to be fairly efficient, as 50%  of the injected 

energy was accumulated in the reservoir, with 10% lost to the cap rock and base rock, and 40%  

produced from the reservoir.

As steam was continuously injected into the reservoir, the ratio of heat accumulated to the heat 

injected in the reservoir decreased, which resulted in the formation of more condensate volumes. 

The increase in the condensate volumes led to a more important role played by convective heat 

and mass transfers in the reservoir.
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5.6.3. Presence of a Contiguous Water Sand

Depending on the oil density (°API gravity), the water sand could lie above or below the oil- 

bearing zone. The presence of both bottom water and overlying water sands was considered in 

this analysis. In addition, the effect of confinement (areal coverage of the water sand) was also 

evaluated. Altogether, six different scenarios were investigated:

a) confined bottom water sand (CBW L) -  6-m  thick,

b) confined overlying water sand (COW L) -  6-m thick,

c) unconfined bottom water sand (UBW L) -  6-m thick,

d) unconfined overlying water sand (UOW L) -  6-m  thick,

e) confined bottom water sand (CBW L) -  9-m thick,

f) unconfined overlying water sand (UOW L) -  9-m thick.

Comparisons between different scenarios were based on cumulative oil production for a given 

volume of steam injected (CW E) and the heat accumulated in the reservoir.

a) Confined Bottom -  Overlying W ater Sand -  6-m Thick

The effects of a confined bottom water sand (CBWL) and a confined overlying water sand 

(COW L) on the SAGD process were examined. Figure 5.25 shows the plot of cumulative oil 

production versus cumulative volume of steam injected for these two cases and the base case. 

After injecting 325,000 m3 (CW E) of steam, cumulative oil production was 100,000 m3 for the 

base case, and 92,600 m3 for the other two cases. Hence, the presence of a water sand reduced 

the ultimate recovery by approximately 8% from the base case.

When an overlying water sand was present (case COW L), the heat that was injected into the 

reservoir was diverted to the overlying water zone. This resulted in the decrease in cumulative 

SOR at 500 days to 5.0 m3/m3 (CW E). Consequently, the recovery during this period of the steam 

injection process was lower. Because the water sand was confined, additional heat injected into 

the system provided sufficient heat to vaporize water into steam, which allowed the efficient 

gravity drainage of oil from the top of the reservoir. With this process, the SOR eventually 

reached 4.0 m3/m 3 (CW E), and the recovery increased to 92,600 m3 of oil, after 9 years (3288 

days). Figure 5.26 shows a graph of the ratio of heat accumulated in the reservoir to the heat 

injected at various times. Initially, all of the energy that was injected accumulated in the reservoir; 

however, as steam injection continued, the steam chamber rose to the top of the formation, 

leading to heat loss to the cap rock. Also, the temperature o f the produced fluid increased, which 

led to increased heat production from the reservoir. Subsequently, as expected, the ratio of heat 

accumulated in the reservoir to the heat injected decreased with time. From Figure 5.26, after
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3288 days, the ratio o f heat accumulated to the heat injected was the similar in all three cases. 

Overall, the process was considered efficient, because the Q m  > O p ^  + Q |0M.

In the above discussion, an economic limit was not applied to the entire production history. In 

practice, the cumulative SO R, a common economic indicator, was chosen between 4.0 to 5.0 

m3/m3 (CW E). When an economic SO R was taken at 5.0 m3/m 3, the recovery for the case CO W L  

was 28% (or 20,000 m3 of oil). A  similar economic SO R  had not been observed in the case where 

confined bottom water sand (CBW L), 6m thick, was present

b) Unconfined Bottom -  Overlying W ater S and— 6-m Thick

The effect of unconfined water sand on recovery was extensively investigated. Simulation runs 

were performed to determine how the presence of an unconfined water sand (i.e. scenarios #  3 

and #  4) could affect the heat distribution in the reservoir (including the water sand) and ultimate 

oil recovery.

Figure 5.27 shows the plot o f cumulative oil produced versus cumulative volume of steam  

injected. Comparison of recovery efficiency between different scenarios must have common 

steam injection (hence heat) volume -  taken at 325,000 m3. After injecting 325,000 m3 CW E of 

steam, approximately 88,500 m3 of oil was produced (or 13% reduction in recovery from the base 

case) for the case UBWL, while for the case UOW L 69,900 m3 of oil was produced (or 30%  

reduction in recovery from the base case). W hen an economic SOR of 5 .0 m3/m 3 was considered, 

the recovery for the case U O W L was 28%  (or 20,000 m3 of oil) of the OOIP (original oil in place). 

For the case UBWL -  6-m thick, an economic limit was never reached.

From Figure 5.27, the recovery for the base case was identical to the case UO W L -  6-m thick 

after approximately 50,000 m3 (or approximately 1 year) of steam had been injected. As the 

steam chamber came into contact with the overlying water sand, heat was diverted away from the 

oil zone into the water sand, leading to the formation of condensate. The steam injected into the 

reservoir could not provide enough latent heat to maintain the steam chamber; consequently, 

recovery was severely reduced.

Significant reduction in recovery in the UO W L case was evident from the energy balance study. 

Figure 5.28 shows the ratio of heat accumulated to the heat injected into the reservoir at various 

times. At the completion of the run, the ratios of heat accumulated to heat injected in the reservoir 

for the UBW L and UOW L were 35% and 28%, respectively. Comparison of these results shows 

that unconfined overlying water sand significantly diverted heat away from the oil zone, causing 

steam to condense. As a result, large condensate volumes formed in the reservoir, which were 

subsequently produced. The ratio of heat produced to the heat injected for the UBW L and UOW L  

were 57% and 61%, respectively. Thus, the SAGD process was significantly inefficient when 

unconfined overlying water sand -  6-m  thick -  was present, as Qacc < + Q toss.
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c) Unconfined and Confined W ater Sand — 6-m Thick

The effect of confined and unconfined water sand (both bottom and overlying) on recovery was 

also extensively studied. Figure 5.29 compares the relationship between cumulative oil produced 

and fluid (steam) injected for the confined and unconfined water sand. The recovery was 

significantly reduced when overlying water sand was present, as compared to bottom water sand. 

Recovery was further reduced when unconfined water sand (both bottom water and overlying 

water) was present; however, the reduction in recovery was more significant for an overlying 

water sand as compared to a bottom water sand. The presence of an unconfined bottom water 

sand simply delayed (by approximately 150 days) the oil response from the case where the 

bottom water sand was confined.

d) Confined & Unconfined Overlying W ater Sand -  9-m Thick

The effect of increasing the thickness (9 m) of the confined and unconfined overlying water sand 

on the recovery process was further investigated. Again, the plot of ratio of heat accumulated to 

the heat injected was generated. Figure 5.30 shows that when an unconfined overlying water 

sand (U O W L) of 9-m thickness was present, the heat accumulated in the reservoir was only 24%  

of the heat injected. Figure 5.31 shows that after 325,000 m3 C W E of steam had been injected, 

about 43 ,500  m3 of oil was produced (or 57% reduction in recovery from the base case). A  

comparison with the case where there was a confined overlying water sand (COW L) -  of 9-m  

thickness shows that approximately 38% of the heat injected accumulated in the reservoir, and 

84,000 m3 of oil was produced (or 16% reduction in recovery from the base case).

When an economic SOR of 5.0 m3/m 3 C W E was considered, the recovery for both cases UOW L  

-  9-m thick and C O W L -  9-m thick were 28%  of the OOIP (or 20,000 m3 of oil). It was found that 

the thickness of the unconfined bottom water sand had only small influence on the recovery 

process, i.e. the economic SOR of 5.0 m3/m 3 C W E was never reached.

5.7. Summary

In this chapter, results from Butler’s models (original 1981000 model, and LinDrain model as 

discussed in 1994 Monograph), CM G ’s STARS™  simulator, and the new analytical model were 

presented. These results were analyzed carefully, first in checking for agreement (or 

disagreement) between them. Due to different assumptions behind Butler’s models and the new 

analytical model, their results were not compared directly. However, the production rate predicted 

by the new analytical model agreed generally with that predicted by Butler’s pseudo steady-state 

model. Additionally, the steam zone interface velocity calculated at different times were also 

within range of results from Butler’s unsteady-state LinDrain model. This agreement is 

remarkable, in many respects, given the different treatments for the heat transfer inside the 

reservoir between the new analytical model (which incorporated transient convective transfers)
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and Butler’s models (which assumed steady state heat conduction for temperature distribution in 

the reservoir ahead of the steam zone).

More importantly, values for the steam zone interface position and temperature distribution 

determined from the new analytical model agreed quite closely with results from the STARS™  

simulator. Oil production rate and cumulative oil recovery for both the new analytical model and 

STARS™  simulator also agreed mostly with one another. The divergence in oil production rates 

from these models in the early and late time periods were logically explained.
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Chapter 6 — Conclusions

The study presented in this thesis has been carried out to investigate several important aspects, 

especially the effects of convective transfers, on the transient performance of the steam-assisted 

gravity drainage (SAGD) process. On the basis of the work performed, the following conclusions 

are offered:

1. A  new analytical model was developed to simulate the transient behaviour associated with an 

expanding steam zone in the SAGD process. This new analytical model was based mainly on 

the Stefan Phase-Change problem. Physically, the model simulated the dynamics associated 

with the expanding steam zone in the SAGD process by considering the mass and heat 

transfer across the moving steam zone interface. Additionally, convective heat transfers due 

to heat losses to the cap and base rock, and heat removed from the reservoir in the produced 

fluid stream were incorporated. A  rigorous mathematical solution was obtained for this new 

analytical SAGD transient model, which enabled the steam zone interface position and 

velocity to be determined at different times.

2. Results from the new analytical SAGD transient model agreed mostly with results obtained 

from CMG’s STARS™  thermal simulator. The agreement in the oil production rate between 

the new analytical model and STARS™  simulator was especially good for the middle-time 

period. Difference in the predicted oil production rates in the early time period was due to the 

use of steam trap control by the STARS™  simulator. Different external boundary conditions 

led to the difference in the predicted oil production rates for the new analytical model and the 

simulator in later time period. The steam zone interface position predicted by the new 

analytical model agreed with that determined by STARS™ simulator.

3. Selective results from the new analytical SAGD transient model agreed with results 

calculated from Butler’s models. The steam zone interface velocity predicted by the new 

analytical model at different times agreed quite closely with those calculated by Butler's 

LinDrain model, with the agreement being closer in later-time periods. Oil production rate 

predicted by the new analytical model was less than those predicted by the TANDRAIN  

model, and Butler’s 1985 model. The reason was believed to be due to the heat loss to cap 

rock and base rock, and due to heat removed due to fluid production from the reservoir; these 

losses are accounted for in the new analytical model.

4. The new analytical SAGD transient model was used to investigate the effects of flow potential 

and thermal diffusivity on the SAGD process. The results in these cases showed that the 

steam zone advanced further into the reservoir for low values of fluid production potential and 

high values of thermal diffusivity. in the first case, low fluid production potential resulted in

109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



less heat being removed from the reservoir, and hence, more heat accumulated inside the 

reservoir and contributed to the forward movement of the steam zone. In the second case, 

high thermal diffusivity value promoted the expansion of the steam zone into the reservoir.

5. The effects of a water sand in communication with the oil reservoir on SAGD performance 

were also investigated. C M G ’s STARS™ was used in this investigation. The presence of a 

bottom water layer was determined to have a lesser impact on recovery than the overlying 

water layer case. In addition, oil recovery decreased with increasing water layer thickness. 

Increasing the areal coverage of the bottom water layer resulted in only a slightly reduced 

recovery as compared with the confined bottom water layer. However, increasing the areal 

coverage of the overlying water layer severely reduced the recovery efficiency of the process, 

as heat was diverted into the overlying water zone.

The principal contributions of this study include:

1. The formulation of a rigorous physical transient model to describe the expansion of a steam 

zone in the SAGD process, in particular the mass and heat convective fluxes from the steam 

zone into the reservoir, as well as convective transfers due to heat losses to the cap and 

base rock, and heat removed from the reservoir due to fluid production. This formulation did 

not rely on any assumption of steady state behaviour (such as temperature distribution) 

commonly used by other SAGD analytical models. Rather, it sought to determine the time- 

dependent position and velocity of the steam zone interface, as a function of parameters 

such as convective fluxes, convective heat transfers, and reservoir properties.

2. The new analytical model, as evidenced by the agreements between its results and other 

results from the STARS™  simulator and Butler’s models, could be used as a predictive tool in 

evaluating recovery performance for a SAGD process under field conditions. Additionally, it 

could be used to estimate the contribution due to various mechanisms -  including both 

conductive and convective transfers -  to overall oil recovery performance, due to its 

formulation. This knowledge was of importance and would be of great utility, particularly in 

combination with heat balance calculations, in providing insights into the efficiency of the 

steam injection recovery process.

The contributions are pointed out in recognition of the limitations of the new analytical model,

including its approach of modelling the 3-D flow in the reservoir as a pseudo 2-D problem.
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Chapter 7 — Recommendations

On the basis of the work performed, the results obtained, and the discussion provided, in this

study the following recommendations are offered.

1. The new analytical model should be modified to simulate heat losses to cap and base rock in 

an explicit manner. As discussed previously, the heat losses to cap and base rock depend on 

the contact area between the steam zone and the cap and base rock, as well as the thermal 

conductivity and temperature gradient across this contact area. The contact area could be 

estimated from the new analytical model presented in this thesis.

2. The new analytical model should also be modified to incorporate the effects of pressure (or 

potentials) on fluid stream lines at and around the steam zone interface. Such modifications 

should, if they were successful, help in describing more closely the effects of mobile fluid 

accumulation around the horizontal producer. In turn, the modified modei would hopefully 

generate oil production rates in closer agreement with those predicted by thermal simulators 

(such as STARS™ ) in the early time period.

3. The new analytical model should be modified to simulate the dynamics of the steam zone 

itself. Such modification would help coupling the mass and heat fluxes between Region 1 

(steam zone) and Region 2 (reservoir ahead of the steam zone) in a more rigorous and 

detailed way.

i l l
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Appendix A

Derivation of Mass and Energy Balance at Steam Zone Interface 

A.1. Energy Balance for General Transport Equation

The derivation of the energy balance equation, using Prats’ (1982) terminology, is illustrated 

below.

u

Figure A 1: Volume element for derivation of energy balance

The differential equation describing the conservation of energy (or energy balance) for a volume 

element, illustrated in Figure A 1, is

du

dx
, du<.y , du'.: ,  dpe  t •

dy dz dt
(A1)

where ue_x is the total energy flux in the x-direction; it is comprised of the conductive transport and 

convective transport (velocity is ux), as shown in Equation (A2)

(A2)

As the heat capacity of a phase is not a strong function of temperature (except near the critical 

temperature), it is often convenient to express the enthalpy as,
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hf  — C(T — Tr)
(A3)

and internal energy as,

e = C r ( T - T , )
(A4)

By considering 1-D flow and no heat loss, the substitution of equations (A2)-(A4) into equations 

(A1) gives

, S2T _ „  ST ST „
/  a T ~  i r = 0

(A5)

Inclusion of the heat loss term would render the problem, described by Equation (A5) intractable, 

i.e., there would be no analytical. The de-coupled heat loss to the cap and base rock is coupled to 

the heat balance equation at the interface.

A.2. Material Balance at the Interface

The net convective transport present in the proposed model is derived below. The derivation is 

based on the material balance equation at the interface.

Steam Zone

P I.mH  ̂I

P 1 .iota!

Oil Zone

P2.mfUj

P 2 .10UI

♦ P mfU

Figure A2: Material balance at the steam interface between Regions 1 and 2.

The material balance at the moving steam zone interface, as illustrated from Figure A2, as it 

moves a distance d X  over a time interval dt is given by the following equation,
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( P l j o i a l  P \ j L o t a l)  ^  ~  ( P 2 , m f u 2 P \ j n f U \ +  P m f U  )

(A6)

where the production flux is coupled to the moving steam zone interface, as shown in Equation 

(A7). Explanation for the production potential y* is given in Section A.4.

. dX
u = r  —  (A7)dt

The convective velocity from the expanding steam zone is coupied to the moving steam zone 

interface, as expressed in Equation (A8),

dX
u ' = r ' - a

(A8)

The net convective transport into the oil zone (Region 2), which is represented by the bulk fluid 

movement, is thus given by Equation (A9)

^2 [(/^2,/ctfa/ P y , o , a l ) + r \ P \ , m f  Y  P m / ]  j

P l . m f

(A9)

Introducing the following parameter relating the mobile fluid density between Regions 1 and 2,

(A10)
P i 1

Substituting Equation (A10) into Equation (A8) and rearranging,

,dX
dt

where

r = i + A r . - O - ^ -
P l , m f \ P  2 , to ta l  ̂ 2 , to ta l )

The convective-conductive transport equation (i.e., Equation (A6)) becomes,

a
6 %  YfdX^dT2 = dT2

2 8x2 ^dt )  dx dt

(A11)

(A12)

(A13)
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Equation (A13) is identical to Equation (4.26), which governs the temperature distribution inside 

Region 2 ahead of the moving steam zone interface. The velocity of the moving steam interface 

is (idX/dt).

A.3. Heat Balance across the Moving Steam Zone Interface

The presence of a mass flux into Region 2  is associated with an energy flux, which consists both 

conductive and convective heat transport The energy balance at the interface corresponding with 

the mass balance at the interface is illustrated below.

k (A H ) ,
dX

Steam Z o n e

P l.mfU h,

p |H 1 .total

dt

Oil Zone

P2.rafU2h2

P 21*2.1

Figure A3: Energy balance at the steam interface between Regions 1 and 2.

The energy balance at the interface, as illustrated by Figure A3, is given by

( p 2h2 -  p A  ) ^ ~  =  p Xmfu xhx -  p 2_mfu2h2 ~  K 2 +  ( A H ) loss

(A14)

The two terms on the left hand side of Equation (A14) represents the the change in the enthalpy 

associated with the change in the position of the steam zone interface over a time step dt. The  

first term on the right hand side represents the convective transport from region 1. The second 

and the third terms on the right hand side represent the conductive and convective heat transport 

into Region 2. The last term on right hand side represents the total heat loss term (AH)l0SS and is 

composed of the heat losses to cap and base rock. Due to the previously stated assumption 

regarding conditions for Region 1 (i.e., non-changing conditions inside the expanding steam
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zone, with only changing parameter is its volume due to moving steam zone interface), the heat 

losses to cap and base rock are considered as sink term, and not explicitly defined.

Rearranging the above equation in the form,

(A15)

Equation (A15) is identical to Equation (4.22). The energy balance at the interface represents the 

boundary condition present on the moving boundary.

A.4. Production Potential

Calculation of oil production rate in the new analytical model is similar to approaches used by 

Butler et al. (1981), Butler (1985, 1994). The starting point in the development of an equation to 

predict the oil flow rate is Darcy’s law for gravity drainage, given by Equation (A16)

Butler (1994) considered the material balance for an element of the moving steam zone interface. 

This led to the resulting equation,

The above equation relates the interface velocity to the rate of drainage, which is varying along 

the vertical distance y. Noting the form of Equation (A17), differentiation of Equation (A16) with 

respect to y results in Equation (A18).

Recalling the assumption of fluid production taking place along the steam zone interface, i.e.,

(A17)

1 dq _  kg  d X  

L  dy v  dy (A18)

. d X  
u = y  — (A19)
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Consideration of Equations (A17), (A18) and (A19) gives the following expression,

kg dX  . dX  
— —  =  Y —
v dy dt

=  r  — (A20)

As such, the term (kg/v) represents the production potential associated with the SAGD process, 

and is defined by Equation (A21),

Butler (1994) had suggested a function relating the steam zone interface position with reservoir 

height For a given reservoir height and the corresponding position of the steam zone at this 

height, the right-hand-side of Equation (A18) is equal to a constant multiplied by the production 

potential.

The oil production rate is then given by,

It can be seen from the discussion above that oil production rate is dependent on the production 

potential and the position of the moving steam zone interface. As the steam zone interface 

position changes with time, the oil production rate also changes correspondingly.

(A21)v

(A22)
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APPENDIX B

HEAT BALANCE CALCULATION

The following discussion examines the cumulative heat balance calculation. Applying heat 

conservation principle, the overall heat balance at any time t is given by

where,

Qaccum is heat accumulated in the reservoir

Qinj is heat injected into the reservoir

Qioss is heat lost to the cap and base rock

Qpmd is heat produced from the reservoir

The heat injected into the reservoir is given by:

The heat removed from the reservoir due to cumulative fluid production is given by:

The cumulative heat produced from the reservoir is determined incrementally from the production 

data including the volumes of fluid (oil, water, and steam) and their temperatures (compared to 

initial temperature) at different times i, where i = 1, 2 ,. . . . .  n

The heat lost from the reservoir to cap and base rock is given by Fourier equation for conductive 

heat transfer, i.e.

(B1)

(B2)
o

(B3)

(B4)

The cumulative heat loss to cap and base rock is therefore,

(B5)
o
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