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Abstract

The demand for high data rate wireless services has grown tremendously. The de-

mand is expected to grow further at an increased pace. The scarcity of the usable

radio frequency spectrum is a major bottleneck to cater to the growing demand for

high data rate wireless services. Current cellular wireless networks rely on deploy-

ing small cells as a possible solution to cater to the growing demand. However,

this practice has resulted in severe co-channel interference (CCI) levels in cellular

networks.

The first phase of this thesis investigates the impact of CCI on relay networks

and distributed antenna systems, which are included in recent wireless standards

such as long-term evolution advanced (LTE-A). The analytical results derived for

system performance metrics, such as the outage probability and the ergodic rate,

are used to obtain valuable insights for system design. The second stage of this

thesis research proposes interference reduction schemes for wireless relay networks

operating in the presence of CCI and analytically investigates the performance of

each scheme. The analytical results are used to obtain crucial design insights such

as the feedback rate and position of the relay nodes.

Another approach to compensate for the spectrum scarcity is through improving

the spectral efficiency (SE) of the wireless networks. As a step towards increasing

SE, recently, there has been research efforts to implement full-duplex (FD) wireless

communications. The main challenge in FD is the interference on the reception by

its own transmission. Recent advances in self-interference reduction schemes have

made FD communications feasible for short range communications. This thesis de-

velops a theoretical framework to study the average data rate of FD communications

for short range communications using device-to-device networks.
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Ei(·) exponential integral function

ψ0(·) psi function

Probability & Statistics

Let X be a random variable, and D be an arbitrary event.

Notation Definition

E{·} expectation

fX(·) probability density function (PDF) of X
fX|Y (·) PDF of X given Y
FX(·) cumulative distribution function (CDF) of X
Pr[D] probability of D

xx



X ∼ CN (·, ·) circularly symmetric complex Gaussian (CSCG) ran-

dom variable X
X ∼ N (·, ·) Gaussian random variableX
Var{·} variance

Miscellaneous

Notation Definition

|a| absolute value of a

k! factorial of k
(
n
k

)
binomial coefficient n choose k

argmin
i

(ai) index i corresponding to the smallest ai

lim
x→a

f(x) the limit of function f(x) as x tends to a

max (a1, a2) maximum of scalars a1 and a2

max (a1, . . . , an) maximum of all scalars ai for relevant i; alsomax
i

(ai)

min (a1, a2) minimum of scalars a1 and a2

min (a1, . . . , an) minimum of all scalars ai for relevant i; also min
i

(ai)

O(x−n) the remainder in a series of a function of x with the

exponent of x smaller than n
Π⊥

X projection onto the orthogonal complement of the col-

umn space of X
IN identity matrix of size N ×N

xxi



Chapter 1

Introduction

1.1 Wireless Communications

Nikola Tesla and Guglielmo Marconi envisioned a wirelessly connected world in

the late 1800s. More than 120 years later, it is now possible to say that their vision

has become a reality. Wireless technologies have revolutionized the way humans

interact with other humans and machines. During the last three decades, the pop-

ularity of wireless communications grew exponentially. The invention of low cost

computers, mobile phones, smartphones, tablet computers and wearable devices

catalyzed this growth. Furthermore, new paradigms of the internet such as social

networking and e-commerce have also contributed to this growth. According to

latest surveys [1], the number of cellular phones has exceeded the population of the

earth and there will be 1.4 devices per person by the year 2018. Therefore, it is safe

to claim that wireless technologies have become a vital component of human life.

A decade ago, mobile wireless communications were primarily used for voice

communications. However, current advancements of wireless technologies have

overtaken the role played by wireline systems to provide broadband data commu-

nication services such as on demand video, video conferencing, media sharing and

video surveillance. Surveys show that the amount of data transferred through mo-

bile wireless techniques have grown in multiple orders of magnitude during the past

decade. This demand is expected to grow further in the future and it is expected that

by the year 2018, the total data transferred through mobile wireless devices will ex-

ceed 15 Exabytes per month [1].
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1.2 Fundamental Challenges and Solutions

The wireless channel is a challenging environment to be used for reliable communi-

cations. Apart from additive thermal noise, a designer of a mobile wireless system

has to overcome two fundamental performance degrading factors inherent in wire-

less communications, namely fading (small-scale and large-scale) and interference.

Small-scale fading occurs as a result of multipath propagation of radio waves

and the relative motion between a transmitter and a receiver. Due to the natural and

man-made objectives located between a transmitter and a receiver, the transmitted

radio waves will reach the receiver via reflections, diffraction and scattering. The

composite received signal at the receiver will be a combination of waves arriving

from different paths with different amplitudes and delays. This property is known as

multipath propagation [2]. The relative motion between the transmitter and receiver

introduces Doppler shifts to waves arriving from different paths. Due to the time

delays and frequency shifts, the phases of the arriving waves are varied and they

result in constructive or destructive superposition of the multipath components at

the receiver, causing rapid random fluctuations in the received composite signal

strength [3]. Large-scale fading is caused by path-loss and shadowing. Path-loss

refers to the attenuation of radio signal power with the distance. Shadowing refers

to the drop in received signal power due to a large obstruction such as a building in

the main path between the transmitter and receiver.

The radio frequency (RF) spectrum is the most valuable resource for wireless

communications. Different parts of the spectrum are allocated to different wireless

services. The spectrum chunks in the region 800 MHz to 3 GHz are allocated for

cellular wireless networks. These bands demonstrate superior propagation charac-

teristics desirable for mobile communications. Therefore, this portion of the RF

spectrum is extremely crowded and acquiring a vacant band for new services has

become nearly impossible. Therefore, the use of these bands must be carefully

managed and heavily regulated.

In order to increase the number of simultaneous users served using the available

RF spectrum, the concept of frequency reuse is practiced in current mobile wireless
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systems. Spectrum chunks allocated to a particular network operator are allocated

to a cell cluster. A cell cluster consists of multiple cells. Each cell contains a base

station (BS) and multiple mobile stations (MSs). In order to provide network cover-

age to a larger geographical area, a cell cluster is repeated multiple times. The cells

which use same frequency band are known as co-channel cells and the interference

between them is referred to as co-channel interference (CCI). The boundary of a

cell cluster is shown in Fig. 1.1. Cluster size is a key factor which determines the

CCI level in a cellular mobile network. A larger cluster size will result in a higher

reuse distance, thus a lower CCI level. However, the bandwidth available per cell

is reduced. Since the achievable data rate is directly proportional to the bandwidth,

this will affect the achievable throughput of the network. A smaller cluster size

will provide more bandwidth per cell. However, the CCI level is higher due to the

smaller reuse distance. The broadband nature of the user service demands, it is not

Figure 1.1: A frequency reuse pattern with 7-cell clusters.

desirable to have cells with low bandwidth. Therefore, the operators use smaller

cluster sizes with smaller cells to cater to the user demand in densely populated ar-

eas. In such scenarios, the achievable performance is limited by the CCI level of the
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network. Therefore, CCI reduction techniques without compromising the available

bandwidth are required to provide broadband services with an acceptable quality of

service.

Several new techniques have been proposed and studied as possible solutions

for the challenges described above.

1.2.1 Multiple antenna systems

It has been identified that implementing multiple antennas at the transmitter and at

the receiver results in significant increase in data rates (spatial multiplexing gain)

and improve the reliability (diversity gain) of wireless communications. These

systems are generally known as multiple-input-multiple-output (MIMO) systems.

There exists a rich collection of literature evaluating the benefits and performance

limits of MIMO systems. Seminal work on performance of MIMO systems can

be found in [4–6]. MIMO has been identified as a transmission technique in IEEE

802.11n, long term evolution (LTE) and LTE-Advanced (LTE-A).

If the antenna elements are placed such that the fading channels between the

transmit antennas and the receiver antennas are independent, the channel coeffi-

cient matrix becomes full rank with higher probability. Then, the channel matrix

can be decomposed by signal processing at the transmitter and the receiver such

that multiple independent data streams can be sent from the transmitter [6]. The

maximum number of independent data streams that can be transmitted by a MIMO

system is known as the spatial multiplexing gain of the system.

Multiple antennas can be used to obtain a diversity gain by sending multiple

copies of the same signal through different antenna elements such that the proba-

bility of all the copies of the signal are at a deep fade is minimized [7]. In order to

obtain full benefits of MIMO systems, it is generally required that both the trans-

mitter and the receiver have information of the channel coefficient matrix. This

information is known as channel state information (CSI). The obtained CSI can be

used to perform signal processing at the transmitter and at the receiver in multiple

ways, namely transmit precoding, receiver beamforming [8], and transmit antenna

selection [9, 10].
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1.2.2 Relay communications

Relay communication was introduced as a technique to overcome the effects of

shadowing and to extend the coverage of a wireless network without using large

transmit powers. The basic relay communication system model consist of a source

node (S) which has data to be transmitted to a destination node (D) with the assis-

tance of an intermediate node known as the relay node (R). The two fundamental

relay protocols are amplify-and-forward (AF) and decode-and-forward (DF). In AF

relaying (also known as non-regenerative relaying) the relay node applies a linear

transformation on the received signal and forwards the transformed signal towards

the destination. On the other hand, DF relay nodes decode the data symbols in

the received signal and re-encode the decoded data symbols before retransmitting.

Seminal work on relay protocols is contained in [11–13].

AF relay has lower complexity than DF relay and also imposes lower processing

delay at the relay. The key limitation of AF relaying is the noise amplification at

the relay. A DF relay is useful only when the S − R link is reliable. Furthermore,

a DF relay may use more power and has higher hardware complexity since it has

to act as a complete radio transceiver. When the S − R link is reliable, DF relays

provide higher data throughput than AF relays. Another advantage of DF relays is

that they can be integrated into an existing wireless system with minimal changes

to the network hardware architecture. Therefore, both AF and DF relays have their

pros and cons, thus both types of relays have attracted research interest over the

past 15 years. Relay techniques are included as transmission technologies in latest

standards such as IEEE 802.16m [14] and LTE-A [15], to provide better coverage

and higher throughput.

1.2.3 Distributed antenna systems

In a conventional MIMO system, multiple antenna elements are located in a single

location. In a distributed antenna system (DAS), the antenna elements are geograph-

ically distributed and each antenna element is connected to a central unit via a wired

connection, fiber optic cable or a dedicated radio link. DASs can be distinguished
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from conventional repeater systems since in DASs, each antenna element can trans-

mit different data stream whereas repeater systems merely repeat the signal from

central unit. DASs were primarily introduced to remove the coverage dead spots in

indoor wireless networks [16]. From the network architecture point-of-view, DASs

can be used to reduce the number of BSs in a particular service area. Furthermore,

DASs have other advantages such as lower transmit powers, higher SINR for distant

users, and reducing interference to other cells [17].

Figure 1.2: A DAS system with 6 remote radio units.

Widely used transmission techniques for DASs include blanket transmission

(BT) and antenna selection. In BT scheme, all the distributed antenna elements par-

ticipate in transmission either by sending same signals or different signals. There-

fore, the blanket transmission scheme generates a macroscopic multiple antenna

system. In antenna selection scheme, only a single antenna element or the central

unit performs the transmission [17]. This scheme tries to exploit macroscopic se-

lection diversity and reduce interference to other cells by reducing the number of

transmitters.

1.2.4 Shared relay networks

Shared relay networks were introduced as a low complexity solution for interfer-

ence coordination in multi-cell wireless networks [18]. In a shared relay network

(SRN), a single relay node is placed at the intersection of multiple adjacent cells

and shared among the BSs of these cells. The relay is generally equipped with
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Figure 1.3: A shared relay network model.

multiple antennas. The relay uses reception techniques for the MIMO multiple

access channel to separate signals from multiple interfering BSs and use transmis-

sion techniques of MIMO broadcast channel to transmit interference free signals

for MSs in multiple cells. In this way, CCI can be effectively nulled without coor-

dination among multiple cells. However, the complexity of the relay node will be

increased.

1.2.5 Interference coordination

Interference coordination techniques attempt to reduce the CCI levels using signal

processing techniques. The concept was first introduced in [19], promising tremen-

dous improvements in SE at the cost of increased network infrastructure complexity.

The basic idea was to coordinate the transmissions of interfering transmitters such

that the interference received at the MSs are effectively null. Based on the avail-

ability of user data symbols, interference coordination techniques are categorized

into two broad categories [20].

• Joint processing (JP): When a MS is located close to the cell edge, it is able

to receive signals frommultiple base stations. In present systems, the MSwill

connect to the BS with the strongest signal while the signals received from the

other BSs are considered as CCI. JP schemes attempt to use the signals from

neighboring BSs to improve the performance of cell edge users. Two types

of JP schemes can be identified. In joint transmission scheme, multiple BSs

share the user data and transmit to cell edge users collaboratively, creating a
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super BS. In dynamic point selection schemes, user data is shared between

multiple BSs and only a single BS is dynamically selected to transmit in a

particular time-frequency resource block, to improve the performance of a

particular cell edge user. Both these schemes require exchanging user data

between the BSs through backhaul links.

• Coordinated scheduling and beamforming (CS/CB): In contrast to JP schemes,

in CS/CB schemes, user data for a particular user is available only at a sin-

gle BS. Each User is served by only one BS while the other BSs align their

transmissions such that the interference received at that particular MS is zero

or below a predetermined threshold. To implement CB/CS, the MSs should

estimate and feedback the CSI of the channels from interfering BSs. Then the

coordinating BSs exchange the CSI and compute and select their beamform-

ing vectors/matrices such that their transmissions lie in a space orthogonal to

the interference channels of other users.

Interference coordination schemes have received a significant research interest

during the past 5 years and it has been recognized as a key feature in LTE-A stan-

dard.

1.2.6 Use of new spectrum bands

An obvious solution to spectrum scarcity in the extremely crowded bands below

3 GHz will be to design the future wireless systems such that they operate in dif-

ferent frequency bands where plenty of bandwidth is available for new services.

However, finding an alternative frequency band suitable for mobile communica-

tions appears to be a great challenge. This is evident from the fact that even though

many aspects of mobile communications changed since its inception while the car-

rier frequencies did not change significantly. Recently, there have been significant

interest in the millimeter-wave (mmW) bands (frequencies between 30 and 300

GHz) as a possible alternative band for mobile wireless communications. The band-

width available in mmW bands is 200 times greater than the bands currently used

for mobile communications. Furthermore, the small wavelength of mmW carriers
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will allow system designers to implement large number of miniaturized antennas

in a single device, taking advantages of massive MIMO technologies [21]. De-

spite the highly lucrative benefits available in mmW bands, the use of mmW bands

for mobile wireless communications remains largely unexplored. Initial field trials

have demonstrated undesirable characteristics for long range NLOS communica-

tions [21]. However, it is expected that mmW communications will play a major

role in future wireless communications and it has been identified as a possible fifth-

generation (5G) wireless technique.

1.3 Increasing the Spectral Efficiency

Another possible way to address the spectrum scarcity is through improving the SE

of the wireless communications. Sending more bits per second per unit bandwidth

will essentially reduce the amount of bandwidth required for high data rate services.

Since 1990s MIMO was identified as a promising technique to improve the SE of

wireless networks. In LTE-A, it is predicted that using 8 × 8 MIMO will achieve a

peak SE of 30 bits/s/Hz.

1.3.1 Massive MIMO

Massive MIMO is a disruptive technology which scales up MIMO by orders of

magnitude compared to current standards [22, 23]. Massive MIMO systems are

expected to simultaneously serve several tens of users with several hundreds of

antenna elements. With this approach, massive MIMO systems aim to reap the

benefits of conventional multi-user MIMO (MU-MIMO) systems in a much larger

scale. Aggressive spatial multiplexing employed in massiveMIMO enables tremen-

dous capacity improvements. Furthermore, with large number of antennas, the RF

energy can be focused with sharp beams in to smaller regions and creating lower

interference levels. Since several tens of users can be served simultaneously using

the same time-frequency resources, the spectral efficiency of massive MIMO sys-

tems can be more than 10 times larger than the conventional MIMO systems. Since

massive MIMO systems can be fed using low-cost, low-power amplifiers, the de-
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vice costs can be lowered. Other benefits of massive MIMO include the robustness

to interference and jamming, and reduced latency in the air interface.

Even though massive MIMO has shown a great potential as a prime enabler for

future broadband services, there are some issues that need to be addressed prior to

standardization. Massive MIMO systems rely on good enough channel knowledge

for both the uplink and the downlink at the BS. However, estimating the downlink

CSI could be problematic since the user devices have to estimate and feedback the

CSI to the BS. This may not be feasible for practical implementation. Therefore,

massive MIMO systems are normally operated in the time division duplex (TDD),

relying on the uplink-downlink channel reciprocity.

Compared to conventional MIMO systems, massive MIMO systems perfor-

mance is severely affected by pilot contamination. When pilot sequences are reused

at interfering cells, the estimated channel will be a linear combination of the desired

channel and the interference channels with the same pilot sequence. Beamforming

based on contaminated CSI will direct interference and this residual interference

level grows with the number of antennas. Clever channel estimation techniques and

pilot-contamination precoding techniques are needed to be developed to reap the

full benefits of massive MIMO technology.

1.3.2 Cognitive radio networks

Surveys suggest that the spectrum allocated to licensed operators is sometimes

unutilized due to the inactivity of the primary users (PUs) [24]. Such vacant bands

are known as spectrum holes. The main feature of a cognitive radio (CR) transceiver

(secondary user (SU)) is the spectrum awareness to identify spectrum holes and use

them for data transmission. Whenever PU activity is detected in the spectrum in

use, the SUs must vacate the spectrum. Therefore, SUs must monitor the spectrum

for PU activity.

Significant progress has been made in CR technologies and the Federal Com-

munications Commission (FCC) has allowed the TV broadcasting bandwidth (54-

806 MHz) for CR communications. Furthermore, the IEEE 802.22 standard was

released with specifications for physical and medium access control layer spec-
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ifications for CR networks. Although CR networks are yet to be commercially

implemented, it is expected that they will be more commonplace in 5G networks.

1.3.3 Full-duplex networks

Wireless communication systems that were built up to the present day, use orthog-

onal resources for uplink and downlink communications. Orthogonality achieved

in the time domain using different time slots for uplink and downlink communi-

cations is known as TDD and the orthogonality achieved using non overlapping

frequency band in the frequency domain is known as frequency division duplexing

(FDD). However, due to spectrum scarcity, it is considered as a waste of resources

to use orthogonal time or frequency resources for uplink and downlink. Therefore,

recently, there is a surge of interest in developing wireless systems which can trans-

mit and receive simultaneously using the same time and frequency resources. These

systems are known as full-duplex (FD), while the conventional TDD and FDD sys-

tems are considered half-duplex (HD).

The major challenge for FD systems is the self-interference (SI) between its

own transmission and reception. Therefore, the main focus of FD research was

focused on developing SI cancellation techniques. Recent advances of SI cancella-

tion techniques have achieved more than 90 dB isolation between the Tx and Rx.

With sophisticated SI cancellation capabilities, FD is identified as a key technology

for beyond 4th generation (4G) wireless communications. The European Union

has included FD as a framework of METIS, their flagship project for 5G wireless

research.

1.4 Motivation

As mentioned in previous sections, it is evident that spectrum scarcity has become

a major challenge for future wireless system designers. After reviewing the cur-

rent advancements in interference coordination techniques and SE improvement

schemes, following observations can be made.

• Theoretical analyses are required to identify the performance limits imposed
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by CCI on cellular wireless communications. The results for conventional

single-input single-output (SISO) and single-input multiple-output (SIMO)

systems can be found in [25–30]. However, future wireless standards are ex-

pected to be equipped with novel techniques such as relay communications

and distributed antenna systems. Therefore, the theoretical performance lim-

its for these novel techniques are required to assess their feasibility in a cel-

lular wireless network setting.

• Interference coordination techniques should be developed to accommodate

relay communications. Since relay based wireless networks are expected to

be deployed in LTE-A, interference coordination of relay networks is an in-

teresting topic to investigate.

• Theoretical performance limits of FD communications in a cellular network

setting have not been investigated. Although it is common to believe that im-

plementing FD communications in cellular networks will ideally increase the

SE by a factor of two, the achievable gains could be lower due to the interfer-

ence limited nature of cellular systems. Therefore, it is important to find ways

to integrate FD communications in cellular systems without producing addi-

tional interference. A possible application will be to use FD communications

only for short range links. A study on the feasibility of FD communications

for short range communications in cellular systems is a worthwhile contribu-

tion to wireless communications research.

The problems addressed in this thesis are motivated by the above given observa-

tions.

1.5 Problem Statement

The specific research problems addressed in this thesis are presented in this section.

The main contributions of this thesis are divided into 3 parts.

1. The first part of this thesis focuses on theoretical performance limits of coop-

erative relay networks and distributed antenna systems, when they operate in
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a cellular network with CCI.

2. The second part of this thesis presents low-complexity interference coordi-

nation schemes for two-hop relay networks. The performance limits of the

proposed schemes are theoretically investigated.

3. The third part of this thesis studies the potential of FD communications in

device-to-device (D2D) networks, as a measure of increasing the overall spec-

tral efficiency of wireless networks.

The contributions highlighted above are formulated as five research problems

P1-P5.

• P1-Outage probability analysis of multiuser relay networks in the presence of

CCI: Relay assisted communications are incorporated in wireless standards

such as IEEE 802.16j and 3GPP LTE-A. Therefore, relay networks with mul-

tiple users will be implemented in future wireless networks. The performance

of multiuser relay networks in the presence of CCI has not been investigated

in the literature. This thesis addresses this problem by analyzing the outage

probability performance of a multiuser relay network in the presence of CCI.

• P2- Average rate analysis of distributed antenna systems in the presence of

CCI: In DASs, the transmit capabilities of a BS are increased using geo-

graphically distributed remote antenna units connected to the BS using back-

haul links. This approach helps to achieve macrodiversity, reduce coverage

dead spots and improve the per-user throughput in cellular networks. Only

few works exist related to the performance of DASs in a cellular network

setting. This thesis addresses the identified limitation by developing a theo-

retical framework to investigate the average rate performance of a DAS with

quantized CSI in the presence of CCI.

• P3- Relay coordination schemes for two-cell two-hop networks: From the

results of P1, one can identify the performance limits of two-hop relay net-

works in the presence of CCI may not satisfy the requirements specified for
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an acceptable quality-of-service (QoS). To achieve better performance in the

presence of CCI, this thesis proposes techniques to coordinate interference

from the dominant co-channel interferer in two-hop networks with infras-

tructure relay nodes. A theoretical framework is presented to evaluate the

outage probability achievable with each coordination scheme.

• P4- Interference coordination using a shared relay: Interference coordination

schemes in P3 require information exchange between the relays in interfer-

ing cells. This approach increases the network complexity. Therefore, it is

desirable to develop interference coordination schemes that do not require in-

formation exchange between cells. To facilitate this, shared relay networks

with linear transceivers are proposed and their performance is evaluated in

terms of the outage probability and the average rate.

• P5- Average rate analysis of full-duplex device-to-device networks: Full-

duplex communications are emerging as a method of improving SE of wire-

less networks. However, theoretical results on the achievable SE improve-

ment of FD communications are not found in literature. It is beneficial to

have a theoretical framework to identify the feasibility of FD communica-

tions over HD communication systems with equal hardware complexity and

power consumption. This thesis presents an analytical framework to evaluate

the performance of FD D2D networks in terms of the average achievable rate.

1.6 Thesis Structure

This thesis is written in the paper-based thesis format with the exception of Chap-

ters 1, 2 and 8. The material presented in Chapters 3-7 are peer-reviewed research

publications published in IEEE journals and IEEE international conference pro-

ceedings1. Due to the adoption of this paper-based style, each chapter contains its

own background, literature review and a list of references.

1The results presented Chapters 3-6 of this thesis are published in top journals of IEEE Communica-

tions Society such as IEEE Transactions on Communications and IEEE Communications Letters,

while the results of Chapter 7 are published in the proceedings of IEEE Wireless Communications

and Networking Conference.
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Chapter 2 presents background information related to the topics discussed in

this thesis. For each topic, previous works and their limitation are mentioned.

Chapter 3 addresses P1 by developing an analytical framework to evaluate the

outage probability performance of an AF relay network with multiple users in the

presence of CCI. Multiple users are served based on the principles of opportunistic

scheduling. Apart from the impact of CCI, the performance degradation due to CSI

feedback delay is also investigated. A version of Chapter 3 is published in IEEE

Transactions on Communications [31].

Chapter 4 addresses P2 by proposing a simple technique to accurately estimate

the ergodic rate of a DAS operating in the presence of CCI. Apart from the impact

of CCI, the worst-case performance achievable with quantized CSI in the pres-

ence of CCI is studied. With quantized CSI, the probability distribution of the

signal-to-interference plus noise ratio (SINR) has a complicatedmathematical form.

Therefore, further analysis using this exact distribution becomes mathematically in-

tractable. To alleviate this problem, it is proposed to approximate the distributions

of the desired signal power and the cumulative interference power using a more

tractable gamma distribution. The accuracy of this approximation is verified using

extensive Monte-Carlo simulations. A version of Chapter 4 is published in IEEE

Communications Letters [32].

Chapter 5 addresses P3 with an outage probability analysis of relay coordina-

tion schemes for two-hop networks. Four relay coordination scenarios based on the

backhaul capacity and the availability of CSI are defined and their outage probabil-

ities are evaluated using closed-form expressions. An approximation technique is

proposed to account for the user location randomness in outage probability evalua-

tions. A version of Chapter 5 is accepted for publication in IEEE Transactions on

Communications [33].

Chapter 6 proposes to coordinate CCI by sharing a relay station among the in-

terfering cells. Shared relay CCI coordination can be implemented without CSI and

user data exchange between the cells. The outage probability and ergodic rate be-

haviour of a two-cell shared relay network model is investigated. Two-cell network

model can be considered as the case where CCI coordination is performed only
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with the dominant interferer. The impact of CSI quantization is also investigated.

A version of Chapter 6 is published in IEEE Transactions on Communications [34].

Chapter 7 studies the ergodic rate performance of FD D2D networks when they

operate as an underlay of conventional cellular networks. A theoretical framework

is presented to compare the performance of FD system with a HD system contain-

ing equivalent hardware complexity and energy consumption. The results can be

used to identify the conditions required for FD systems to outperform HD systems.

A version of Chapter 7 is published in the proceedings of the IEEE Wireless Com-

munications and Networking Conference 2014 [35].

Chapter 8 presents concluding remarks and possible future research directions

based on the results of this thesis.
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Chapter 2

Background

This chapter reviews technical fundamentals of the topics discussed in this thesis.

These include theoretical basics of fading channel model, transceiver structures,

performance metrics, and practical limitations of the system models studied in this

thesis. Furthermore, the limitations of the currently available results related to each

of the research problems P1-P5 are discussed.

2.1 Fading Channel Model

Based on the properties of the transmit signal and the characteristics of the propa-

gation channel, fading can be categorized into several forms. Two forms of fading

can be defined based on the relation between the symbol duration and the channel

coherence time, namely, slow fading and fast fading. The channel coherence time is

the time period where we can consider the fading channel impulse response remains

almost constant. Slow fading occurs when the symbol duration is relatively smaller

than the channel coherence time. And fast fading is vice versa. Similarly another

two forms of multipath fading can be identified as flat fading and frequency selec-

tive fading. These two types are defined based on the relation between the channel

coherence bandwidth and the transmitted signal bandwidth. The channel coher-

ence bandwidth is defined as the frequency range over which the fading channel

response remain almost constant. If the transmitted signal bandwidth is relatively

smaller than the channel coherence bandwidth, the fading is considered to be flat

and otherwise it is frequency selective. In this thesis, it is assumed in all the results
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that the fading is slow and flat and the signal amplitude fading is modeled using

the Rayleigh distribution. The Rayleigh distribution is used to model the signal

amplitude fading when the receiver does not have a line-of-sight (LOS) with the

transmitter. The probability density function (PDF) of a Rayleigh distributed signal

amplitudeX is given by

fX(x) =
x

σ2
exp

(

− x2

2σ2

)

, 0 ≤ x <∞ (2.1)

where 2σ2 is the average envelope power (E[x2]).

2.2 Key Performance Metrics

The performance of a wireless system primarily depends on the receiver’s ability to

extract the desired signal from a mixture of signals and noise. The relative power

of the desired signal compared to other interference (signal-to-interference-plus-

noise ratio (SINR)) is a key factor determining this ability. Therefore, majority of

the performance metrics defined for wireless systems are closely dependent on the

SINR at the receiver. For noise limited systems the SINR is approximated using

the signal-to-noise ratio (SNR), while in an interference limited system the SINR is

approximated using the signal-to-interference ratio (SIR). The performance metrics

studied in this thesis are the outage probability and the achievable ergodic rate.

2.2.1 Outage probability

The outage probability Pout of a wireless system is defined as the probability that

the instantaneous output SINR, γ, falls below a predefined threshold SINR value

γth. This probability is directly related to the reliability of a wireless link. It can be

computed using the probability density function (PDF) of the output SINR as

Pout(γth) =

∫ γth

0

fγ(γ)dγ = Fγ(γth) (2.2)

where Fγ(γ) is the cumulative distribution function (CDF) of the SINR. The outage

probability serves as an important design factor for a wireless system as it gives

the probability that a particular user does not experience an acceptable quality-

of-service (QoS). A system designer must make sure that the outage probability
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remains small for a large range of SINR values. Typical outage probabilities of

current cellular networks fall in the range 10-2 to 10-3 [1]. It is expected that 5G

wireless networks will have to operate with an outage probabilities in the order of

10-5 [2].

The user perception of outage probability can be interpreted in several ways.

For an example, if the outage probability has a value of 10-2, it suggests that 1% of

the time, a user may not receive the desired minimum QoS. The outage probability

values computed using (2.2) can be used to evaluate other performance indicators

such as average fade duration, which specifies the average duration of an outage

event.

2.2.2 Ergodic rate

The ergodic rate of a wireless system is defined as the probabilistic average when

the instantaneous rate is averaged over the distributions of all the fading processes.

It can be mathematically represented as

Cerg =

∫ ∞

0

Bwlog2(1 + γ)fγ(γ)dγ (2.3)

where Bw is the signal bandwidth. The unit of ergodic rate is bits per second. In

certain scenarios, it is convenient to compute the ergodic rate using the CDF of γ as

Cerg =
Bw

ln(2)

∫ ∞

0

1− Fγ(γ)

1 + γ
dγ (2.4)

where (2.4) is obtained applying integration by parts in (2.3). In [3], Cerg is de-

scribed as the rate-adaptive, power non-adaptive information rate. This rate is

achievable when the transmitter can be informed of the maximum possible trans-

mission rate and use rate adaptive modulation to match the maximum rate at each

transmit instant. In practice, the codewords that achieve the ergodic rate could be

very long and may not be suitable for delay sensitive applications. However, ergodic

rate can be used as a qualitative measure to compare the performance of different

systems.
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2.3 Transceiver Structures

This section presents the technical background for the transceiver structures em-

ployed in this thesis.

2.3.1 Maximal ratio combining receiver

Maximal ratio combining (MRC) is a form of space diversity where receiver uses

multiple antennas to obtain multiple copies of the transmitted signal through in-

dependently faded paths. The output of a MRC receiver is the weighted sum of

received signals. The combining weights are computed to maximize the SNR of

the output signal. In the absence of CCI, the input signal of a M-branch MRC

receiver can be given as

rin =
√

P0h0s0 + n (2.5)

where P0 is the transmit power, s0 is the unit energy data symbol, h0 is the M-

dimensional complex channel coefficient vector and n is the AWGN at the receiver.

The combiner weights the input signal with weight vector w and the output of the

combiner is given by

rout = wHrin. (2.6)

It can be shown that the output SNR is maximized when w = h0. The resulting

SNR is given by

γMRC =
P0 ||h0||2

σ2
(2.7)

where σ2 is the noise variance which is assumed to be the same over all the branches.

When N interference signals are present at the receiver, the input signal can be

modeled as

rin =
√

P0h0s0 +
N∑

k=1

√

PIhksk + n (2.8)

where PI is the transmit power of the interferers, sk is the unit energy data symbol of

the kth interferer, and hk is theM-dimensional complex channel coefficient vector

of the kth interferer. Since the combiner is unaware of the presence of interference,

it treats interference as additional AWGN. Therefore, the combining weight vector
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is identical to w. The resulting SINR is given by

γMRC =
P0 ||h0||2

σ2 + PI

N∑

k=1

|hH
0 hk|2

||h0||2

. (2.9)

2.3.2 Selection combining receiver

Selection combining (SC) is another form of space diversity where the branch with

the highest SNR is selected for data decoding. The output SNR of a SC receiver in

a noise dominant environment can be given as

γSC = max

{
P0|h1|2
σ2

P0|h2|2
σ2

· · · P0|hM |2
σ2

}

(2.10)

where h1, · · · , hM are the elements of h0. When CCI signals are present at the

receiver, depending on the ability of the receiver to estimate the interference chan-

nels, three SC receiver types are studied in this thesis. If the receiver can estimate

the instantaneous SINR, the output SINR is given by

γSC-SINR = max

{

P0|h1|2
σ2 +

∑N
k=1 PI |h1k|2

· · · P0|hM |2
σ2 +

∑N
k=1 PI |hMk|2

}

(2.11)

where hjk is the channel coefficient between the kth interferer and the j th antenna.

If the receiver is capable of estimating only the average powers of the interferer

signals, the combiner selects the branch which has the largest ratio of
|hj|2

σ2+σjI
, and

the resulting output SINR is given by

γSC-SINR = max
|hj |

2

σ2+σjI

{

P0|h1|2
σ2 +

∑N
k=1 PI |h1k|2

· · · P0|hM |2
σ2 +

∑N
k=1 PI |hMk|2

}

(2.12)

where σjI =
∑M

k=1 PI |hjk| is the average interference power at the j th antenna. If
the receiver has no knowledge regarding the CSI of the interferers, it selects the

branch with the largest |hk|2, treating interference as additional AWGN.

2.3.3 Zero-forcing receiver

Zero-forcing (ZF) is a simple linear receiver technique used in multi-user commu-

nications with multiple antenna receivers. In this thesis, it is used with multi-user
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networks where users are equipped with only a single antenna. Assuming a system

with aM antenna receiver andN single antenna users (M ≥ N), theM×1 receive

signal vector can be represented as

r = Hs+ n (2.13)

where s = (s1, s2, · · · , sN)T is theN×1 data vector, n ∼ CN (0, σ2I) is the AWGN

vector, H = [h1 · · ·hN ] is the M × N channel matrix with columns representing

the channel vector from each user. The output of a ZF receiver can be given as

r̂ = WHr (2.14)

where the weight matrix W = H(HHH)−1 is given by the pseudoinverse of the

matrixH. The resulting SNR for the kth data stream can be found as

γk,ZF =
1

σ2[(HHH)−1]kk
(2.15)

where [(HHH)−1]kk is the (k, k)
th element of the matrix (HHH)−1.

2.3.4 Minimum mean-square error receiver

Minimum mean-square error (MMSE) receiver is another linear combining tech-

nique used in multi-user wireless systems to suppress multiple access interfer-

ence [4]. The MMSE receiver is also known as the optimal combiner [5, 6] where

it was first proposed as a technique to maximize the output SINR in the presence

of CCI signals. In a multiuser network with N single antenna users and an M-

antenna receiver, using the same signal model as (2.13), the weight vector for the

data detection of the kth user is computed as

wk =
(
HHH + σ2I

)−1
h1. (2.16)

The resulting SINR of the kth user is given by

γk,MMSE = hH
k R

−1hk (2.17)

where

R =
N∑

i=1
i6=k

hih
H
i + σ2I. (2.18)
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2.3.5 Maximal ratio transmission

Maximal ratio transmission (MRT) can be considered as the extension of MRC

for multiple transmitting antennas. When a transmitter is equipped with multiple

antennas and have the knowledge of the propagation channel to the receiver, it can

use MRT to obtain a diversity gain even when the receiver is equipped with only a

single antenna. The transmit signal should be appropriately weighted such that the

signals from multiple antennas are coherently combined at the receiver. Assuming

a single antenna receiver, the received signal of a MRT system with M transmit

antennas can be given as

r = wH
MRTh+ n (2.19)

where wMRT is the MRT weight vector, h is the M × 1 channel vector and n ∼
CN (0, σ2) is the AWGN. The SNR of the received signal is given by

γMRT =
|wH

MRTh|2
σ2

. (2.20)

It has been shown in [7] that γMRT is maximized when wMRT = h

||h||
. The SNR of

the received signal is given by

γMRT =
||h||2
σ2

(2.21)

which is equivalent to a MRC receiver with same number of antennas.

2.3.6 Transmit antenna selection

Implementing MRT requires multiple RF chains in the transmitter. However, im-

plementing multiple RF chains are generally expensive and consume extra power.

Furthermore, MRT requires full CSI feedback from the receiver. Transmit antenna

selection (TAS) serves as a low complexity transmit diversity scheme with lower

device cost, power consumption and feedback load. In TAS, the transmitter selects

a subset of transmit antennas and applies MRT on the selected subset. With this ap-

proach, the number of RF chains required at the transmitter can be reduced and the

amount of CSI feedback is also reduced [8,9]. If only a single antenna is selected at

the transmitter, only the antenna index needs to be fed back. The TAS scheme used
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in this thesis only selects the best antenna, which maximizes SNR at the receiver.

In a TAS system with Nt transmit antennas and Nr receiver antennas, the transmit

antenna index is found using

t1 = argmax
1≤n≤Nt

{||hn||2} (2.22)

where hn is the Nr × 1 channel vector between the nth transmit antenna and the

receiver. The SNR of this TAS scheme can be given as

γTAS = max

{
P0||h1||2

σ2

P0||h2||2
σ2

· · · P0||hNt
||2

σ2

}

. (2.23)

2.3.7 Transmit zero forcing

Transmit zero-forcing is a linear precoding scheme used in multiuser MIMO (MU-

MIMO) systems to precancel the inter-user interference at the transmitter [10]. Al-

though transmit ZF is suboptimal compared to dirty-paper coding, it is the best

precoding scheme among all the linear precoding schemes in the high SNR regime

for single antenna users [11]. Consider an MU-MIMO system with M single an-

tenna users and a transmitter with Nt antennas (Nt ≥ M). The received signal at

the uth user can be given as

ru = hH
u

M∑

k=1

fkxk + nu (2.24)

where hu is the Nt × 1 channel vector between the transmitter and the uth user,

nu ∼ CN (0, σ2) is the AWGN at the uth user, fk and xk, are the Nt × 1 precoding

vector and the transmit symbol of the the kth user, respectively. The transmit power

constraint is given by E[xHx] = P , where x = [x∗1, x
∗
2, · · · , x∗M ]H . The SINR for

the uth user can be given as

γTZF,u =
P
M
|hH

u fu|2
σ2 + P

M

∑

k 6=u |hH
u fk|2

. (2.25)

In ZF precoding, the vectors fk are computed such that the multiuser interference

term P
M

∑

k 6=u |hH
u fk|2 is equal to zero. To achieve this condition, precoding vectors

are obtained from the normalized columns of the pseudoinverse of the concatenated

channel matrix Ĥ = [h1,h2, · · · ,hM ]. The precoding vector for the uth user is the
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normalized uth column of ĤH(ĤĤH)−1. When BSs are equipped with multiple an-

tennas and the users are single antenna devices, transmit ZF is suitable for downlink

communications while ZF reception can be used for uplink signal reception.

2.4 Practical Limitations

From the details given in Sec. 2.3, it can be observed that multiuser interference

cancellation schemes and transmit diversity schemes such as MRT and TAS, require

the transmitter to have channel knowledge. In a TDD system, CSI at the transmit-

ter can be obtained from the channel reciprocity. However, in a FDD network, the

receivers have to estimate the channels and feedback the estimated CSI to the trans-

mitter via a feedback channel. Channel estimating errors at the receivers, delays in

the feedback channel and the limited information rate of the feedback channels are

common limitations found in wireless systems. These limitations cause imperfect

CSI at the transmitter. Therefore, it is of practical importance to consider the impact

of these limitations in the performance evaluations and system designs. The results

of this thesis have incorporated the impact of CSI feedback delay and the impact of

CSI quantization due to the limited rate supported in the feedback channel.

2.4.1 CSI feedback delay

In FDD systems, initially, the transmitter sends pilot symbols and the receiver es-

timates the channel. The estimated CSI is fed back to the transmitter via a feed-

back channel. If the process of CSI estimation and feedback takes a time Td, due

to the time-varying nature of the wireless channels caused by Doppler shifts and

other phenomena discussed in Sec.1.2, the actual channel response may be differ-

ent than the CSI fed back to the transmitter. The correlation coefficient between

the estimated channel SNR γ̃ and the actual channel γa is determined by the time

correlation characteristics of the fading process. The most widely used time corre-

lation model was proposed in [12] in which the correlation coefficient ρ is given by

ρ = J 2
0 (2πfdTd), where J0(·) is the zeroth-order Bessel function of the first kind
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and fd is the Doppler frequency. The PDF of γ̃ can be computed using [13] as

fγ̃(γ̃) =

∫ ∞

0

fγ̃|γa(γ̃|γa)fγa(γa)dγa (2.26)

where fγ̃|γa(γ̃|γa) is the PDF of γ̃ conditioned on γa. For Rayleigh fading channels

considered in this thesis,

fγ̃|γa(γ̃|γa) =
exp

(

− ργa+γ̃
(1−ρ)γ̄

)

(1− ρ)γ̄
I0

(
2
√
ργ̃γa

(1− ρ)γ̄

)

(2.27)

where γ̄ = E[γa] and I0 is the zeroth-order modified Bessel function of the first

kind.

2.4.2 CSI quantization

Feedback channels in wireless systems are expected to have limited resources.

Therefore, the information rate supported by feedback channels will be quite low.

This imposes restrictions on the codebook size that can be used to quantize the CSI

estimated at the receiver. The codebook size and the codeword generation tech-

nique are key factors determining the performance of transmit diversity techniques

such as ZF precoding and MRT. Consider an MU-MIMO system with M single

antenna users and a transmitter with Nt antennas (Nt ≥M). Assume that the users

can perfectly estimate the CSI of the downlink channel from the pilot symbols.

For applications considered in this thesis, only the channel direction ĥu = hu

||hu||
is

quantized and fed back. The users quantize the estimated channel directions using

codebooks of size L = 2B withNt×1 unit norm vectors [10]. The codebook of the

uth user is Cu = {cu,1, cu,2, · · · , cu,L}. Since the optimal technique to design the

quantization codebooks is not known, random vector quantization (RVQ) is used to

generate the codewords. With RVQ, each codeword is independently chosen from

an isotropic distribution on the Nt-dimensional unit sphere [14]. The codebooks

are known at the transmitter and the users select the index of the codeword closest

to the estimated channel direction ĥu measured by the inner product

iu = argmax
1≤k≤L

|ĥH
u cu,k|. (2.28)
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The users feedback the B-bits corresponding to iu and the transmitter obtains the

CSI for the uth user as h̃u = cu,iu . Transmit ZF is performed with the normalized

columns of the pseudoinverse of the matrix H̃ = [h̃1, h̃2, · · · h̃M ]H . The SINR for

the uth user is given by

γQZF,u =
P
M
|hH

u f
q
u|2

σ2 + P
M

∑

k 6=u |hH
u f

q
k |2

(2.29)

where f
q
k is the precoding vector of the kth user. In contrast to the perfect CSI case,

with quantized CSI the multiuser interference is not completely eliminated. If the

elements of hu are independent and identically distributed (i.i.d), the distribution of

the desired signal is well approximated by a chi-square distribution with Nt −M

degrees of freedom. The distribution of the multiuser interference term is approxi-

mated using an exponential distribution with mean δ = 2
− B

Nt−1 [15].

2.5 Current State of Research

This section highlights the current state of research work related to each research

problem addressed in this thesis.

• The performance limits of SIMO and MIMO systems in the presence of CCI

have been characterized extensively in the literature. However, until recently,

the research work on relay networks in the presence of CCI were quite lim-

ited [16–23]. These works only consider single-user relay networks in their

analysis. It is well known that in the absence of CCI, multiuser wireless

systems can benefit by introducing relays [24–29]. It is beneficial to have

analytical results on the performance of multiuser relay networks (MRNs)

in the presence of CCI, since they help the system designers to identify the

performance limits of uncoordinated MRNs prior to designing coordinated

MRNs. In addition to the impact of CCI, MRN performance depends on the

CSI quality available for user scheduling [30]. However, previous studies

have not considered the joint impact of CCI and CSI imperfections on the

performance of MRNs. These limitations are addressed in Chapter 3.
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• The performance of DASs in single-cell networks as well as multi-cell DAS

networks have been studied extensively [31, 32]. Recently, interference co-

ordination has been introduced into DASs [33, 34]. However, the main lim-

itation of these works is that they assume the availability of perfect CSI at

the transmitters, which is not feasible in practice. Therefore it is important to

understand the performance of multi-cell DASs with imperfect CSI at trans-

mitters. This is essential to identify realistic estimates for network design

parameters such as number of distributed antenna units and CSI feedback

quality required to achieve a particular performance target. Furthermore, the

analytical results can be used to identify the sub-optimality of the CSI quan-

tization schemes used in conventional MISO systems and the need of bet-

ter CSI quantization schemes optimized for DASs. The results presented in

Chapter 4 attempt to contribute towards these issues.

• Relay communications and network coordination are two novel features pro-

posed in LTE-A. However, the combination of relay communications with

network coordination has not received a significant attention in the literature.

A limited number of works on coordinated dual-hop relay systems have been

presented in [35–38]. References [35–37] develop transmission techniques

for coordinated AF relay networks, while [38] study the capacity performance

of coordinated DF relay networks. Although previous work on coordinated

relay networks proposed sophisticated transmitter and receiver structures for

source and relay nodes, there have been almost no analytical studies related

to performance evaluation of relay coordination schemes. Furthermore, the

previous studies do not consider the direct link between the source and the

destination. Furthermore, it is important to account for the user location ran-

domness in the performance evaluations. The results of Chapter 5 are focused

on addressing these issues.

• Shared relay networks have not received significant research attention in the

literature [39–41]. Reference [42] have shown that SRNs can approach the

gains of network MIMO systems with a much simpler network architecture.
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However, the work in [42] used complex techniques such as multiuser detec-

tion and dirty paper coding at the relay station, and ignore the existence of

a direct link between the BSs and MSs. A transmission technique to maxi-

mize the sum capacity of two cell networks using a shared relay was proposed

in [39]. The authors assumed that the two BSs exchange data and CSI with

each other. The work in [41] studied user scheduling and power allocation

schemes to ensure fairness in a multi-cell multiple user SRN. All these previ-

ous results on SRNs assumed perfect CSI availability at the relay. However,

this condition is difficult to satisfy in practice. Therefore, it is important to

consider these limitations for performance studies of SRNs. Furthermore, an-

alytical studies on SRNs are not found in literature. Therefore, it is beneficial

to have a theoretical framework to investigate the performance of SRNs. The

results of Chapter 6 are focused on addressing these issues.

• Many research efforts in FD communications are focused on SI reduction

techniques. Recent advancements in SI cancellation [43, 44] have proposed

schemes that can achieve up to 110 dB isolation between the Tx and the

Rx. The experimental results of [45] have shown that FD systems are capa-

ble of achieving higher spectral efficiencies than HD systems for SI isolation

above 74 dB. Efficient SI cancellation filters for multiple antenna systems

have been introduced in [46]. In general, these results have been observed

in point-to-point FD systems with short distances between the nodes. Ex-

ploiting this fact, Chapter 7 investigate the applicability of FD techniques in

D2D networks, where the communications are generally short range. In D2D

networks, users in close proximity communicate with each other directly, in-

stead of communicating through a central BS. The most common approach to

deploy D2D communications in traditional cellular networks is the underlay

approach, where D2D users coexist with conventional cellular users while

maintaining a maximum allowed interference level on the cellular users. The

authors in [47] pointed out the feasibility of underlay D2D networks in 3GPP

LTE-A systems. Several works have proposed efficient communication tech-

niques for D2D networks including resource allocation [48], and power opti-
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mization [49]. It is interesting to combine the concepts of FD and D2D, since

it may allow us to harvest the benefits of both technologies to improve the

spectral efficiency of wireless communications. Apart from [50], there have

been no prior work related to the performance of FD D2D networks. Chapter

7 presents an analytical framework to evaluate the ergodic rate performance

of a FD D2D network.
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Chapter 3

Opportunistic Scheduling in

Dual-Hop Multiuser Relay Networks

in the Presence of Interference

The outage probability of a multiuser two-hop amplify-and-forward relaying sys-

tem employing opportunistic scheduling is investigated. A practically important

case where there are cochannel interference signals present at the network is con-

sidered for the analysis. Exact expressions and closed-form lower bounds are de-

rived for the outage probability. Exact closed-form expressions are derived for the

system outage probability when interference signals are present at the relay and at

the destination separately. A closed-form lower bound is derived for the outage

probability when the relay and the destination nodes are affected by interference

simultaneously. The effects of channel state information feedback delay are in-

vestigated for special cases. In addition, asymptotic outage probability results are

derived to obtain useful insights on the effects of interference and feedback delay.

The novel expressions can be used by practicing engineers to obtain reliable and

realistic performance estimates for dual-hop multiuser relay networks. The results

are useful for understanding the capabilities of the feedback channel required in this

system.
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3.1 Introduction

Dual-hop relay assisted wireless communications has been an active research topic

for the last decade. Numerous studies have examined and improved the benefits

which can be gained by using dual-hop relaying in the sense of spatial diversity,

multiplexing and extending network coverage. Recently, there has been a surge

in research related to investigating the effects of cochannel interference (CCI) on

dual-hop relay networks. Many results have been published on the effects of CCI

on the performance of dual-hop relay networks [1–9]. All these works assume that

the network under consideration consists of a single user. However, it has been

shown in many studies that multiuser wireless networks can benefit by introducing

relaying into the network. These networks are commonly known as multiuser relay

networks (MRNs), and their performance has been investigated extensively in the

literature [10–15].

In all the previous studies on MRNs, it was assumed that the only additive inter-

ference present in the network is additive white Gaussian noise (AWGN). However,

due to the practice of frequency reuse adopted to improve the spectral efficiency

of cellular wireless networks, the performance of the network can be significantly

affected by CCI. Therefore, it is necessary to examine the effects of CCI when

we consider the performance of MRNs since it is essential for design of spectrally

efficient MRNs.

In this chapter, we investigate the outage probability of an amplify-and-forward

(AF) MRN operating in the presence of CCI. Our model is a scaled down version

of the model analyzed with only AWGN in [14] in the following sense. Instead

of multiple antenna nodes, we assume the source, relay and the destinations are

single-antenna nodes. Similar to [14], the principles of opportunistic scheduling

are used to determine the user to be served from the source. The relay is respon-

sible for determining the user to be served based on the channel state information

available at the relay. We derive closed-form expressions for the outage probability

of the MRN when CCI is present at the relay and at the destinations separately. The

effect of channel state information (CSI) feedback delays will be investigated for
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the case when the interference signals are present only at the relay. When the inter-

ference signals are present only at the destination nodes, we study the performance

of two possible user scheduling criteria and derive closed-form outage probability

expressions for each case. Furthermore, we analyze the most general case when the

CCI and AWGN are present at the relay and the destinations simultaneously; tight

lower bounds for the outage probability are derived for this case. To the best of the

authors’ knowledge, there have been no analytical performance results reported for

MRNs with CCI.

In wireless networks which employ opportunistic scheduling, the quality of the

available CSI can be a critical factor affecting the performance of the system. In

practical implementations, CSI feedback is obtained using a control channel and

these channels are never perfect. Often they can have delays. Therefore, in or-

der to obtain a realistic estimate of the performance achievable using a particular

wireless system, it is important to consider the impact of this delay on the system

performance. There are several works that deal with the impact of feedback delay

on dual-hop relay networks [16–20], but most of the available works consider relay

networks without CCI. A recent work [21] considered the impact of feedback delay

on beamforming in a single user relay network. It was shown in [21] that the CCI

does not destroy the diversity gain of the system, whereas the feedback delay can

destroy the diversity order of the system. However, we are not aware of any works

investigating the effects of feedback delay on MRNs operating in the presence of

CCI. In this chapter, we derive an exact expression for the outage probability of a

MRN with CCI present at the relay node.

The remainder of this chapter is organized as follows. In Section 3.2, we present

three possible cases that may prevail in MRNs. Section 3.3 presents outage proba-

bility analyses for the three cases. Section 3.5 presents numerical results and com-

parisons while Section 3.6 concludes this chapter. The detailed derivations are pre-

sented in appendices.
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Figure 3.1: The general system model used for analysis.

3.2 System Models

In this section, we present the network configurations used for our analysis. We

consider two multiuser relay network protocols, where the relay selects the user to

be scheduled based on the available CSI. The relay is assumed to operate in the

AF mode with variable amplifying gain. In both models, the source (S), the relay

(R) and the users (D1, · · · , DN ) are single antenna nodes. The direct links between

the source and the users (destinations) are assumed to be heavily shadowed and

the communications between the source and destinations are possible only with the

assistance of the relay. Destination nodes are assumed to be sufficiently spatially

separated such that the fading channels from the relay to each destination are mutu-

ally independent. All the fading channels (S − R, R −Di and the fading channels

of the interference signals) are assumed to be Rayleigh distributed. The source

transmission and the relay transmission occur at two different time slots.

Notations

Wewill use the following notations throughout this chapter. The probability density

function (PDF) and the cumulative distribution function (CDF) of a random variable

(RV) X are denoted as fX(x) and FX(x), respectively. The symbol E[·] denotes
mathematical expectation while the probability of an eventA is denoted Pr(A).

3.2.1 Interference at the relay

We first consider the case where the cochannel interference signals are present only

at the relay while the only additive interference at the destination nodes is AWGN.
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This situation can be experienced when a relay node which is located near the edge

of a cell, serves shadowed user terminals. In the first time slot, the source transmits

the signal to the relay. The signal received at the relay can be modeled as

yR1 =
√

EShSRx+

L∑

j=1

√

Ejhjxj + nR (3.1)

where ES is the transmitted signal energy at the source, hSR is the fading channel

gain between the source and the relay, x is the unit energy data symbol of the

scheduled user, Ej is the energy of the j th CCI signal, hj is the fading channel gain

between the j th interferer and the relay, xj is the unit energy data symbol of the j th

interferer, L is the number of interference signals and nR is the AWGN at the relay

with variance σ2
R.

The relay applies a gain G1 to the received signal and forwards it to the sched-

uled destination. The received signal at the kth destination node can be described

as

yDk
= hRDk

G1

(
√

EShSRx+

L∑

j=1

√

Ejhjxj + nR

)

+ nDk
(3.2)

where hRDk
is the fading channel gain (with mean-square value ΩRD for all k ∈

[1, · · · , N ]) between the relay and the kth destination node, and nDk
is the AWGN at

the kth destination node with variance σ2
D (the noise variances at all the destination

nodes are assumed to be equal). The relay amplifying factor G1 is given by [2]

G1 =

√

ER

ES|hSR|2 +
∑L

j=1Ej |hj|2 + σ2
R

(3.3)

where ER is the energy of the signal transmitted by the relay.

It is assumed that the noise power at the relay is negligible compared to the total

interference power. This is a common assumptionmade in the literature for wireless

systems operating under the influence of dominant CCI [2, 22]. Then, the end-to-

end (e2e) signal-to-interference-plus-noise ratio (SINR) for the kth destination node

can be found as [2]

γk =
γSRγRD1,k

γI(γRD1,k
+ 1) + γSR

(3.4a)

where

γSR = ES|hSR|2 (3.4b)
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γRD1,k
=
ER|hRDk

|2
σ2
D

(3.4c)

γI =

L∑

j=1

Ej |hj |2. (3.4d)

Since it was assumed that the relay operates in the variable gain mode, the relay

has access to perfect CSI for the S−R link and knowledge of the instantaneous total

interference power. Furthermore, it is assumed that the relay has perfect knowledge

of all the R − Di, i ∈ [1, · · · , N ] links. Therefore, the relay uses the principle

of opportunistic scheduling to determine which destination node signal is to be

transmitted. The relay selects the user which maximizes the e2e SINR and feeds

back the index of the selected destination to the source. In this system setting, the

user with the bestR−D link will be the user with the highest e2e SINR. Therefore,

the scheduled user’s SINR is given by

γe1 =
γSRγRDmax

γI(γRDmax
+ 1) + γSR

(3.5a)

where

γRDmax
= max

k∈[1,··· ,N ]
{γRD1,k

}. (3.5b)

3.2.2 Interference at the destination nodes

Now assume that multiple CCI signals are present only at the destination nodes,

while the reception at the relay is corrupted only with AWGN. The signal received

at the relay can be given as

yR2 = EShSRx+ nR. (3.6)

The relay amplifies the received signal with the gain G2 given as

G2 =

√

ER

ES|hSR|2 + σ2
R

. (3.7)

The received signal at the kth destination node can be given as

yDk
= hRDk

G2

(√

EShSRx+ nR

)

+

Lk∑

l=1

√

Eklhklxkl + nDk
(3.8)
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where Ekl, hkl and Lk are the energy and the fading channel gain of the l
th interferer

and the number of interference signals at the kth destination node, respectively.

Assuming that the noise powers at the destination nodes are small compared to the

CCI powers, the e2e SINR at the kth destination node can be found as

γ2,k =
γSR2γRD2,k

γIk(γSR2 + 1) + γRD2,k

=
γSR2γDk

γSR2 + 1 + γDk

(3.9a)

where

γSR2 =
ES|hSR|2

σ2
R

(3.9b)

γRD2,k
= ER|hRDk

|2 (3.9c)

γIk =

Lk∑

l=1

Ekl|hkl|2 (3.9d)

and γDk
is the signal-to-interference ratio (SIR) of the R −D link at the kth desti-

nation node given by γDk
=

γRD2,k

γIk
.

For this system setting, we consider two possible methods of user scheduling

namely, a desired signal power algorithm, and a SIR based algorithm. We describe

and analyze each of these algorithms in the following.

In desired signal power based selection, the relay has perfect CSI of the S − R

link and all the R−Di, i ∈ [1, · · · , N ] links but it may not have knowledge of the

instantaneous interference power at each destination node. Then, the relay cannot

apply the opportunistic scheduling principles using the e2e SINR. Therefore, the

relay selects the user with the best R − D link and feeds back the index of the

selected destination to the source. Then, the e2e SINR of the system becomes

γe2D =
γSR2γRD2,max

γIDs
(γSR2 + 1) + γRD2,max

=
γSR2γDs

γSR2 + 1 + γDs

(3.10a)

with

γRD2,max
= max

k∈[1,··· ,N ]
{γRD2,k

} (3.10b)

where γIDs
and γDs

are the interference power and the SIR at the selected destina-

tion node.

If the user terminals are capable of identifying the desired signal and the inter-

ference signals, the relay has knowledge of the R − D link SIRs of each user and

47



SIR based selection is implemented. Then the relay selects the user with the highest

R−D SIR and the e2e SINR of the system is given by

γe2SIR
=

γSR2γDmax

γSR2 + 1 + γDmax

(3.11)

where

γDmax
= max

k∈[1,··· ,N ]
{γDk

}. (3.12)

3.2.3 Interference at the relay and the destinations

The most general case is where both the relay and the destination nodes are affected

by CCI and AWGN. The received signal at the relay is same as (3.1) and the relay

amplifying gain is given by (3.3). The received signal at the kth destination node is

given by

yDk
= hRDk

G1

(
√

EShSRx+

L∑

j=1

√

Ejhjxj + nR

)

+

Lk∑

l=1

√

Eklhklxkl + nDk.

(3.13)

After some simple manipulation, it can be shown that the SINR at the kth destination

can be found as [3]

γeffk =
γeffSRγ

eff
RDk

γeffSR + γeffRDk
+ 1

(3.14)

where γeffSR and γeffRDk
are the effective SINRs of the S−R andR−Dk links, defined

as

γeffSR =

ES |hSR|2

σ2
R

1 +
∑L

j=1
Ej |hj |2

σ2
R

(3.15)

and

γeffRDk
=

ER|hRDk
|2

σ2
D

1 +
∑Lk

l=1
Elk|hlk|2

σ2
D

. (3.16)

In this scenario, the relay has perfect knowledge of the S − R link and all the

R−Di, i ∈ [1, · · · , N ] links and the instantaneous interference power at the relay.

However, it may not have access to information on the instantaneous interference

powers at the destination nodes. Therefore, the relay selects the user to be scheduled

based only on the quality of the R − Di links. Similar to the case when CCI is

present only at the destination nodes, the relay selects the user with the best R−D
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link and feeds back the user index to the source. The e2e SINR of the scheduled

user is given by (3.14) with γeffRDk
replaced with

γeffRDk
=

γRDmax

1 +
∑Lk

l=1 γIlk
(3.17)

where γIlk = Elk|hlk|
2

σ2
D

.

We point out that in the system model adopted here, the system cannot take

advantage of factors such as the uneven number of interferers at different destina-

tion nodes, the non-identical powers of interference signals and the non-identical

mean-square values of the fading channel gains of the interference signals at dif-

ferent destination nodes. Exploiting these issues may result in better e2e SINR at

a different destination node other than the node with the best R − D link. How-

ever, exploiting these issues will create tradeoffs between the performance and the

amount of information feedback implemented in the network. An analysis of this

full complexity system for an arbitrary number of usersN appears to be intractable.

3.3 Outage Probability Analysis

In this section, we derive exact expressions for the outage probabilities of each

system model described in Section 3.2.

3.3.1 Interference at the relay

We define the outage probability as the probability that the e2e SINR falls below a

predetermined SINR threshold, γth. For the case when CCI only is present at the

relay, the outage probability can be written as

Pout(γth) = Pr(γe1 < γth). (3.18)

Assuming equal power interferers with independent and identically distributed

(i.i.d) fading channels, the outage probability can be obtained as

Pout(γth) = 1−N
N−1∑

u=0

(
N − 1

u

)
(−1)uΓ(L+ 1)

γ̄LI (u+ 1)
exp

(−(u+ 1)γth
γ̄2

)[
γth
γ̄1

+
1

γ̄I

]−L

exp




γth(γth + 1)(u+ 1)

2γ̄1γ̄2

(
γth
γ̄1

+ 1
γ̄I

)



W−L, 1
2




γth(γth + 1)(u+ 1)

γ̄1γ̄2

(
γth
γ̄1

+ 1
γ̄I

)



 (3.19)
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where γ̄1 = ESE(|hSR|2), γ̄2 = ESΩRD

σ2
D

, Γ(·) is the Gamma function defined in

[23, 8.310.1], and Wα,β(·) is the Whittaker function defined in [23, 9.221.1]. The

derivation of (3.19) is given in Appendix 3.A.

While the expression (3.19) gives the exact outage probability of the system,

next we present an expression to understand the behaviour of the outage probability

of the system for the case when γ̄1, γ̄2 → ∞, maintaining the ratio γ̄2
γ̄1

a constant κ.

Following reference [21], in the high SNR regime, we use an upper bound on the

e2e SINR given by γasy = min(γSR

γI
, γRDk

). The asymptotic outage probability of

the system when N > 1 is given by

P∞
out(γth) ≈

Lγ̄Iγth
γ̄1

+O
(
γ̄−2
1

)
. (3.20)

For a single user system, the asymptotic outage probability is given by

P∞
su (γth) ≈

Lγ̄Iγth
γ̄1

+

(
γth
κγ̄1

)

+O
(
γ̄−2
1

)
(3.21)

The derivations of (3.20) and (3.21) are given in Appendix 3.A. One can observe

that the system performance in the high SNR regime is dominated by the S − R

link quality in the multiuser case and the diversity order of the system is 1.

3.3.2 Interference at destination nodes

For the case when CCI only is present at the destination nodes, the outage probabil-

ity is defined as the probability that the e2e SINR of the scheduled user falls below

a predetermined SINR threshold.

The system outage probability under desired signal power based user scheduling

is computed using

Pout(γth) = Pr(γe2D < γth) = Pr

(
γSR2γDs

γSR2 + 1 + γDs

< γth

)

. (3.22)

Assuming equal power interferers with i.i.d. fading channels and an equal number

of interferers (LD) at all the destination nodes, the outage probability for the system
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is given by

Pout(γth) = 1−Nexp

(−γ th

γ̄SR2

)N−1∑

k=0

(−1)kLD!γ̄
LD

RD

(k + 1) [(k + 1)γ̄IDγth + γ̄RD]
LD

×exp

(
γth(γth + 1)(k + 1)γ̄ID

2γ̄SR2((k + 1)γ̄IDγth + γ̄RD)

)

W−LD ,− 1
2

(
γth(γth + 1)(k + 1)γ̄ID

γ̄SR2((k + 1)γ̄IDγth + γ̄RD)

)

(3.23)

where γ̄SR2 =
ESE(|hSR2

|2)

σ2
R

, and γ̄RD = ERΩRD, γ̄ID = EIΩI , with EI and ΩI

the transmitted power and the mean-square value of the fading channel gain of

each interferer at the kth destination node, which are assumed to be equal at all the

destination nodes. The derivation of (3.23) is presented in Appendix 3.B.

The outage probability of a MRN which uses SIR based user selection can be

computed using

Pout(γth) = Pr(γe2SIR
< γth) = Pr

(
γSR2γDmax

γSR2 + 1 + γDmax

< γth

)

. (3.24)

Assuming equal power interferers with i.i.d. fading channels and an equal number

of interferers (LD) at all the destination nodes, a closed-form expression for the

system outage probability can be found as

Pout(γth) = 1−exp

( −y
γ̄SR2

) N∑

v=1

(
N

v

)

(−1)v(−LDv)

[
γ̄RD

γ̄RD + γ̄IDy

]LDv

Γ(LDv)

× exp





y
γ̄SR2

(

1 + y
γ̄SR2

)

2
(

γ̄RD+γ̄IDy

γ̄ID

)



W−LDv, 1
2





y
γ̄SR2

(

1 + y
γ̄SR2

)

(
γ̄RD+γ̄IDy

γ̄ID

)



 . (3.25)

The derivation of (3.25) is given in Appendix 3.C.

3.3.3 Interference at the relay and the destinations

For the most general case when the CCI and AWGN are present at the relay and the

destinations, the e2e SINR was found as (3.14). In general, the exact expression

for the e2e SINR is difficult to use in analytical studies. Therefore, we make use

of a tight upper bound on the e2e SINR, introduced in [3]. The e2e SINR of the

scheduled user can be tightly upper bounded by γup given by

γe2e ≤ γup = min{γeffSR, γ
eff
RDk

}. (3.26)
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Then the CDF of γup can be found as

Fγup(γ) = Fγeff
SR
(γ) + Fγeff

RDk

(γ)− Fγeff
SR
(γ).Fγeff

RDk

(γ) (3.27)

where Fγeff
SR
(γ) and Fγeff

RDk

(γ) are the CDFs of γeffSR and γeffRDk
, respectively. The

expressions for Fγeff
SR
(γ) and Fγeff

RDk

(γ) are derived in Appendix 3.D. Then a closed-

form outage probability lower bound for the system, assuming equal power interfer-

ence signals with i.i.d fading channels and an equal number of interference signals

(LD) at all the destination nodes, can be derived as

Pout(γth) = 1−
(

Λ

γth + Λ

)L

exp

(

−γth
γ̄1

)

+

[(
Λ

γth + Λ

)L

exp

(

−γth
γ̄1

)

×
N∑

k=0

(
N

k

)

(−1)kexp

(

−kγth
γ̄2

)(
Υ

kγth +Υ

)LD

]

(3.28)

where γ̄1 = ESE(|hSR|2)
σ2
R

, γ̄2 =
ERE(|hRDk

|2)

σ2
D

∀k ∈ [1, · · · , N ], γ̄ID = EIΩI

σ2
D

, Λ = γ̄1
γ̄IR

and Υ = γ̄2
γ̄ID

.

While the expression (3.28) gives the exact outage probability of the system,

here we present also an expression to understand the behaviour of the outage prob-

ability of the system for the case when γ̄1, γ̄2 → ∞, maintaining the ratio γ̄2
γ̄1

a

constant κ. The outage probability in the high SNR regime can be found as

P∞
out(γth) ≈

γth
γ̄1

[1 + Lγ̄IR] +O(γ̄−2
1 ). (3.29)

The derivation of (3.29) is given in Appendix 3.D.

3.4 Impact of CSI Feedback Delay

For the analysis in Sec. 3.3.1, it was assumed that the CSI of the R − D links

reach the relay instantaneously. However, in practice, the control channels may

have delay and the CSI obtained by the relay could be outdated. In this section,

we investigate the impact of CSI feedback delay on the system setting considered

in Sec. 3.2.1. We assume the feedback is delayed by Td time units. To pursue the

analysis, we rewrite (3.2) with a time index, namely

yD1(t) = hRDk
(t)G1

(
√

EShSR(t)x(t) +

L∑

j=1

√

Ejhj(t)xj(t) + nR(t)

)

+ nD(t).

(3.30)
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The e2e SINR at the kth destination node can be found as

γk1 =
γSRγ̃RD1,k

γI(γ̃RD1,k
+ 1) + γSR

(3.31)

where γ̃RD1,k
=

|hRDk
(t)|2

σ2
D

. We also define γ̂RD1,k
=

|hRDk
(t−Td)|

2

σ2
D

. We follow the

CSI feedback delay model used in [24]. Note that the user selection is based on

γ̂RD1,k
, while the SNR experienced in the selected link is γ̃RD1,k

, a delayed version

of γ̂RD1,k
. In order to evaluate the system outage probability, one requires the PDF

of γ̃RD1,k
. This PDF is computed using the method given in [24], namely

fγ̃RD1,k
(x) =

∫ ∞

0

fγ̃RD1,k
|γ̂RD1,k

(x|y)fγ̂RD1,k
(y)dy

=

∫ ∞

0

exp
(

− ρy+x
(1−ρ)γ̄2

)

(1− ρ)γ̄2
I0

(
2
√
ρxy

(1− ρ)γ̄2

)

fγ̂RD1,k
(y)dy (3.32)

where I0(·) is the modified Bessel function of the first kind of order zero, ρ =

J 2
0 (2πfdTd), fd is the Doppler frequency and J0(·) is the zeroth-order Bessel func-

tion of the first kind. Since the relay selects the user with the best R−D link SNR,

the PDF of γ̂RD1,k
is given by

fγ̂RD1,k
(y) = N

[

FγRD1,k
(y)
]N−1

fγRD1,k
(y)

= N

[

1− exp

(

− y

γ̄2

)]N−1
1

γ̄2
exp

(

− y

γ̄2

)

. (3.33)

Substituting (3.33) in (3.32), and solving the integral using the result [25, eq. (9)],

the PDF of γ̃RD1,k
can be found as

fγ̃RD1,k
(x) =

Nexp
(

−x
(1−ρ)γ̄2

)

(1− ρ)γ̄22

N−1∑

l=0

(−1)l
(
N−1
l

)

[
l
γ̄2

+ ρ
(1−ρ)γ̄2

+ 1
γ̄2

]

× exp




ρx

(1− ρ)2γ̄22

[
l
γ̄2

+ ρ
(1−ρ)γ̄2

+ 1
γ̄2

]



 . (3.34)
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Using the PDF of γ̃RD1,k
, a closed-form expression for the outage probability can

be found as

Pout(γth) = 1− N

2γ̄LI

N−1∑

l=0

(−1)l
(
N−1
l

)

2(l + 1)
exp

[ −γth(l + 1)

γ̄2((1− ρ)l + 1)

] [
1

γ̄I
+
γth
γ̄1

]−L

Γ(L+1)

exp





γth(1+γth)(l+1)
γ̄1γ̄2((1−ρ)l+1)

2
(

1
γ̄I

+ γth
γ̄1

)



W−L, 1
2





γth(1+γth)(l+1)
γ̄1γ̄2((1−ρ)l+1)
(

1
γ̄I

+ γth
γ̄1

)



 . (3.35)

The derivation of (3.35) is similar to the derivation of (3.19) and hence omitted.

3.4.1 Asymptotic outage probability

In order to obtain insights on how the CSI feedback delay affects the system perfor-

mance in the high SNR regime, we present here the asymptotic outage probability

of the system. The outage probability behaviour when γ̄1, γ̄2 → ∞ while maintain-

ing the ratio γ̄2
γ̄1

a constant κ, can be found as

P∞
out(γth) ≈

Lγ̄Iγth
γ̄1

+N
N−1∑

l=0

(−1)l
(
N−1
l

)
γth

[

l + ρ
1−ρ

+ 1
]

(1− ρ)κγ̄1
+O

(
γ̄−2
1

)
. (3.36)

The derivation of (3.36) is given in Appendix 3.E. From (3.36), one can observe

that the diversity order of the system is 1.

3.5 Numerical Results

In this section, we present some numerical results obtained from the expressions

derived in Sections 3.3 and 3.4. The outage probability of the system with the in-

terference limited relay is plotted in Fig. 3.2 for different numbers of users in the

system. The average SIR per interferer (defined as γ̄1
γ̄I
) at the relay is 20 dB. We

can clearly observe the multiuser diversity loss in the system, due to the presence

of CCI at the relay. When the first hop SINR dominates the outage probability of

the system, the outage probability reaches a floor value. This floor value depends

on the number of interference signals present at the relay. Furthermore, the ex-

cellent agreement between the theoretical results and the simulation results can be

observed.
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Fig. 3.3 shows the system outage probability when CCI signals are present at

the relay and the average power per interferer is fixed at 5 dB for all values of γ̄1 and

γ̄2. One can observe that the outage probability does not depend significantly on the

number of users in the system and as the per hop SNR γ̄1(γ̄2) increases, the impact

of the number of users in the system on the system outage probability diminishes.

This observation agrees with the asymptotic outage probability expressions, since

the system performance is dominated by the first hop.

Fig. 3.4 shows impact of number of CCI signals at the relay on the system

outage probability when the total power of the interferers is fixed at 10 dB. The

results show that the number of interferers does not have a significant effect on the

outage probability of the system when the total interference power is constant. This

observation is useful when designing cognitive radio networks with the underlay

approach, where the primary network and the secondary users coexist in the same

frequency spectrum.

Figs. 3.5 and 3.6 present the impact of feedback delay on the system outage

probability when CCI is present only at the relay. The outage probability behaviour

for a fixed feedback delay (fdTd = 0.17 or ρ = 0.5) is given in Fig. 3.5 for different

values of the number of users in the system and different numbers of CCI signals

at the relay when γ̄I = 10 dB. Asymptotic outage probability results show that

the system diversity order is one, and system performance is less sensitive to the

number of users in the system, when the SNR is large. Furthermore, from Fig. 3.6,

it can be seen that increasing the number of users in the system does not improve

the outage probability performance significantly when the feedback delay is large

(fdTd = 0.3 or ρ = 0.1).

Fig. 3.7 shows the outage probability performance when CCI is present only at

the destination nodes. The average SIR per interferer at the destinations (defined as

γ̄RD

γ̄ID
) is assumed to be 20 dB. One can observe that the SIR based user scheduling

outperforms desired signal power based user scheduling in the high SNR regime.

The gain obtained with SIR based selection improves with the number of users in

the system, when the average SNR is large. For an example, the lowering of the

outage probability floor by the SIR based selection scheme is larger forN = 4 than
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Figure 3.2: The outage probability of the system when interferers are present only

at the relay for different numbers of N , L with γ̄1
γ̄I

= 20 dB.

for the case when N = 2.

Fig. 3.8 presents the outage probability behaviour of the system with a fixed

number of interferers at the relay. The outage probability lower bound is compared

with the outage probability estimated by simulation. One can see that the bound is

tight and that the maximum discrepancy does not exceed 0.5 dB in SNR. Observe

that the outage probability is weakly dependent on the number of interferers at the

destination, while it is dominated by the number of interferers at the relay.

Fig. 3.9 presents the outage probability characteristics of the system for changes

in the number of users and the number of interferers at the relay. The results seen in

Fig. 3.9 also confirm that the outage probability in the high SNR regime is mainly

dependent on the number of interferers at the relay. This fact will be important

in network designs for deciding the placement of relays, as it indicates that the

interference at the relay tends to limit the performance of the system.
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Figure 3.3: The outage probability of the system when interferers are present only

at the relay for different numbers of users in the system with γ̄IR = 5 dB.
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Figure 3.4: The outage probability for different numbers of interferers at the relay

with a fixed interference power budget.
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Figure 3.5: The impacts of feedback delay on the system outage probability when

CCI signals are present at the relay, with ρ = 0.5.
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Figure 3.6: The impacts of feedback delay and the number of users in the system

when CCI signals are present only at the relay with γ̄1
γ̄I

= 20 dB.
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Figure 3.9: The outage probability when interferers are present at both the relay and

the destination nodes for different numbers of interferers at the relay with γ̄IR =
γ̄ID = 5 dB. The number of interferers at the user nodes LD = 2.

3.6 Conclusion

This chapter presented an analysis of outage probability of multiuser relay net-

works in the presence of CCI. Closed-form expressions were derived for the outage

probabilities of the network configurations assuming interference limited network

entities. The most general case where the network entities are affected by both CCI

and AWGN was also analyzed and a tight lower bound was derived for the outage

probability. The lower bound was compared with the precise outage probability re-

sults obtained by simulation, and it was shown that the bound is tight at highR−D
average SNR values. From the numerical results it was clear that the outage prob-

ability is less sensitive to the number of interferers at the destination, while it is

mainly dominated by the interference at the relay. Analytical results derived in this

chapter can be used to evaluate the feedback channel capabilities of the network.
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3.A The Derivations of (3.19), (3.20) and (3.21)

The expression in (3.18) can be rearranged as

Pout(γth) =

∫ ∞

0

∫ ∞

0

Pr

(

γSR ≤ γthz(y + 1)

y − γth

)

fγRD
(y)fγI (z)dydz

= 1−
∫ ∞

0

∫ ∞

0

exp

[−γthz(ω + γth + 1)

γ̄1ω

]

fγRD
(ω + γth)fγI (z)dwdz.

(3.37)

The RV γSR is exponentially distributed and the PDF of γSR is given by

fγSR
(γ1) =

1

γ̄1
exp

(

−γ1
γ̄1

)

. (3.38)

The PDF of γRD is given by

fγRD
(y) =

N

γ̄2

[

1− exp

(−y
γ̄2

)]N−1

exp

(−y
γ̄2

)

. (3.39)

For equal power interference signals in i.i.d. fading channels, the RV γI is

gamma distributed and the PDF is given by

fγI (γ) =
γL−1

γ̄LI Γ(L)
exp

(

− γ

γ̄I

)

. (3.40)

The double integral (3.37) can be solved with the help of the identities [23, eq.

(3.471.9)] and [23, eq. (6.631.3)]. After some straightforward manipulations, the

result in (3.19) is obtained.

In the high SNR regime, the e2e SINR is upper bounded as

γasy ≈ min

(
γSR
γI

, γRDk

)

= min (γR, γRDk
) . (3.41)

Then the outage probability is given by

P∞
out(γth) ≈ 1− (1− FγR(γth)) (1− FγRDk

(γth)). (3.42)

The CDF of γR can be found as

FγR(x) =

∫ ∞

0

FγSR
(γIx)fγI (γI)dγI =

∫ ∞

0

[

1− exp

(

−γIx
γ̄1

)]

fγI (γI)dγI

(3.43)

(a)
=
Lγ̄Iγth
γ̄1

+O
(
γ̄−2
1

)
(3.44)
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where we have solved the integral (3.43) using [23, eq. 3.351.3] and applied the

asymptotic expansion of a geometric series to obtain (3.44). The CDF of γRDk
is

given by

FγRDmax
(γ) =

[

1− exp

(

− γ

γ̄2

)]N

. (3.45)

The high-SNR representation of FγRDmax
(γ) can be found using the MacLaurin se-

ries expansion of the exponential function as

FγRDmax
(γ) ≈

(
γ

γ̄2

)N

+O
(
γ̄−2
2

)
. (3.46)

Substituting (3.44) and (3.46) in (3.42), the expressions for the asymptotic outage

probabilities can be obtained as (3.20) and (3.21).

3.B The Derivation of (3.23)

The outage probability (3.22) can be computed as

Pout(γth) =

∫ ∞

0

Pr

(

γSR2 ≤
γth(y + 1)

y − γth

)

fγDs
(y)dy

=

∫ γth

0

Pr

(

γSR2 ≤
γth(y + 1)

y − γth

)

fγDs
(y)dy

+

∫ ∞

γth

Pr

(

γSR2 ≤
γth(y + 1)

y − γth

)

fγDs
(y)dy (3.47)

(b)
= FγDs

(γth) +

∫ ∞

γth

[

1− exp

(
γth(y + 1)

γ̄SR2(y − γ th )

)]

fγDs
(y)dy (3.48)

(c)
= 1−

∫ ∞

0

exp

(
γ th(ω + γth + 1)

γ̄SR2ω

)

fγDs
(ω + γth)dω (3.49)

where (b) follows from the substitution of the CDF of γSR2 given by

FγSR2
(γ) = 1− exp

(

− γ

γ̄SR2

)

(3.50)

into (3.47).

The PDF fγDs
(y) of the selected destination SIR is given by [26, p. 363],

fγDs
(y) = Nfn(y, n) (3.51)
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where fn(y, n) is the joint PDF of the SIR for the nth destination node and the event

that the nth destination is selected. The joint PDF fn(y, n) is given by [22]

fn(y, n) =

∫ ∞

0

dsn






N∏

i=1
i6=n

∫ sn

0

fSi
(si)dsi




 fn(y, sn) (3.52)

where the inner integral represents the probability that all other N − 1 destination

nodes have desired signal powers Si, less than the desired signal power received by

the nth destination node, Sn, and fn(y, sn) is the joint PDF of Sn and SIR for the

nth destination node. Following the steps given in [22, Appendix II], the joint PDF

fn(y, sn) can be derived as

fn(y, sn) =
sLD
n

γ̄RDγ̄
LD

ID
Γ(LD)yLD+1

exp

[

−sn
(

1

γ̄RD
+

1

yγ̄ID

)]

. (3.53)

The term inside the brackets in (3.52) can be simplified to






N∏

i=1
i6=n

∫ sn

0

fSi
(si)dsi




 =

N−1∑

k=0

(
L− 1

k

)

(−1)kexp

(−ksn
γ̄RD

)

. (3.54)

Substituting (3.54) and (3.53) in (3.52), and solving the integral using [23, eq.

3.351.3], the joint PDF fn(y, n) can be found as

fn(y, n) =
N−1∑

k=0

(
N − 1

k

)
(−1)kLD!γ̄

LD

RDγ̄ID
Γ(LD) [(k + 1)yγ̄ID + γ̄RD]

LD+1
. (3.55)

Substituting (3.55) in (3.51) yields the PDF of γDs
. Substituting the PDF of γDs

in

(3.49) and solving the integral using the identity [23, eq. 3.471.7] gives the closed-

form expression (3.23) for the outage probability of the system.

3.C The Derivation of (3.25)

Using the steps executed in Appendix 3.B to arrive at (3.49), the outage probability

expression in (3.24) can be simplified to the integral expression

Pout(γth) = 1−
∫ ∞

0

exp

(
γth(ω + γth + 1)

γ̄SR2ω

)

fγDmax
(ω + γth)dω. (3.56)
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The PDF fγDmax
(y) of the maximum R − D link SIR can be found using [22, eq.

(37)] as

fγDmax
(y) =

N∑

v=1

(
N

v

)
γ̄vLD

RD γ̄ID(−LDv)

(γ̄IDy + γ̄RD)
LDv+1

. (3.57)

Substituting (3.57) in (3.56), and solving the integral using the identity [23, eq.

3.471.7], the closed-form expression (3.25) for the system outage probability is

derived.

3.D The Derivation of (3.28)

In order to derive the CDF of γup, the CDFs of RVs γ
eff
SR and γeffRDk

are required. The

CDF of γeffSR was found in [3, eq. (17)], and is given by

Fγeff
SR
(γ) = 1−

(
Λ

γ + Λ

)L

exp

(

− γ

γ̄1

)

. (3.58)

The CDF of γeffRDk
can be derived as

Fγeff
RDk

(γ) = Pr

(

γRDmax

1 +
∑Lk

l=1 γIlk
≤ γ

)

=

∫ ∞

0

FγRDmax
(γ (1 + y)) f∑Lk

l=1 γIlk
(y)dy. (3.59)

The CDF of γRDmax
is given by

FγRDmax
(γ) =

[

1− exp

(

− γ

γ̄2

)]N

. (3.60)

Assuming the interferers at the selected destination node have equal powers and

i.i.d fading channels, the PDF of
∑Lk

l=1 γIlk is given by a chi-square density

f∑Lk
l=1 γIlk

(y)dy =
yLk−1

γ̄Lk

ID
Γ(Lk)

exp

(

− y

γ̄ID

)

. (3.61)

Substituting (3.60) and (3.61) in (3.59), and using the result [23, eq. (3.351.3)], a

closed-form expression can be derived for the CDF of γeffRDk
, and is given by

Fγeff
RDk

(γ) =

N∑

n=0

(
N

n

)

(−1)nexp

(

−nγ
γ̄2

)[
Υ

nγ +Υ

]Lk

. (3.62)

Substituting in (3.27), we obtain a closed-form lower bound for the outage proba-

bility of the system.
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In the high SNR regime, we let γ̄1, γ̄2 → ∞, maintaining the ratio γ̄2
γ̄1

a constant

κ. We substitute asymptotic series expansions of the CDFs of γeffSR and γeffRDk
given

by

Fγeff
SR
(x) = 1−

(
1

1 + x
Λ

)L

exp

(

− x

γ̄1

)

≈ 1−
(

1− Lx

Λ
+O(Λ−2)

)(

1− x

γ̄1
+O(γ̄−2

1 )

)

≈ x

γ̄1
[1 + Lγ̄IR] +O(γ̄−2

1 ) (3.63a)

and

Fγeff
RDk

(x) =
N∑

n=0

(
N

n

)

(−1)nexp

(

−nx
γ̄2

)[
1

1 + nx
Υ

]Lk

≈
N∑

n=0

(
N

n

)

(−1)n
(

1− nx

γ̄2
+O(γ̄−2

2 )

)[

1− Lknx

Υ
+O(Υ−2)

]

≈
N∑

n=0

(
N

n

)

(−1)n
(

1−
(
Lknx

Υ
+
nx

γ̄2

))

+O(γ̄−2
2 ) (3.63b)

in (3.27) to obtain (3.29) as an expression for the outage probability in the high-

SNR regime.

3.E The Derivation of (3.36)

Similar to [21], in the high SNR regime we upper bound the e2e SINR using

γasm = min
(
γR, γ̃RD1,k

)
. (3.64)

Then the outage probability in the high SNR regime can be found in the form (3.42).

The CDF of γ̃RD1,k
is given by

Fγ̃RD1,k
(x) = N

N−1∑

l=0

(−1)l
(
N−1
l

)

[

l + ρ
1−ρ

+ 1
] [

1− ρ

(1−ρ)[l+ ρ
1−ρ

+1]

]

×



1− exp




−x

(1− ρ)γ̄2



1− ρ

(1− ρ)
[

l + ρ
1−ρ

+ 1
]











 . (3.65)

Using the approximation exp(−x) ≈ 1 − x when x → 0, and considering only the

terms with the smallest exponent of 1
γ̄1
, the asymptotic outage probability expres-

sion (3.36) is obtained.
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Chapter 4

Ergodic Rate Performance of

Limited Feedback Distributed

Antenna Systems in the Presence of

Interference

The performance of a random vector quantization based transmit precoding dis-

tributed antenna system is investigated in terms of the achievable ergodic rate. An

approximate expression is derived for the ergodic rate of the system considering

the effects of path loss, Rayleigh fading and out-of-cell interference. A moment

matching technique is used to approximate the desired signal power and the total

interference power distributions of the system using a Gamma distribution. The

proposed approximation estimates the performance of the system accurately and

saves computational time in simulations.

4.1 Introduction

Distributed antenna systems (DASs) where users are served using a set of geograph-

ically distributed antenna units (DAUs) connected to a central unit (CU), were first

introduced as a solution to remove coverage dead-spots in indoor locations [1].

Later DASs emerged as a viable solution to provide reduced outages and higher

throughputs in wireless networks [2–5]. A thorough analysis of the achievable er-

godic rate of multiuser multiple antenna DASs with out-of-cell interference was

presented in [6].
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In the majority of the works examining the performance of DASs in multi-cell

networks, it has been assumed that perfect channel state information (CSI) of all

in-cell channels is available at the CU. However, this may impose heavy feedback

requirements on the DASs. Reference [7] gave an overview of the feedback re-

quirements and proposed a limited feedback precoding scheme for DASs. Random

vector quantization (RVQ) limited feedback precoding, proposed in [8], has been

identified as a less complex, suboptimal technique to reduce feedback in co-located

multiple antenna systems. Although, RVQ limited feedback precoding is not opti-

mal for DASs, the performance of DASs with RVQ based precoding can be used

as a benchmark to compare other limited feedback precoding techniques. There are

a limited number of studies that investigate RVQ based precoding in DASs [9, 10],

considering only the cases where there are no sources of interference other than ad-

ditive Gaussian noise. Since DASs have crucial application in heterogeneous net-

works, it is important to investigate their performance in the presence of out-of-cell

interference.

In this chapter, we analyze the performance of DASs with RVQ limited feed-

back precoding in the presence of out-of-cell interference, in terms of achievable

ergodic rate. Since an exact analysis is not mathematically tractable, we propose

an approximate solution for the ergodic rate. We justify our approximations using

extensive Monte Carlo simulations. The proposed approximations will be useful

for practicing engineers to obtain realistic estimates for system design parameters

such as codebook size, number of DAUs, and number of antennas at each DAU.

The remainder of this chapter is organized as follows. In Section 4.2, we present

the DAS model used for our analysis. Section 4.3 presents the new performance

approximations for DAS. Numerical and simulation results are given in Section

4.4, while Section 4.5 concludes this chapter.

The following notations will be used throughout this chapter. The probability

density function (PDF) and the cumulative distribution function (CDF) of a random

variable (RV) X are denoted as fX(x) and FX(x), respectively. The symbol E[·]
denotes expectation while the probability of an event A is denoted Pr(A). A com-

plex Gaussian distribution with mean µ and variance σ2 is denoted as CN (µ, σ2). A
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Gamma distribution with parameters k and θ is denoted by Γ(k, θ). Euler’s Gamma

function is denoted as Γ(·), while the Whittaker function [11, 9.220.4] is denoted

by Wλ,ν(·).

4.2 System Model

Consider a multi-cellular DAS with N DAUs and a central base station. Universal

frequency reuse is assumed among the L neighboring cells. All the base stations

and DAUs are equipped with Nt transmit antennas while the user equipments are

single antenna devices. It is assumed that in each cell, there is only one active

user. Without loss of generality, we consider a typical cell (cell 0 in Fig. 4.1) as

our reference cell for the analysis, while the transmissions of neighboring cells are

treated as co-channel interference.

The DAS uses blanket transmission [3] to serve the users and the macroscopic

channel vector for the user in cell 0 (user 0) can be given as

h =

[√

L
(0)
0 h

(0)
0

√

L
(0)
1 h

(0)
1 · · · ,

√

L
(0)
N h

(0)
N

]

(4.1)

where h
(j)
i denotes the 1 × Nt channel vector with independent and identically

distributed (i.i.d.) CN (0, 1) components from the ith DAU in the j th cell and L
(j)
i

denotes the propagation path loss from the ith DAU in the j th cell. For simplicity,

in theoretical computations and simulations, we use a free-space path loss model to

compute L
(j)
i as

L
(j)
i = P

(j)
i

c2

(4πfcd
(j)
i )2

(4.2)

where P
(j)
i is the power allocated to the ith DAU in the j th cell, c = 3 × 108 m/s,

fc is the carrier frequency and d
(j)
i is the distance from the ith DAU in the j th cell.

Per cell power constraints are assumed such that
∑N

i=0 P
(j)
i = Pc, where Pc is the

power constraint at each cell. The received signal at user 0 can be formulated as

Y (0) = hT(0)x(0) +
∑L

j=1 h
(j)T(j)x(j) + n (4.3)

where h(j) is the macroscopic channel vector from the j th cell to the user 0, T(j)

and x(j) are the transmit precoding vector and the unit energy user data symbol at

the j th cell, and n is additive white Gaussian noise (AWGN) at user 0 distributed as
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Figure 4.1: The multicell DAS model used for numerical and simulation results.

CN (0, σ2
0). It is assumed that perfect knowledge of h is available at the user. How-

ever, due to feedback channel constraints, a quantized version ĥ of the estimated

channel shape h̃ = h

||h||
is available at the CU of cell 0. The quantized channel

shape is found using

ĥ = argmax
f∈F

|h̃fH |2 (4.4)

whereF = {wk}2Bk=1 is the codebook with size 2
B , and wk are 1×NNt vectors. The

user feeds back the index of the quantized channel to the processing station. Then,

the precoding vector T(0) is obtained as T(0) = ĥH . We assume that codebook F
is generated using the principles of RVQ [12]. The codewords wk are independent

and identically distributed on the unit sphere. The codebook is known at both the

user and the AP, and it is changed pseudo-randomly for each symbol period.

4.3 Ergodic Rate Analysis

In this section, we present an approximate analysis of the ergodic rate of the DAS

model given in Section 4.2. For our analysis, it is assumed that the covariance

matrix of the interference channels is known at the user and no further coordination

is assumed among the cells.

73



4.3.1 Limited feedback DAS

From (4.3) and (4.4), the received signal at user 0 can be written as

Y (0) = ‖h‖vx+∑L
j=1 h

(j)T(j)x(j) + n (4.5)

with v = h̃ĥH . Assuming Gaussian signaling [6] and treating out-of-cell interfer-

ence as noise, the ergodic rate of user 0 can be given as

IDAS = E

[

log2

(

1 +

1
σ2
0
‖h‖2|v|2

1 + 1
σ2
0

∑L
j=1 h

(j)T(j)(h(j)T(j))H

)]

(4.6)

where the expectation is taken over the channel realizations and all the possible

RVQ codebooks. In order to evaluate the expectation in (4.6), one requires the

statistics of the signal terms and the total interference term.

Statistics of the Desired Signal Component

The desired signal power is given by

γD = ‖h‖2|v|2 = |v|2∑N
i=0 L

(0)
i ‖h(0)

i ‖2. (4.7)

It has been verified in [10] that ‖h‖2 and |v|2 are independent. According to (4.4),

|v|2 can be given as

|v|2 = max
k=1,··· ,2B

∣
∣
∣
∣

[√

L
(0)
0 h

(0)
0

‖h‖
, , · · · ,

√

L
(0)
N

h
(0)
N

‖h‖

]

wH
k

∣
∣
∣
∣

2

. (4.8)

The CDF of |v|2 for a distributed antenna system with RVQ based limited feedback

was derived and verified in [10], and is given by

F|v|2(x) =
(
1− (1− x)NNt−1

)2B

, 0 ≤ x < 1. (4.9)

The CDF of γD can be given as

Pr(‖h‖2|v|2 < y) =
[

F‖h‖2

(y

x

)

F|v|2(x)
]1

0
+

∫ 1

0

F|v|2(x)f‖h‖2
(
y
x

)
y

x2
dx (4.10)

where integration by parts is applied to obtain (4.10). The PDF of ‖h‖2 can be found
using [13, eq. (13)]. Substituting the PDF of ‖h‖2 and using the identities [11, eq.
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3.471.2 and eq. 3.381.1], the exact expression for the CDF of γD can be obtained

as

FγD(y) =

r∑

k=1

vk∑

l=1

(−1)φklη
k
k

(l − 1)!
γ

(

k,
y

ηk

)

+

2B∑

i=0

r∑

k=1

vk∑

l=1

(
2B

i

)
(−1)i+1φkl

(l − 1)!
(yηk)

k−1
2

× exp

(−y
2ηk

)

Γ(i(NNt − 1) + 1)Wλ,µ

(
y

ηk

)

(4.11)

where λ = 1−2(i(NNt−1)+1)−(2−k)
2

and µ = 2−k
2
, and with

φkl =
(−1)vk

ηvk

∑

τ(k,l)

r∏

m=1
m6=k

(
vm + qm − 1

qm

)
ηqmm

(

1− ηm
ηk

)vm+qm

γ(·, ·) is the incomplete Gamma function defined in [11, eq. 8.350.1], η1, η2, · · · , ηr
are the distinct values of L

(0)
i with multiplicities v1, v2, · · · , vr respectively, so

that
∑r

k=1 vk = NNt, τ(k, l) is the set of r-tuples such that τ(k, l) = {q =

(q1, q2, · · · , qr) ∈ N
r : qk 6= 0,

∑r
m=1 qm = vk − l} and N

r denotes the set of

non-negative integers..

One can identify that the exact form of FγD(y) is complicated and the usability

of (4.11) for performance evaluations is quite low. Therefore, we propose to approx-

imate the distribution of γD using a Gamma distribution. Due to the mathematical

tractability of the Gamma distribution, it is a common practice in wireless com-

munications literature to approximate complicated distributions with the Gamma

distribution [6, 14]. We follow an approach similar to references [6, 14], and use

the second-order moment matching technique to approximate the distribution of γD

with a Gamma distribution.

According to the principles of second-order moment matching, the approximate

Gamma distributionΓ(k, θ) for a distribution with mean µ and variance σ2 will have

parameter values k = µ2

σ2 and θ = σ2

µ
[6]. Therefore, in order to find the appropriate

Gamma approximation, one should compute the mean and variance of γD. Using

the independence of ‖h‖2 and |v|2 the mean can be found as [10]

µ =
∑N

i=0 L
(0)
i Nt

(

1− 2Bβ
(

2B, NNt

NNt−1

))

(4.12)

where β(·, ·) is the beta function defined in [11, 8.380.1]. The variance of γD can

be found using the relations

σ2 = [E(|v|2)]2Var(‖h‖2) + [E(‖h‖2)]2Var(|v|2) + Var(‖h‖2)Var(|v|2) (4.13a)
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Var(|v|2) = 1−∑2B

t=0

(
2B

t

) (−1)t

(t(NNt−1))2+3t(NNt−1)+2
(4.13b)

Var(‖h‖2) = Nt

∑N
i=0

(

L
(0)
i

)2

. (4.13c)

Statistics of the Interference Component

The total interference power at user 0 is given by

PI =
∑L

j=1 h
(j)T(j)(h(j)T(j))H . (4.14)

We assume identical transmission techniques in neighboring cells, where transmit

precoding vectors T(j) are computed using RVQ based codebooks. To the best of

the authors’ knowledge, the exact distribution of PI is not known. However, ex-

ploiting the fact that the precoding vectors T(j) are independent from the channel

vectors h(j) and using the properties of isotropic random vectors, we approximate

the distribution of PI using a Gamma distribution following reference [6], which

used second-order moment matching to approximate a total interference power dis-

tribution in multi-cell DAS.

First we approximate the distribution of νj = ‖h(j)T(j)‖2 using a Gamma dis-

tribution. In order to proceed with this approach, one must have the mean and the

variance of νj . The elements of h(j) are independent but not necessarily identically

distributed complex Gaussian RVs. The precoding vectors T(j) are independent

isotropic random vectors. It was shown in [6, Proposition 11] that the mean and the

variance of ν generated by such random vectors can be calculated using

µvj =
1

NNt

∑NNt

n=1 σ
2
n and

σ2
vj
= 2

(NNt)(NNt+1)

(

2
∑NNt

n=1 σ
4
n +

∑NNt

n=1

∑

k 6=n σ
2
nσ

2
k

)

where σ2
n is the variance of the nth component of h(j). The approximate Gamma

distribution for vj is then given by Γ(kj, θj) with kj =
µ2
vj

σ2
vj

and θj =
σ2
vj

µvj

.

Now, the distribution of total interference power V =
∑

j vj , can be derived as

the distribution of a sum of independent and not necessarily identically distributed

Γ(kj, θj), and is given by [15, eq. (2.9)]. However, the PDF given in [15] has

limited usage for the purpose of ergodic rate analysis due to its complicated form.

Therefore, we propose to approximate the distribution of V using the second-order
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moment matching for a sum of Gamma random variables introduced in [6, Propo-

sition 8]. Following the principles of second-order moment matching, the approx-

imate Gamma distribution for V is given as Γ(ky, θy) with ky =
(
∑

j kjθj)
2

∑

j kjθ
2
j

and

θy =
∑

j kjθ
2
j

∑

j kjθj
.

Rate Computation

The approximate ergodic rate of the system is given by

IDAS = E

[

log2

(

1 +

γD

σ2
0

1+ V

σ2
0

)]

(4.15)

where γD and V are approximately Gamma distributed RVs. However, the expres-

sion (4.15) in its original form is difficult to evaluate analytically. A high signal-to-

noise ratio (SNR) approximation for the ergodic rate when γD and V are Gamma

distributed RVs was proposed in [6]. Applying this approach, the ergodic rate can

be computed using

IDAS ≈ E [log (γD + V )]− E[log(V )]. (4.16)

The proof of (4.16) is straightforward and given in [6, Proposition 9]. The expecta-

tion of the logarithm of a Gamma RV X ∼ Γ(k, θ) is given by

Elog2(X) = ψ(k)log2e + log2(θ) (4.17)

where ψ(·) is the digamma function [11, eq. 8.360.1]. Approximating the signal-

plus-interference term γD+V using a Gamma distribution Γ(kxy, θxy) where kxy =

(kθ+kyθy)2

kθ2+kyθ2y
and θxy =

kθ2+kyθ2y
kθ+kyθy

. and substituting kxy, θxy and (4.17) in (4.16), the

approximate expression for the system ergodic rate can be found as

IDAS ≈ ψ(kxy)log2e + log2(θxy)− ψ(ky)log2e− log2(θy). (4.18)

4.3.2 Conventional limited feedback MISO system

Next, we analyze the ergodic rate when there is a single transmit unit in each cell

and a common per cell power constraint Pc. Without loss of generality, we assume

that only the base station is active in each cell.
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Figure 4.2: Ergodic rate comparisons using different codebook sizes for DAS and

MISO systems.

The exact CDF of the desired signal component is given in [12, eq. 20]. How-

ever, due to the complicated structure of this CDF, it is not readily usable for ergodic

rate computations. Therefore, again we approximate the distribution of γD using a

Gamma distribution with Γ(kc, θc), where the parameters kc and θc can be readily

obtained from (4.12) and (4.13a) by letting N = 1.

An exact solution for the total out-of-cell interference power in this scenario

is not known. Therefore, we approximate the total interference power distribution

using a Gamma distribution as discussed in Section 4.3.1. Then, employing the high

SNR rate approximation (4.16), the approximate ergodic capacity of the system can

be evaluated.

4.4 Numerical and Simulation Results

The network model used for numerical and simulation results is given in Fig. 4.1.

The cell radius is R = 500 m and we use DASs with one base station and 6 DAUs

(equipped with Nt=3) in each cell, where DAUs are deployed such that they are
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Figure 4.3: Ergodic rate comparisons with different DAS topologies.

uniformly spaced on a ring with radius 2R
3

from the base station. The cell of in-

terest (cell 0) is assumed to be affected by 6 interfering cells, uniformly spaced on

a ring of radius 2R from the center of cell 0. The user in cell 0 is located on a

ring with radius Rc and the position of the user on this ring is selected randomly.

Each cell operates with a total power constraint of 1 W. The carrier frequency fc of

the network is assumed to be 2 GHz and the noise power is computed assuming a

bandwidth of 5 MHz and a temperature of 290 K. The ergodic rate of user 0 is es-

timated as a function of Rc where we average over 1000 random user locations for

each value of Rc. To estimate the ergodic rate by simulation, we use 10,000 chan-

nel realizations. The ergodic rates of a DAS with one base station and 3 DAUs at

each cell, as well as a limited feedback conventional multicell MISO system where

only the base station is transmitting with transmit power 1 W, are also computed

for comparison. Furthermore, we conducted rate computations with lower trans-

mit power constraints and found that the approximation is accurate when the total

interference-to-noise power ratio is larger than 15 dB.

Fig. 4.2 shows the ergodic rates for user 0 as a function of distance from the cell

center, calculated using proposed approximation (4.18) and with the rates estimated
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using Monte Carlo simulation. One can observe that the approximations follow ex-

tremely closely the results estimated with simulation. In Fig. 4.3 we compare the

ergodic rate of 3 different network topologies when 4-bit codebook is used for pre-

coding. Results show that each configuration has superior ergodic rate performance

over the other configurations in a particular range of user distance from the cell

center. This fact can be used in network design to determine the optimal number of

DAUs that need to be implemented based on user densities.

The performances with different codebook sizes are compared with the case

where the system uses perfect in-cell CSI at the CU calculated using the results

given in [6]. The performance loss due to limited feedback is significant in DAS

while conventional MISO suffers lesser rate loss with RVQ based precoding. The

asymptotic optimality of RVQ precoding for conventional MISO systems explains

the lower rate loss in MISO systems while DASs suffer higher rate losses with

RVQ precoding. The proposed approximations can be used as a tool to quantify

performance losses with RVQ precoding in DASs and multicell MISO systems.

Furthermore, they can be used to obtain accurate estimates for the system design

parameters such as RVQ codebook size, number of DAUs, and number of antennas

at each DAU, without using time consuming Monte Carlo simulations.

4.5 Conclusion

Simple approximations were derived for the ergodic rate of DASs operating in the

presence of out-of-cell interference. The moment matching technique was used to

approximate the distribution of the desired signal power and the total interference

power of the system. Simulation results were presented to validate the proposed

approximations.
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Chapter 5

Relay Coordination Schemes for

Two-Hop Networks: Two-Cell Case

The outage probability of a two-hop coordinated decode-and-forward relay network

is investigated. The case of two interfering cells is considered. This is analogous

to the case when network coordination is performed with the dominant cochannel

interfering cell. Different levels of network coordination are studied and their per-

formances are compared. Exact expressions are derived for the outage probability

of the system for each coordination method. The impact of user location random-

ness on the outage probability is investigated.

5.1 Introduction

Dual-hop relay assisted wireless communications has been an active research topic

for the last decade. Performance gains identified through theoretical studies and ex-

perimental implementations have led to consideration of relay assisted communica-

tions for upcoming wireless standards such as 3GPP LTE-Advanced (LTE-A) [1,2].

Another novel technique that has been proposed for LTE-A is coordination of net-

work entities to minimize the level of harmful inter-cell interference (ICI). There-

fore, there have been several works recently on wireless systems which combine

network coordination techniques with relay communications.

Reference [3] studied the achievable degrees of freedom when the relays of two

neighbouring cells are coordinated using a zero-forcing (ZF) strategy. In [3], both

the source and the relay nodes were equipped with multiple antennas and the trans-
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mit precoding matrices for source nodes and receiver decoding matrices for relay

nodes were designed based on a zero interference constraint. Reference [4] ex-

tended the results of [3] to support multiple cells with multiple relays and multiple

users. In [4], suboptimal solutions were found for the first- and second-hop transmit

precoders such that the sum-rate of the network is maximized. Reference [5] stud-

ied interference neutralization beamforming for coordinated relay networks. Al-

though previous work on coordinated relay networks proposed sophisticated trans-

mitter and receiver structures for source and relay nodes, there have been almost no

analytical studies related to performance evaluation of relay coordination schemes.

Furthermore, the previous studies do not consider the direct link between the source

and the destination.

In this chapter, we investigate the outage probability of two-hop decode-and-

forward (DF) relay networks, where network coordination is performed with the

cell which causes strongest cochannel interference. Two-cell network models are

practically important, and have been studied in [6–11]. In each cell, we assume

infrastructure relays with multiple antennas, while the source and destination nodes

are single antenna devices. The relay nodes of two cells are coordinated by ex-

changing information between them, while the source nodes do not share any infor-

mation among themselves. Different levels of relay coordination are investigated

based on the type and amount of information available at the relays. Compared

to previous studies on the performance analysis of two-hop relay networks in the

presence of ICI [12–16], we analyze the performance of ICI mitigation schemes for

two-hop networks. Our contributions are highlighted below.

• Exact expressions are derived for the outage probability of the system for four

coordination scenarios.

• In certain applications, complex exact outage probability expressions may

not provide direct insights regarding how system parameters affect the sys-

tem performance. To facilitate insight and oversight, we derive asymptotic

results for the outage probability of the system in the high signal-to-noise

ratio (SNR) regime.
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• It is important to consider the randomness of the mobile station (MS) loca-

tions in performance evaluations to obtain a realistic estimate on the service

quality achievable in a network. We propose approximation techniques to

account for user location randomness in outage probability computations by

evaluating the area outage probability of the system.

The remainder of this chapter is organized as follows. In Section 5.2, we present

the system models for each relay coordination method considered in our analysis.

For each model, the resultant signal-to-interference plus noise ratios (SINRs) at the

MSs are presented. In Section 5.3, we derive expressions for the outage proba-

bility of each scenario described in Section 5.2. Section 5.4 presents the outage

probability analysis for the asymptotically high SNR regime. The performance im-

provements achievable by implementing multiple antennas at the source nodes are

studied in Section 5.5. Performance approximations that account for the user loca-

tion randomness are given in Section 5.6. Some numerical and simulation results

are presented in Section 5.7, while Section 5.8 concludes this chapter. The deriva-

tions of the outage probability expressions are presented in appendices.

We will use the following notations throughout this chapter. The probability

density function (PDF) and the cumulative distribution function (CDF) of a ran-

dom variable (RV) X are denoted as fX(x) and FX(x), respectively. The symbol

E[·] denotes mathematical expectation while the probability of an event A is de-

noted Pr(A). Lowercase bold letters and uppercase bold letters are used to denote

column vectors and matrices, respectively. A complex Gaussian distribution with

mean µ and variance σ2 is represented as CN (µ, σ2), and a gamma distribution with

parameters k and m is represented as G(k,m). The gamma function is denoted as

Γ(·). An identity matrix with size l × l is denoted Il.

5.2 System Models

We consider a network model where two interfering cells which use infrastructure

relay assisted two-hop communications to serve mobile users, try to coordinate the

ICI using relay coordination. In a practical network point of view, this scenario is
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similar to a case where ICI coordination is performed only with the cochannel cell

with the most dominant interference. Once the dominant component of the ICI is

mitigated, the remaining interference can be considered as an increase in the ther-

mal noise level. We assume that the two-hop communication is performed with the

aid of infrastructure based DF relays with multiple antennas (Nr ≥ 2) [2, 17–21]

while the source nodes (BSs) and destination nodes (MSs) are single antenna de-

vices. For comparisons, we also present an analysis for the case where source nodes

are equipped with multiple antennas as well. The source nodes, relays and destina-

tion modes are denoted as BSk,Rk and MSk for k ∈ {1, 2}. The communication

between the BSs and the MSs occurs in two time slots. In the first time slot, BSs

transmit their data to MSs and relays. The relays decode the data they received

in the first time slot and retransmit the decoded data in the second time slot. The

relays operate in the selective DF mode where the relay transmits in the second hop

only if the first-hop transmission was correctly decoded. If the first-hop reception

was not correctly decoded, the relay informs the MS via a control channel and the

MS uses only the signal received in first time slot for data decoding. For analytical

tractability, we assume that the MSs apply selection combining (SC) on the sig-

nals they received in two time slots. We consider two SC schemes, namely SINR

based selection [22], where the MSs select the signal with the largest SINR, and

desired signal power based selection, where the MSs have only the statistical chan-

nel state information (CSI) of the interference links. Without loss of generality, we

select MS1 for our analysis. The performance metrics for MS2 can be deduced in

a straightforward manner from the results for MS1. The model used in the analysis

can be identified as a scenario where infrastructure nodes are being used to coor-

dinate interference among the small cells where peer-to-peer or device-to-device

(D2D) type communications are taking place. D2D communications are expected

to be more commonplace in LTE-A and 5th generation (5G) networks. Although,

we refer to the infrastructure nodes as ’relays’, these nodes could be any remote

radio unit (RRU) connected to the other RRUs via a backhaul. The received signal

at R1 and MS1 during the first time slot can be given as

yR1 = hB1,R1 s1 + hB2,R1 s2 + nR,1 (5.1a)
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yM1,1 = gB1,M1s1 + gB2,M1s2 + nM1,1 (5.1b)

where hB1,R1 is the Nr × 1 channel vector between BS1 and R1 with elements

distributed as CN (0, LB1,R1), hB2,R1 is the Nr × 1 channel vector between BS2

and R1 with elements distributed as CN (0, LB2,R1), nR,1 ∼ CN (0, N0INr
) is the

additive white Gaussian noise (AWGN) at R1, gB1,M1 ∼ CN (0, LB1,M1) is the

channel gain between BS1 and MS1, gB2,M1 ∼ CN (0, LB2,M1) is the channel gain

between BS2 and MS1, nM1,1 ∼ CN (0, N0) is the AWGN at MS1, and s1 and s2 are

the unit energy data symbols intended for MS1 andMS2, respectively. The values of

LB1,R1, LB2,R1, LB1,M1 and LB2,M1 are determined by a simplified path loss model

La,b = PaK

[
d0
da,b

]η

(5.2)

where Pa is the transmit power of node a, da,b is the distance between nodes, d0

is a reference distance for the antenna far field, K(dB) = 20log10
λ

4πd0
, λ is the

wavelength of the carrier signal, and η is the path loss exponent.

Depending on the level of coordination between the relays, we consider four

scenarios. They are summarized in Table 5.1.

Table 5.1: Relay coordination schemes

Scenario Description

1 Local CSI available at the infrastructure relays and the MSs.

Relay backhaul is not available. Maximal ratio combining (MRC)

and maximal ratio transmission (MRT) are used at the relays.

2 Relays estimate the first-hop interference channel while MSs only

estimate and feedback the local CSI. Relay backhaul is not available.

Minimum mean-square error (MMSE) receiver and MRT are used at

the relays.

3 Relays and MSs estimate the interference CSI and the MSs feedback

the local and interference CSI separately. CSI of the interference

channels are shared. MMSE and ZF used at the relays.

4 Relays and MSs estimate the interference CSI and the MSs feedback

the CSI of the superimposed channel. Decoded data at the relays and the CSI

of the superimposed channel are shared.
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5.2.1 Scenario 1: No network coordination

When no network coordination is implemented, the relays use MRC for the signals

they received during the first hop and the resulting SINR at R1 can be found as [23]

γMRC,1 =
||hB1,R1||2

N0 +
|hH

B1,R1hB2,R1|2

||hB1,R1||2
. (5.3)

The SINR at MS1 from the signals received in the first time slot is given by

γM1,1 =
|gB1,M1|2

N0 + |gB2,M1|2
. (5.4)

We assume that the relay is able to successfully decode the transmitted symbols

if the SINR at the relay is greater than or equal to a predetermined SINR threshold,

γth. When the relays do not coordinate, the second-hop transmission is equivalent

to a multiple input single output (MISO) interference channel. The best strategy

for each relay is to use MRT, which is the Nash equilibrium solution for a MISO

interference channel [24]. Then, the received signal at MS1 is given by

yM1,2 = hT
R1,M1wR1s1 + hT

R2,M1wR2s2 + nM1,2

where hR1,M1 is the Nr × 1 channel vector between R1 and MS1 with elements

distributed as CN (0, LR1,M1), hR2,M1 is theNr × 1 channel vector between R2 and

MS1 with elements distributed as CN (0, LR2,M1), wRk =
h∗
Rk,Mk

||hRk,Mk|| is the MRT

weight vector of the kth relay, and nM1,2 ∼ CN (0, N0) is the AWGN at MS1 during

the second time slot. If R2 could not decode the first-hop data symbols, the received

signal at MS1 during the second time slot is interference free. The resulting SINRs

can be found as

γIM1,2 =
||hR1,M1||2

N0 +
|hh

R2,M2hR2,M1|2

||hR2,M2||2
(5.5)

for the case when R2 decoded s2 correctly and

γNIM1,2 =
||hR1,M1||2

N0

(5.6)

for the case when R2 is silent in the second time slot.

If MS1 uses SINR based SC, the output SINR at MS1 is given by
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γM1 = max (γM1,1, γM1,2) (5.7)

where γM1,2 is either γ
I
M1,2 or γ

NI
M1,2. We refer to this scheme as SC-1.

When MS1 uses the CSI of the R1-MS1 channel and the statistical CSI of the

R2-MS1 link, the output SINR is given by

γSIM1 =







γM1,1 if
|gB1,M1|

2

N0+LB2,M1
>

||hR1,M1||2
N0+LR2,M1

γIM1,2 if
|gB1,M1|

2

N0+LB2,M1
≤ ||hR1,M1||2

N0+LR2,M1

(5.8)

for the case when R2 decoded s2 correctly. When R2 is silent during the second

time slot, the output SINR at MS1 is given by

γSM1 =







γM1,1 if
|gB1,M1|

2

N0+LB2,M1
>

||hR1,M1||2
N0

γNIM1,2 if
|gB1,M1|

2

N0+LB2,M1
≤ ||hR1,M1||2

N0

(5.9)

where we assume that the MSs are capable of determining whether interference is

present or not. We refer to this scheme as SC-2. Since the SC-2 scheme requires

only the statistical CSI of the interference links, SC-2 is preferred over SC-1 for

uncoordinated networks.

5.2.2 Scenario 2: First-hop interference CSI estimation

When Rk has the CSI of the BSj − Rk link, it applies MMSE reception on the

signals received in the first time slot. The receiver weight vector at the kth relay is

computed as

wMMSE = R−1
k hBk,Rk (5.10)

where Rk = hBj,Rkh
H
Bj,Rk + N0INr

, j, k ∈ {1, 2}, j 6= k. The resulting SINR at

R1 is given by

γMMSE,1 = hH
B1,R1R

−1
1 hB1,R1. (5.11)

Since only the CSIs of the first hop are estimated, the second hop transmission and

the resulting SINRs are identical to Scenario 1.
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5.2.3 Scenario 3: Sharing second-Hop CSI

In this scenario, the relays use MMSE reception in the first time slot. We assume

that MSk estimates the CSI of the interference link Rj-MSk and feeds this CSI back

to Rk. The relays exchange these CSIs through a backhaul link. Now, the relays use

a transmit strategy which creates no interference for the MS in the cochannel cell.

We select ZF transmission at the relays. The transmit beamforming vector at R1 is

computed as

wZF
R1 =

Π⊥
h∗
R1,M2

h∗
R1,M1

∣
∣
∣

∣
∣
∣Π⊥

h∗
R1,M2

h∗
R1,M1

∣
∣
∣

∣
∣
∣

2 (5.12)

where Π⊥
X = Il −X(XHX)−1XH is the projection onto the orthogonal comple-

ment of the column space of X [24], and l is the length of X . The SINR of the

received signal at MS1 for the second time slot is given by

γZFM1,2 =
|(wZF

R1)
ThR1,M1|2
N0

. (5.13)

In addition to CSI exchange, the relays can include a one-bit flag declaring whether

the first-hop decoding was successful or not. If R2 informs that s2 was not decoded

successfully, then R1 can use MRT for second-hop transmission. When this occurs,

the SINR of the received signal at MS1 for the second time slot is given by

γMRT
M1,2 =

||hR1,M1||2
N0

. (5.14)

5.2.4 Scenario 4: Sharing CSI and data

Similar to Scenarios 2 and 3, the relays use MMSE reception to decode data sym-

bols from the first time slot transmissions. If both relays have access to codebooks

of both BSs, each relay is able to decode both s1 and s2. However, if Rk only has

knowledge of the codebook of BSk, the relay can decode only sk. Then the re-

lays exchange decoded data and CSI through a backhaul link. In the second time

slot, two relays operate as a DAS. We assume the suboptimal ZF multiuser blanket

transmission (BT) scheme proposed for DASs in [25]. Both relays transmit identi-

cal data symbols using identical beamforming vectors. To implement this scheme,

MSk has to feedback the CSI of the superimposed channel hk = hRk,Mk +hRj,Mk.
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Therefore, this scheme reduces the CSI estimation and feedback overhead. The

macroscopic multiuser channel matrix can be given as

HR = [h1 h2]
H . (5.15)

The ZF precoder matrix ZR is obtained by finding the pseudo-inverse of HR and

normalizing the columns. The kth column ofZR, zk, is used as the precoding vector

for MSk. The resulting SINR at MS1 during the second time slot is given by [25]

γBT,ZFM1,2 =
1
2
|hT

1 z1|2
N0

. (5.16)

If R2 could not decode the first-hop data symbols, both relays transmit s1 by apply-

ing MRT on the superimposed channel h1. The corresponding MRT weight vector

is given by wBT,MRT
R =

h∗
1

||h1||
. We refer to this as the BT-1 scheme. The resulting

SINR at MS1 during the second time slot is given by

γBT,MRT
M1,2 =

||h1||2
N0

. (5.17)

In the BT-2 scheme, both relays have the knowledge of the codebooks used by both

BSs. Therefore, MSk will not be served by the relays only if both relays couldn’t

decode sk in the first time slot. If only sk is decoded by the relays, then MSk will

be served by applying MRT on the superimposed channel hk. The resulting SINR

is equivalent to (5.17). If s1 and s2 were successfully decoded by at least one relay,

then both MSs are served by applying ZF precoding similar to the BT-1 scheme.

5.3 Outage Probability Analysis

In this section, we present the statistical characterization of output SINR for each of

the four scenarios introduced in Sec. 5.2, and use the statistics to derive expressions

for the system outage probability for each scenario.

5.3.1 Scenario 1: No network coordination

The RV ||hB1,R1||2 is distributed as G(Nr, LB1,R1) and the interference power
|hH

B1,R1hB2,R1|
2

||hB1,R1||2
is distributed as G(1, LB2,R1) [24]. The CDF of a gamma distributed RV X with

91



G(N, γ̄) is given by

FX(x) = 1− exp

(

−x
γ̄

)N−1∑

n=0

xn

n!γ̄n
(5.18)

when N is an integer. The CDF of γMRC,1 can be found as [23]

FγMRC,1
(x) = 1− e

−x
γ̄R

Nr−1∑

n=0

n∑

k=0

(
n

k

)
k!xnΦ

n!γ̄n−k
R (x+ Φ)k+1

(5.19)

where γ̄R =
LB1,R1

N0
and γ̄IR =

LB2,R1

N0
and Φ = γ̄R

γ̄IR
. The CDF of γM1,1 can be

derived as [26]

FγM1,1
(x) = 1−

(
Υ

x+Υ

)

exp

(−x
γ̄B1

)

(5.20)

where Υ =
LB1,M1

LB2,M1
and γ̄B1 =

LB1,M1

N0
. The CDF of γIM1,2 is given by

FγI
M1,2

(x) = 1− e
−x
γ̄M

Nr−1∑

n=0

n∑

k=0

(
n

k

)
k!xnΩ

n!γ̄n−k
M (x+ Ω)k+1

(5.21)

where γ̄M =
LR1,M1

N0
and γ̄IM =

LR2,M1

N0
and Ω = γ̄M

γ̄IM
. The RV γNIM1,2 is distributed

as G
(

Nr,
LR1,M1

N0

)

. The CDF of the output SINR with the SC-1 scheme is given by

FγM1
(x) = FγM1,1

(x)× FγM1,2
(x). (5.22)

For the SC-2 scheme, the CDF of the output SINR is given by

FγSI
M1

(x) = FγM1,1
(x)× FγM1,2

(x)

+

∫ ∞

0

∫ ∞

0

∫ CBx
D

Ax

∫ Bx

Dγ1
C

fG1,G2(γ1, γ2)fγI1(γI1)fγI2(γI2)

dγ2dγ1dγI1dγI2 (5.23)

where G1 =
|gB1,M1|

2

N0
, G2 = γNIM1,2, A = 1 + γI1, B = 1 + γI2, C = 1 + γ̄IM ,

D = 1 + γ̄IR, γI1 =
|gB2,M1|

N0
and γI2 =

|hH
R1,M1hR2,M1|

2

N0||hR1,M1||2 . A closed-form solution for
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(5.23) can be found as

FγSI
M1

(x) = exp

[

−x
(

C

Dγ̄B1
+

1

γ̄M

)]N1−1∑

k=0

k∑

n=0

(
k

n

)
xkn!

k!γ̄k−n
M

Dn+1Ω
(

xC γ̄M
γ̄B1

+ xD + Ω
)n+1

−exp

[

−xC
D

(
1

γ̄B1
+

D

Cγ̄M

)]N1−1∑

k=0

k∑

n=0

n∑

j=0

(
n
j

)
xnCn−kj!

[
1

γ̄B1
+ D

Cγ̄M

]n−k−1

n!Dn−k−j−1γ̄B1

Ωγ̄jM
(

Cx γ̄M
γ̄B1

+ xD + Ω
)j+1

+exp

[

−x
(

1

γ̄B1
+

D

Cγ̄M

)]N1−1∑

k=0

k∑

n=0

n∑

j=0

(
n
j

)
xnDkj!

[
1

γ̄B1
+ D

Cγ̄M

]n−k−1

n!Cn−j−1γ̄kM

Υγ̄j−1
B1

(
xDγ̄B1

Cγ̄M
+ xC + CΥ

)j+1

+ FγM1,1
(x) + FγI

M1,2
(x)− 1. (5.24)

The derivation steps for (5.24) are shown in Appendix 5.A. A closed-form expres-

sion for the CDF of γSM1 can be found as

FγS
M1

(x) = exp

[

−Cx
(

1

γ̄B1

+
1

Cγ̄M

)]N1−1∑

n=0

n∑

k=0

xk

k!Cn−kγ̄nM γ̄B1

(
1

γ̄B1

+
1

Cγ̄M

)k−n−1

+exp

[

−x
(

1

γ̄B1
+

1

Cγ̄M

)]N1−1∑

n=0

n∑

k=0

k∑

j=0

(
k
j

)
xkj!

[
1

γ̄B1
+ 1

Cγ̄M

]n−k−1

k!Cn−j−1γ̄nM

Υγ̄j−1
B1

(
xγ̄B1

Cγ̄M
+ xC + CΥ

)j+1

+ FγM1,1
(x) + FG1(x)FG2(Cx)− FG1(Cx) (5.25)

We recognize that the system is in outage when the resultant SINR at MS1 drops

below a predetermined threshold γth. Then, the outage probability is calculated as

Pout,S1 = Pr(γMRC,1 ≥ γth and γMRC,2 ≥ γth)FγM1,1
(γth)FγI

M1,2
(γth)

+ Pr(γMRC,1 ≥ γth and γMRC,2 < γth)FγM1,1
(γth)FγNI

M1,2
(γth)

+ Pr(γMRC ,1 < γ th )FγM1,1
(γth) (5.26)

where we have used the total probability theorem [27]. Since the events γMRC,1 ≥
γth and γMRC,2 ≥ γth are independent, the outage probability can be evaluated using

Pout,S1 = (1− FγMRC,1
(γth))(1− FγMRC,2

(γth))FγM1,1
(γth)FγI

M1,2
(γth)

+ (1− FγMRC,1
(γth))FγMRC,2

(γth)FγM1,1
(γth)FγNI

M1,2
(γth)

+ FγMRC,1
(γth)FγM1,1

(γth). (5.27)
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The outage probability expression for the SC-2 scheme can be deduced from (5.27)

as

Pout,S1 = (1− FγMRC,1
(γth))(1− FγMRC,2

(γth))FγSI
M1

(γth)

+ (1− FγMRC,1
(γth))FγMRC,2

(γth)FγS
M1

(γth) + FγMRC ,1
(γth)FγM1,1

(γth). (5.28)

5.3.2 Scenario 2: First-hop interference CSI estimation

We simplify (5.11) using eigendecomposition ofR1 to obtain

γMMSE,1 = hH
B1,R1UΛ−1U−1hB1,R1 = αHΛ−1α (5.29)

where α = U−1hB1,R1, U is a unitary matrix, and Λ is a diagonal matrix of

eigenvalues ofR. The matrixR can be identified as an addition of a rank-1 matrix

and a diagonal matrix. The eigenvalues of R have a special structure where one

eigenvalue is equal to N0 + ||hB2,R1||2 and the other Nr − 1 eigenvalues are equal

to N0. Then, γMMSE,1 can be given as

γMMSE,1 =
|α1|2

N0 + ||hB2,R1||2
+

Nr∑

k=2

|αk|2
N0

︸ ︷︷ ︸

Z

(5.30)

where αk, k ∈ {1, 2, · · · , Nr} are the elements of α. Due to the fact that the

product of a Gaussian random vector and a unitary matrix has statistics identical to

the original Gaussian random vector, the elements in α have identical statistics as

the elements in hB1,R1. Using [28, 1.2.4.3] and [29], the CDF of γMMSE,1 can be

derived as

FγMMSE,1
(x) = FZ(x)−

[

γ̄Re
−x
γ̄R xNr−1Φ−Nr+1

γ̄Nr

IR (Φ + x) Γ(Nr)

]

(5.31)

where Z ∼ G (Nr − 1, γ̄R).

The system outage probability for Scenario 2 can be deduced by replacing

FγMRC,1
(x) and FγMRC,2

(x) with FγMMSE,1
(x) and FγMMSE,2

(x), respectively.

5.3.3 Scenario 3: Sharing second-hop CSI

In this scenario, the CDFs of the first-hop SINRs are equivalent to FγMMSE,1
(x) and

FγMMSE,2
(x). The RV γZFM1,2 is distributed as G

(

Nr − 1,
LR1,M1

N0

)

[24] and the RV
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γMRT
M1,2 is distributed as G

(

Nr,
LR1,M1

N0

)

. When the relays do not share the informa-

tion regarding their success or failure of decoding the first-hop data symbols, the

system outage probability can be found as

Pout,S3 = (1− FγMMSE,1
(γth))FγM1,1

(γ th)FγZF
M1,2

(γth)

+ FγMMSE ,1
(γth)FγM1,1

(γth). (5.32)

When relays use an additional bit to indicate the success or failure of decoding the

first-hop data symbols, the system outage probability can be found as

Pout,S3 = (1− FγMMSE,1
(γth))(1− FγMMSE,2

(γth))FγM1,1
(γth)FγZF

M1,2
(γth)

+ (1− FγMMSE,1
(γth))FγMMSE,2

(γth)FγM1,1
(γth)FγMRT

M1,2
(γth)

+ FγMMSE,1
(γth)FγM1,1

(γth). (5.33)

5.3.4 Scenario 4: Sharing CSI and data

The distributions of the RVs γBT,ZFM1,2 and γBT,MRT
M1,2 can be found as G

(

Nr − 1,
LR1,M1+LR2,M1

2N0

)

and G
(

Nr,
LR1,M1+LR2,M1

N0

)

, respectively [25]. The factor 1
2
appears because the re-

lay divides it’s available power for two user symbols. For the BT-1 scheme, the

system outage probability can be found as

Pout,S4 = Pr(γMMSE,1 ≥ γth and γMMSE,2 ≥ γth)FγM1,1
(γth)FγBT,ZF

M1,2
(γth)

+ Pr(γMMSE,1 ≥ γth and γMMSE,2 < γth)FγM1,1
(γth)FγBT,MRT

M1,2
(γth)

+ Pr(γMMSE ,1 < γth)FγM1,1
(γth). (5.34)

Since the events γMMSE,1 ≥ γth and γMMSE,2 ≥ γth are independent, the outage

probability can be evaluated using

Pout,S4 = (1− FγMMSE,1
(γth))(1− FγMMSE,2

(γth))FγM1,1
(γth)FγBT,ZF

M1,2
(γth)

+ (1− FγMMSE,1
(γth))FγMMSE,2

(γth)FγM1,1
(γth)FγBT,MRT

M1,2
(γth)

+ FγMMSE,1
(γth)FγM1,1

(γth). (5.35)
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For the BT-2 scheme, the system outage probability is given by

Pout,BT2 = Pr(s1 ∈ D and s2 ∈ D)FγM1,1
(γth)FγBT,ZF

M1,2
(γth)

+ Pr(s1 ∈ D and s2 /∈ D)FγM1,1
(γth)FγBT,MRT

M1,2
(γth)

+ Pr(s1 /∈ D)FγM1,1
(γth) (5.36)

where D is the set of decoded symbols. In general, the events s1 ∈ D and s2 ∈ D
are not independent. Therefore, finding an exact expression for the outage probabil-

ity for the case where relays share the codebooks, appears to be intractable. We de-

rive a performance upper bound by assuming independence between s1 ∈ D and s2 ∈
D, which can be computed as

Pout,BT2 ≈ Pr(γs1R,1 < γth and γ
s1
R,2 < γth)FγM1,1

(γth)+
[
Pr(γs1R,1 ≥ γth or γ

s1
R,2 ≥ γth) Pr(γ

s2
R,1 ≥ γth or γ

s2
R,2 ≥ γth)

FγM1,1
(γ th)FγBT,ZF

M1,2
(γth)

]

+
[
Pr(γs1R,1 ≥ γth or γ

s1
R,2 ≥ γth)

Pr(γs2R,1 < γth and γ
s2
R,2 < γth)FγM1,1

(γth)FγBT,MRT
M1,2

(γth)
]

(5.37)

where γskR,j is the SINR of kth symbol at Rj , j, k ∈ {1, 2}. The system outage

probability can be lower bounded as

P LB
out,BT2 ≈ Fγs1

R,1
(γth)Fγs1

R,2
(γth)FγM1,1

(γth)+
[(

1− Fγs1
R,1
(γth)Fγs1

R,2
(γth)

)(

1− Fγs2
R,1
(γth)Fγs2

R,2
(γth)

)

FγM1,1
(γ th)FγBT,ZF

M1,2
(γth)

]

+
[(

1− Fγs1
R,1
(γth)Fγs1

R,2
(γth)

)

Fγs1
R,1
(γth)Fγs1

R,2
(γth)FγM1,1

(γth)FγBT,MRT
M1,2

(γth)
]

(5.38)

where Fγsk
R,j
(x) is the CDF of the kth symbol’s SINR at Rj , j, k ∈ {1, 2}. Following

the derivation of FγMMSE,1
(x), Fγs2

R,1
(x) and can be derived as

Fγs2
R,1
(x) = FZB2,R1

(x)− γ̄B2,R1e
−x

γ̄B2,R1 xNr−1Ψ1−Nr

γ̄Nr

B1,R1 (Ψ + x) Γ(Nr)
(5.39)

where ZB2,R1 ∼ G(Nr − 1, γ̄B2,R1), γ̄B2,R1 =
LB2,R1

N0
= γ̄IR, γ̄B1,R1 =

LB1,R1

N0
= γ̄R

and Ψ =
γ̄B2,R1

γ̄B1,R1
. The CDFs of γs1R,2, and γ

s2
R,2 can be derived in a similar manner as

used to derive (5.39).
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5.3.5 Comparison with optimal combining at the MSs

In our analysis, we considered SC at the MSs for analytical tractability. However,

for comparison, here we present the analysis for the case when the MSs use MMSE

combining (optimal combining (OC)) to combine the signals received in two time

slots for Scenarios 3 and 4. Following [11, Sec. III-B], we represent the received

signals in the two time slots using vector notations

yMS = hds1 + hIs2 + n (5.40)

where hd =
[
||heff||2 gB1,M1

]T
, ||heff||2 is the effective channel from the RS to the

MS, hI = [0 gB2,M1]
T
and n = [nM1,1 nM1,2]

T
. Following a similar procedure as

used in [11], the SINR at the MS1 can be represented as

γMS1,OC =
|gB1,M1|2

N0 + |gB2,M1|2
︸ ︷︷ ︸

γM1,1

+
||heff||2
N0

︸ ︷︷ ︸

γRD
M1,2

(5.41)

where γRD
M1,2 is determined by the relay coordination scheme. We derive the cu-

mulative distribution function (CDF) of γMS1,OC for a general case where γRD
M1,2 is

distributed as G (Nk, γ̄RD). The CDF of γMS1,OC can be given as

FγMS1,OC
(x) = Pr

(
γB1,M1

1 + γB2,M1
+ γRD

M1,2 ≤ x

)

=

∫ x

0

∫ ∞

0

FγB1,M1
((x− Z)(1 + Y )) fγB2,M1

(Y )fγRD
M1,2

(Z)dY dZ.

(5.42)

After some manipulations, we obtain

FγMS1,OC
(x) =

−e−
x

γ̄B1

Γ(Nk)γ̄
Nk

RD

∫ x

0

ΥZNk−1e
−
(

1
γ̄RD

− 1
γ̄B1

)

−Z + (x+Υ)
dZ + FγRD

M1,2
(x). (5.43)

When γ̄RD = γ̄B1, the integral can be solved using [28, 1.2.4.3] to obtain

FγMS1,OC
(x) = FγRD

M1,2
(x)− e

− x
γ̄B1 xNkΥ

Γ(Nk + 1)γ̄Nk

RD(x+Υ)

2F 1

(

1, Nk;Nk + 1;
x

x+Υ

)

. (5.44)

97



When γ̄RD 6= γ̄B1, we follow the approach used in [30] to obtain FγMS1,OC
(x) as

FγMS1,OC
(x) = FγRD

M1,2
(x) +

e
− x

γ̄B1 e
x+Υ
γ̄ Υ

Γ(Nk)γ̄
Nk

RD

Nk−1∑

j=0

(
Nk − 1

j

)

(x+Υ)Nk−1−j Î(Υ, j, γ̄) (5.45)

where

Î(Υ, j, γ̄) =

∫ −Υ

−(x+Υ)

yj−1e
y
γ̄ dy (5.46a)

can be solved as

=







Ei
(

−Υ
γ̄

)

− Ei
(

−(x+Υ)
γ̄

)

if j = 0

γ̄
(

e
−Υ
γ̄ − e

−(x+Υ)
γ̄

)

if j = 1

e
−Υ
γ̄

(
∑j−1

k=0

(−1)kk!(jk)(−1)j−k

( 1
γ̄ )

k+1 Υj−k

)

−e
−(x+Υ)

γ̄

(
∑j−1

k=0

(−1)kk!(jk)(−1)j−k(x+Υ)j−k

( 1
γ̄ )

k+1

)

if j > 1

(5.46b)

1

γ̄
=

1

γ̄B1

− 1

γ̄RD

(5.46c)

where Ei(·) is the exponential integral function defined in [31, eq. 8.211.1].

5.4 Performance Approximations for the High-SNR

Regime

The expressions derived in Sec. 5.3 are useful for obtaining exact numerical values

for the system outage probability. However, they may not provide direct insights

into the system such as the diversity order and the array gain of the system. There-

fore, we derive expressions for the outage probability when the transmit power is

asymptotically large. The asymptotic outage probability expressions can be used to

directly evaluate the diversity order and the array gain of the system. We assume

γ̄M = νγ̄R, γ̄B1 = κγ̄R, γ̄B1,R2 = τ γ̄R and Φ2 =
γ̄B2,R2

γ̄B1,R2
, where γ̄B2,R2 =

LB2,R2

N0

and γ̄B1,R2 =
LB1,R2

N0
. To identify the outage probability behaviour in the large SNR

regime, we let γ̄R → ∞. The asymptotic outage probability expressions are given

in Table 5.2, whereO
(
γ̄−n
R

)
denotes terms with the exponent of γ̄R smaller than n.
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Table 5.2: Asymptotic outage probability

Scenario Asymptotic outage probability

1 P∞
S1 =

γNr+1
th

(γth+Υ)(γth+Φ)Nr
+

(

γNr+1
th

(γth+Υ)(γth+Ω)Nr

(

1−
(

γth
γth+Φ

)Nr

)

(

1−
(

γth
γth+Φ2

)Nr

))

+O
(
γ̄−1
R

)

2 P∞
S2 =

γNr+1
th

(γth+Υ)(γth+Ω)Nr
+O

(
γ̄−1
R

)

3 P∞
S3 =

γNr+1
th

Γ(Nr)γ̄
Nr−1
R

(γth+Φ)(γth+Υ)
+

γNr
th

Γ(Nr)(γth+Υ)(νγ̄R)Nr−1 +O
(
γ̄−Nr

R

)

BT-1 P∞
BT1 =

γNr+1
th

Γ(Nr)γ̄
Nr−1
R

(γth+Φ)(γth+Υ)
+

γNr
th

Γ(Nr)(γth+Υ)γ̄Nr−1
R ( ν

2
+ ν

2Ω)
Nr−1

+O
(
γ̄−Nr

R

)

BT-2 P∞
BT2 =

γNr
th

Γ(Nr)(γth+Υ)γ̄Nr−1
R ( ν

2
+ ν

2Ω)
Nr−1 +O

(
γ̄−Nr

R

)

5.5 Performance ImprovementWithMultiple Anten-

nas at the Source Nodes

In this section, we study the system outage probabilities with multiple antennas at

the source nodes. We assume that the source nodes use transmit antenna selection

(TAS) for the first-hop transmission. The motivation for the choice of TAS is that it

requires only few bits of feedback between the source and relay nodes. We assume

that TAS is performed with local CSI only. Joint TAS schemes are not considered in

our analysis. We assume that each BS is equipped with Nt antennas. The transmit

antenna selection at R1 is performed as

t1 = argmax
1≤n≤Nt

{||gn,1||2} (5.47)

where gn,1 is theNr×1 channel vector between the nth source antenna and R1. The

elements of gn,1 are distributed as CN (0, LB1,R1).

5.5.1 Scenario 1: No network coordination

The SINR at R1 is given by

γS1TAS,1 =
||gt1,R1||2

N0 +
|gH

t1,R1gt2,R1|2

||gt1,R1||2
(5.48)
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where gt2,R1 is the channel vector between the selected antenna at BS2 and R1 with

elements distributed as CN (0, LB2,R1). The interference power term
|gH

t1,R1gt2,R1|
2

||gt1,R1||2
is distributed as G(1, LB2,R1). The CDF of γS1TAS,1 can be found using [32, eq. (17)]

and [31, 3.351.3] as

FγS1
TAS,1

(x) = 1−
Nt∑

q=1

(
Nt

q

)

(−1)q−1e
−qx
γ̄R

Nr∑

m1=1

· · ·
Nr∑

mq=1

ms∑

r=0

×
(
ms

r

)
xms

∏q
p=1(mp − 1)!

r!Φ

γ̄ms−r
R (Φ + qx)r+1

(5.49)

where ms =
∑q

p=1(mq − 1). The CDF for the SINR at R2 can be found simi-

larly. The system outage probability can be computed by replacing FγMRC,1
(γth) and

FγMRC,2
(γth) with FγS1

TAS,1
(th) and FγS1

TAS,2
(th) in (5.27) and (5.28).

5.5.2 Scenario 2: First-hop interference CSI estimation

Since the relays do not perform joint antenna selection, they use local CSI for de-

termining the transmit antenna index. However, since the relays are capable of

estimating the CSI of the interference link, they use a MMSE receiver for signal

combining in the first hop. The SINR at R1 is given by

γS2TAS,1 =
|ζ1|2

N0 + ||gt2,R1||2
+

Nr∑

k=2

|ζk|2
N0

︸ ︷︷ ︸

ZM

(5.50)

where ζk, k ∈ [1, Nr] have the same statistics as the elements of gt1,R1. Deriving

an exact expression for the CDF of γS2TAS,1 appears to be intractable. Therefore, we

derive a tight upper bound assuming that transmit antenna was selected to maximize

SINR at R1 as

t1 = argmax
1≤n≤Nt

{ |ζ1,n|2
N0 + ||gt2,R1||2

+

Nr∑

k=2

|ζk,n|2
N0

}

(5.51)

where ζk,n, k ∈ [1, Nr], have the same statistics as the elements of gn,R1. Then, the

approximate CDF of γS2TAS,1 can be found as

FγS2
TAS,1

(x) =

(

FZM
(x)−

[

γ̄Re
−x
γ̄R xNr−1Φ−Nr+1

γ̄Nr

IR (Φ + x) Γ(Nr)

])Nt

. (5.52)
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Using FγS2
TAS,1

(x), one can obtain a tight upper bound on the system outage proba-

bility. An expression for the system outage probability in the high-SNR regime can

be derived by applying a Taylor series expansion on FγS2
TAS,1

(x) and considering only

the terms with the largest exponent of γ̄R. The asymptotic outage probability is

identical to P∞
S2. Therefore, one can identify that implementing multiple antennas

at the source does not improve the system performance in the high-SNR regime.

5.5.3 Scenario 3: Sharing second-hop CSI

Since the first-hop techniques are identical to Scenario 2, we use the same approx-

imate CDF (5.52) derived in Scenario 2 to compute the system outage probability

in Scenario 3. Using a Taylor series expansion of FγS2
TAS,1

(x) and considering only

the terms with the largest exponent of γ̄R, the asymptotic outage probability for

Scenario 3 can be found as

P∞
S3,TAS =

γNr

th

Γ(Nr)(γth +Υ)(νγ̄R)Nr−1
+O

(
γ̄−Nr

R

)
. (5.53)

From (5.53), one can identify the performance gain obtained by implementing mul-

tiple antennas at the source nodes. Another interesting observation is that increas-

ingNt from 1 to 2 provides performance gain and thereafter increasingNt does not

provide a significant performance gain in the high-SNR regime.

5.5.4 Scenario 4: Sharing CSI and data

For the BT-1 scheme, the first-hop techniques are identical to Scenario 2, and we

use the same approximate CDF for the SINR at R1 to compute the system outage

probability. Similar to Scenario 3, the asymptotic outage probability can be derived

as

P∞
BT1 =

γNr

th

Γ(Nr)(γth +Υ)γ̄Nr−1
R

(
ν
2
+ ν

2Ω

)Nr−1
+O

(
γ̄−Nr

R

)
. (5.54)

One can observe the performance gain with multiple antennas at the source nodes.

Similar to Scenario 3, a high-SNR outage probability improvement is observed

when Nt increases from 1 to 2. Thereafter, a significant gain cannot be achieved in

the high-SNR regime.
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Figure 5.1: The two-cell network model used in the numerical results.

An outage probability analysis for the BT-2 scheme appears to be intractable.

Therefore, we use simulations to compare its performance with the BT-1 scheme.

5.6 Performance Approximations for Random User

Locations

In this section, we study the impact of user location randomness on the system

outage probability for each scenario analyzed in Sections 5.2 and 5.3. We consider

the case when the MSs of both cells are located close to the cell edge. We assume

circular cells with radius Rc and the relays are located at a distance Rc

2
from the

BSs of each cell. The MSs are uniformly distributed in the shaded region of each

cell given in Fig. 5.1. Therefore, the distances dB1M1, dR1M1, dB2M1, dR2M1 are

RVs. Then, the path loss for each link is also an RV. We assume that the angle x is

uniformly distributed in the interval [0, π]. Then, the PDF of dB1M1 can be deduced

from [33] as

fdB1M1
(r) =

2r

R2
c − R2

0

for R0 ≤ r ≤ Rc. (5.55)

The mean distance between BS1 and MS1 can be computed as

d̄B1M1 =
2

3

(R3
c − R2

0)

(R2
c − R2

0)
. (5.56)

Applying the law of cosines, the distances dR1M1, dB2M1, and dR2M1 can be found

as

d2R1M1 = d2B1M1 +

(
Rc

2

)2

− dB1M1Rc sin(x) (5.57a)
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d2B2M1 = d2B1M1 + (2Rc)
2 − 4dB1M1Rc sin(x) (5.57b)

d2R2M1 = d2B1M1 +

(
3Rc

2

)2

− 3dB1M1Rc sin(x). (5.57c)

Finding exact expressions for the PDFs of dR1M1, dB2M1, and dR2M1 appear to be

intractable. Therefore, we approximate their distributions by replacing dB1M1 with

d̄B1M1. Applying standard transformation theory, the approximate PDF of d2R1M1

can be found as

fd2
R1M1

(y) =
1

K2π

√

1−
(

y−K1

K2

)2
, y ∈ [K1 −K2, K1 +K2]

where K1 = (d̄B1M1)
2 +

(
Rc

2

)2
and K2 = d̄B1M1Rc. The mean of dR1M1 is given

by

d̄R1M1 =

∫ K1+K2

K1−K2

√
y

K2π

√

1−
(

y−K1

K2

)2
dy.

Applying the variable transformation y−K1

K2
= cos(x) and solving the resulting in-

tegral using [31, eq. 3.670.1], the mean of dR1M1 can be found as

d̄R1M1 =
2
√
K1 +K2

π
K

(√

2K2

K1 +K2

)

(5.58)

where K(·) is the complete elliptic integral of the second kind [31, 8.112]. The

mean distances d̄B2M1, and d̄R2M1 can be found similarly.

To account for the user location randomness, one must average La,b over the

PDF of da,b. However, this approach appears to be mathematically intractable.

Therefore, instead of averaging over the PDF of da,b, we substitute the average

value d̄a,b in path loss computations to account for the user location randomness.

Then, the outage probability for each scenario can be evaluated by substituting the

modified path loss figures in the expressions derived in Sec. 5.3. Outage probabil-

ity computed in this manner is known as the area outage probability since it is the

outage probability of the MS averaged over the geographical area. From simula-

tion results, it can be observed that this approach leads to very good performance

approximations for Scenarios 1, 2 and 3 when the users are located close to the cell

edge.
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Figure 5.2: Outage probability for MRC-MRT and MMSE-MRT systems.
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Figure 5.3: Outage probability comparisons for MMSE-ZF and MMSE-BT-1
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Figure 5.6: The outage probability comparisons for Scenario 3 and Scenario 4 with

multiple antennas at the source nodes and Nr = 3.
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5.7 Numerical Results and Discussion

In this section, we present some numerical results obtained using the analytical

results presented in Sections 5.3, 5.4, 5.5 and 5.6. The results in Figs. 5.2, 5.3,

and 5.4 are obtained assuming fixed positions for MSs close to the BSs, while the

results of Figs. 5.7, and 5.8 are obtained using random locations for MSs close to

the cell edge. The location of the relays are fixed at a distance Rc

2
from the center

of the cell. The cell radius is assumed to be 250 m. In all numerical results, except

for the results in Fig. 5.8, the predetermined SINR threshold γth for a successful

reception to support the desired data rate, is assumed to be 10 dB. Unless otherwise

mentioned, the path loss is calculated using a reference distance of 10 m, carrier

frequency of 2.4 GHz and a path loss exponent of 2.5.

For the cases with fixed MS locations close to the BSs, we have used γ̄M = 2γ̄R,

γ̄B1 = 2γ̄R, γ̄B1,R2 = γ̄R
8
, Υ = 64, Ω = 64, and Φ = Φ2 = 8. For simulation

results, we used 106 channel realizations per data point. For the cases with random

MS locations, the MSs are assumed to be located in the shaded area of Fig. 5.1
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with R0 = 220 m. In the simulations, 50,000 random MS locations are considered

and for each location 10,000 fading realizations were used to estimate the outage

probability and the coverage probability. The noise power was set to -116 dBm and

the transmit power per node was set to 40 dBm for the results in Fig. 5.8.

Fig. 5.2 shows the outage probability performance for Scenarios 1 and 2. High-

SNR approximations are shown using dashed black lines. As predicted by the

asymptotic analysis, the outage probability reaches a floor for these two scenarios.

However, estimating the first-hop interference CSI provides a significant perfor-

mance improvement over the MRC-MRT system. The two SC schemes perform

almost identically for the MRC-MRT system since the performance is dominated

by the first hop. However, in the MMSE-MRT system, the SC-1 scheme outper-

forms the SC-2 scheme in the high SNR regime. However, the SC-2 scheme does

not require instantaneous CSI of the interference links, making it the sensible option

for an uncoordinated network. Furthermore, one can observe excellent agreement

between the theoretical results and the simulation results.

Fig. 5.3 compares the outage probability performance of the MMSE-ZF scheme

and the BT-1 scheme. An interesting observation from the results of Fig. 5.3 is that

the MMSE-ZF scheme outperforms the MMSE-BT scheme in the high SNR regime

when γ̄M > γ̄IM . However, the CSI estimation and feedback overhead for the MS

is higher in the MMSE-ZF scheme, since the MSs have to estimate and feedback

the desired channel and interference channel information separately in the MMSE-

ZF scheme, while the MMSE-BT scheme requires estimating and feeding back the

only the CSI of the superimposed channel. Therefore, when selecting between the

MMSE-ZF scheme and the MMSE-BT scheme, one must consider both the channel

quality and the overheads of CSI estimation and feedback.

Fig. 5.4 compares the outage probability performance of MMSE-BT-1 and

MMSE-ZF schemes with SC and OC at theMSs. One can observe that OCmarginally

outperforms SC. Both schemes require the same amount of memory while the com-

putational complexity of OC is higher compared to SC since it requires a matrix

inversion operation.

Figs. 5.5 and 5.6 compare the system outage probabilities with multiple anten-
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nas at the source nodes. One can observe that implementingmultiple antennas at the

source nodes improves the performance of Scenario 1 significantly. However, for

the MMSE-MRT scheme, a performance gain is observed only in the medium SNR

regime, and in the high SNR regime, the performance approaches the performance

of the single antenna source system. For the MMSE-BT1 and MMSE-ZF schemes,

a performance gain is observed when Nt is increased from 1 to 2. For Nt > 2,

the performance does not show an identifiable improvement. For the MMSE-BT2

scheme, a significant performance gain cannot be observed with multiple antenna

source nodes.

Fig. 5.7 compares the area outage probability for the MMSE-ZF scheme com-

puted using the proposed approximation technique with the simulation results. When

Nr = 2, the approximation is extremely accurate and almost indistinguishable from

the simulation results. WhenNr is increased, there is a discrepancy between the ap-

proximate outage probability and the simulation results. However, this discrepancy

is less than 1 dB. We used path loss exponent values 2.5 and 3 since these are the

most commonly observed values of η. The accuracy of the approximations is rea-

sonably good and they result in a significant amount of computational time savings

compared to computer simulations.

Fig. 5.8 shows the coverage probability of MS1 with the MMSE-MRT scheme,

for different SINR threshold values. The coverage probability is computed as

1 − Pout. The curves are magnified for clarity. One can observe that the the pro-

posed approximations are capable of estimating the coverage probabilities with a

reasonable accuracy, while saving significant amounts of computational time.

The numerical and theoretical results can be used to obtain the following basic

rules of thumb for system design.

• From the view point of the MSs, with symmetric fading channels from R1

and R2, it is preferable to implement BT-1 or BT-2 schemes for relay coor-

dination. If the MSs are located such that MSk is closer to Rj , BT schemes

are preferred. However, the backhaul capacity between the relays should be

increased to exchange the user data symbols. With an M-ary modulation al-

phabet, the increase in feedback will be M bits.
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• When MSk is closer to Rk, the relay coordination scheme should be selected

carefully. One must consider the increase in feedback load from MSk to Rk

to feedback the CSI of both channels separately. If this increase can be suffi-

ciently supported by the feedback channel, it is desirable to use the MMSE-

ZF scheme.

• Implementing multiple antennas at the source nodes will not change the sys-

tem diversity order. However, it results in an improvement of the high-SNR

performance in Scenario 1, 3 and the BT-1 scheme. In the high-SNR regime,

the performance gain is significant only for the case when Nt = 2, and a

further increase in Nt will be a waste of resources.

5.8 Conclusion

A comprehensive outage probability analysis was provided for relay coordination

schemes in two-hop DF relay networks. A practically relevant case where the cells

are coordinated only with the cell which causes the strongest interference was con-

sidered in the analysis. Closed-form outage probability expressions were derived

for four relay coordination schemes. Simplified outage probability expressions

were derived for the high-SNR regime to identify important parameters such as

array gain and the diversity order of the system. Furthermore, an approximation

technique was proposed to incorporate the impact of user location randomness in

outage probability computations.

5.A The derivations of (5.24) and (5.25)

We consider the following general case where we derive the CDF of the RV V given

as

V =

{
X
A

if X
C
> Y

D
Y
B

if X
C
≤ Y

D
.

(5.59)
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Following [27, 6-77], the CDF of the RV V can be obtained as

FV (v) = Pr

[

X ≤ Av,
X

C
>
Y

D

]

+ Pr

[

Y ≤ Bv,
X

C
≤ Y

D

]

= Pr [X ≤ Av, Y ≤ Bv] +

∫ Av

CBv
D

∫ Dx
C

Bv

fX,Y (x, y)dydx.

= FX,Y (Av,Bv) +

∫ Av

CBv
D

∫ Dx
C

Bv

fX,Y (x, y)dydx. (5.60)

The 4-fold integral in (5.23) is obtained by averaging over the distributions of γI1

and γI2. It is solved using the binomial theorem and the identity [31, 3.351.3], and

the CDF of γSIM1 can be found as (5.24). Setting B = 1, and D = 1, one can obtain

a general form for the case when the reception at M1 is interference free. The CDF

of γSM1 can be found as (5.25).

5.B The Derivations of Asymptotic Outage Probabil-

ity Expressions

In this appendix, we present the derivations of asymptotic outage probability ex-

pressions given in Table 5.2. When γ̄R → ∞, we only consider the terms with the

largest exponent of γ̄R. We apply Taylor series expansions on the PDFs of the RVs

γMRC,1, γM1,1, γ
I
M1,2, γ

NI
M1,2, γMMSE,1, γ

ZF
M1,2, γ

MRT
M1,2, γ

BT,ZF
M1,2 , γ

BT,MRT
M1,2 , and obtain their

asymptotic CDF representations as

F∞
γMRC,1

(x) ≈
(

x

x+ Φ

)Nr

, F∞
γM1,1

(x) ≈
(

x

x+Υ

)

F∞
γI
M1,2

(x) ≈
(

x

x+ Ω

)Nr

, F∞
γNI
M1,2

(x) ≈ xNr

Γ(Nr + 1)γ̄Nr

M

F∞
γMMSE,1

(x) ≈ γNr+1
th

Γ(Nr)γ̄
Nr−1
R (γth + Φ)

F∞
γZF
M1,2

(x) ≈ xNr−1

Γ(Nr)γ̄
Nr−1
M
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F∞
γBT,ZF
M1,2

(x) ≈ xNr−1

Γ(Nr)
(
γ̄M+γ̄MI

2

)Nr−1

F∞
γBT,MRT
M1,2

(x) ≈ xNr

Γ(Nr + 1)
(
γ̄M+γ̄MI

2

)Nr
.

The asymptotic CDFs of γMRC,2 and γMMSE,2 can be deduced from the CDFs F∞
γMRC,1

(x)

and FγMMSE,1
in a straightforward manner. Substituting the relevant asymptotic CDFs

and considering only the terms with the largest exponent of γ̄R, we obtain the outage

probability expressions for the high-SNR regime.
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Chapter 6

Shared Relay Networks With Linear

Receivers at the Relay: Two-Cell

Scenario

The downlink performance of a two-cell relay enhanced wireless network is in-

vestigated. A single relay is shared by the two base stations in the system. The

relay is assumed to be placed in a geographic region covered by both base stations.

The relay station is operating in the decode-and-forward mode. Closed-form ap-

proximations which estimate the exact results extremely closely are derived for the

outage probability and the ergodic rate of the system. The impact of finite rate

channel state information feedback on the user ergodic rate is examined.

6.1 Introduction

The performance of users at the cell edges in a cellular wireless network is gener-

ally degraded due to the high level of inter-cell interference (ICI). To overcome this

problem, the idea of coordinated base stations (also known as coordinated multi-

point (CoMP)) has been proposed [1]. However, CoMP schemes require high ca-

pacity backhaul capabilities among the coordinating base stations.

In [2], the concept of shared relays was introduced as a low complexity solution

for the ICI problem. In shared relay networks, multiple interfering base stations

(BSs) share a multi-antenna relay station to process the received signals from mul-

tiple base stations and retransmit the signals to corresponding users, such that the
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effective ICI level for each user is minimized. The scheme proposed in [2] uses

multiuser detection in the first hop to decode the signals from multiple base stations

and uses dirty paper coding in the second hop transmission. A recent paper [3]

proposed a sum rate maximizing precoding scheme for two-cell shared relay net-

works where the relay is equipped with a single antenna. However, [3] assumed

that the base stations are connected using a high capacity backhaul link. Problems

regarding scheduling and resource allocation in shared relay networks have been

addressed in [4].

In this chapter, we investigate the performance of a two-cell shared relay sys-

tem (SRS) with a multi-antenna decode-and-forward (DF) relay, in terms of out-

age probability and ergodic rate. We assume linear receivers at the relay with

zero-forcing (ZF) and minimum mean-square error (MMSE) combining. Although

more sophisticated receiver/transmitter structures have been proposed for shared

relay networks [5, 6], we consider linear processing at the relay as a benchmark for

performance comparisons. Analytical solutions for performance metrics of shared

relay networks are rare in the literature. We derive exact closed-form expressions

as well as closed-form approximations for the system outage probability and the

ergodic rate. In our analyses, we include the direct links between the base stations

and users, which have been ignored in previous studies [7]. Our contributions are

highlighted below.

• Closed-form approximations are derived for the outage probability and the

ergodic rate of the shared relay network model described in Section 6.2. We

propose an analytically tractable alternative system model, which performs

extremely close to the original system model and derive exact expressions for

performance metrics of this alternative model.

• Although closed-form solutions are preferred for exact performance evalu-

ations, they may not provide direct insights into the system performance.

Therefore, we derive outage probability and ergodic rate expressions for the

system in the asymptotically high signal-to-noise ratio (SNR) regime.

• The transmissions at the relay require channel state information (CSI) of the
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relay-to-user links. We analyze the case when the available CSI at the relay

is not perfect when CSI quantization is performed by the users to feedback

the estimated CSI. This analysis helps to understand the feedback channel

requirements for SRSs.

The remainder of this chapter is organized as follows. In Section 6.2, we de-

scribe the SRS model and different system configurations to be studied. Section 6.3

provides detailed analysis on the end-to-end (e2e) signal-to-interference plus noise

ratio (SINR). In Section 6.4, we provide expressions to compute the outage prob-

ability of the SRS. Section 6.5 presents ergodic rate computations for the system.

In Section 6.6, we investigate the impact of finite rate CSI feedback on the ergodic

rate of the system. Some numerical and simulation results are provided in Section

6.7, and the chapter is concluded in Section 6.8. Detailed derivations are provided

in the Appendices.

The following notations will be used throughout this chapter. The probability

density function (PDF) and the cumulative distribution function (CDF) of a random

variable (RV) X are denoted as fX(x) and FX(x), respectively. The symbol E[·]
denotes expectation while the probability of an event A is denoted Pr(A). A com-

plex Gaussian distribution with mean µ and variance σ2 is denoted as CN (µ, σ2). A

Gamma distribution with parameters k and θ is denoted by Γ(k, θ). Euler’s Gamma

function is denoted as Γ(·). We use lowercase bold letters to denote column vec-

tors and uppercase bold letters to denote matrices. The transpose and the conjugate

transpose of a vector or a matrix are denoted (·)T and (·)H , respectively. The 2-norm
of vector x is denoted ||x||.

6.2 System Model

The network model used in this chapter consists of two BSs (BS1 and BS2) which

use identical frequency bands to serve their selected mobile stations (MSs) (MS1

and MS2). A relay station (RS) is located at the edge of the cells where ICI is

strong. The RS is equipped with Nt ≥ 2 antennas and the BSs and MSs are single

antenna devices. Single antenna BSs are used for analytical tractability. However,
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Figure 6.1: The shared relay model used for analysis.

the analysis can be extended for the case with multiple antenna BSs which use trans-

mit antenna selection for transmission. It is assumed that the BSs are synchronized

such that they transmit to their selected MSs at the same instant. In the first time

slot, each BS transmits the data symbols intended for the MS it serves. No infor-

mation is shared among the BSs. It is assumed that the relay has perfect knowledge

of all the BS-RS channels and the RS-MS channels. The RS uses linear processing

on the received signals and decodes the corresponding data symbols of two MSs.

Without loss of generality, we select MS1 for our analysis.

The received signals at the RS and MS1 during the first time slot can be repre-

sented as

yR = Hs+ nR (6.1a)

yMS1,1 = g1,1s1 + g2,1s2 + n1 (6.1b)

where nR ∼ CN (0, N0INt
) is a Nt × 1 additive white Gaussian noise (AWGN)

vector at the RS, s = [s1 s2]
T is a symbol vector from each BS with unit energy

symbols, H is the Nt × 2 channel matrix between BSs and RS with columns h1

and h2, g1,1 is the channel coefficient of the direct link from BS1 to MS1, g2,1 is

the channel coefficient of the direct link from BS2 to MS1 and n1 ∼ CN (0, N0)

is AWGN at MS1. Fading channel coefficients are modeled as complex Gaussian

RVs whose variances are determined by the path-loss of the signal. The elements

of the vectors h1 and h2 are distributed as CN (0, Li), i ∈ {1, 2} with Li given by

the free space propagation model,

Li = Pi
c2

(4πfcdi)2
(6.2)
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where Pi is the transmit power of the ith BS, c = 3 × 108 m/s, fc is the carrier

frequency and di is the distance from the ith BS to the RS. The RVs g1,1 and g2,1

are also complex Gaussian distributed with CN (0, Lgi,1), and i ∈ {1, 2} where Lgi

can be computed by substituting the distances between BS1-MS1 and BS2-MS1 in

(6.2) instead of di.

The RS applies linear combining on yR by multiplying it with a Nt × 2 weight

matrixW to obtain the combiner output

ỹ = WHyR. (6.3)

The structure of W is determined by the combining scheme used and we consider

two well known receiver structures, namely ZF and MMSE. With ZF combining,

the weight matrix is obtained from the pseudo-inverse ofH asW = H(HHH)−1,

and the output SNR for BS1 can be obtained as

γRZF,1
=

1

N0 [(HHH)−1]11
(6.4)

where [B]11 denotes the (1, 1)
th element of matrix B. For MMSE combining, the

first columnw1 of the weight matrixW is found using

w1 = R−1h1 (6.5a)

R = h2h
H
2 +N0INt

. (6.5b)

The output SINR for BS1’s signal is given by

γRMMSE,1
= hH

1 R
−1h1. (6.6)

It is assumed that if the SNR/SINR of a user is above a predefined threshold

γTR, the RS can successfully decode the user symbol. In the second time slot, the

RS will perform one of the following tasks, depending on the received signal SNRs

in the first time slot.

• If the RS is able to decode both user symbols successfully, it uses ZF precod-

ing for second hop transmission. We refer to this mode as the ZF mode.

121



• If RS is able to decode only one user symbol, it uses a control channel to in-

form the other user that there will be no transmission intended for that user in

the next time slot, and uses maximal ratio transmission (MRT) [8] to transmit

the symbol of the decoded user. We refer to this mode as the MRT mode.

• If the RS is able to decode only one user’s symbol, it has the option to transmit

the decoded user’s symbol with MRT using only Nt − 1 number of antennas

(for analytical tractability, we assume that the relay will use a fixed antenna

set without considering the channel quality for selecting Nt − 1 antennas)

and half the transmit power. It can be shown that this option also results in

the same SNR distribution for the decoded user as in the ZF transmission

mode. We call this mode the power save (PS) mode. This mode is proposed

as an analytically tractable alternative system model for the SRS since exact

performance measures can be derived for the SRS using PS mode.

• If the RS is not able to decode either user’s symbol, it will inform the MSs

using control channels and the MSs will use only the direct signal from the

BSs to decode the data.

In the ZF mode, the RS precoding matrix T is derived by normalizing the

columns of the pseudo-inverse of the multiuser channel matrixHR given by [9]

HR = [hR1 hR2]
H

(6.7)

where hR1 and hR2 are the Nt × 1 channel vectors from the RS to MS1 and MS2,

respectively. The elements of hRi, i ∈ {1, 2} are distributed as CN (0, LRi), i ∈
{1, 2} and the variance LRi can be calculated using the free space path-loss model

given in (6.2). The received signal at MS1 can be represented as

yZF = hH
R1t1s1 + n2 (6.8)

where t1 denotes the 1
st column of T and n2 ∼ CN (0, N0) is the AWGN at MS1

in the second time slot.

In the MRT mode, the RS weight vector tMRT for MS1 is computed as

tMRT =
hR1

||hR1||
. (6.9)
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The received signal at the MS1 in this mode can be given as

yMRT = ||hR1||s1 + n2. (6.10)

If the RS used the power save mode for the second hop transmission, the pre-

coding vector at the RS is computed similar to the MRT mode using only Nt − 1

number of transmit antennas. For simplicity, we do not consider antenna selection

at the RS in the analysis, and assume that the Nt − 1 antennas are predetermined

for the PS mode irrespective of the channel quality. The received signal at MS1 in

this mode can be given as

yPS =

√

1

2
||hPS||s1 + n2 (6.11)

where hPS is theNt− 1× 1 channel vector from theNt− 1 transmit antennas used

at the RS to MS1. The elements of hPS are distributed as CN (0, LR1).

The MSs use a diversity combining scheme to combine the signals they received

in the first and second time slots before they decode the data symbols. In this chap-

ter, we consider two diversity combiners at the MSs, namely selection combining

(SC) [10, 11] and MMSE combining (optimum combining (OC)) [12].

6.3 Output SINR Analysis

In this section, we present the statistical properties of the SNRs and the SINRs at

the RS and MS1. Without loss of generality, we assume that N0 = 1.

6.3.1 SNR/SINR analysis at the relay

When a ZF receiver is used at the RS, the distribution of γRZF,1
can be found as [13]

fγRZF,1
(x) =

xNt−2e
− x

L1

Γ(Nt − 1)LNt−1
1

(6.12)

which is a gamma distribution with Γ(Nt − 1, L1). The distribution of γRZF,2
can

be found similarly.

To find the statistics of γRMMSE,1
, we use eigendecomposition ofR−1 and rewrite

γRMMSE,1
as

γRMMSE,1
= hH

1 UΛ−1U−1h1 = αHΛ−1α (6.13)
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whereα = U−1h1,U is a unitary matrix, andΛ is a diagonal matrix of eigenvalues

ofR. The matrixR has a special structure where it is an addition of a rank-1 matrix

and a diagonal matrix. Therefore, the eigenvalues of R have a special structure

where one eigenvalue is equal to 1 + ||h2||2 and the other Nt − 1 eigenvalues are

equal to 1. Then γRMMSE,1
can be given as

γRMMSE,1
=

|α1|2
1 + ||h2||2

+

Nt∑

k=2

|αk|2

︸ ︷︷ ︸

Z

(6.14)

where αk, k ∈ {1, 2, · · · , Nt} are the elements of α. Due to the fact that the

product of a Gaussian random vector and a unitary matrix has statistics identical to

the original Gaussian random vector, the elements in α have identical statistics as

the elements in h1. The CDF of γRMMSE,1
can be derived as

FγRMMSE,1
(x) = FZ(x)−






L1e
−x
L1 xNt−1

LNt

2

(
L1

L2
+ x
)Nt

Γ(Nt)

×2F 1

(

Nt, Nt − 1;Nt;
x

L1

L2
+ x

)]

(6.15)

whereZ is chi-square distributed with 2Nt−2 degrees of freedom and 2F1(a, b; c; z)

is the Gauss hypergeometric function. A similar expression can be derived for the

SINR of BS2 by interchanging the values of L1 and L2. The derivation of (6.15) is

presented in Appendix 6.A.

6.3.2 SNR/SINR analysis at the MS

We first consider the case when the MS is using selection diversity combining on

the received signals in two time slots. The MS selects the signal with the largest

SNR or SINR for data detection. The SNR/SINR at the MS after combining can be

found as

γMS,SC = max.(γSD, γRD) (6.16)

where γSD is the SINR of the signal received in the first time slot and γRD is the

SNR of the signal received in the second time slot. The SINR γSD can be found as

γSD =
|g1,1|2

1 + |g2,1|2
(6.17)
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and the CDF and PDF of γSD are given by

FγSD
(x) = 1−

(
Υ

x+Υ

)

exp

( −x
Lg1,1

)

(6.18a)

fγSD
(x) =

[
Υ

(x+Υ)2
+

1

Lg1,1

(
Υ

x+Υ

)]

exp

( −x
Lg1,1

)

(6.18b)

where Υ = Lg1,1

Lg2,1
. The distribution of γRD depends on the transmit mode used by

the RS and we give the CDF of γRD for each mode.

• If the RS used the ZF mode, γRD,ZF = ||hR1t1||
2

2
, and it follows a Gamma

distribution Γ(kZF , θZF ) with kZF = Nt − 1 and θZF = LR1

2
[9].

• If the RS used the MRT mode, γRD,MRT = ||hR1||2 and the distribution can

be found as Γ(kMRT , θMRT ) with kMRT = Nt and θMRT = LR1.

• If the RS used the power save mode, since Nt − 1 number of antennas are

selected without considering the channel quality, γRD,PS is distributed as

Γ(kPS, θPS) with kPS = Nt − 1 and θPS = LR1

2
which is identical to the

ZF mode.

Next, we consider the case when theMS usesMMSE combining on the received

signals. To perform MMSE combining, the MS requires knowledge of the channel

coefficients of the direct links from its BS and the interfering BS. In order to conduct

the output SINR analysis, we first write the received signals using vector notations

y = hs1 + hIs2 + n (6.19)

where h =
[
||heff||2 g1,1

]T
, ||heff||2 is the effective channel from the RS to the MS,

hI = [0 g2,1]
T
and n = [n1 n2]

T
. The received signal vector is multiplied by the

weight vectorwM , which is computed as

wM = R−1
M hM (6.20)

where hM =
[
1 g∗1,1

]H
andRM = hIh

H
I + I2. The matrixRM is diagonal and the

SINR at the MS can be represented as

γMS,OC = hHwM =
|g1,1|2

1 + |g2,1|2
︸ ︷︷ ︸

γSD

+ ||h eff ||2
︸ ︷︷ ︸

γRD

. (6.21)
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It is cumbersome to derive the CDF of γMS,OC for arbitrary values of Nt and LR1.

Therefore, we only consider a special case where the RS uses the power save mode

and Lg1,1 = LR1/2. The CDF of γMS,OC can be found as

FγMS,OC
(x) = FγRD

(x) +
Lg1,1exp

(
−x

Lg1,1

)

xNt−1

Lg2,1Γ(Nt)
(
LR1

2

)Nt−1

[

−
(
Lg1,1

Lg2,1
+ x

)]−1

2F1

(

1, Nt − 1;Nt;
x

Υ+ x

)

(6.22)

with γRD distributed as Γ(kPS, θPS). The derivation of (6.22) is similar to (6.15),

and hence is omitted.

6.4 Outage Probability Analysis

In this section, we provide an outage probability analysis for the SRS. The outage

probability is defined as the probability of the output SINR, γMS, dropping below a

predefined threshold value, γTM .

6.4.1 Selection combining at the MS

With SC at the MS, the outage probability is given by

P SC
MS = Pr (max.(γSD, γRD) < γTM) . (6.23)

Since the distribution of γRD depends on the transmit mode used at the relay, we use

the total probability theorem to derive an expression for the system outage proba-

bility, namely

PZF-SC = [Pr(γR1 < γTR)× Pr(γSD < γTM)]

+ [Pr(γR1 > γTR and γR2 > γTR) Pr (max.(γSD, γRD,ZF ) < γTM)]

+ [Pr(γR1 > γTR and γR2 < γTR) Pr (max.(γSD, γRD) < γTM)] . (6.24)

If the relay uses the power save mode for transmission when it decodes only one

BS’s signal in the first time slot, the distributions of γRD,ZF and γRD,PS are iden-

tical. Therefore, whenever the RS decodes BS1’s signal correctly, γRD follows a
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Gamma distributionΓ(kZF , θZF ). Then the system outage probability for the power

save mode can be simplified to

P PS
ZF-SC = [Pr(γR1 < γTR)× FγSD

(γTM)]

+
[
Pr(γR1 > γTR)× FγSD

(γTM)FγRD,ZF
(γTM)

]
. (6.25)

For the case when ZF reception is used at the RS in the first time slot, γR1 = γRZF,1

and

Pr(γRZF,1
< γTR) = 1− exp

(−γTR

L1

)Nt−2∑

k=0

γkTR

k!Lk
1

. (6.26)

An exact closed-form expression for the system outage probability can be derived

as

P PS
ZF-SC =

[(

1− exp

(−γTR

L1

)Nt−2∑

k=0

γkTR

k!Lk
1

)(

1−
(

Υ

γTM +Υ

)

exp

(−γTM

Lg1

))]

+

[(

exp

(−γTR

L1

)Nt−2∑

k=0

γkTR

k!Lk
1

)(

1−
(

Υ

γTM +Υ

)

exp

(−γTM

Lg1

))

×
(

1− exp

(−γTM

θZF

)Nt−2∑

k=0

γkTM

k!θkZF

)]

. (6.27)

When MMSE reception is used at the RS, Pr(γR1 < γTR) = FγRMMSE,1
(γTR), and

the outage probability with the power save mode can be found similarly.

If the RS uses the MRT mode when it successfully decodes only one BS’s sym-

bol, the outage probability with SC at the MS can be given as

PMRT
ZF-SC = [Pr(γR1 < γTR)× FγSD

(γTM)]

+
[
Pr(γR1 > γTR and γR2 > γTR)FγSD

(γTM)FγRD,ZF
(γTM)

]

+
[
Pr(γR1 > γTR andγR2 < γTR)× FγSD

(γTM)FγRD,MRT
(γTM)

]
. (6.28)

In general, the events (γR1 > γTR) and (γR2 > γTR) are not independent. This

makes deriving an exact closed-form expression for the outage probability intractable

for a general case. However, assuming independence between these events, we de-

rive an approximation which closely estimates the precise outage probability ob-

tained using simulations. The approximate system outage probability for the MRT
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mode can be found by substituting

Pr(γR1 > γTR and γR2 > γTR) = (1− FγR1
(γTR))(1− FγR2

(γTR)) (6.29a)

Pr(γR1 > γTR and γR2 < γTR) = (1− FγR1
(γTR))(FγR2

(γTR)) (6.29b)

into (6.28).

6.4.2 Optimum combining at the MS

With OC at the MS, the outage probability is given by

POC
MS = Pr (γSD + γRD < γTM) . (6.30)

Applying the total probability theorem, the outage probability for the power save

mode is computed using

P PS
MMSE-OC = [Pr(γR1 < γTR)× FγSD

(γTM)]

+
[
Pr(γR1 > γTR)× FγMS,OC

(γTM)
]
. (6.31)

6.4.3 Asymptotic outage probability

The closed-form expressions derived for the outage probability are useful for nu-

merical computations. However, they may not provide direct insights such as di-

versity gain and array gain of the system. Therefore, in this section, we derive

outage probability expressions for the asymptotically high-SNR regime and iden-

tify the diversity and array gains of the SRS. For simplicity, We assume L2 = κL1,

Lg1,1 = ηL1, Lg2,1 = ζL1, LR1 = τL1 and let L1 → ∞. The asymptotic out-

age probability for the SRS when ZF is used at the relay and SC is used at the

destination can be found as

P∞
ZF-SC =

γNt−1
TR

Γ(Nt)
(

1 + η
ζγTD

)

LNt−1
1

+
γNt−1
TD

Γ(Nt)
(

1 + η
ζγTD

) (
τL1

2

)Nt−1
+O

(
L−Nt

1

)
(6.32)
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whereO(L−Nt

1 ) denotes the terms where the exponent of L1 is smaller thanNt− 1.

The asymptotic outage probability for the PS mode is shown to be exactly the same

as (6.32). The proof is given in Appendix 6.B.

The asymptotic outage probability for the SRS when MMSE is used at the relay

and SC is used at the destination can be found as

P∞
MMSE-SC =

γNt−1
TR(

1 + η
ζγTD

)

Γ(Nt)L
Nt−1
1

[

1−
1
κ(

γTR + 1
κ

)

]

+
γNt−1
TD

Γ(Nt)
(

1 + η
ζγTD

) (
τL1

2

)Nt−1
+O

(
L−Nt

1

)
. (6.33)

The proof is shown in Appendix 6.B.

The asymptotic outage probability for the SRS when ZF is used at the relay and

OC is used at the destination can be found as

P∞
ZF-OC =

γNt−1
TR

Γ(Nt)
(

1 + η
ζγTD

)

LNt−1
1

+
γNt−1
TD

Γ(Nt)
(
τL1

2

)Nt−1

− ηγNt−1
TD V

ζΓ(Nt)
(
τL1

2

)Nt−1
(

γTD + η
ζ

) +O
(
L−Nt

1

)
(6.34)

where

V = − (Nt − 1)
(

γTD

γTD+ η
ζ

)Nt−1

(

log

(

1− γTD

γTD + η
ζ

))

.

The proof is given in Appendix 6.B.

The asymptotic outage probability for the case when MMSE is used at the relay

and OC is used at the destination can be deduced as

P∞
MMSE-OC =

γNt−1
TR

(

1 + η
ζγTD

)

Γ(Nt)L
Nt−1
1

[

1−
1
κ(

γTR + 1
κ

)

]

+
γNt−1
TD

Γ(Nt)
(
τL1

2

)Nt−1
− ηγNt−1

TD V

ζΓ(Nt)
(
τL1

2

)Nt−1
(

γTD + η
ζ

) +O
(
L−Nt

1

)
. (6.35)

It can be identified from the asymptotic outage probability expressions that the SRS

has diversity order of Nt − 1.
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6.5 Ergodic Rate Analysis

In this section, we provide a closed-form expression for the ergodic rate of the SRS,

when SC is used at the MSs. A simple upper bound based on the commonly used

Jensen’s inequality is derived for the case when OC is used at the MSs. The ergodic

rate of a wireless communications system with SNR/SINR γ is given by

C =
1

2
Eγlog2(1 + γ) =

1

2

∫ ∞

0

log2(1 + γ)fγ(γ)dγ. (6.36)

Changing the base of the logarithm to the natural logarithm, and applying integra-

tion by parts, one can rewrite (6.36) in terms of the CDF of γ as [14]

C =
1

2

∫ ∞

0

1− Fγ(x)

(1 + x)
dx. (6.37)

The factor 1
2
comes from the half-duplex operation of the relay.

6.5.1 Selection combining at the MS

Applying the total probability theorem, the ergodic rate for the system when the

power save mode is used at the RS can be evaluated from

CPS,SC =







Pr(γR1 > γTR)

1

2

∫ ∞

0

1− FγSD
(x)FγRD,ZF

(x)

1 + x
dx

︸ ︷︷ ︸

I1(θZF ,Nt−2)








+






Pr(γR1 < γTR)

1

2

∫ ∞

0

1− FγSD
(x)

1 + x
dx

︸ ︷︷ ︸

I2






. (6.38)

The solutions for the integrals I1 and I2 are provided in Appendix 6.C. Similarly,

the approximate ergodic rate with SC when the PS mode is not used at the relay,

can be found as

CMRT,SC = (1− FγR1
(γTR))(1− FγR2

(γTR))I1(θZF , Nt − 2)

+ (1− FγR1
(γTR))(FγR2

(γTR))I1(θMRT , Nt − 1) + (FγR1
(γTR))I2. (6.39)
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In the high SNR regime, the ergodic rate is given by

C∞ ≈ 1

2






γNt−1
TR

(

−
η
ζ

1− η
ζ

log(η
ζ
)
)

Γ(Nt)L
Nt−1
1

+ log

(
τL1

2

)

+ ψ0(Nt − 1)




 (6.40)

where ψ0() is the psi function [15, 8.360]. The derivation is explained in Appendix

6.D. From (6.40), it can be observed that the ergodic rate grows linearly in the high

SNR regime.

6.5.2 Optimum combining at the MS

Due to the complicated form of the CDF of γMS,OC , derivation of an exact expres-

sion for the ergodic rate when OC is used at the MSs is intractable. Instead, we

apply a commonly used upper bound on the ergodic rate based on Jensen’s inequal-

ity, namely

COC =
1

2
E [log2 (1 + γMS,OC)] ≤

1

2
log2 (1 + E[γMS,OC]) . (6.41a)

Since γMS,OC = γSD + γRD ,

E[γMS,OC] = E[γSD] + E[γRD] (6.41b)

where

E[γSD] = Υexp

(
Υ

Lg1,1

)

E1

(
Υ

Lg1

)

(6.41c)

and

E[γRD] =
(Nt − 1)LR1

2
. (6.41d)

The ergodic rate upper bound for the system with power save mode is computed

using

CPS,OC ≤ [Pr(γR1 > γTR)log2 (1 + E[γMS,OC])] +

[Pr(γR1 < γTR)log2 (1 + E[γSD])] . (6.42)

6.6 Impact of Finite Rate CSI Feedback

In a frequency division duplex (FDD) system, downlink channel conditions may be

significantly different from uplink channel conditions. Therefore, in order to obtain
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CSI of the RS-MS links at the RS, the RS must rely on the feedback it receives

from the MSs. In this section, we have relaxed the assumption of the availability of

perfect CSI of the RS-MS channels at the RS, due to imperfections in the feedback

channel. It is assumed that the MSs estimate their own RS-MS channel and feed

back the channel direction information (CDI) given byhR1/||hR1|| and hR2/||hR2||
to the RS. Before sending back, the MSs quantize the CDI using distinct codebooks

CMS1 = {c1,1, · · · , c1,2B} and CMS2 = {c2,1, · · · , c2,2B}. Codebooks consist of 2B

number of Nt-dimensional unit norm vectors, where B is the number of feedback

bits used. For simplicity, we assume random vector quantization is used to generate

the codebooks [16]. The index of the codeword for the kth MS is selected according

to

nk = argmax
1≤j≤2B

|hH
Rkck,j| (6.43)

and the indices are fed back to the RS. The RS compiles the estimate of the mul-

tiuser channel as

Ĥ = [ĥR1ĥR2] = [c1,n1c1,n2 ]. (6.44)

In the MRT mode, the weight vector is given by ĥRk, while in the ZF mode, the

precoding vector vk for the kth user is found by normalizing the kth column of the

pseudo-inverse of Ĥ .

6.6.1 Output SINR analysis

In this section, we present the statistics of the e2e SNR/SINR at MS1 when finite

rate feedback is used. The SNR at the MS1 for the second hop reception when the

MRT mode is used by the RS can be given as

γMRT,q = |hR1ĥR1|2. (6.45)

The exact statistics of γMRT,q are complicated. Therefore, we use a tight approxi-

mation proposed in [16],

γMRT,q ≈ ||hR1||2
(

1− 2
− B

Nt−1

)

. (6.46)

The approximate distribution of γMRT,q can be found as Γ (kMRT,q, θMRT,q) with

kMRT,q = Nt and θMRT,q = LR1

(

1− 2
− B

Nt−1

)

.
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If the RS uses the ZF mode for the second hop transmission, the inter-user

interference is not fully eliminated due to the finite rate feedback. The MSs are not

aware of this additional interference and treat it as additional noise. The SINR at

the MS1 for the second hop reception in the ZF mode can be found as

γZF,q =
1
2
|hH

R1v1|2
1 + 1

2
|hR1v2|2

. (6.47)

The desired signal term is chi-square distributed with 2Nt − 2 degrees of freedom

[17], while the noise-plus-interference term is assumed to be a zero mean complex

Gaussian RV with variance 1 + σ2
I , where σ

2
I can be computed for the case when

Nt = 2 as [16]

σ2
I =

1

2
E[|hR1v2|2| =

LR1

2
E[||hR1||2]E

[∣
∣
∣
∣

hR1

||hR1||
v2

∣
∣
∣
∣

2
]

= LR12
Bβ

(

2B,
Nt

Nt − 1

)

. (6.48)

For other values of Nt, reference [17] proposed the approximation σ2
I ≈ 2

− B
Nt−1 .

Then the SINR γZF,q is distributed as Γ (kZF,qθZF,q) with kZF,q = Nt − 1 and

θZF,q =
LR1

2(1+σ2
I
)
.

6.6.2 Ergodic rate analysis

Following similar steps as employed in Section V-A, the ergodic rate with SC at the

MSs can be found as

CSC,q = (1− FγR1
(γTR))(1− FγR2

(γTR))I1(θZF,q, Nt − 2)

+ (1− FγR1
(γTR))(FγR2

(γTR))I1(θMRT,q, Nt − 1)

+ (FγR1
(γTR))I2. (6.49)

An upper bound for the ergodic rate when OC is used at the MSs can be found by

replacing E[γRD] in (6.41b) with

E[γMRT,q] = kMRT,qθMRT,q (6.50)

or

E[γZF,q] = kZF,qθZF,q (6.51)

accordingly.
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Figure 6.2: The outage probability of the system with ZF at the relay and SC at the

destination.
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Figure 6.3: The ergodic rate with ZF at the relay and SC at the destination.
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6.7 Numerical and Simulation Results

In this section, we present some numerical results obtained from the analyses pre-

sented in Sections IV and V. It is assumed that the RS is located at the intersection

region of the two cells such that it is placed equidistant from the two BSs. Fur-

thermore, we assume that the BSs use identical transmit powers, so L1 = L2. The

system outage probabilities and the ergodic rates are calculated by varying the first

hop (BS to RS) link average SNR. The RS to MS link average SNR LR1 = τL1 and

we assume τ = 1 in our numerical results. Also, we set Lg1,1 =
L1

2
and Lg2,1 =

L1

5
.

The threshold SINR at the relay and the MSs is set to 10 dB.

Fig. 6.2 gives the outage probabilities of MS1 for different values of Nt when

ZF reception is used at the RS and the MS uses SC. One can observe excellent

agreement between the theoretical and simulation results for the PS mode, while

the approximations derived for the system without the PS mode follow the simula-

tion results extremely closely. When the BS to RS link average SNR increases the

outage probability approaches the performance of the PS mode, since the common
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transmit mode for both systems, the ZF mode, dominates the performance in the

high-SNR regime. The asymptotic outage probabilities in the high SNR regime are

shown using dotted lines in red color.

Fig. 6.3 shows the ergodic rate in nats per second per bandwidth unit for MS1.

The theoretical values are in excellent agreement with the simulation results for the

PS mode and the theoretical approximations for the MRT mode follow the simula-

tion results with small discrepancy. Again, we observe that the rate gap between the

PS mode and the MRT mode decreases with increasing SNR and with the number

of antennas at the RS. This occurs due to the small probability of outage for both

users in the first hop.

Fig. 6.4 shows the outage probability of MS1 when MMSE reception is used at

both the RS and MS1. The theoretical results are in excellent agreement with the

simulation results for the PS mode and can be used as accurate approximations to

compute the outage probability with the MRT mode in the high SNR regime. The

asymptotic outage probabilities in the high SNR regime are shown using dotted

lines in red color.

Fig. 6.5 compares MS1’s outage probability for the MMSE/MMSE system with

the MMSE/SC system operating in the PS mode. The performance gain obtained

by MMSE reception over the SC receiver at the MS decreases as Nt increases. For

Nt = 2, the gain with MMSE reception at the MS is around 1.5 dB, while the gain

drops to a fraction of a dB when Nt = 4. The asymptotic outage probabilities for

the MMSE/SC system in the high SNR regime are shown using dotted lines in red

color.

Fig. 6.6 shows the impact of finite rate feedback on the ergodic rate of MS1

when Nt = 2. Performance with different codebook sizes are compared with the

case with perfect CSI at the RS. One can observe that 12-bit feedback will achieve

ergodic rate performance close to the perfect CSI case. Our analysis tells the design

engineer that resources will be wasted by implementing more than 12-bit feedback.
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6.8 Conclusion

In this chapter, we presented an analysis of the downlink performance of a two-cell

two-user SRS. Exact closed-form expressions were derived for the outage probabil-

ity and the ergodic rate for any user when operating in the PS mode. Approximate

expressions derived for the system without the PS mode can be used to estimate

the performance metrics with high accuracy. Finally, we examined the feedback

requirements for the RS-MS links and derived approximate expressions for the er-

godic rate when finite rate feedback is used for the RS-MS links.

6.A The Derivation of (6.15)

In this appendix, we outline the derivation of (6.15). One has

FγRMMSE,1
(x) = Pr

(
γRMMSE,1

≤ x
)
= Pr

( |α1|2
1 + ||h2||2

+ Z ≤ x

)

= Pr
(
|α1|2 ≤ (x− Z)(1 + ||h2||2)

)

=

∫ x

0

∫ ∞

0

F|α1|2 ((x− Z)(1 + Y )) f||h2||2(Y )fZ(Z)dY dZ. (6.52)

The RV |α1|2 is exponentially distributed and ||h2||2 is chi-square distributed. Then
the double integral in (6.52) is solved using the identities [15, eq. 3.35.3] and [18,

1.2.4.3].

6.B The Derivations of Asymptotic Outage Probabil-

ity Expressions

In this appendix, we present the derivations of asymptotic outage probability ex-

pressions given in (6.32), (6.33) and (6.34). When L1 → ∞, we apply the Taylor

series expansions of the PDFs of γRZF,1
, γSD, γRD,ZF and γRD,MRT and obtain their

respective CDFs as

F∞
γRZF,1

(x) ≈ xNt−1

Γ(Nt)L
Nt−1
1

, F∞
γSD

(x) ≈ Υ

x+Υ
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F∞
γRRD,ZF

(x) ≈ xNt−1

Γ(Nt)
(
LR1

2

)Nt−1
,

F∞
γRD,MRT

(x) ≈ xNt

Γ(Nt + 1)LNt

R1

.

Then we substitute the respective CDFs in (6.24) and considering only the terms

with the largest exponent of L1, we obtain (6.32). One can observe that substituting

the relevant CDFs in (6.25) and considering only the terms with the largest exponent

of L1, the PS mode results in the identical asymptotic outage probability expression

as the system without the PS mode.

Using the series representation of the hypergeometric function and the expo-

nential function and considering only the terms with the largest exponent of L1, the

CDF of γRMMSE,1
is approximated as

FγRMMSE,1
(x) ≈ xNt−1

Γ(Nt)L
Nt−1
1

[

1− 1
(
x+ 1

κ

)
κ

]

. (6.53)

Then the asymptotic outage probability of the system can be found as (6.33).

When OC is used at the destination, the high SNR CDF of γMS,OC is obtained

using the Taylor series expansion for the exponential function and the alternative

representation for the hypergeometric function given in [19],

FγMS,OC
(x) ≈ xNt−1

Γ(Nt)
(
τL1

2

)Nt−1
− ηxNt−1V

ζΓ(Nt)
(
τL1

2

)Nt−1
(

x+ η
ζ

) . (6.54)

6.C The Solutions for I1 and I2
In this appendix, we present the solutions for the integrals I1 and I2, used in (6.38).

One has

I1 =
1

2

∫ ∞

0

(

1−
[

1− exp

(−x
θZF

)Nt−2∑

k=0

xk

k!θkZF

]

×
[

1−
(

Υ

x+Υ

)

exp

( −x
Lg1,1

)])
1

1 + x
dx
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I1 =
1

2

∫ ∞

0

exp
(

−x
θZF

)Nt−2∑

k=0

xk

k!θkZF

1 + x
︸ ︷︷ ︸

J1

+

(
Υ

x+Υ

)
exp

(
−x

Lg1,1

)

1 + x
︸ ︷︷ ︸

J2(Lg1,1)

−

Nt−2∑

k=0

Υxk

k!θkZF (x+Υ)
exp

(

−x
(

1

Lg1,1

+
1

θZF

))

1 + x
︸ ︷︷ ︸

J3

dx. (6.55)

The integrals J1, J2 and J3 can be solved using [14, Lemma 3] and the result can

be found as

J1 = e
1

θZF E1

(
1

θZF

)

+
Nt−2∑

k=1

1
k!θk

ZF

[
k∑

n=1

(n− 1)!(−1)k−nθnZF

−(−1)k−1e
1

θZF E1

(
1

θZF

)]

J2(Lg1,1) = Υ






e
Υ

Lg1,1E1

(
Υ

Lg1,1

)

1−Υ
+
e

1
Lg1,1E1

(
1

Lg1,1

)

Υ− 1






J3 = J2 (µ) +
N−2∑

n=1

[

eµΥ

1−Υ

(

(−Υ)nE1(µΥ) +
n∑

p=1

(
n

p

)

(−Υ)n−pe−µΥ

p−1
∑

q=0

(p− 1)!Υq

q!µp−q

)

+
eµ

Υ− 1
((−1)nE1(µ)

+
n∑

p=1

(
n

p

)

(−1)n−pe−µ

p−1
∑

q=0

(p− 1)!

q!µp−q

)]

where µ = 1
θZF

+ 1
Lg1,1

and E1(x) is the exponential integral function of order 1.

Also, one can observe that I2 = J2(Lg1,1).

6.D The Derivation of (6.40)

In the following, we present the derivation of (6.40). Substituting the relevant high

SNR CDFs in (6.39) and assuming max(γRD, γSD) = γRD in the high SNR regime,

the ergodic rate expression can be given as

C∞ ≈ γNt−1
TR

Γ(Nt)L
Nt−1
1

I2 +
1

2
J1. (6.56)
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Using the series representation of the E1(·) given in [20] and the asymptotic expan-

sion of Ei function [21], and using some manipulations, J1 can be approximated

as

J1 ≈ log

(
τL1

2

)

+ ψ0(Nt − 1). (6.57)

Applying the same expansions, I2 can be approximated as

I2 = − Υ

1 −Υ
log(Υ). (6.58)
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Chapter 7

Average Rate Analysis for

Full-Duplex Underlay

Device-to-Device Networks

A theoretical framework is presented for the evaluation of sum ergodic rate of a full-

duplex underlay device-to-device network, when it shares the uplink resources of

a conventional cellular user. The sum-rate of the full-duplex network is compared

with a half-duplex network with equivalent radio frequency hardware complexity.

Closed-form approximations are derived for the sum ergodic rate of the systems.

Furthermore, the sum-rate performances are investigated for the case when a trans-

mit power constraint is imposed on the underlay network to minimize the interfer-

ence on the cellular network. The analytical results presented can be used as a tool

to identify when full-duplex transmissions are viable in underlay device-to-device

networks.

7.1 Introduction

Almost all the current wireless communications technologies enable bidirectional

communications using frequency division duplexing (FDD) or time division du-

plexing (TDD). This requires allocating orthogonal time (TDD) or spectral (FDD)

resources for transmission (Tx) and reception (Rx). Although this mechanism has

proved to be extremely successful, it may not be able to cater for the spectral ef-

ficiency requirements of future generation wireless communication technologies.
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Therefore, recently there has been a surge of interest on the systems where Tx

and Rx is performed using the same time or spectral resources. These systems are

commonly known as full-duplex (FD) systems, while conventional TDD and FDD

systems are referred to as half-duplex (HD) systems. An inherent challenge of FD

system is the interference on Rx by it’s own Tx. This is known as self interference

(SI). Recent studies [1, 2] have proposed SI cancellation schemes that can achieve

110 dB isolation between the Tx and the Rx. Experimental results of [3] have shown

that FD systems are capable of achieving higher spectral efficiencies than HD sys-

tems for SI isolation above 74 dB. However, these gains have been observed in

point-to-point FD systems with short distance between the nodes. Exploiting this

fact, we aim to investigate the applicability of FD technique in device-to-device

(D2D) networks, where the communications are generally short range.

In a D2D network, users connect with each other without communicating through

the central base station (BS) to improve the overall spectral efficiency of the sys-

tem, to reduce battery consumption and to reduce the workload of the BS [4, 5].

Recently the idea of underlaying D2D communications has gained interest in cel-

lular networks, where D2D network coexists with a conventional cellular network

while maintaining a maximum interference constraint on the cellular network. The

results of [6] point out the feasibility of underlay D2D networks in 3rd generation

partnership project (3GPP) long term evolution-Advanced (LTE-A) networks.

Surveys [7] indicate that the D2D type communications will become more com-

monplace in the future. It has been added as a study item in 3GPP and investigated

as a feature in possible 5th generation (5G) communications. Several works have

proposed efficient communication techniques for D2D networks including resource

allocation [8], and power optimization [9]. However, all the previous works on D2D

networks, did not consider FD communications for D2D users. It is interesting to

combine the concepts of FD and D2D, since it may allow us to harvest the benefits

of both technologies to improve the spectral efficiency of wireless communications.

For example, latest wireless standards such as LTE-A do not support FD communi-

cations. However, introduction of FD communications to underlay D2D users that

coexist with other LTE-A users, may result in increased total network throughput
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without changing the infrastructure of the network.

In this chapter, we investigate the feasibility of FD communications in under-

lay D2D networks. We study the sum ergodic rate of an underlay D2D network

when D2D users operate in FD mode and compare the performance to a HD under-

lay D2D network with equivalent total energy and radio frequency (RF) hardware

complexity. Furthermore, we compare the performance of both HD and FD D2D

networks to a conventional cellular network. Next, we analyze the case when trans-

mit power adaptation is used at the D2D nodes to maintain a maximum interference

constraint on the cellular network. Our analytical results can be used to identify

when FD networks are advantageous to improve the overall system sum-rate. To

the best of authors’ knowledge, this is the first work investigating the sum ergodic

rate of FD D2D networks.

The remainder of this chapter is organized as follows. In Section 7.2, we present

FD, and HD D2D network models. Section 7.3 presents the ergodic rate analysis

of each network configuration. Section 7.4 presents numerical results and compar-

isons while Section 7.5 concludes this chapter. The derivations are presented in

appendices.

7.2 System Model

In this Section, we present the network models used for our analytical study. We

consider a single circular cell with radius Rc with BS located at the center of the

cell. A single cellular user (CU) and a pair of D2D users (D1 and D2) are located

inside the cell. The D2D pair is assumed to be operating using the same resources

as the uplink of the CU. We assume that the transmitters do not have channel state

information (CSI). Two communication modes are considered for the D2D pair.

1. FDMode: In the FD mode, both D2D users transmit and receive at the same

time instant using the same frequency band. We assume a 1 × 1 FD D2D

system where each node requires 1 up-converting RF chain for Tx, 1 down-

converting RF chain for Rx and 1 up-converting RF chain for SI cancellation.

A total transmission period of T seconds is considered. The available power
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Figure 7.1: Underlay D2D network model, where the solid lines denote the desired

signals and the dashed lines denote the interference links.

at D2D nodes is Pd. Therefore, the total energy consumed by the D2D pair

in the FD mode is 2PdT .

2. HD Mode: In the HD mode, each D2D user transmit for T
2
time period. In

order to make a fair comparison between the FD mode and the HD mode,

we assume that both systems have equal RF hardware complexity. Since

in the FD mode, a D2D node uses 2 up-converting RF chains and 1 down-

converting RF chain, similar to [3, 10], we define an equivalent HD system

with two up-converting RF chains for Tx and one down-converting RF chain

for Rx. Therefore, the RF equivalent HD system for 1× 1 FD pair is a 2× 1

multiple-input single-output (MISO) system. In order to keep the total energy

consumption of the two modes equal, each antenna transmits with power Pd

with unit energy symbols, such that the total energy consumed is 2PdT .

In the first stage of this work, we assume that there is no interference coordina-

tion between the cellular network and the D2D pair. The channels between all the

entities are assumed to be flat Rayleigh faded with average fading power of unity.

We assume a log-distance path loss model with reference distance of 10 m. The

performance metric we are interested in is the sum ergodic rate of the network. We

derive closed-form expressions for the sum ergodic rate for both FD and HDmodes.

Furthermore, to understand the feasibility of D2D networks over conventional net-
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works, we compare both FD and HD D2D systems with a two-way relay network

(TWRN), where the BS acts as a relay between the two D2D users to facilitate the

data exchange in a spectrally efficient manner.

7.3 Ergodic Rate Analysis

In this Section, we present the sum ergodic rate analysis for each D2D communica-

tion mode.

7.3.1 FD mode

The signal received at the BS can be written as

yBS,FD =
√

PuLuhusu +
2∑

k=1

√

PdLdkhdksdk + n1

where Pu is the transmit power of CU, Lu is the path loss between the CU and the

BS, hu is the flat fading channel coefficient between the CU and the BS, su is the

unit energy signal transmitted by the CU, n1 is the additive white Gaussian noise

(AWGN) with varianceN0 at the BS, sdk is the unit energy signal transmitted by the

kth D2D user, Ldk and hdk are the path loss and the flat fading channel coefficient

between the kth D2D user and the BS, respectively. The signal-to-interference-plus-

noise ratio (SINR) at the BS can be written as

γU,FD =
PuLu|hu|2

∑2
k=1 PdLdk|hdk|2 +N0

. (7.1)

The path loss coefficients are computed using

L(dB) =

{

32 + 20log10(fcd) ifd ≤ 10

60 + 10ηlog10(d/10) if d > 10
(7.2)

where fc = 2.4 is the carrier frequency in GHz, d is the distance between the nodes

and η is the path loss exponent. The received signal at the kth D2D user is given by

yk,FD =
√

PdL12hkjsj +
√

PuLukhuksu + Ik + nkd, k, j ∈ {1, 2}, k 6= j (7.3)

where Luk, huk are the path loss and the fading channel coefficient between the CU

and the kth D2D user, L12, and hkj are the path loss and the channel coefficient
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between the D2D pair, and nkd is the AWGN with variance dukN0 at the k
th D2D

user. The SI Ik at the kth D2D user is modeled as additional Gaussian noise with

variance σ2
Ik. The variance σ

2
Ik depends on the SI cancellation technique used at the

nodes. According to the experimentally verified SI model given in [3], σ2
Ik can be

computed using

σ2
Ik(dBm) = Pd(dBm)− LSI(dB)

− (λ(dB/dBm)(Pd(dBm)− LSI(dB)) + β(dB)) (7.4)

where LSI is the passive SI cancellation due to antenna isolation, λ and β are co-

efficients depending on the active cancellation [11]. The SINR at the kth D2D user

can be given as

γk,FD =
PdL12|hkj|2

PuLuk|huk|2 + σ2
Ik +N0

. (7.5)

The sum ergodic rate of the system can be computed using

RFD,D2D =

RU,FD

︷ ︸︸ ︷

E [log2 (1 + γU,FD)] +

2∑

k=1

E [log2 (1 + γk,FD)]

︸ ︷︷ ︸

RD2D,FD

(7.6)

where RU,FD and RD2D,FD are the ergodic rates of the CU and D2D pair, respec-

tively. For our analysis, we assume that the position of the CU is randomly located

at a distance r1 from the BS and the D2D pair is fixed at a distance of r2 from the

BS (see Fig. 7.5). The mean distance between the CU and the kth D2D user can be

found using

d̄uk =
2
√
A+B

π
K

(√

2B

A+B

)

(7.7)

where A = r21 + r22, B = 2r1r2, and K(·) is the complete elliptic integral of the

second kind [12, 8.112]. The derivation of (7.7) is given in Appendix A. To account

for the randomness of the CU location, we propose to substitute d̄uk in (7.2), for

calculating the values of Luk. This approach is mathematically tractable compared

to averaging over the PDF of duk, and results in extremely good approximations for

the ergodic rate. The ergodic rate of the CU, RU,FD, can be computed by solving the

integral

RU,FD = log2(e)

∫ ∞

0

1− FγU,FD
(x)

(1 + x)
dx (7.8)
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where FγU,FD
(x) is the cumulative distribution function (CDF) of γU,FD given by

FγU,FD
(x) = 1− exp

(

− x

γ̄u

)
1

(

1 + γ̄b
γ̄u
x
)2 (7.9)

where γ̄u = PuLu

N0
, and γ̄b =

PdLdk

N0
. The closed-form solution for (7.8) is given by

RU,FD = log2(e)Υ
2

[
1

1−Υ

(
1

Υ
− 1

γ̄u
e

1
γ̄b E1

(
1

γ̄b

))

− 1

(1 −Υ)2
e

1
γ̄b E1

(
1

γ̄b

)

+
1

(Υ− 1)2
e

1
γ̄uE1

(
1

γ̄u

)]

(7.10)

where Υ = γ̄u
γ̄b
, and E1(·) is the exponential integral function.

The CDF of γk,FD is given by

Fγk,FD(x) = 1−
Φexp

(

−x(1+Īk)
γ̄k,FD

)

(x+ Φ)
(7.11)

and the ergodic rate of the kth D2D user can be found as

RD2D,FD = log2(e)Φ






e
1+Īk
γ̄k, FDE1

(
1+Īk
γ̄k,FD

)

Φ− 1
+
e

1+Īk
γ̄k,u E1

(
1+Īk
γ̄k,u

)

1− Φ




 (7.12)

where Φ =
γ̄k,FD
γ̄k,u

, γ̄k,FD = PdL12

N0
, γ̄k,u = PuLuk

N0
and Īk =

σ2
Ik

N0
. The derivations of

(7.9), (7.8), (7.11) and (7.12) are shown in Appendix B.

7.3.2 HD mode

In the HD mode, the D2D pair forms a 2 × 1 MISO system. Therefore, during

the first T/2 period, 1st D2D user transmits using 2 antennas and the other user

receives with a single antenna. Since CSI is not available at the transmitter, D2D

users transmit using Alamouti space-time code (STC) to achieve transmit diversity.

Then, the received signal at the BS in a particular symbol period during the first T
2

interval can be written as

yT/2,HD =
√

PuLuhusu +
2∑

k=1

√

PdLk,1hk,1sk,1 + n1 (7.13)

where sk,1 is the transmit signal from the kth Tx antenna of the 1st D2D user, Lk,1

and hk,1 are the path loss and the fading channel between the BS and the kth Tx
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antenna of the 1st D2D user, respectively. The SINR in the first T/2 period is given

by

γT/2,HD =
PuLu|hu|2

∑2
k=1 PdLk,1|hk,1|2 +N0

. (7.14)

Since the D2D transmitter uses Alamouti STC, we consider two symbol periods for

analysis. The received signal vector at the 2nd D2D user can be given as

y2,HD =
√

PdL12

[
h1 −h2
h∗2 −h∗1

] [
s1,1
s2,1

]

+ n+
√

PuLu1Iu

where h1, h2 are channel gains between the two transmit antennas of the 1st D2D

user and the 2nd D2D user, s1,1, s2,1 are the symbols transmitted by the 1st D2D

user, n is the AWGN vector with covariance matrix N0I and Iu is the interference

vector from the CU at the 2nd D2D user. After matched filtering, the SINR per

symbol is given by

γ2,HD =
PdL12(|h1|2 + |h2|2)
PuLu1|hu1|2 +N0

(7.15)

The SINRs at the BS and the 1st D2D user in a particular symbol period during the

second T/2 interval can be found similarly. One can observe that if Lk,1 = Lk,2

∀k ∈ [1, 2], the overall SINR at the BS during the time period T in the HD mode

has similar form as the SINR in the FD mode. Then, SINR CDFs of the BS are

equivalent, and the ergodic rate for the HD mode can be found as (7.8). Following

the procedure given in Appendix B, the CDF of the SINR at each D2D user can be

found as

Fγk,HD(x) = 1− exp

(

−x
γ̄

)[
∆

x+∆
+

x

γ̄k,u(x+∆)
+

x∆

(x+∆)2

]

(7.16)

where γ̄ = PdL12

N0
, and ∆ = γ̄

γ̄k,u
. Using the integral identities given in [13], the

ergodic rate for each D2D user in the HD mode can be found in closed-form as

Rk,HD =
log2(e)

2






2∆e
1

γ̄k,uE1

(
1

γ̄k,u

)

(1−∆)
+

∆e
1
γ̄E1

(
1
γ̄

)

(∆− 1)

− ∆

1 −∆
−

e
1
γ̄E1

(
1
γ̄

)

γ̄k,u(∆− 1)
+

∆2e
1

γ̄k,uE1

(
1

γ̄k,u

)

(1−∆2)

−
∆e

1
γ̄E1

(
1
γ̄

)

(∆− 1)2



 . (7.17)
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7.3.3 Comparison with TWRN

In order to understand the gain of underlay D2D deployment, we also compare the

sum rate results of FD and HD D2D networks with conventional cellular network.

To perform this comparison, we select TWRN as the conventional cellular counter-

part of the D2D network, since TWRNs have been identified as a spectrally efficient

scheme for data exchange between two nodes with the aid of a central network en-

tity.

In the TWRN model, communication occurs in three time slots. In the first time

slot, CU communicates with the BS. In the second time slot, the two users (D1 and

D2 in D2D model) send their data to the BS which functions essentially as a relay.

The BS applies a gain on the received signal and transmits the amplified signal in the

third time slot. The users D1 and D2 subtract their own signal parts from the signal

received and use the remainder for data decoding. In order to make comparisons

fair, we assume D1 and D2 are equipped with 2 Tx antennas and the BS (relay)

is equipped with a single antenna. The users apply maximal ratio transmission

(MRT) for data transmission and maximal ratio combining (MRC) for reception. A

similar system model was analyzed in [14] for users with correlated antennas. For

simplicity, we do not consider the antenna correlation in this chapter. To make sure

that the energy consumptions of D2D model and the TWRN model are equal, per

antenna transmit power of D1 and D2 is set to Pd

4
and the transmit power of the BS

is set to Pd thus making the total energy consumed by the network during the two

time slots to be equal to 2PdT . The sum ergodic rate for the system can be written

as

Rsum,TWRN =
RU,TWRN + 2RTWRN

3
(7.18)

where RU,TWRN is the ergodic rate of the CU and RTWRN is the ergodic rate of the

TWRN. The ergodic rate of the CU is given by

RU,TWRN = exp

(
1

γ̄u

)

E1

(
1

γ̄u

)

. (7.19)

The ergodic rate of the TWRN can be found using the results presented in [14, Sec.

III-C].
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7.3.4 Impact of an interference constraint

Next, we analyze the sum rate of the system when a maximum interference con-

straint is imposed on the D2D network, when the D2D nodes are operating in the

FD mode. In this situation, the BS measures the interference it receives from the

D2D users and informs them through a control channel to limit their transmit power

accordingly. The maximum interference threshold is computed to maintain a mini-

mum quality of service (QoS) guarantee for the CU. Then the transmit power at the

D2D users are adjusted according to

Pk,D2D = min

(
Ith,k

Ldk|hdk|2
, Pd

)

(7.20)

where Ith,k is the maximum interference allowed from the kth D2D user. The SINR

at the kth D2D user is given by

γk,D2D =
Pk,D2DL12|hkj|2

PuLuk|huk|2 + σIk +N0
. (7.21)

In this situation, to compute the statistics of SI, one must require the average trans-

mit power of D2D nodes. The average transmit power P̄k,D2D can be found as

P̄k,D2D =
√

ΩkPdexp

(

− Ω

2Pd

)

W− 1
2
,0

(
Ω

Pd

)

+

Pd

(

1− Q

(

1,
Ω

Pd

))

(7.22)

where Ω =
Ith,k
Ldk

, Wa,b (·) is the Whittaker function [12, eq. 9.221.1] and Q (c, d)

is the incomplete gamma function [12, eq. 8.350.2]. (The derivation of (7.22) is

given in Appendix C.) Then the variance of SI can be computed by replacing Pd

with P̄k,D2D in (7.4).

Obtaining an exact expression for the ergodic rate of D2D users appears to be

intractable with the SINR expression (7.21). Therefore, we approximate the inter-

ference component from the CU by its average value PuLuk and treat interference

as an additional Gaussian noise. With this assumption, the CDF of γk,D2D can be

found using [15, eq. (8)], and has the form

Fγk,D2D
(x) = 1 + exp

(

−L12σ
2x

Pd

)



exp

(

−αL12Ith,k
Pd

)

αIth,k
σ2x

+ 1
− 1




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Figure 7.2: The sum ergodic rates of the system as a function of the distance of

D2D pair from the BS

where σ2 = PuLuk + σIk +N0 and α = Ldk

L12
. Now the ergodic rate can be derived

as

Rk,D2D = exp

(
L12σ

2

Pd

)

E1

(
L12σ

2

Pd

)

−
exp

(

−αL12Ith,k
Pd

)

L12σ2

Pd

(
αIth,k
σ2 − 1

)

+
exp

(

−αL12Ith,k
Pd

)

exp
(

L12σ2

Pd

)

E1

(
L12σ2

Pd

)

(
αIth,k
σ2 − 1

)

+

αIth,k
σ2 E1

(
αL12Ith,k

Pd

)

(

1− αIth,k
σ2

) −
exp

(

−αL12Ith,k
Pd

)

L12σ2

Pd

(

1− αIth,k
σ2

) (7.23)

For the HD mode, exact analysis becomes intractable with Alamouti STC trans-

mission. Therefore, we propose to approximate the ergodic rate of the D2D users

by substituting P̄k,D2D instead of Pd in (7.15).
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Figure 7.3: The sum ergodic rates of the system as a function of the transmit power

of the D2D pair
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7.4 Numerical Results and Discussion

In this Section, we provide some numerical results to verify the analysis conducted

in Sec. 7.3. For our numerical results, we assume a circular cell of radius 250 m.

The CU location is uniformly distributed at a distance r1 from the BS. The position

of the D2D pair is fixed at a distance r2 from the BS. Carrier frequency of 2.4 GHz

is used for path loss calculations with path loss exponent of 2. The D2D pair is

assumed to be located 10 m apart from each other. The transmit power of the CU is

set to 24 dBm. Noise variance N0 is assumed to be -116.4 dBm. In all simulation

results, 10000 random CU locations were used with 1000000 independent channel

realizations. MATLAB software is used to perform the simulations and to compute

the theoretical values of sum ergodic rates.

Fig. 7.2 shows the sum rate performance comparisons for each mode as a func-

tion of the distance of the D2D pair from the BS. Transmit power of the D2D users

is set to 20 dBm with no maximum interference constraint. The CU is located near

the BS at a distance of 75 m. One can observe that the theoretical results are in

excellent agreement with the simulation results. It can be observed that the D2D

communication is beneficial when the users are closer to the cell edge. The HD

mode outperforms FD mode when the self interference cancellation is below 75

dB.

Fig. 7.3 shows the system sum rate comparisons for each mode as a function

of the transmit power of D2D pair. The sum rate in the FD mode decreases with

increasing transmit power due to the increase in SI. The ergodic rate of the HDmode

remains almost constant and outperforms FD mode for SI cancellations below 75

dB. When the SI cancellation capability increases, the sum rate tends to improve

with the increasing transmit power.

Fig. 7.4 gives the sum rate performances with the distance between the D2D

pair, with Pd = 20 dBm. It is clear that the FD mode outperforms the HD mode

when the distance between the D2D pair is shorter. As the distance increases, FD

with 80 dB SI cancellation results in lower sum rate than the HD mode. The per-

formance of TWRN does not depend on the distance between the nodes, hence not
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considered for this comparison.

7.5 Conclusion

A theoretical framework was derived to evaluate the sum ergodic rate of underlay

D2D network operating in FD and HD modes. Closed-form expressions were de-

rived for the sum ergodic rates, when the location of the D2D pair is fixed, while the

CU is randomly located. The derived expressions can be conveniently evaluated us-

ing common mathematical software packages. The theoretical results were verified

using extensive Monte-carlo simulations. The new expressions can be used to save

computation time in performance evaluation of underlay D2D networks operating

in FD and HD modes. Analytical results can be used to identify the performance

crossover point between the HD and FD modes.

7.A The Derivation of (7.7)

In this Appendix, we present the derivation of (7.7). The CU is randomly located at

a distance r1 from the BS and the locations of D1 and D2 are fixed. We assume that

the angle θ is a uniformly distributed random variable (RV) in the interval [−π, π].
We consider the case when r2 > r1 where D2D communication is beneficial over

conventional system. The results for r2 < r1 can be found in a similar manner.

Applying the cosine law on the triangle, the squared distance can be found as

d2u,k = r21 + r22 − 2r1r2 sin(θ).

Applying standard transformation principles, the probability density function (PDF)

of d2u,k can be found as

fd2
u,k
(y) =

1

π

√

1−
(
y−A
B

)2
, y ∈ {A− B,A+B}.

The mean distance can be computed as

d̄u,k =

∫ A+B

A−B

√
y

π

√

1−
(
y−A
B

)2
dy.
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Applying the variable transformation y−A
B

= cos(x) and solving the resulting in-

tegral using [12, eq. 3.670.1], the mean distance between the CU and D1 can be

found as in (7.7). Due to the symmetry, the mean distance between CU and D2 is

also equal to d̄u,k.

r2

r1

du,k

θ

CU

D1

Figure 7.5: The distance between the CU and D1

7.B The Derivations of (7.9), (7.8), (7.11) and (7.12)

In this Appendix, we present the derivations of (7.9), (7.8), (7.11) and (7.12). As-

suming Ld1 = Ld2, the total interference power at the BS is gamma distributed and

the PDF is given by

fγI (x) =
x

γ̄b
exp

(

− x

γ̄b

)

.

The CDF of γU,FD is found using

FγU,FD
(x) = Pr

(

PuLu|hu|2
∑2

k=1 PdLdk|hdk|2 +N0

≤ x

)

=

∫ ∞

0

1− exp

(

−x(y + 1)

γ̄u

)

fγI (y)dy (7.24)

and a closed-form solution is found using [12, 3.381.4]. Substituting (7.9) in (7.8)

and applying the result in [13, Lemma 3], the ergodic rate is found in closed-form

as (7.8). The derivation of (7.11) and (7.12) follow the same method as (7.9) and

(7.8), and can be deduced in a straightforward manner.
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7.C The Derivation of (7.22)

In this Appendix, we present the derivation of (7.22). The RV Pk,D2D is a mixed

RV with a continuous and discrete components in the PDF. The RV X = Ω
|hdk|2

is

inverse gamma distributed with PDF

fX(x) = Ωx−2exp

(

−Ω

x

)

.

Then P̄k,D2D can be computed using

P̄k,D2D =

∫ Pd

0

xfX(x)dx

︸ ︷︷ ︸

I1

+Pd

∫ ∞

Pd

fX(x)dx

︸ ︷︷ ︸

I2

with

I2 = Pd

(

1− Q

(

1,
Ω

Pd

))

.

Using the variable transformation Ω
x
= t and applying the integral identity [12, eq.

3.381.6] the integral I1 can be solved in closed-form.

160



References

[1] E. Everett, Full-Duplex Infrastructure Nodes: Achieving Long Range with

Half-duplex Mobiles. Masters Thesis, Rice University., 2012, available:

http://hdl.handle.net/1911/64704.

[2] D. Bharadia, E. McMilin, and S. Katti, “Full duplex radios,” in Proc. ACM

2013 Conference on SIGCOMM, Hong Kong, China, 2013, pp. 375–386.

[Online]. Available: http://doi.acm.org/10.1145/2486001.2486033

[3] M. Duarte, C. Dick, and A. Sabharwal, “Experiment-driven characterization

of full-duplex wireless systems,” IEEE Trans. Wireless Commun., vol. 11,

no. 12, pp. 4296–4307, 2012.

[4] K. Doppler, C. H. Yu, C. B. Ribeiro, and P. Janis, “Mode selection for device-

to-device communication underlaying an LTE-Advanced network,” in Proc.

IEEE Wireless Communications and Networking Conference (WCNC), 2010.

[5] B. Kaufman and B. Aazhang, “Cellular networks with an overlaid device to

device network,” in Proc. 42nd Asilomar Conference on Signals, Systems and

Computers, 2008, pp. 1537–1541.

[6] K. Doppler, M. Rinne, C. Wijting, C. B. Ribeiro, and K. Hugl, “Device-

to-device communication as an underlay to LTE-Advanced networks,” IEEE

Commun. Mag., vol. 47, no. 12, pp. 42–49, 2009.

[7] Cisco report, Cisco Visual Networking Index: Global Mobile Data Traffic

Forecast Update, 2012-2017, 2011.

[8] C.-H. Yu, O. Tirkkonen, K. Doppler, and C. Ribeiro, “Power optimization

of device-to-device communication underlaying cellular communication,” in

161

http://doi.acm.org/10.1145/2486001.2486033


Proc. IEEE International Conference on Communications, 2009. (ICC 09),

2009.

[9] X. Chen, L. Chen, M. Zeng, X. Zhang, and D. Yang, “Downlink resource al-

location for device-to-device communication underlaying cellular networks,”

in Proc. IEEE 23rd International Symposium on Personal Indoor and Mobile

Radio Communications (PIMRC), 2012, 2012, pp. 232–237.

[10] M. Duarte, A. Sabharwal, V. Aggarwal, R. Jana, K. K. Ramakrishnan, C. W.

Rice, and N. K. Shankaranarayanan, “Design and characterization of a full-

duplex multi-antenna system for WiFi networks,” IEEE Trans. Veh. Technol.,

2012, available: http://arxiv.org/abs/1210.1639.

[11] M. Duarte and A. Sabharwal, “Full-duplex wireless communications using

off-the-shelf radios: Feasibility and first results,” in Proc. 44th Asilomar Con-

ference on Signals, Systems and Computers, 2010, pp. 1558–1562.

[12] I. Gradshteyn and I. Ryzhik, Table of Integrals, Series, and Products, Seventh

Edition. Academic Press, 2007.

[13] J. Zhang, R. W. Heath, M. Kountouris, and J. G. Andrews, “Mode switching

for the multi-antenna broadcast channel based on delay and channel quantiza-

tion,” EURASIP J. Adv. Signal Process, vol. 2009, pp. 1:1–1:15, Feb. 2009.

[14] N. S. Ferdinand, N. Rajatheva, and M. Latva-aho, “Performance analysis

of two-way relay system with antenna correlation,” in Proc. IEEE Global

Telecommunications Conference (GLOBECOM), Houston, Tx, USA, 2011.

[15] J. Lee, H. Wang, J. G. Andrews, and D. Hong, “Outage probability of cogni-

tive relay networks with interference constraints,” IEEE Trans. Wireless Com-

mun., vol. 10, no. 2, pp. 390–395, 2011.

162



Chapter 8

Concluding Remarks and Future

Research Directions

This thesis attempted to advance the theory in wireless communications and obtain

valuable system design insights in multiple aspects.

• Chapter 3 presented an outage probability analysis for multiuser relay net-

works in the presence of CCI. Exact expressions as well as approximations

were derived for the outage probabilities of the network configurations as-

suming interference limited network entities. From the results one can iden-

tify that the outage probability is less sensitive to the number of interferers

at the destination, while it is mainly dominated by the interference at the re-

lay. Furthermore, the analytical results can be used to identify the maximum

tolerable delay for the feedback channel.

• Chapter 4 used a second-order moment matching technique to derive simple

approximations for the ergodic rate of limited feedback DASs operating in the

presence of out-of-cell interference. The tightness of the approximations was

tested using extensive simulations. The results show that even though RVQ

based beamforming proved to be effective in conventional MISO systems, it

is highly suboptimal for DASs and the results can be used to obtain a worst

case performance benchmark.

• Chapter 5 presented a detailed outage probability analysis for relay coordina-

tion schemes in two-hop DF relay networks. Closed-form outage probability
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expressions were derived for four relay coordination schemes. Simplified out-

age probability expressions were derived for the high-SNR regime to identify

important parameters such as array gain and the diversity order of the sys-

tem. Furthermore, an approximation technique was proposed to incorporate

the impact of user location randomness in outage probability computations.

The results were used to come up with some thumb rules useful in designing

coordinated relay networks.

• Chapter 6 presented an outage probability and average rate analysis for a

shared relay based interference coordination scheme. The results show that

by implementing linear transceiver structures at the shared relay node can

effectively reduce the ICI levels. Even though the analysis was conducted

using single antenna source nodes, the results can be easily extended to a

system model with multiple antenna source nodes where source nodes use

TAS for first-hop transmission. Furthermore, the impact of CSI quantization

on the average rate performance was investigated to identify the necessary

codebook sizes to maintain a desirable level of system performance.

• Chapter 7 presented an average rate analysis for an underlay full-duplex D2D

network. The analysis compared the average rate performance with conven-

tional half-duplex network with equivalent hardware complexity and energy

consumption. The results can be used to identify the SI cancellation require-

ments required to outperform half-duplex systems. Furthermore, the analyti-

cal results can be used to identify the performance cross-over points between

FD and HD modes.

The results of this thesis have provided basis for many other research works

including [1–5]. Apart from these works, the results of this thesis may be used as a

basis for the following future research directions.

• The analytical results in Chapters 3 and 4 are derived assuming a homoge-

nous deterministic interference model. However, future wireless networks

will support heterogeneous services in multiple tiers. Therefore, it is im-
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portant to revist the problems studied in Chapters 3 and 4 with interference

models accounting for heterogeneous user services.

• The analysis in Chapters 5 and 6 assumed that the coordinating cells have

similar QoS requirements. However, the heterogeneous nature of the future

wireless networks will result in the need to coordinate interference among

cells with different types of QoS requirements. For example, one cell may

contain users with guaranteed QoS, while the other cell may contain best

effort users. It will be interesting to design resource allocation schemes at the

relay to cater the demands of users with different QoS levels.

• The results developed in Chapter 7 are still in a preliminary stage, where

the performance of a simplified network model is studied. It is important to

conduct further theoretical analysis on FD D2D networks with complex net-

work topologies, by computing the achievable data rate and the probability of

service outages. It is expected that 5G networks will be ultra-dense and het-

erogeneous. Several types of networks may co-exist in the same spectrum.

Therefore, it is crucial to identify the impact of different types of interference

from other networks on FD D2D networks. D2D networks such as vehicular

networks will operate in environments where impulsive noise sources and in-

accurate CSI estimates are common performance degradation factors. Due to

the safety critical nature of D2D applications, designers must make sure that

the systems are capable of extremely reliable communications in the presence

of these hostile conditions. Therefore, it is important to consider the impacts

of impulsive noise and CSI estimation errors in the analysis. Experimentally

verified Laplace noise model can be used to model impulsive noise sources in

the analysis. Furthermore, the results of these analyses can be used to develop

new transceiver structures to enhance the performance of FD D2D systems in

the presence of practical imperfections such as interference, CSI estimation

errors and impulsive noise.
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