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Let no one, therefore, expect from us a complete history and theory of the 
Glass Bead Game. Even authors of higher rank and competence than ourself 

would not be capable of providing that at the present time. That task must 
remain reserved to later ages, if the sources and the intellectual prerequisites 

for the task have not previously been lost. Still less is our essay intended as a 
textbook of the Glass Bead Game; indeed, no such thing will ever be written. 

The only way to learn the rules of this Game of games is to take the usual 
prescribed course, which requires many years; and none of the initiates could 

ever possibly have any interest in making these rules easier to learn. 

("The Glass Bead Game", Hermann Hesse) 



Abstract 

This thesis is devoted to precision perturbative calculations in field theory. 

Supplementing accurate experimental data, they improve the knowledge of 

fundamental parameters and provide the basis for searches of unknown physics 

effects. 

The results of two original theoretical calculations are presented. Both 

describe the decays of heavy fermions, such as the top quark and the muon, but 

chiefly relevant to the important case of bottom-to-charm quark transitions. 

The first calculation corresponds to a special kinematic limit of maximum 

recoil momentum of the final quark. Mass-dependent next-to-next-to-leading 

order (NNLO) corrections due to strong interaction found in this work com­

plement and extend a series of published results obtained in other limits. 

The second and the major calculation of this thesis provides charm mass 

effects in the total semi-leptonic decay rate of the bottom quark, also at NNLO. 

Used as an input to fitting precision measurements, these results reveal a 

mistake in previous approximations, thus leading to a shift in the value of one 

of Cabibbo-Kobayashi-Maskawa matrix elements. 

When applied to muon decays, these expressions describe an important 

but previously overlooked correction to muon life time. Significant for on­

going experiments, this correction results in a slight shift of the measured 

Fermi constant. 

The techniques and methods used in those projects are explained in detail, 

with attention to practical issues. The algorithms are implemented as com­

puter programs, applicable to a wide variety of other challenging problems. 
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Chapter 1 

Introduction 

Our present understanding of the microscopic structure of the universe is sum­

marized in an extremely successful framework - the Standard Model (SM)1. 

It consists of three major ingredients: 

Quantum Electrodynamics (QED), built from late 1920s to 1950s, de­

scribes electromagnetic interactions of charged particles. Its development in­

volved P. Dirac, V. Fock, W. Pauli, H. Bethe, S. Tomonaga, J. Schwinger, 

R. Feynman, F. Dyson and other prominent physicists. Since then, it has 

been verified down to sub-atomic scales by the collider experiments (e.g., LEP 

tested the QED at 10~17 m), and up to galactic distances through astronomical 

observations (the most stringent limits on the photon mass [1, 2] correspond 

to the Compton wavelength of 1020 m). This makes the QED by far the most 

well-established physics theory. 

Quantum Chromodynamics (QCD) describes the short-range "strong" 

interactions, including, e.g., nuclear forces. In an effort to understand the 

"ordinary" matter, M. Gell-Mann and G. Zweig in 1964 identified the special 

role of SU(3) triplet representations in hadronic spectroscopy [3, 4]. After the 

discovery of asymptotic freedom by Gross, Wilczek and Politzer in 1973 [5, 6, 

7], QCD was established [8, 9] as a theory of interacting quarks. 

The first direct evidence for quarks appeared in a 1969 experiment led by 

J. Friedman, H. Kendall, and R. Taylor [10, 11]; but it was not until 1995 that 

1Neutrino oscillations, while not part of the SM, can be accommodated relatively easily. 
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(presumably) the last and the heaviest top quark was found in Fermilab [12]. 

Electro-weak (EW) theory through the so-called Higgs mechanism pro­

vides explanation for the masses of other particles, also introducing heavy 

gauge bosons mediating "weak" interactions. Suppressed compared to QED 

at distances larger than 10 -17 m, this force is nevertheless responsible for nu­

clear beta-decays and the muon decay. In 1956, T.-D. Lee and C.-N. Yang 

predicted [13] that certain nuclei may decay differently in our universe and 

the one reflected in a mirror; and that was observed in C.-S. Wu's experiment 

in 1957 [14] (several observations by other groups followed immediately). In 

1967, S. Weinberg, S. Glashow, and A. Salam suggested an elegant general­

ization [15, 16] of that theory providing answers to many theoretical concerns, 

valid through distances of the order 10 -18 m. It found a spectacular confirma­

tion when W and Z-bosons were directly observed in 1983 at CERN [17]. 

The Standard Model, unifying these three forces, was formulated in 1970-

73. After the discovery of the tau-neutrino in 2000 [18], the last remaining 

unobserved piece of the SM is the Higgs boson. 

While this thesis is being written, the Large Hadron Collider (LHC) is 

about to start taking data. To interpret its results and fully utilize its poten­

tial, large efforts are being put into evaluating quantum corrections to many 

processes in the SM and its hypothesized extensions. 

As an alternative to huge particle accelerators, low-energy experiments aim 

at tiny indirect manifestations of the New Physics. For example, trapped ion 

measurements reach accuracy of fractions of parts-per-trillion (ppt) in testing 

QED [19], while the muon anomalous magnetic moment [20], measured to 

parts-per-million (ppm), tests EW theory. Such experiments provide the best 

accuracy for fundamental constants, such as the fine structure constant a. 

To match the progress of the experimental technology, theoretical calcu­

lations need to account for next-to-leading, next-to-next-to-leading or even 

further effects, thus becoming increasingly difficult. The most advanced com­

putational framework for such calculations is the perturbation theory based 

on Feynman diagrams [21, 22]. Successive approximations in this method 
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correspond to the greater number of nested "loop" integrations. 

This thesis deals with the perturbative corrections to heavy fermion de­

cays within the Standard Model. In addition to the complexity of multiple 

loops they involve several different energy scales, thus necessitating a careful 

resolution of their contributions. Recent progress in related techniques made 

possible the calculations that constitute the heart of this thesis. Together with 

accurate measurements, those results may ultimately lead to better accuracy 

for fundamental constants, such as the Fermi constant Gp and the Cabibbo-

Kobayashi-Maskawa matrix element Vct,
2. 

The structure of this thesis is as follows. The leading chapters present 

a detailed overview of computational techniques and frameworks. Chapter 2 

introduces a systematic approach to multiple-scale problems, Chapter 3 de­

scribes the methods to reduce the number of integrals in a calculation. Chap­

ters 4 and 5 demonstrate, respectively, numerical and analytical tools used in 

practice to evaluate multi-loop integrals. 

The chapters that follow are devoted to the results of the original research 

projects completed using those instruments. Chapter 6 presents a calcula­

tion of QCD effects in semi-leptonic b —> c transitions obtained in a special 

kinematic limit. This result builds upon and complements a series of related 

published results. Finally, Chapter 7 contains the most important and chal­

lenging result of this work, which describes both the QCD corrections to the 

semi-leptonic 6-quark decays, and the QED effects in the muon (fi) decays. 

Following the conclusions in Chapter 8, the Appendices A, B and C summa­

rize the auxiliary results and formulas needed to accomplish this work. Some 

of the results presented in this thesis have already been published [26, 27]. 

2The flavour is a property of quarks of well-defined mass (which may be not known 
well). The charged weak interactions connect up-type quarks with linear combinations of 
down-type quarks of various masses (flavours). The coefficients of these combinations form 
a three-by-three matrix, called the CKM matrix [23, 24, 25]. 
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Notations 

Throughout this thesis, we use the "natural" system of units in which h = c = 

€o — 1. Dimensional regularization with D = 4 — 2e is used to consistently 

treat divergent integrals. A factor of T = r(l+e)/(47r)2_e per loop is explicitly 

extracted in all loop integrals to avoid the proliferation of Euler's constant 

7B in the expressions and results. Following the notations of Ref. [28], the 

integration measure over momentum k is denoted as dDk/(2n)D — [dDk\. 

Since this thesis significantly uses the developments of Ref. [28], the concepts 

and methods mentioned but not described here can be found in that reference. 

4 



Chapter 2 

Multi-scale problems 

A fundamental physical theory, describing phenomena at the smallest dis­

tances, is usually not appropriate for calculations at much lower energy scales. 

For instance, the dynamics of fluids is impossible to describe in terms of inter­

acting quarks and leptons. However, effects of quark theory, atomic structure, 

and molecular interactions can be hidden in a few measurable parameters, 

resulting in what is known as an effective low-energy theory. 

Finding quantum corrections in problems involving several energy scales 

is usually simpler within an effective theory. A complementary approach is 

to separate the scales inside the loop integrals, and build the correspond­

ing expansion. Although less general, this technique is very well suited for 

computer-aided calculations. 

This chapter introduces the basics of effective field theories (EFTs), mostly 

following Refs. [29, 30]. After that, we discuss several examples of asymptotic 

expansions in loop integrals. 

2.1 Effective theories 

All the properties of an arbitrary field <f> are encoded in its generating func­

tional, or vacuum-to-vacuum transition matrix element: 

W = <0|0> = fvci> eiS^\ S[<f>] = JdDx £(</>, drf), (2.1) 

where the path integral is taken over all configurations of field 0, and the 

action S is an integral of the Lagrangian density C 
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The basic idea due to Wilson [31] consists of integrating out the high-

energy modes 0# with energy (frequency) E > A from this path integral. The 

remaining integral over modes <j>i (with E < A) is then expressed in terms of 

an effective cutoff-dependent action SA'-

W = / p 0 e i 5 M = I V<j)LV(j)H eiS[<t>L>4>H] = f V<j)L e
iSt^L]. (2.2) 

SA can be expanded in an (infinite) sum in terms of all operators Oi, allowed 

by the symmetries of the problem. They are non-local at the scale 1/A, but 

since the fields <J>L vary only weakly over such distances, this non-locality does 

not influence physical results: 

SA = JdDxJ29iOi. (2.3) 

If an operator Oi scales with energy as E5i (where E characterizes the 

low-energy process), then to keep <SA dimensionless, the coupling constant <& 

should offset the dimension by D — Si. Since g '̂s connect our theory to the 

"fundamental" high-energy theory, they can only depend on A, and we can 

assume <& = AD~5iXi with Aj ~ 1. Integration over dDx introduces a factor 

scaling as E~D, so that 

/ 
dDx giOi ~ Xi ( I V . (2.4) 

Each operator Oi now can be classified based on its scaling as E —> 0. If 

Si < D, then its contribution to S grows, and Oi is called "relevant". Terms 

with Si > D are "irrelevant", and those with Si — D are "marginal". Usually 

there is only a finite number of relevant and marginal terms that determine 

the low-energy physics. Irrelevant terms are considered to the order dictated 

by the chosen precision. Constants Qi then are fixed by a calculation in the 

"full" theory. 

Example 1. A simple example of an effective theory is Fermi's four-fermion 

interaction, describing the muon decay. In the electroweak theory the propa­

gator of a VT-boson with four-momentum q is Paf3 ~ 2 ^ - 2 , where W-boson 
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mass Mw ~ 80.4 GeV. However, the characteristic momentum transfer in the 

muon decay is y/tf* ~ m^ « 105.6 MeV <C Mw The W-exchange amplitude 

g^P"13 • Ji^icr-^-v • ejpl^-v can then be substituted with an effective vertex 

GF • A*7a(l — 75)^ • e7 a(l — 75)^, where GF — | ^ is the Fermi constant. This 

constant absorbs all the weak physics, thus W- and Z-bosons are absent in this 

theory. Note that although this operator is "irrelevant" by our classification 

(its scaling dimension is [jx(\ — 75)1/ • e(l — 75)1/] = 6 > 4), it is responsible for 

the leading contribution to the decay. 

Example 2. To demonstrate the practical approach to building an effective 

theory, let us try to explain why the sky is blue. We consider the elastic 

scattering of photons off neutral atoms, with photon energy E1 much smaller 

than atomic excitation energy A. The latter is small compared to the inverse 

Bohr radius, â "1, which in turn is smaller than the atomic mass M: 

E1 < A <C ao : < M. (2.5) 

It is not difficult to determine the relevant degrees of freedom. First, gauge 

invariance dictates that the photonic field A^ can only enter as F^ = d^A,, — 

dl/Alx. Second, the atomic field $, satisfying Klein-Gordon equation (d^ — 

M 2 )$ = 0, can be decomposed to factor out the fast oscillations due to its 

large rest mass: $ = e~%Mv^xil(j), where v^ is the atomic four-velocity. Being 

neutral, 4> can only couple to F^ but not to A^. 

Let us now construct the most general Lagrangian, satisfying Lorentz and 

gauge symmetries, from all possible monomials containing 1^, d^, ft(j), and 

F^u. Some combinations vanish, simplifying the task: for instance, d^F^ = 0 

due to Maxwell's equations, d^^ — 0 is the equation of motion for the field 

(j). In addition, in the atomic rest frame v^ = (1,0,0,0), which together with 

zero-recoil condition dt(p = 0 leads to v^d^cp — 0. 

Thus, our interaction Lagrangian is1 

£eff = c^^F^F^ + c2^4>vaFafxvpF^ + c30V(«a0«) V " + . . . . (2.6) 

1 There are more operators scaling as the third term, e.g., (f>^d^(f>FIJ,^vaF
au, which we do 

not include here since the first two terms will be found to dominate at low energies. 
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Now we establish the operator dimensions: [<9M] = 1 (scaling as 1/length); 

the photon kinetic term, £ 7 = - | (F^u)2, requires [F^] = 2. Finally, the 

dimension of operator <fi is determined from the normalization of atomic wave 

functions *: </^\0) = \I/|1) (|0) and |1) being the states with zero and one 

atoms). Since (1|1) = 1, and we normalize for one atom per volume, f d3x\^\2 = 

1, then [4>] = 3/2. 

Since £eff has dimension 4, then [cx] = [c2] = —3, [c3] = —4, and only 

the two lowest order terms determine the scattering cross-section. To decide 

whether A or a^1 set the scale of c\ and c2, we may notice that low-frequency 

photons cannot probe the structure of atomic levels; thus, the cross-section 

has to be determined by the scatterer's size, a^. Our effective Lagrangian now 

becomes 

(\1tf<t>Fia,F'" + \2^<t>vaFatlVpF^) , (2.7) 

where Ai^ ~ 0(1) have to be determined from a high-energy calculation. The 

scattering amplitude then scales as ajj, and the cross-section a as a^. Since a 

has dimension of area, —2, we finally have: 

a ~ ae
0E

4
v (2.8) 

thus blue light scatters stronger that red, and the sky looks blue. 

2.2 Asymptotic expansions 

These examples demonstrate the power of effective theories in identifying the 

most prominent effects. However, extending the calculations in an EFT be­

yond the leading order may prove not much simpler than in the more general 

"fundamental" theory. A powerful approach to evaluating multiple-scale ef­

fects in loop corrections, the method of asymptotic expansions [32, 33, 34, 35, 

36, 37, 38, 39, 40, 41, 42, 43] is completely systematic and thus convenient for 

computerized calculations. 

A naive approach to determine the asymptotic behavior of an integral 

depending on a parameter x in the limit x —+ 0 would be to Taylor expand 

the integrand about x = 0, and integrate each term. However, since loop 
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/ \ 

m i M , 
> • * 

Figure 2.1: One-loop double-scale propagator-type integral 

momenta are integrated over all scales, "soft" subgraphs can give a nontrivial 

contribution in some corners of the integration space. Thus, a more careful 

treatment would be to identify all contributing regions, expand the integrands, 

and integrate the result in each region separately, respecting the boundaries 

between the regions - impossible for any realistic problem. The solution comes 

from a non-intuitive statement: once the expansion is done in every region, the 

boundaries may be discarded and integration performed over all momentum 

space in each region. Due to mathematical properties of this operation, no 

double-counting occurs in the overlapping integrals. 

We will demonstrate the power of asymptotic expansion with a few exam­

ples of varying complexity. 

Simple one-loop example. Consider the integral in Fig. 2.1, where the 

dashed line is massless and carries loop momentum q. 

With M S> m, the integral may get contributions from the two regions of 

loop momentum q: q ~ m and q ~ M. In the former case, the heavy line 

( ) 

Figure 2.2: "Soft" loop momentum Figure 2.3: "Hard" loop momen-
limit, q ~ m turn limit, q ~ M 

shrinks to a point (similarly to the W-boson propagator in muon decay) as in 
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Fig. 2.2, and the integral becomes a massless tadpole - zero in dimensional 

regularization: 

7(1,1; ̂  = f f*] ^ (2.9) 
J (q+p)2 (?2 + M 2 ) v ; 

g y f- / ^ (-g2)* _ Q f210) 
j^J (? + p)2(M2)« y ] 

In the region q ~ M > m, the expansion in powers of x = m2/M2 results 

in every term being a massive vacuum loop (Fig. 2.3): 

[dDq] r j y ( [dDq}(-2qp-pZy 

i=o - ^ ~ m 

[dD
g] (-iy (P

2y-k %\ 

i=0k=0;q~M (q2)i+1 (?2 + M2) k\(i-k)\ 

/ ( n . l ) = / ^ - ^ v / [dD
q}(-2gP-p2y 

oo i ,, 

= E E / L7-̂ v, ;.;r,^ „,/• ^ .w 
Extending the integration to the whole range of q, we can apply the aver­

aging formula Eq. A.5 to the powers of (2pq) in the numerator. As integrals 

with odd powers of q vanish, we can change the summation index: 

X 

i=0 j '=0 

i\ (qVY (2j)\ T(2 - e) 

(2j)\(i-2j)\ j\T{2-e + j) 

Now, vacuum bubbles can be integrated with Eq. A.l: 

'(M;*) = E E G ^ I + * - ; , ^ (2.13) 

j r ~ LW (_i)i (m2)*-i r(e + z - j ) r ( l - € - t + i ) » ! 

r ( l + e ) ^ ^ ( M 2 ) ' - ^ j ! ( i - 2 i ) ! r ( 2 - e + j ) 

i=n+j F(m2)~£ f v - ( - l ) j z"+e I > + e) T(l - e - n) (n + j) ££ r ( l + ' ) t S ^ i ! ( n - j ) ! r ( 2 - e + j) 

In the last line we used the transformation 
oo |_*/2J oo oo oo oo oo n 

£ £ = £ £ = £ £ = ££• 
i=0 j = 0 j = 0 i=2 j j=0 n=j n=0 j—Q 

The inner summation can now be performed using the formula 

" ( - i y r ( a + j ) _ T(a)T(b-a + n) 
j^j\{n-j)\T{b + j) n\T(n + b)T(b-aY { ' ) 
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and our final answer is: 

1(1,1; a?) T ( l - e ) 
F{m2)-

1 

E x 
,n+i Y{n + e) 

r ( l + e ) ^ r ( 2 - € + n) 
(2.15) 

x + l + lnar + - + e 
\v? x f2> lnx 

l + lnx + — + . U + -

+ e* 
' , lnx2 lnz3 / 7 3 , lnx2 ' 
l + lna; + — + — + * ( - + - l n x + — + 

The sum in Eq. 2.15 can be expressed in terms of the hyper-geometric 

function and analytically continued outside the region M >• m. For x = 1 it, 

of course, reproduces Onshell(l, 1; 1) (Eq. A.3). 

Another one-loop example. The following example is again related to 

the integral in Fig. 2.1. This time we consider the real decay threshold limit 

0 < S2 = m2 — M2 <C m2. The imaginary part of that loop integral then cor­

responds through the optical theorem to the two-body phase space (Eq. A.8): 

[dDk] 
Im 

/ k2(k2 + 2kp-62-i0) 
= l-Jd§{P^PuP2) (2.16) 

^l2T (S2)1-2" 

2i-2ep(1 + e)r(3/2 - e) ( m 2 ) 1 - ' 

where capital letters denote momenta in the Minkowski space of the decaying 

and final particles, such that P2 = m2, P2 = M2, and P$ = 0. The — iO term 

here is shown explicitly, since the imaginary part of the integral vanishes when 

contour is not deformed. It is also implicit in the expressions below. 

The same result can be obtained by the asymptotic expansion. Reasoning 

similarly to the previous example, we find that the only non-zero region in this 

configuration corresponds to k ~ 52/m: 

[dDk] k~P/m f [dDk] A / -k2 

I k2(k2 + 2kp - 82) I k2(2kp-S2)^ y2kp-52 

i=0 

(2.17) 

Inspecting Eq. 2.17, we notice that all terms except the first (i = 0) vanish - if 

k2 cancels in the denominator, 2kp — 52 can be written as 2k'p by shifting the 

integration momentum. The latter form has no relevant scale (since the scale 

of p can be factored out of the integral), and corresponding integrals vanish. 
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Introducing the Tomonaga parameter A, we unite the denominators, com­

plete the square, and apply Eq. A.l: 

f idDk] _ /•" f [dDk] 
J k2(2kp-52) ~ I J (k2 + X(2kp - S2))2 { } 

FT(e) 2 \ \ - £ / dX (m2A2 - 82X) 
Jo r ( i + 6) 

T T(e) T(l - e) T ( - l + 2e) (-J2)1"2* 

r ( l + e) r(e) (ra2)1^ ' 

The only non-trivial factor in this formula, the power (—l)_2e, is uniquely 

determined by the above mentioned term —iO, allowing the expansion (—1 — 

i0)~2e — e_Mr(_2e) = 1 + 2iire — 2ir2e2 + .... Imaginary terms in this expansion 

give rise to the imaginary part of the integral above which order by order 

reproduces the expansion of Eq. 2.16. 

Three-loop example. In the Fermi effective theory, next-to-leading order 

QED corrections to muon decay give rise to the following integrals (Fig. 2.4): 

rt \ f M%P%P%] /01_. 
7 ( 0 1 , 0 2 , 0 3 , 0 4 , 0 5 , 0 6 ) — / ^ a i p c * jyaapa* jya* jya« » ( 2 - 1 9 ) 

with A = (p+fc3-&2)2, D2 = k%+m2, Dz = kf+m2, DA = fcf, Ds = (h-k2)
2, 

and £>6 = (p+ki—k2)2+M2. Here m is the electron mass, and M is muon mass, 

M 3> m, and the external momentum is on-shell, p2 = —M2. Each Feynman 

diagram, contributing to the muon decay process, can be expressed in terms of 

integrals of Eq. 2.19 with various indices ai,..., a6. Since this topology involves 

two different mass scales, we should analyze how to factorize it into single-scale 

contributions. In what follows, we only discuss the contributing expansion 

regions and sketch calculations (following Ref. [44]), without showing explicit 

results (those will be discussed later in Chapter 7). 

Figure 2.4: Topology contributing to 0(a) corrections to the muon decay rate 
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Figure 2.5: Region 1: fci,^»m Figure 2.6: Region 2: k2 ^> k\ ~ m 

Figure 2.7: Region 3: ki~> k2 ~ m Figure 2.8: Region 4: fci, fc2 ~ m 

Four contributing regions of virtualities for integrals of Eq. 2.19 are: 

" Region 1 (Fig. 2.5) I |fci| » m, |£;2| > m I £>2 - • fcf 
D3 -> k\ 

Region 2 (Fig. 2.6) |fci| ~ m, \k2\ » m D2-> kj 
D5 - fc2 

£> 6 ^ (p -A; 2 ) 2 + M2 

" Region 3 (Fig. 2.7) |fci| » m, |fc2| ~ m £>3 -> A;2 

A - ( p + fc3)
2 

D6 - • (p + An)2 + M2 

Region 4 (Fig. 2.8) |fci| ~ m, \k2\ ~ m L>i -+ (p + fc3)
2 

As -> 2p(fci - fc2) + a? 

In Region 1, the one-loop subgraph with massless propagators D\ and D4 

can be integrated. After that, we have a two-loop topology which has been 

solved in Ref. [28]. This region is technically the hardest. In all remaining 

ones there is some degree of factorization which simplifies the calculations. 

In Region 2, after averaging over the directions of momentum k\ according 

to Eq. A.5, we can integrate the one-loop massive bubble D3. The remain­

der is a two-loop diagram, in which again we can first integrate the mass-

less propagators D\ and D4. The last integral belongs to a one-loop massive 

propagator-type topology, Eq. A.3. 

Region 3 can be calculated by averaging over the directions of &;2, and 

integrating the massive bubble with D2. The rest factorizes into two one-loop 

integrals, which can be found with Eqs. A.3 and A.2. 
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The most interesting is Region 4. After we integrate D\ and D4, we are 

left with an "eikonal" integral [45], which gives rise to odd powers of m in the 

final answer. Again, a solution was found in Ref. [28]. 

In every region, we can evaluate a few first terms in the m/M expansion. 

When this procedure is applied to the muon decay, the sum of contributions 

from all four regions (properly renormalized) reproduces term by term the 

expansion of the exact formula [46]. 

2.3 Conclusion 

Examples above demonstrate the strong sides of the effective theories and the 

asymptotic expansions. The basic properties of the low-energy interactions 

can easily be established by inspecting a few first terms in an effective theory. 

To include higher order corrections, one has to list the terms in the effective 

Lagrangian with higher scaling dimensions. Manual construction of this list 

(and accounting for the appearing Feynman rules) quickly becomes impossible. 

The techniques of asymptotic expansions then solve this problem and at the 

same time eliminate the necessity for a separate calculation of the Wilson 

coefficients. Limited only by the available computer resources, an expansion 

scheme must be developed once to produce any required number of terms. 
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Chapter 3 

Recurrence relations 

Integrals arising from Feynman diagrams are in general not independent. Lin­

ear equations between integrals (recurrence relations) resulting from integra­

tion by parts [47, 48, 49] can be used to reduce thousands of integrals in a 

problem to a few "master integrals". Only the latter then need to be explicitly 

evaluated. This method becomes indispensable when asymptotic expansions 

to high orders are involved. However, finding the proper combination of recur­

rence relations may be challenging. While the relations for one- and two-loop 

integrals could be solved manually for arbitrary values of indices, reduction 

of three- and four-loop topologies requires automated algorithms, turning this 

step into the most computationally demanding part of the problem. 

This chapter starts with a simple one-loop example, followed by the dis­

cussion of the popular method suggested by Laporta [50], with emphasis on 

details relevant for its practical implementation. Next, we briefly describe an 

interesting modification of Laporta method based on switching to the so-called 

epsilon-finite basis. The chapter concludes with an introduction to the very 

promising general method related to the so-called Grobner bases. 

3.1 One-loop example 

Consider again the one-loop topology in Fig. 2.1, this time assuming arbitrary 

positive integer powers of denominator factors D± = k2, Di = (k + p)2 + M2, 
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where p2 = —m2 

/ (Ql 'a2) ~ J D?D? 

It is possible to prove the following relations: 

J[dDk] 

I 
d 

dk» 
Ar" 

1 

*u, d 

dk>* pT 
1 

D\xDf 

= 0, 

= 0. 

(3.1) 

(3.2) 

(3-3) 

For instance, Eq. 3.2 follows from the Stokes theorem: 

'1*1-

the last integral vanishing due to absence of scale in dimensional regularization. 

Let us explicitly take derivatives in Eq. 3.2: 

0 
" / 

2k2 2k2+2kp [dDk] 

= [(D - 2oi - a2) - a22+ ( l ~ - M 2 + m2)] I(au a2) . 

(3.4) 

The operator 2 + increases the second index, and operator 1 decreases the 

first index by a unit. This recurrence relation may be symbolically written as 

i?i : (D- 2ai - a2) + a2(M
2 - m2)2+ - a 2 2 + l > + i - 0. 

By analogy, we can derive the relation from Eq. 3.3: 

R2: (ai - a2) + ax(M
2 - m2)l+ + a2(M

2 + ra2)2+ 

(3.5) 

(3.6) 

-o+ a i l + 2 ~ + a 2 l "2 0. 

Relation Rx can be brought to a more useful form by multiplying it with 

2~ (which shifts the index a2 —*• a2 — 1), and moving all operators to the left 

hand side: 

1 
((oa - 1)1" - (D + 1 - 2ax - a2)2~) (3.7) 

(a2 - 1)(M2 - m2) 

When both ax and a2 are positive, this identity can be applied to an integral 

I(a,i, a2) as many times as necessary to either reduce to zero a\, corresponding 

topology being a massive vacuum bubble, or reduce a2 to unity. 
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3.2 Laporta algorithm 

Integration-by-parts relations found in the previous section can be easily gen­

eralized to an arbitrary L-loop Feynman integral 

T( , rfIX, f [dDPi]~[dDPL] ,„n 
J(oi,..., an) = I ({a}) = / . (3.8) 

j JSi • • • - L y
n 

Here denominators {D} = Di,...,Dn are at most quadratic in loop mo­

menta P\,...,PL and external momenta PL+I,—,PL+M,
 a n d m a v depend on 

other parameters (masses). We can also require that they form a complete 

basis, i.e. that any scalar product piPj can be expressed in terms of {-D}'s and 

masses. 
For any set of indices {a} we have: 

0 = J[dD
Pl]...[d

DpL}-^ P 
, l 

3 n a i D?...D%> 
(3.9) 

' n _ ^ pdDk ak \ [dDpi]...[dDpL] 

fe=l 

where 1 < % < L and 1 < j < L + M. But {D} form a complete basis, 

3D n 

Pj-E-pr = °ijko + ^2 CiiklDl' (3-10) 
Pi 1=1 

and the relations are completely determined by coefficients Cijki. 

Re-arranging identities Eq. 3.9 to a useful form, such as Eq. 3.7, however, is 

not easy. Ref. [50] introduced a practical solution method, suitable for reducing 

multi-loop integrals in very large calculations (two public implementations are 

presently available [51, 52]). 

Instead of finding the general solution to the reduction problem for any 

exponents {a}, that reference suggests considering recurrence relations origi­

nating from a finite number of specific index vectors ("seeds"). This system 

of uniform linear equations can be solved in a computer algebra program by 

Gauss elimination so that "complicated" integrals are expressed in terms of 

"simpler" master integrals. The challenging part is the proper choice of the 

seeds: on the one hand, the system should be large enough to reduce all inte­

grals in the problem, on the other hand, it should fit in the memory of available 

computers. 
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Complexity function. We start the discussion by trying to define what 

exactly the "complexity" of an integral is, i.e. find some "natural" empirical 

criteria of integral I ({a}) being more "complicated" than integral I ({b}): 

1. An integral with fewer denominators (lines in the corresponding graph) 

is simpler. With N+ ({a}) = ]T)o.>0 1 - the number of positive a '̂s -

this criterion is then N+ ({a}) > N+ ({&}). 

2. An integral with smaller powers of D^s in the denominator (or, equiva-

lently, with fewer dots on the lines) is simpler. With S+ {{a}) = ]Ca >o a» 

being the sum of positive indices, it reads S+ ({a}) > S+ ({&}). 

3. An integral with smaller powers of numerators is simpler. If 5L ({a}) = 

— X)o-<o ai ls t n e negated sum of negative indices, we have S- ({a}) > 

s-(m 
The ordering done by N+, then by S+, and then by <SL is not yet complete, 

i.e. in general it is still possible to have different integrals with the same values 

of N+, S+, and S-. To apply Laporta algorithm, we need to eliminate this 

ambiguity, for instance, by imposing in such cases lexicographic comparison of 

indices {a} and {b}. This means that we find the lowest i such that af ^ h, 

and if a* > &;, then I ({a}) is more complex. 

The choice of complexity criteria is by no means unique. Different criteria 

may lead to different master integral sets identified through the reduction (but, 

of course, the number of master integrals will be the same). 

In practice, it is convenient to encode those criteria in a single-valued com­

plexity function O ({a}), producing a unique (positive integer) number for any 

set of integer indices {a} so that O ({a}) > O ({&}) if and only if I ({b}) is 

"simpler" than I ({a}). For implementation purposes, to avoid keeping large 

mapping tables, it is also convenient if the function O has a (relatively simple) 

inverse: 0_ 1(0({a})) = {a}. As a simple (not necessarily the best) example 

of such function we can use numbers base 2N > 0, where N is larger than any 

required values of indices a* and functions N+, S±. The order of "digits" then 
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reproduces the relative importance of corresponding parameters: 

Ow({a}) = iV+({ai})(2iV)"+2 + 5+({a i})(2iVr+1 + 5_({a i})(2iVr 

+ (a1 + AT)(2A^)n-1 + ... + (an + AT). (3.11) 

In every relation CiJ({a}i) + ... + Ckl{{a}k) = 0 we substitute integrals 

I({a}) with symbolic variables ^[0({a})]. Solution of the system then consists 

in expressing variables V[i] with higher index i in terms of those with lower i. 

Generation of recurrence relations. Now that we defined the ordering of 

integrals, we consider the central problem of Laporta algorithm - the choice of 

seeds. When constraining the set of seeds {a}i needed to reduce integrals with 

exponents {b}j, it is quite natural to start from the properties of {b}j. As the 

first guess, we may find maximal and minimal limiting values for each index 

over the set {b}j, {b}mm and {6}max. It is possible to generate all vectors {a}; 

with components limited by {b}mm and {6}max. Each of these Yl™=1(b™ax -

b™m) seeds then produces L(L + M) relations. For a three-loop (L = 3) 

propagator-type on-shell (M = 1) topology, there are n = L(L + 3)/2 = 

9 independent denominator factors, and restricting each exponent to values 

—1,0,1, we find 236196 equations. This system is large but manageable, and 

from the experience with several real topologies of this type we find that in 

all practical cases it was sufficient for the reduction. However, extending this 

calculation is not easy. 

Asymptotic expansion of some multi-scale topology generates integrals with 

higher positive or lower negative indices. If we roughly assume that every order 

in expansion results in a unit change in several factors (6™1 — b™m), and that 

we usually need at least 7-8 terms in that expansion, the numbers quickly reach 

tens of millions of equations and solution of that system becomes impossible. 

How can we limit this growth without compromising the completeness of 

the solution? A possible approach is to further investigate the set {b}j. As we 

established, an important property of a particular integral is N+, the number 

of lines. A Feynman diagram which has some line % removed results in scalar 

integrals with non-positive index a;. The asymptotic expansion of double-scale 
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denominators, as follows from the previous chapter, cannot restore missing 

lines in the expanded integrals. 

Another useful observation comes from the structure of recurrence relations 

(Eq. 3.9). Since the power of D\. in the denominator only increases through a 

factor 7^, recurrence relations for seeds with a\~ < 0 will not contain integrals 

with afc > 0. 

Thus, a subset of integrals with specific N+({b}) = k will be reduced only-

through integrals with the number of lines < k. 

For every integral of such a subset, we may determine the values S+ and 

SL, and find their maxima: S%ax(k) = max[S±({b})\N+({b}) = k], 0 < k < 

n. In all studied cases, generating the seeds {a} with the requirement that 

S±{{a}) < S±ax(N+({a})) also results in a valid reduction table, but the 

generation is now strongly constrained: expansion of a non-planar three-loop 

diagram to the 10-th order (with some indices as high as 8) now requires a 

system of m 200000 equations. Thus, a working description of the set of seeds 

consists of n numbers {a}min, n numbers {a}max , n + 1 numbers {S1™^} and 

n + 1 numbers {5™^} (for generality, we do not exclude the case with all 

negative indices). 

The ordering of relations is also important. Ideally, the most "convenient" 

system for Gauss elimination should have a close-to-diagonal shape, or RRs be 

ordered by the "characteristic" complexity of the involved integrals (Fig. 3.1). 

complexity function value 

Figure 3.1: Sketch of a system convenient for Gauss elimination. Each line 
corresponds to a single relation. Filled boxes represent non-zero coefficients. 
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However, the complexity of integrals in a single relation may be very differ­

ent, and corresponding values of the complexity function cover a large range. 

While there is no simple way to determine the optimal ordering, a good prac­

tical approach is to order seeds by complexity. Although far from ideal, the 

resulting system still requires significantly less resources during elimination 

than a system generated with some arbitrary ordering of seeds. With genera­

tion limits defined in terms of N+({a}), and S±ax(N+({a})), the corresponding 

algorithm of ordered and constrained seeds generation is relatively straightfor­

ward. 

Gauss elimination. The basic procedure of solving a system of equations 

transforms the system as sketched in Fig. 3.2. 

H« 
Figure 3.2: Sketch of Gauss elimination steps (the first equation is at the top). 
Light grey boxes represent non-zero coefficients, dark grey - coefficient —1. 

First, we normalize the first equation so that its highest (corresponding 

to the most complicated index vector) coefficient is —1, then substitute this 

line in the lines below. Continuing this process, we arrive at the "triangular" 

table. Next, we do the backward substitution, or "diagonalization": starting 

from the last line, we eliminate corresponding coefficients higher in the table, 

finally obtaining the "diagonal" shape. Each line has a leading coefficient — 1; 

remaining non-zero coefficients correspond to the master integrals. 

Depending on the problem, we may or may not require the "diagonaliza­

tion" step. The triangular system may already be applied to the expression 

appearing after evaluating the sum of Feynman diagrams, starting from the 

21 



top of the table. Substitution is then done only in the integrals appearing in 

the expression, rather then in every line of the table, which may considerably 

speed up the process. However, sometimes it is convenient to have the table 

where each integral is immediately expressed in terms of master integrals. 

The steps outlined above are open for multiple improvements. Considerable 

speed-up may happen due to a re-ordering of rows during Gauss elimination, 

a separation of the table into "bunches" processed in parallel mode, and other 

ideas originating from numerical methods and facilitated by advanced available 

computing environments. 

Another notable point in discussing the Gauss method is the algebra of 

coefficients. In case of a single-scale topology, the coefficients are rational 

functions of space dimension D. Gauss elimination requires multiplication, 

addition, and normalization of those functions. The most CPU-intensive task 

then becomes finding the greatest common divisor (GCD) of two polynomials 

in D with integer coefficients. Efficient GCD algorithms, based on modular 

arithmetics and stochastic acceleration, such as those implemented in Ref. [53], 

may speed-up the calculation by an order of magnitude compared to less so­

phisticated algorithms. This advantage becomes much more pronounced for 

multi-scale topologies, when the coefficients in addition to D may depend on 

other kinematic parameters, and the GCD is calculated for multi-variate poly­

nomials. 

Organization of calculation. So far the work flow of our reduction step 

is as shown in Fig. 3.3. However, in a realistic calculation, taking weeks of 

computer time, once the reduction is done, it is desirable to re-use as much 

of it as possible in the following steps. For example, we may want to reduce 

another diagram belonging to the same topology, or expand the diagram to a 

higher degree, or slightly change the calculation - all of which may require a 

new iteration. During the work on this thesis, the following updated scheme 

proved useful (Fig. 3.4). At the seed generation stage, if a seed conforms to the 

limits used in previous iterations, related RRs will contribute nothing new to 

the table. Thus, we can only keep the new seeds, and store the new limits only 
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Reduced X 

I find limits 

Seeds 

generate RRs 

System 

j solve 

Reduced system 

substitute 

Stored limits 

Stored table 

update 

X Reduced X 

£ — » — ' ' find limits, compare 
update 

New seeds 

' generate RRs, append substitute 

Joint system 

solve 

Reduced system 

Figure 3.3: Work flow for re­
ducing an expression X. 

Figure 3.4: Laporta work flow re-using the ex­
isting solution. 

if they produce any new seeds. New relations then can be simply appended to 

the end of the existing "diagonalized" table (Fig. 3.5). 

Figure 3.5: Appending new lines after the reduced system. 

The effect of Gauss elimination, starting from the top, is then first to 

substitute all reduced integrals in the new table, and then reduce the new 

ones. (Of course, both new and old parts of the table have to use the same 

ordering function 0({a}).) 

While this shortcut is very efficient in some cases, it should be used with 

care, as it effectively demands that updates to the table are done sequentially. 

When there are too many new seeds, it may be more efficient to use separate 

tables and update them in parallel. Also, growth of the table after several 

updates may slow down the consequent updates compared to starting a new 

table, so in general, one should try and choose the the best calculation strategy. 
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Master integrals. The complexity function 0({a}) defines the "simplest" 

set of master integrals {A} = Ai,..., Am for a given topology. To be able to 

use a different basis {B} = B\,..., Bm, we should first reduce {B} in the basis 

{A} by running a separate Laporta reduction, resulting in system M^, and 

solve it for integrals {A}: 

Bi^MyAj, =• Aj = ^ ( M - 1 ) ^ . (3.12) 
3 * 

Now, we build the "large" Laporta table to reduce our expression to basis 

{A}, and then rotate the result to basis B by a "smaller" table M^1. 

A slightly different procedure amounts to fewer steps. Let us assume that 

our complexity function is bounded from below, i.e. 0({a,i}) > K > m, where 

m is the number of master integrals for a given topology. Also, let us assume 

(quite naturally) that the expression of the new basis integrals {B} in terms 

of integrals I({a}) is known: 

0 = -Bi + Y/WijI({a}j). (3.13) 

(Note that matrix W^ is not reduced and I({a}j) are not necessarily master 

integrals.) 

Now we can artificially assign the guaranteed lowest indices to the sym­

bolic variables representing the master integrals: Bi <-»• V[i], 1 < % < m (the 

reverse function should also be updated). The equations 3.13 now can be sim­

ply prepended to the "large" table as the new recurrence relations, and the 

following iteration of Gauss elimination will re-evaluate every line of the table 

in terms of the basis {B}. 

3.3 Epsilon-finite bases 

A simple but interesting observation about the choice of master integrals was 

made in Refs. [54, 55, 56, 57]. In D = 4 — 2e dimensions, it often happens 

that coefficients of master integrals {A} contain negative powers of e ("spu­

rious poles"), which together with poles of {A} cancel in the final physical 

answer. Due to spurious poles, master integrals have to be evaluated to an 
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order in e higher than zero to find the finite contribution, and this is often 

very difficult. Here we can notice that the original expression, appearing from 

Feynman diagrams, has no such poles. Thus, it should contain an integral 

C = Yl MjAj with at least one reduction coefficient Mk divergent at e = 0. 

By changing the basis to {^4}' = Ai,..., Ak-i, C, Ak+i, ••-, Am, and substituting 

Ak — M^1 (C — ^2j^kMjAjJ, we can now express integral C with a trivial 

finite coefficient, while no new poles were introduced due to finiteness of M^1. 

Repeating these steps for the remaining poles, we arrive to the so-called e-finite 

basis. 

Every master integral now has to be evaluated to the order e°. Also, 

the solution of the Laporta system can now be performed with coefficients 

represented as truncated series in e (which reduces the computational cost of 

operations). While the loss of meaningful orders in e can still happen in the 

intermediate steps, it is possible to deal with it by expanding the coefficients 

to high enough order. 

3.4 Grobner bases 

The major drawbacks of the Laporta method are its limited universality and 

the large size of the tables. Also, as every integral is reduced separately, no 

cancellations occur until all integrals are substituted in the final expression. 

An original method of finding a general solution of relations in Eq. 3.9, free 

from those problems, was suggested in Refs. [58, 59], based on the concept of 

Grobner bases [60]. 

Consider a system V of equations pi = 0, where each pi is a polynomial in 

xi,....,xn. If q is also a polynomial in X{, we may check if it is compatible with 

V. For that, we first identify the "highest" term in q. Then we choose some 

Pi and multiply it with a monomial u so that the "highest" term in up equals 

that in q, and subtract: q' = q — up. We repeat this step with q' until we reach 

the polynomial which can not be "simplified" further. This polynomial is said 

to be reduced with respect to system V. If a polynomial is reduced to zero, it 

is compatible with system V. 
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In general, applying p;'s in different order, we obtain a different reduced 

polynomial; if this reduction is unique, {p{\ is said to be a Grobner basis. 

Before discussing the method of creating such bases let us introduce some 

convenient notations. 

First, we denote an S-polynomial (from "subtraction") of polynomials p 

and q as S(p, q) = up — vq, where u and v are the minimal monomials such 

that the "highest" terms of up and vq equal. 

Second, we must finally define what the "highest" term is in a polynomial. 

In principle, any ordering of monomials would suffice as long as it satisfies 

several general conditions: 

1. For any monomials u and v, either u < v, or v < u, or u = v. 

2. 1 < u for any monomial u. 

3. If u < v, then wu < wv for any monomials u, v, w. 

Common examples of allowed orderings include lexicographic, combined-

power-then-lexicographic, etc. 

Buchberger [60] found a general algorithm to build a Grobner basis start­

ing from an arbitrary set of polynomials {p}. He proved that the following 

algorithm terminates after a finite number of steps: 

1. Let set W = {(pi,pj)} initially contain all pairs of polynomials from {p}. 

2. Remove a pair (pi,Pj) from W and find r = S(pi,pj). 

3. Reduce r with respect to {p} (in any order). 

4. If r ^ 0, add r to the set {p} and all pairs {(r,p;)} to W. 

5. If W is not empty, go to step 2. 

6. The final set {p} is a Grobner basis. 

In this form, the algorithm is not very useful since it can result in a very 

large set {p} (the definition of the basis does not imply its minimal size); 

practical implementations contain many improvements. Regardless of the way 

a Grobner basis is found, it reduces any polynomial to its "simplest" form. 
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Recurrence relations as polynomials. To connect the problem of polyno­

mial reduction with recurrence relations between integrals, let us recall index 

incrementing operators i+, such that i+J(ai, ...,aj,...) = I(ai,...,a,i + 1,...). 

We can identify an integral with positive indices {a} with a monomial built 

from operators i+ , acting on the integral with zero indices: 

I(aua2,.., an) = (l+)ai(2+) f f l2... (n+)a"/(0,.. . , 0). (3.14) 

Since the value of index a; depends on whether it is calculated before or 

after the action of operator i+ , we can also formally define an index operator i: 

il(a\,..., <2j,...) = diHai,..., a,i,...), satisfying obvious commutation relations: 

[i,j+] = i j + - j + i = ^ , [i,j] = [i+,j+] = 0. (3.15) 

With these commutation relations, we may always bring a monomial to 

the form when all increment operators are to the left of corresponding index 

operators. The following multiplication formula is easy to prove by induction: 

min(m,n) 

W"('+>-- E H(m-'^n-*)l (1+)'^ (' )- t- (3'16) 

To avoid decrementing operators i~ in the recurrence relations (Eq. 3.9), 

we multiply each relation with a needed number of operators i+ . Finally, we 

arrive to the formulation of recurrence relations in terms of polynomials where 

each monomial has form (l+) a i(l)6 l . . . (n+) a n(n)6". 

A Grobner basis for those relations then uniquely reduces any monomial 

such as Eq. 3.14 to the simplest form, i.e. to the master integrals. 

Practical difficulties. However, building this basis is a challenging task. 

A single-scale four-loop two-point topology has 14 indices and 20 recurrence 

relations. Allowing only powers of operators i, i+ less or equal 2, we have 9 

combinations for a single index, or ~ 1013 allowed monomials. At each step, 

due to formula Eq. 3.16, polynomials become more and more "dense", and 

even storing them is a problem. 

In Ref. [61], the problem was somewhat simplified by the introduction of 

S-bases, or separate bases for each sector. As already mentioned, positive and 
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non-positive values of an index represent different topologies, thus it is logical 

to consider separately the sectors with different combinations of indices being 

positive. Ordering the 2" sectors by "complexity", it becomes sufficient in one 

sector to only build a basis reducing (not necessarily uniquely) any integral to 

simpler sectors. This is significantly easier than building a complete Grobner 

basis. 

The efficiency of S-basis construction is highly dependent on the chosen 

ordering of monomials and sectors, and there is no general answer for all 

topologies. Still, this approach already brought some non-trivial results [62]. 

For future applications, a combination of Laporta reduction algorithm with 

S-bases [61, 52] seems to be very promising - the sectors which are easy to 

reduce with S-bases are difficult for the Laporta method, and vice versa. 
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Chapter 4 

Numerical evaluation of master 
integrals 

After some physical quantity X(e) is calculated, dimensional regularization 

is removed by taking the limit e —> 0. The value of X(0) then is deter­

mined by the finite 0(e°) term, while 0(e~n) poles and gauge parameter-

dependent terms should identically cancel. This usually requires that for some 

master integral M = aPmine
Pmla + ... + aPmaxe

Pmax + 0(ePmax+1) the coefficients 
aPmin> •••» apmax-i must be known exactly, while the physically important answer 

is determined by aPmax. 

The latter is usually so hard to find that an exact expression is either 

unavailable, or, if obtained, may require an independent cross-check for vali­

dation. An accurate numerical representation helps in either case, thus sup­

plementing analytical methods. One can go further into an interesting field of 

experimental mathematics and reconstruct exact expressions based on high-

precision approximations, but this path is beyond of scope of this thesis. 

A major problem for numerical methods is dealing with divergences in a 

multi-dimensional integration. Knowing the structure of those divergences, 

one can analytically transform the integrand until it can be integrated numer­

ically. This is the basic principle of the methods of sector decomposition and 

Mellin-Barnes transformation, described in this chapter, which have recently 

attracted much attention due to their versatility. The associated symbolic ma­

nipulations are relatively simple but have to handle large expressions, thus an 

efficient computer algebra package is required in addition to numerical code. 
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This chapter is organized as follows: first, we introduce the alpha-represen­

tation, which is an algorithmic version of Feynman parameterization. Next, 

we describe the method of sector decomposition, in the Euclidean regime and 

with a modification for infrared divergences. The chapter concludes with a 

brief overview of the technique employing Mellin-Barnes transformation. 

4.1 Alpha-representation 

Feynman parameterization is used to transform an integral over loop momenta 

to a parametric integral over a few variables, which can be evaluated analyti­

cally or numerically. The actual steps of transformation contain some freedom, 

which results in possible variations in the shape of intermediate and final ex­

pressions. A similar (and equivalent up to substitutions) parametric integral 

can be obtained through an algorithm which can be easily automated, leading 

to an expression called alpha-parameterization, or alpha-representation of the 

original loop integral. 

While this representation per se may not be the most convenient one for the 

numerical evaluation, it serves as a starting point for many methods including 

those described later in this chapter. An overview presented below mostly 

follows the classical book by Bogolyubov [63]. 

Consider an arbitrary scalar L-loop integral with n denominator factors: 

/ ( a i 
_ f [dDk1}...[dDkL}Z(q1,...,qn,p1,...,pM) ,. 1 v 

""" n) J (tf + m?)«i...(e£ + m*)- ' { } 

where q^ the momentum flowing through line i, is a linear combination of loop 

momenta ki,...,ki and external momenta pi, ..,PM, and the numerator factor 

Z{QI> —IPM) is some polynomial built of scalar products qiqj or qiPj. 

The corresponding alpha-representation has the form 

- rLr(Na - LD ji) 
I{au...,an) - r L(3_ j D / 2 ) r ( a 1 ) . . . r ( a n ) ( j 

/"OO 

x / dax...dan 5(1 - ai - ... - an) a^1~1...a^n~1 

Jo 

BNa-(L+l)D/2 (Z (l__d_ X_d_ \ - i ( 

X V 

2B+IO 
D , 

ii=Oj 

[(a.m2 + ... + anml)D + A}Na~LD/2 
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where £x> •••>£«. a r e auxiliary vectors and Na = a\ + ... + an. 

The expressions D, A, B, and K, depending on a's, £'s, and external 

momenta (but not on internal masses and exponents of propagators), first 

appeared in relation with Kirchhoff's rules for electric circuits. To illustrate 

their definitions, we use an example of a two-loop propagator-type graph in 

Fig. 4.1. To explore the structure of this graph, it is useful to introduce several 

Figure 4.1: Numbering and line directions in a a two-loop graph. 

definitions: 

• A spanning tree of a graph G is a connected subgraph of G containing 

all its vertices and no closed loops. 

• A spanning 2-tree is a two-component subgraph containing all vertices 

of G and no loops. 

• A spanning tree-with-a-cycle is obtained from a spanning tree T by sup­

plementing it with one missing line of G. 

• A chord of any of the subgraphs above is a line belonging to G but 

missing in the subgraph. 

Polynomial D. It is a sum of terms corresponding to all spanning trees of 

the graph. For each tree we build a product of a's with numbers corresponding 

to its chords. In our example, there are eight such terms (Fig. 4.2), and 

D = aiot2 + « io 4 + aia$ + a^o^ + ct2«5 + 0:30:4 + 0:30:5 + 0:40:5. (4.3) 
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Figure 4.2: Spanning trees of the graph with labeled chords. 

For the purpose of further discussion, notice that this polynomial is uniform 

in a's, each term containing L of them: exactly one line from each loop has 

to be removed to obtain a tree. 

Polynomial A. Terms in A correspond to all spanning 2-trees of the graph. 

For each of them we build a product of en's corresponding to chords, and 

multiply by the squared total momentum entering any component of the 2-

tree. Often 2-trees in our example (Fig. 4.3), eight are multiplied by pi (= pf), 

and two by (p6 +P7)2 = 0: 

A = pi (a1a2a3 + aia2a4 + aia2a5 + aio^c^ (4.4) 

+ aiasa5 + a2«3«4 + a2«4Ct5 + aza4a5). 

Since a 2-tree is produced from a tree by removing a line, each term in A 

contains a product of L + 1 a's. 
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Form B. This expression involves a double summation. First, we sum over 

the internal lines of the graph. For the i-th line, we sum over the spanning 

trees containing that line. Each tree contributes a term which is a product of 

a's according to the chords, multiplied by a scalar product ^p. Here & is the 

auxiliary vector, and p is the total momentum flowing (in the tree) through 

the i-th line along its direction. Fig. 4.4 presents two of the five contributions 

^l ' \ 3 2 3 / r ^ 3 y ^ ^ _^V*s-v-""/"~^ " ^ ^ N 2 J 

Figure 4.4: Example of trees corresponding to form B. Chords and momenta 
are labeled. 

to B, which reads 

B = (ZlPe) (tt2«3 + «2«5 + «3«4 + a3tt5) (4.5) 

+ (62P6) (aiOj + Oiia5 + a3ai + a4a5) 

+ (6P6) (ai«2 + ai«4 + ai«5 + Oi4a5) 

+ (&P6) (ai«2 + a2«3 + Oi2a5 + a3a5) 

+ (ZsPe) («3Q;4 - ata2). 

Form K. Consider a spanning tree-with-a-cycle of the original graph. Hav­

ing chosen a cycle direction, we compose a vector k as a sum of £'s with 

numbers corresponding to the cycle lines, taken with positive or negative sign 

depending on whether the line is directed along or against the cycle. Multi­

plying k2 by the the product of a's related to chords, and summing over all 

trees-with-a-cycle, we obtain K. According to Fig. 4.5, in our example we 
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Figure 4.5: Trees-with-a-cycle contributing to K. Cycle direction, cycle lines 
and chords are labeled. 

have five such terms: 

K = ttl (-6 + & - &)a + <*2 R i + 6 - 6)a (4.6) 

+ «3 (-6 + & - 6)2 + «4 (-6 + & - &)2 + «5 (-6 + & + 6 - &)2 • 

The forms B and K vanish in the limit £i,...,£n = 0, so the numerator 

structure in Eq. 4.2 is some polynomial P divided by an integer power of D. 

For instance, a numerator product 2p6pi in our example is represented as 

1 d 
ZP62idtf 

= -2p'6 P / D , (4.7) 

P = Q;2«3 + « 2 « 5 + Q;3CK4 + 0:30:5. 

Since every term in K contains L — 1 a's, scalar products g ^ lead to a P 

which is not of uniform degree in the en's. In general, terms in P may have 

positive or negative signs due to dependence of terms in B and K on the 

directions of graph lines. 

Divergences in alpha-representation 

Feynman integrals (Eq. 4.1) may diverge in the ultraviolet (UV) limit (as­

sociated with some loop momenta ki —> 00), or in the infrared (IR) region 

(corresponding to ki —> 0 in some parameterization). In dimensional regular-

ization, UV-divergent subgraphs yield at most a factor of 1/e, and IR-divergent 

subgraphs may contribute 1/e2 per loop in the Laurent expansion near e = 0. 

The alpha-representation (Eq. 4.2) is a useful tool to analyze those singular­

ities. According to Ref. [63], the overall UV divergence, if present, corresponds 

to the poles of the gamma-function in the numerator. UV-divergent subgraphs 

correspond to the divergent behavior of the integrand when some a's turn to 

zero. Apart from the obvious factors a" i_1 with â  < 1, one should observe the 

34 



polynomial forms D and F = {{a\m\ + ... + anml) D + A] raised to negative 

powers. Both are of uniform degree in the en's, and vanish when a subset of 

ex's turns to zero (there may exist several such subsets for D and F). The 

technique of the following section particularly well suits such situations. 

All terms in D being positive in the integration region, it has no other 

zeros. The polynomial F is positive definite only in the Euclidean case: with all 

positive squared masses mf, and all positive (space-like) kinematic invariants 

in A. However, this situation is not physical: actual processes require negative 

values of kinematic invariants. The form F then may vanish along some 5 ^ 0 , 

which provides a necessary condition for an IR divergence. 

A numerator structure Z at worst may lower the power of D, thus con­

tributing to the UV divergence. The IR behavior can only improve, which is 

obvious as we add powers of loop momenta in the numerator. 

Primary sectors 

Before turning to the regularization schemes, let us first discuss the delta-

function in Eq. 4.2. A numerical integrator works with a unit cube in an 

integer-dimensional space. The delta-function requires a change of variables 

before the actual integration. While a corresponding substitution is not too 

difficult to implement, an elegant method suggested in Ref. [64] allows to 

preserve most of the original structure of alpha-representation while avoiding 

bulky Jacobians. In what follows we present this "primary sector decomposi­

tion" in some detail, as very similar steps will be done in the next section. 

Let us for a moment only consider numerator structures Z producing uni­

form expressions not scaling with en's, such as Eq. 4.7. (Otherwise, one may 

insert factors of a.\ +... + an = 1 in the polynomial P to achieve such scaling.) 

The uniformity of D and A then allows one to easily establish the scaling 
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of the remaining integrand with en's in Eq. 4.2: 

I(ai, . . . ,an) = / dai...danS\l-^2aij f(ai,...,an), (4.8) 

/ scaling as 

xai-l xa„-l(xL\Na-(L+l)D/2 
f(xai,...,xan) = fxL+i\Na-LD/2 f{oci,...,an) 

= x _ n / (a i , . . . , a„ ) . 

Now we separate the integration simplex into n regions where some a, is 

greater than all other a's: 

/ dai...dan S^l-^aij f(at,...,an) (4.9) 

= ( / + . . .+ / )dai.. .da„ tffl-J^ajJ / (a i , . . . , a„) . 
\Jai>cti, i^X Jan>&i, i^nj 

The first term after the substitution CKJ = « ! $ , i j^ 1 becomes: 

/•OO t-OLl 

/ dai J da2...dan 5 (l-Y2ai) /(a i> •••, "n) (4-10) 

= J daxj a r ^ f t . - . d & ^ l - a i j l + ^ f t ] ) a r V ( l , & , - , & ) 

= / dfo ... df3n f(l,f32,-,(3n) / dai , „ . 
Jo Jo oti{l + 2^Pi) 

= / dft...dA,/(l,ft,...,&)• 
Jo 

By similarly treating the other terms, and re-naming the /?'s back to 

«i, ...,an-i, instead of an integral over a surface in n dimensions, we obtain 

an expression with n terms integrated over an (n — l)-dimensional unit cube. 

Its form coincides with the following modification of Eq. 4.2: 

TI \ FLT(N, - LP/2) , „ „ , 
/(<•!, ••••<••.) = r l ( 3 _ j ; W , . j M ("-ID 

x / da!...dan [<J(ai - 1) + ... + 8(an - 1)] a?1_1...a£n_1 

Jo 

D ^ + 1 ) D / 2
 ( S ( A & . . ^ , P I , . . . , P M ) ^ ^ Q 

[(aim? + ... + «nm2)D + A\Na~LDI2 ' 

The complexity of the integrand (involving the delta-function) has been 

removed at the expense of multiplying the number of terms. This strategy, 
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facilitated by computer-aided bookkeeping of the terms, is the basis for the 

sector decomposition method, for which Eq. 4.11 is an excellent starting point. 

4.2 Sector decomposition 

What obstacles would one encounter in trying to directly integrate Eq. 4.2 or 

Eq. 4.11? 

First, integrating a function f(xi,...,xn) over an n-dimensional unit cube 

0 < Xi < 1 is itself demanding even for moderately large n. For instance, a grid 

with only ten divisions per each Xi in 6-dimensional space requires a million 

evaluations of a function. Monte-Carlo methods are somewhat less sensitive to 

the dimensionality, but both deterministic and stochastic approaches fail if / is 

not "smooth" enough (even if it is finite and integrable). Adaptive algorithms 

(e.g., those collected in Ref. [65]) to a certain degree remedy the situation, 

but their performance relies on finding peaks in n dimensions and properly 

determining their shapes (both tasks heavily dependent on the dimensionality). 

All practically used algorithms are limited to either isolated peaks in a few 

variables or to simple regions inside the cube where the function can change 

fast. (In part, this limitation is due to the theoretical ambiguity in defining a 

consistent integral norm in more than one dimension.) 

Second, as discussed above, the function / may not be even integrable in 

the limit e —• 0. However, we know the structure of / , and this knowledge can 

be used prior to integration to extract poles in e and to smooth the function 

enough for some adaptive scheme to produce stable numerical results. The 

advantage of sector decomposition is that it can be done completely automat­

ically provided that the singularities only appear from polynomials raised to 

some (e-dependent) powers. 

We start with a simple illustration. Let the function f(x, y) be finite over 

the square x, y € [0,1]. Consider an integral J0 dx dy f(x,y) (x + y)~2+£ 

that logarithmically diverges as e —*• 0 in the limit x, y —> 0. Splitting the 
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integration region into two triangular "sectors" x > y and x < y we have: 

y -»• zy' 1 Z"1 da: dy' f(x, xy') f1 dx' dy fjx'y, y) 
x^x'yj J0 x^(l + y')^ J0 y^{l + x'f-^ 

Now the singularity is in a single variable (say, x). With all factors that are 

regular at x = 0 denoted by g(x), the integral of interest is fQ g(x)x~1+edx. 

The transformation g(x) = g(Q) + \g(x) — g(0)] and expansion of x~l+e lead to 

f19(x)dx = g(0) f^ / , 1(elna;)<g(a;)-g(0) ( 4 1 3 ) 

Jo xl~e e t^io «! x 
'1g(x)dx _ g(0) , y f1(elnx)ig(x)-g(0) 

After expanding g(x), the ^-dependent coefficients of each power of e can 

be safely integrated numerically. 

Multi-variate sector decomposition 

Eqs. 4.12 and 4.13 can be generalized to the case of many dimensions. Consider 

an integral 

/ dxx ... dxnF?l+bie... F°k+he (4.14) 
Jo 

with integer (positive or negative) a;. For each polynomial Fj and for each sub­

set {x} = {xiiy ...,Xim} (m < n) of integration variables we define A(Fj|{x}) 

as the minimal power of variables included in {x} among the terms of Ft (e.g., 

A(xy2 + xz\{x, y}) = 1). Now we may formulate the criterion when sector 

decomposition is necessary: 

If for some subset {x} ofm variables (2 < m < n) it holds that A{Fi\{x})a,\+ 

... + A(Fk\{x})ak + m < 0, then the integral of Eq. 4-H diverges when the vari­

ables included in {x} simultaneously vanish. 

This clearly works for the example of Eq. 4.12: 1 • (—2) + 2 < 0 for {x} = 

{x, y}. Re-numbering variables so that {x} = {x\, ...,xm} is the smallest 
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suitable subset, we write the basic step of sector decomposition as follows 

k 

J dxx...dxm f[ dxqf[F^+he(Xl,...,xn) (4.15) 
"'° g=m+l j=l 

m „i n 

— ^ / x™~1dx'v..dx'i_ldxidx'i+l...dx'm J J dxq 

t= l ^ ° <j=m+l 

v A(F1|{x})(oi+6i£)+...+A(Ffc|{5})(ofe+6fce) 

/ C / T - W / / / / \ \ J - ? 

A^-Kxi,...,^}) 

By construction, every expression in parentheses is a polynomial which is 

finite when all x[, ...,x'i_1,xi,x'i+1: ...,x'm — 0, and the divergence is moved to 

the power of X{. For sector decomposition to be necessary, this power should 

be at most — 1, which justifies the criterion above. 

The proper selection of the subset {x} from all alternatives at each step is 

important for the convergence of the method and for keeping the size of the 

expression small. In the worst case, steps of Eq. 4.15 may fall into an infinite 

loop, but in many cases simple recursive descent from the smallest to larger 

sets {x} works fine. For complex problems, there exist more sophisticated 

strategies based on game theory, guaranteed to terminate in a finite number 

of steps [66], but those are out of the scope of this thesis. 

When no more non-trivial subsets {x} remain, we need to regularize a 

single variable as in Eq. 4.13, with possibly a lower power of the pole than —1: 

L 
19(x)dx g(0) g'(0) g(-i>(0) 

o xa+t* 1-a-be 2-a-be (a-l)\(-be) [ } 

g(x) - 0(0) - xg'(0) - ... - X?-1 g^(0)/(a - 1)! 

Jo 
+ / dx g.a+be 

Now we can expand the remaining expressions in e, and combining the 

powers of e together, we get lengthy but numerically stable integrands. 

Alpha-representation and sector decomposition 

So far we only considered divergences occurring on the boundaries of inte­

gration space. When applied to the alpha-representation, this translates to 
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the requirement that the integral be IR-stable. For instance, we already have 

enough tools to obtain the massless integral in Fig. 4.1 with all exponents 

equal to one. From Eq. 4.11, 

N^1 .1-1-!) - J kV{k+p^%l+i+pr (4'17) 

- *{^-**+%*+ 
x r ( fal..^-1)+-+4(a,-1)1 

J0 A ^ D 1 - 3 * 

with D and A defined in Eq. 4.3 and Eq. 4.4 (where p& — p). If we take a 

meaningful value of p2 — — 1, this sign factorizes and the expression can be 

sector decomposed and integrated with the result 

N 5 c ( l , l , l , l , l ) = -7.21-e(24.16 + 45.31i) + e2(74.21-151.83z) + ..., (4.18) 

+ ...Y 'TT4 

1 Q + 12C3 + 12C37TZ I exact answer being — 6(3 — e 

However, important classes of integrals do not fall into this category. For 

instance, adding a unit mass to any line in Fig. 4.1 would introduce a non-

trivial surface in the a-space along which the denominator expression vanishes, 

thus rendering methods above not applicable. 

A solution for such situations was suggested in Ref. [67]. First, we conduct 

the sector decomposition to isolate any divergences on the boundaries of the 

cube. Possible divergences at â  = 1 (in the on-shell case) can be automatically 

taken care of if we initially split every side of the cube: 

J dxf(x) = ±J dxf(x/2) + l- J dxf(l - x/2). (4.19) 

Every term now has a structure 

J Hdxtxt 

where Q is some regular function, and the polynomial F is non-zero at both 

aj = 0 and 1 (but can turn to zero inside the cube). 

To avoid the poles on the real axis, we deform the contour for each x as 

<9F 
Zi = Xi-i\xi(l-Xi) — . (4.21) 
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This introduces an imaginary contribution to F that for small enough A 

does not change the sign and turns to zero only if all partial derivatives vanish 

at the zero of F, which becomes 

F(z) = F(x)-i\J2xi(l-xi)(^-) +(D{\2), (4.22) 

where the 0(X2) terms are purely real. 

Denoting the corresponding Jacobian of the transformation as I(x —> z), 

our integral in Eq. 4.20 becomes 

Finally, we perform the expansion (Eq. 4.16), where derivatives are calcu­

lated for the whole non-singular expression including the Jacobian. 

Such a transformation is powerful enough to handle many on-shell integrals 

(including massive cases of our two-loop example). The choice of deformation 

parameter A requires some experimentation: the contour should lie sufficiently 

far from the pole, while 0(XS) corrections should not introduce new singular­

ities on the contour. In addition, A is naturally limited by the requirement 

that the contour should not cross any poles during the deformation from the 

real axis. In the case of two-loop on-shell topologies related to Fig. 4.1, the 

integration appears to be rather robust and values around A ~ 0.5 lead to 

stable and accurate results. 

Integration over phase space 

Sector decomposition is not limited to the alpha-representation of loop in­

tegrals. Working with the complicated problem of real radiation, Ref. [68] 

suggested a fruitful idea of applying sector decomposition to integrals over 

phase space. Mapping the phase space volume available to some reaction to a 

unit hypercube is done in such a way that divergences in the matrix element 

and the volume element occur on the boundaries of the cube. Applying sector 

decomposition is then straightforward. 
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Eqs. A.9, A. 10, and A. 11 present correspondingly parameterized phase 

space volume applicable to the problems of semi-leptonic fr-quark decay and 

the muon decay allowing for up to two gluons/photons in the final state. 

One can easily see that these expressions and propagators only have singu­

larities at the boundaries of the integration cube. Generally, this representa­

tion leads to very smooth integrands after the sector decomposition. Numerical 

integration then converges quickly even for the six-dimensional integral A. 11. 

Virtual corrections may produce imaginary contributions, complicating the 

analysis, but they can relatively easily be dealt with as suggested in Ref. [69]. 

Hyper-geometric functions are re-organized so that imaginary contributions 

can be integrated analytically before the numerical stage. 

4.3 Mellin-Barnes transformation 

Another powerful method of extracting the singularities into e-poles and smooth­

ing the remaining integrand was first introduced in Ref. [70] and [71]. It is 

based on the following formula (Mellin-Barnes transformation): 

1 1 1 f + i o ° 

<*+...+*.)» = m^iy^U dZl-dz-1 (4'24) 

V YZ1 yzn-l y—X—Zl—...—Zn-l 
X A x ...*n_i A n 

x r(-*i)...r(-;zn_i)r(A + zx +... + zn_x). 

For every Zi, there are two series of poles on the imaginary plane. Eq. 4.24 

is valid when the integration contour is located to the left from all poles of 

r(—zi) (i.e. points z = 0,1,2,...), and to the right from the poles of T(A + z^ 

(points z = —A, —A — 1, —A — 2,...). If A is such that this condition cannot 

be satisfied, one has to add the residues of poles appearing on the "wrong" 

side of the contour. The selection of the proper contour and accounting for 

residues can easily be automated [72, 73] for an arbitrary number of z's. 

Closing the contour to the right or to the left, we can switch from the 

integral in Eq. 4.24 to a sum of residues in each pole inside the contour (two 

possibilities in each case corresponding to the expansions with a different hi­

erarchy of Xi). This is the basis of analytical calculations of such integrals. 
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When analytical summation is difficult, numerical integration over complex 

Z{ usually demonstrates good convergence due to fast decay of the gamma-

functions far from the real axis. 

To illustrate this method, we consider a generic two-loop integral of Fig. 4.1 

with a single massive on-shell line. Rather than using the alpha-representation 

(which is also possible), in this case it is simpler to manually introduce Feyn-

man parameters as this will lead to a smaller dimensionality of the resulting 

Mellin-Barnes integral. 

Choosing denominator factors as D± = k2, D2 = q2, D3 = k2 + 2kp, 

D4 = (q + p)2, D$ = (k + q + p)2, with p2 = —1, we first use a Feynman 

parameter x for the factors D\ and D$: 

r, \ r { [dDk][dDq] ,A 0 . 
1(01,02,03,04,05) = 1 = J Da1Da2Da3Da4Da5 (4-25) 

^ dxx^-\l - x) a i-1r(a1 5) f [dDk][dDq] fl dxx^-^l - x) a i -T(a 1 5 ) f 

J0 r(oi)r(a5) J 
1 

DgD^D? 

x [(1 - x)k2 + x (k2 + D4 + 2k(q + p))]ai5' 

where we introduce a common notation 015 = 01+05. 

We continue with another Feynman parameter y: 

"x dxdyxa5~l(l - x)ai~1yai5-1{l - y)aa~lT(a135) 

x 

L r(oi)r(a3)r(a5) ( ' } 

f [dDk}[dDq] 
J D?D? [(1 - y)(k2 + 2kp) + y(k2 + xD4 + 2xk(q + p))}ai35 

The expression in square brackets is the only piece depending on k. Com­

pleting the square and shifting k —• k', it becomes k'2 + D±xy(l — xy) + (1 — 

y)2 + (1 — D4 + D2)xy(l — y). Integrating over k' with Eq. A.l, we have: 

^ r (o 1 3 5 - D/2) f1 dxdy[dDq] 

r ( i + e)r(o1)r(a3)r(o5) J0 D?D? 
(4.27) 

xa*-x{l - x)ai~1yau~l{\ - y)a3~1 

[D2xy(l -y) + D4xy2(l - x) + (1 - y)2 + xy(l - y))a^'Dl2' 

At this stage, to the four terms in square brackets we can apply the three-

dimensional Mellin-Barnes transformation (Eq. 4.24), and integrate D2 and D4 
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with Eq. A.2. Powers of x, y, (1 — x), (1 — y) then lead to gamma-functions: 

1 = rMfwri^wL "*"*'* (428) 

I dxdy xa5-\l - aOai-yiB-1(l - y)a3_1 / 

x [D2xy(l - y)]°> [D4xy2(l - x)]Zl [xy(l - y)}2 

x [1 - yfi-w+W-*™) T(-z1)T(-z2)T(-za)r(aiM - D/2 + z123) 
-I p+ioo r\ 

—-r̂  I dzidz2dz3 \ dxdy (4.29) 
m) J-ioo Jo T(l + e)r(a1)r(a3)r(a5) (2TTZ) 

x x<l5-l+Zl23n _ ^ .NOl-l+Zl ai5-1+21+2123 Q _ ,y \a3- l+223+2(-a i35+£V2-Z123) 

x / DaJf^4- , ir(-^)r(- .2)r(- ,3)r(a135 - D/2 + *ias) 
<p2 1 />+ioo i /-Hoo 

—- / dzxdz2dz3 (4.30) 
T i ) . / - i oo 

X 

r2(i + e)r(ai)r(a3)r(oB) (2m) 
r(a 5 + -gi23)r(ai + zi) r(ai5 + zi + zi23)r(.D - a3 - 2ai5 - 22:1 - 2:23) 

T(ai5 + zx + 2x23) r (D - a135) 
T(£>/2 - a2 + z2)r(£>/2 - a4 + z i ) r ( - D / 2 + a24 - *i2) 

T(a2 - z2)Y{aA - zx)T(D - a24 + z12) 

x r(-^)r(-^2)r(-z3)r(a135 - D/2 + Zl23)(-if/^-^+^_ 

The final expression is a three-dimensional integral which can be calculated 

numerically. However, we can further simplify it by applying to z3 the first 

Barnes lemma: 

/ _ 

+°° dz 
— T { \ i + z)F(X2 + z)T(X3 - z)T(X4 - z) (4.31) 
ZTTI 

= r(A13)r(A14)r(A23)r(A24)/r(A1234), 

and finally arrive at the two-dimensional Mellin-Barnes representation: 

1 = P ( l + e)r(ai)r(a3)T(a5)T(D - a135) {2mf J_ioQ ^ ^ 2 ( 4 3 2 ) 

T(D/2 - a2 + z2) T(a5 + zi2) T{-zi) T(-z2) 
T(D/2 - 01 + z2) T(D - a24 + z12) T(a4 - z{) T(a2 - z2) 

x r(ai + ^)r(£>/2 - a4 + *i)r(£>/2 - a15 - ^ ( - l ) ^ 2 " " ^ * " 

x T(D - 01 - ai35 - zi)r(o135 - D/2 + *i2)r(a24 - D/2 - z12). 

Now the automated algorithm of Ref. [73] can be used to perform the integra­

tion for any values of indices ai,...,as, including non-integer or e-dependent 
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exponents. It starts with choosing some (maybe non-zero) value of e and ini­

tial positions of the contours (straight lines parallel to the imaginary axis), 

satisfying the proper separation of poles: all poles from every factor T(... + z) 

to the left, all poles from r(... — z) to the right from the contour for variable z. 

(^ functions can be treated in the same way.) Next, e is shifted to zero while 

observing the behavior of poles. For "right" poles appearing to the left from 

the contour we subtract corresponding residues. If some pole ends up on the 

contour for e = 0, the contour is shifted and the procedure repeated. 

Recursively applying this algorithm to all appearing Mellin-Barnes inte­

grals, we arrive at a number of contributions of different dimensionality which 

can be integrated numerically. 

Some attention should be given to the factor (—i^D/2~a^+z^ ( a nd m gen_ 

eral, to the proper definition of any kinematic invariant like m2). As we have 

seen, the phase of negative unity is determined by the Feynman's contour pre­

scription. As the integration is done numerically, the deformation parameter 

should be small but non-zero, (—1 — iS)Dl2~a2i+Z12 to avoid ambiguity. This 

uniquely determines the analytical continuation of the logarithms that appear. 

In practice, with 8 smaller by several orders of magnitude than the expected 

numerical error, the results of integrating Eq. 4.32 are rather stable. 

Limitations of the method 

The calculation above demonstrates the first shortcoming of the method: te­

dious manual calculations are required to produce the parameterization with 

the minimal dimensionality. If we started from the general alpha-parameteri­

zation for this integral, we would have to introduce seven parameters for D 

(or four, using a smarter grouping of terms), a few more more for the factor 

F. Possibly, using various reduction formulas, one could reduce that number 

by a few units, but eliminating all but two parameters would be very difficult. 

Automated algorithms, attempting to perform such reduction, do exist [74]; 

unfortunately, presently they are not capable of dealing with integrals needed 

for this thesis. Similarly, adding a non-unit mass to our example would in­

troduce at least one additional integration parameter, so multi-scale problems 
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here are in general difficult. 

An even more important problem is the numerical stability of on-shell inte­

grals (and integrals with massive lines in general). While the two-loop integral 

of Eq. 4.32 converges quickly, we found that some non-planar three-loop topolo­

gies with two massive lines do not behave that well: growth and oscillations 

in the integrals are out of control for the available numerical schemes. 

4.4 Conclusion 

A huge progress has been made in the field of numerical methods in the last 

few years, facilitating many interesting physical and mathematical results. The 

method of sector decomposition was used in proving interesting relations be­

tween Feynman integrals and the so-called periodical numbers [75]. Reports 

of various improvements in the method are appearing often in the informal 

communication, although only a single public implementation is available so 

far [66]. In particular, various ideas have been suggested to reduce the number 

of terms appearing due to entangled numerator structures by smart bookkeep­

ing techniques. Due to intrinsic parallelism of the procedure, one may expect it 

to benefit from the current trend of hardware development towards multi-core 

and multi-processor systems. 

The Mellin-Barnes method was also extremely successful in obtaining many 

analytical and numerical results. Easy transition rules from contour inte­

grals to multiple nested sums of various kinds and back were instrumental 

in proofs of certain summation formulas, as well as in extension of number 

theory through experimental mathematics [76]. Many tools have been devel­

oped to study the asymptotics and analytic properties of integrals using their 

Mellin-Barnes representation. 

There is no doubt that numerical methods are rightfully becoming the 

mainstream of multi-loop calculations. Simpler to automate than analytical 

transformations, they ultimately may enter the experimental framework (e.g., 

as Monte-Carlo programs), allowing to routinely compute higher loop correc­

tions to the quantities measured at colliders. 
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Chapter 5 

Evaluation of integrals by 
differential equations 

Analytical evaluation of Feynman integrals has always been an "art": success­

ful manipulations of complex relations between integrals, series and special 

functions require high skills and sometimes luck. Often, higher terms in the 

e-expansion of an integral could not be found using the methods that worked 

for the lower terms. 

Recently, a combination of differential equations generated by recurrence 

relations [77, 78, 79, 80] and a new class of special functions - harmonic poly-

logarithms, or HPLs [81, 82, 83] - rendered a large class of calculations a 

"craft". If this method works for the first terms in the expansion of an inte­

gral, it is only CPU resources that limit the accessible expansion depth. This 

breakthrough results from the very interesting properties of HPLs. Generaliz­

ing several kinds of "ordinary" special functions, HPLs are closed with respect 

to integration with certain weights - exactly the kind of functions appearing 

from the recurrence relations. That made possible the evaluation of the most 

difficult master integrals of this thesis. 

This chapter starts with a one-loop calculation. Next, we briefly discuss the 

properties of harmonic polylogarithms, and illustrate them with a simple four-

loop example. Finally, we demonstrate the practical difficulties in approaching 

the complicated four-loop topologies, and comment on ways to overcome them. 
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5.1 Simple one-loop example 

I(a, b;x)= f ^ -h. (5.1) 

Let us once again consider the topology in Fig. 2.1, this time allowing for arbi­

trary exponents of denominator factors. Normalizing the external momentum 

as p2 = —TO2 = — 1, and using x = m2/M2, the corresponding integral is 

[dDk] 

{k2)a[(k + p)2 + l/x] 

To demonstrate the method, let us reproduce several first terms in the on-shell 

result given by Eq. A.3: 

1(1,1; 1) = Onshell(l,l;l) = JE- ]_ (5.2) 

= j r Q + 2 + 4e + 8e2 + . . .y 

As a by-product, we will also get the full x dependence at each order in e. 

Differential equation. We start by applying the integration-by-parts rela­

tion Eq. 3.4 to an integral with indices a = b = 1: 

(D - 3)1(1,1; a;) - 7(0,2; x) + ^—^7(1,2; x) = 0. (5.3) 

Noticing from Eq. 5.1 that 

-f/(U;z) = -
ax x 

7(1,1;*) = - 7 ( 1 , 2 ; x), (5.4) 

and substituting 7(1, 2; x) in Eq. 5.3, we get the following differential equation: 

£ 7(1, l;x) = 1 - ^ [7(0,2; x) - (1 - 26)7(1,1; x)]. (5.5) 

The function 7(0,2; x) in the RHS is a vacuum tadpole with a squared denom­

inator, which can be calculated using Eq. A.l: 

7(0, 2; x) = Gm2(0, 2; l/x) = ~^- = T Q + In* + e ^ + • • • ) • (5-6) 

At this point it is convenient to expand the function. Since a one-loop 

integral cannot have a divergence more severe than e_1, we write 

I(lA;x)=T(?^ + fo(x) + ef1(x) + e2f2(x) + ..Y (5.7) 
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Using Eq. 5.6, Eq. 5.5 turns into a chain of coupled linear, first order differential 

equations: 

/o(*) = 

x(l — x) 
1 

Mx) + 

x(l — x)' 
lnx + 2/_i(a;) 

x(l — x) x(l — x) 

£(1 - x) a;(l — x) 

(5.8) 

(5.9) 

(5.10) 

Solution. The method of solving such equations is due to Euler. According 

to his formula, any equation 

f{x) + g(x)f(x) = R(x) 

with a solution u{x) to the corresponding homogeneous equation 

u'(x) + g(x)u(x) = 0, 

(5.11) 

(5.12) 

has solutions of the form 

f(x) = u{x) C + I-
J u 

Rid 
(x) 

dx (5.13) 

with an integration constant C fixed by the boundary conditions. 

Equations 5.8, 5.9, and 5.10 all have the same structure, differing only by 

the inhomogeneous part in the RHS. We start with finding the general solution 

to the common homogeneous differential equation 

1 
u'(x) Mx), x(l — x) 

which in this case is easy to guess: u(x) = (1 — x)/x. 

With that, Eq. 5.8 has the solution 

(5.14) 

f-x(x) 
1-x 

X 
C + J x(l - x) 1 

X 
-dx 

x X X 
(5.15) 
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Boundary conditions. To fix the constant C and constants appearing from 

further equations, we need to know the value of f(x) at some point. For that 

purpose we use the expansion obtained in Sec. 2.2 (Eq. 2.15), expanding the 

solutions as needed to match the terms in e- and ^-expansions at x —• 0. At 

every order in e, we only need a single term in ^-expansion. The remaining 

terms then serve as a useful cross-check of the solution. 

Solution (continued). From Eq. 2.15, f-\(x —> 0) = 1, so C = - 1 , and 

f-i{x) = 1. Note that requiring /_i to be at most logarithmically divergent at 

x = 0 (even not knowing the actual value) is sufficient to produce the answer. 

At the next step, we use this result to solve Eq. 5.9: 

ff\ l ~ x 

x 

' flnx + 2 x ^ 

J x(l — x) 1 — x 
(5.16) 

1 — x n , 1 - s , ., 
+ 2 + lnaH l n ( l - x ) . x x 

Since f0(x —• 0) = 1 + In a; + | + . . . , we find that C = 0, and fo(x) = 

2 + \nx + ln(l - x)(l - x)/x. 

At order e, the integration is non-trivial, involving powers of In a;, ln(l — x), 

finally leading to 

h{x) = 4 + 21n:r + ^ + i ^ [ 2 1 n ( l - a ; ) (5.17) 

+ l n ( l - a : ) l n 3 ; - l n 2 ( l - a ; ) - Li2(a;)] , 

where IA2(X) is the polylogarithm - a special function defined as 

"l ln(l - xt) 
Li. ,.(x) = -[ ^ ^ S dt. (5.18) 

Jo t 

To continue the solution further, one has to integrate combinations of loga­

rithms and polylogarithms, potentially producing other special functions. The 

approach suggested in Ref. [80] allows to avoid this by introducing a new class 

of functions - harmonic polylogarithms - such that sequential integrations of 

Eq. 5.13 at every step are expressible within that class using simple recursive 

formulas. 
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5.2 Harmonic poly logarithms 

Let us define functions H(ai, ...,aw;x), with each index a; taking values 1,-1, 

or 0. The number of indices w is called the weight of an HPL. They satisfy 

the following recursive relations. 

At weight w = 1, there are three HPLs: 

H(l;ar) = - l n ( l - s ) , H(0;a;) = lnx, H( - l ; x ) = ln(l + x), (5.19) 

with derivatives J^H(a;a;) = f{a;x), where 

At weights w > 1, definition is recursive. Isolating the case of all zero 

indices, 

H ( ( W ) ; x ) = -£-, (5.21) 
w zeros 

H(ai,...,aw;a:) = / f(ai;y)E(a2,...,aw;y)dy 
Jo 

where f(a; x) are defined in Eq. 5.20. 

An important property of HPLs is the so-called shuffle algebra they satisfy, 

K(ai,...,aw;x)K(bu..,bm;x) = ^ H-(n,...,rw+m;x), (5.22) 

where the sum is taken over all mergers of vectors a = (a\,..., aw) and b = 

(&i,..., bm) into vectors r preserving the relative order of components a; and bj 

(operation similar to shuffling two decks of cards, hence the name), e.g. 

H(a; x)R(b, c; x) = H(a, b, c; x) + R(b, a, c; x) + R(b, c, a; x). (5.23) 

Using the definition of HPLs, Eq. 5.22, and integration by parts, any in­

tegral over x from 0 to y of a term like rrm(l — x)"(l + x)k H(ai, ...,aw;x) 

with integer m, n, and k can be expressed as a sum of functions of y having a 

similar structure. For instance, Eq. 5.17 becomes 

/i(a;) = 4 + H(0,0;a;) + 2H(0;a;)- i—^[H(l ,0;a;) (5.24) 

+ 2H(l;x) + 2H(0,l;:r) + 2H(l,l;:r)], 
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Figure 5.1: Generic topology T. Dashed lines represent massless, and solid 
lines - massive propagators. Index le denotes the e-power of line 1. 

and further terms can be obtained with an appropriate computer algebra im­

plementation of HPLs, such as the Mathematica package HPL [84]. 

5.3 Simple four-loop example 

The following example originated from computing mass-dependent corrections 

to semi-leptonic 6-quark decay (discussed in Chapter 7). To obtain higher 

order terms in the asymptotic expansion of physical quantities, many master 

integrals had to be expanded to a higher power of e. The method of differential 

equations proved to be a reliable scheme applicable to most needed integrals. 

We consider the topology in Fig. 5.1 with the external momentum p, in­

ternal mass l/x and denominator D\ raised to an e-dependent power: 

xyu,i, ..., UQJ I ^ a i + t n a 2 na3 n«4 n a s noe n a 7 nag ' \O.AOJ 
[dDkx][dDk2}[dDh] Di 

where Dx = k2, D2 = (h+p)2, D3 = (h+k2+p)2, D4 = (h+h+p)2, D5 = fc|, 

As = kl, D7 = k% + 2k2p - 1 + l/x, D8 = k2 + 2k3p - 1 + l/x, D9 = 2k2k3, 

and p2 — — 1. (It is classified as a four-loop integral since the e-power of D\ 

appeared due to integration of a massless sub-loop using Eq. A.2.) 

Differential equations. The derivative of any master integral belonging to 

this topology, 

_d_ 
dx 

T(0 l , . . . , ag) = ( ^ 7 + + ^ | 8+) T(a1;..., a9), (5.26) 

where we use the raising operators from Sec. 3.1, can be reduced (e.g. with La-

porta algorithm) back to master integrals. Extending the reduction every time 
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new master integrals are found, we arrive at the closed system of equations: 

vvf _ s-2 + f(4-3*) vm+3-5e ^ + 2 £ - l ) 
x(l — x) 1 — x 1 — a; 

V18a' = /
1 ~ < \ y i 8 + *jf~3, y i 8 a + ^ ^ V9, (5.28) 

x(l — x) x(l — x) 1 — x 

V9> = ^llVi + ^zlVg + lz±Vgay (5.29) 
1—x x 1—x 

V9a. = Izlyi + '-^+^-'iya., (5.30) 
1 - x x(l - xj 

]/l' = Hfczilyi. (5.31) 

Here the master integrals are 

V18 = T(0,1,1,1,0,0,1,1,0), V18a = T ( - l , 1,1,1,0,0,1,1,0), (5.32) 

V9 = T(0,1,1,0,0,0,1,1,0), V9a = T ( - l , 1,1,0,0,0,1,1,0), 

VI = T(0,1,0,0,0,0,1,1,0). 

(Figures corresponding to the on-shell limit of VI, V9 and V18 can be found 

in Eq. B.ll , B.17, and B.25, respectively. Indices in those equations can 

be different due to the symmetries of this topology.) We will focus on the 

most non-trivial master integral F18, with the goal of establishing its on-

shell value (at x — 1). The semi-leptonic &-quark decay rate depends only on 

the imaginary part of this integral, and in what follows we discard the real 

contributions. 

The system of Eqs. 5.27 - 5.31 has a few important features. First, each 

coefficient function has only powers of x and (1 — x) in denominator, giving 

some hope that the corresponding solutions could be expressed with HPLs. 

Second, the system is clearly separated into an independent equation on VI, a 

closed system on V9 and V9a, and a system on 1/18 and V18a, which indicates 

that when finding solutions for the homogeneous equations, we will not have 

differential equations of order higher than two. 

Boundary conditions. To find V18 and other master integrals, it is nec­

essary to be able to evaluate these functions (and their derivatives) at some 

point. We employed the technique of asymptotic expansion near x = 0, by 
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combining the contributions in the three regions (Fig. 5.2). Since for x 6 [0,1] 

the topology T does not develop cuts other than existing in the on-shell case, 

we only consider the regions with non-zero imaginary part. As in the previous 

examples, we evaluate as many terms in the ^-expansion as was possible at 

every order in e, thus over-constraining the integration constants. 

Solution. For the purpose of clarity we skip the evaluation of VI, V9, and 

V9a. Integral VI can be found from Eqs. A.2 and A.l, and finding V9 and 

V9a is similar to the calculation below, the latter being more instructive. 

With simple integrals substituted in the RHS of Eqs. 5.27 and 5.28, we 

eliminate the derivatives of Vl8a from one of them. In the resulting second-

order equation, we expand V18 as 

V18(e) = T" {t=^- + /o(rr) + h{x)e + . . . V (5.33) 

so that the equation for / i becomes 

2 r r - 5 t, 4 £ _ 2 2 2 

For the generic second-order equation 

f"(x) + g(x)f(x) + h(x)f(x) = R(x), (5.35) 

Euler's formula becomes 

/(*) = u^x)^A-J^R(x)dxyj (5.36) 

w(xy + U2(X)(B+ f^±R(x)dx 

s 
5' N 3 g/*~ \4 5/~*^3 

V-<5N, ,g~V^W W,*-.<i> <6 4 ?~> >" < 
\ le ' \ le / N ie s 

Figure 5.2: Three regions contributing to the imaginary part of topology T in 
the expansion about x = 0. 
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Here W = uiu'2 — u'xU2 is the Wronskian of the two independent solutions 

u\(x), U2{x) of the homogeneous equation (with R(x) — 0). 

In our example, u\ — (1 + 2x)/x2, u2 = (x2 — 7 — 2(1 + 2x) \nx) /x2, and 

the Wronskian W — —2(1 — x)3/x5. Using Eq. 5.36, the general solution is 

1 A l + 2rc „ r r 2 - 7 - 2 ( l + 2:r)H(0;:r) 
- + A — — + B K— > v ' J 

2 xz x1 / -1 = ; + A ^ + B X - , - ^ , ^ , ^ (537) 

and the constants A and B are determined from the expansion near x — 0: 

f-i(x —» 0) = 1/2 (all terms singular in x vanish). Finally, we find 

/_1(ar) = /_1(l) = ^> (5.38) 

and again the finiteness of /_i at re = 0 is sufficient to obtain the answer. 

At the order e°, we use /_i and the RHS functions to find 

K{x) - X3(i-X) • {b^} 

(Of course, the homogeneous part is the same as in Eq. 5.34.) After the 

integration, the general solution is found to be 

?? + i + H(0;s) + ^ ^ H ( l ; a O - - ] 
A x xl x 

/o = T + - + H ( M + — — H ( l ; a ; ) - - H ( 0 , l ; a O (5.40) 

. 1 + 2x _ x2 - 7 - 2(1 + 2x)H(0; x) 
+ A s h B 

x2 x1 

The boundary condition is /o(a; —> 0) = lnx + ^ + | + |g + ^ + ..., and the 

final answer and its on-shell limit are 

23 1 r2 — 1 2 
fo(x) = - + - + H(0;z) + — T - H ( l ; x ) - - H ( 0 , l ; x ) (5.41) 

~r X X Jy 

x=l 27 _7f2 

" ^ 4 3 ' 

Further application of the method (although taking significantly longer for each 

successive term in the e-expansion) is straightforward, leading to Eq. B.25. 

5.4 The gory details of a four-loop calculation 

The method above works if at every stage we deal with HPLs. In particular, 

solutions of the homogeneous differential equation should be expressible in 
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terms of the HPLs and rational functions of x such that denominators only 

contain x and (1 ±x). The inverse Wronskian of the solutions should also have 

this property. When the order of the equation is larger than two, the same 

condition applies also to the minors of the Wronski matrix. 

In some cases, it takes several attempts to choose a suitable parameteriza­

tion. For instance, the double-scale topologies in Fig. 5.3 (defined by analogy 

to the topology T above) have the same on-shell limit, differing only by the 

Figure 5.3: Different topologies having the same on-shell (x — 1) limit. Thin 
solid line represents mass 1, thick lines - squared mass 1/x. 

mass term in a single denominator factor (1/x in the left, and 1 in the right 

figure). However, the system of equations for the topology in the left leads to 

denominator factors (x + 3) appearing in addition to "normal" factors x and 

(1 ± x) in the integrands, and the equations cannot be integrated in terms of 

ordinary HPLs. The topology on the right, although less symmetric and with 

more complicated boundary conditions, does not have this problem, and was 

used to evaluate the needed master integrals. 

Another important question is the choice of integrals to solve for (e.g., the 

choice of V18 rather than V18a in the above example). In some non-trivial 

cases (apparently related to one of the coefficient functions in the system 

vanishing in the limit e = 0) such a change would lead to an equation not 

solvable in terms of HPLs, and some experimentation was needed to make the 

right choice. 

The master integrals identified by the Laporta reduction may also be non-

optimal for the solution. For example, a topology in Fig. 5.4 has the most 
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Figure 5.4: Topology leading to 1̂ 30 in the on-shell limit. 

difficult master integral, in which all the lines are present with unit exponents, 

except for the exponent of the e-line, which is e. Without numerators, this 

integral in the on-shell limit should reproduce V30 = — ||g7r4 +. . . (Eq. B.32). 

However, the corresponding representation in terms of HPLs starts only at the 

order e, and diverges at x = 1. We introduced numerators to that integral to 

remove infra-red divergences, and reduced the new recurrence relations. After 

solving the new system, V̂ 30 was found from the reduction at x = 1. 

The final remark is about possible extensions of the class of integrated 

functions. In particular, Ref. [81] lists transformations useful for integration 

of H(...; y/x) and the related rational functions. Although restricted to certain 

HPL index vectors, such formulas were useful in dealing with topologies having 

more than two massive lines, leading to the results in Eqs. B.14, B.33, and B.34. 
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Chapter 6 

Semi-leptonic 6-quark decay 
near maximum recoil 

The second heaviest quark in the Standard Model - the bottom-quark - was 

discovered in 1977 at the Fermi National Accelerator Laboratory (Fermilab). 

Since its mass, close to the mass of a Helium atom, is large in comparison 

with the characteristic scale of non-perturbative QCD, 6-quark decays can be 

reliably described using perturbation theory. Two prominent experiments, 

BELLE and BaBar, are using 6-quarks to measure fundamental parameters of 

the Standard Model and search for possible manifestations of the New Physics. 

This necessitates multi-loop Standard Model calculations of 6-quark decays. 

In the following two chapters we deal with the QCD corrections to the most 

frequent semi-leptonic 6-quark decay. This chapter focuses on this process 

in a specific kinematic limit of zero invariant mass of lepton pair, whereas 

Chapter 7 is devoted to the total decay rate. 

We start by discussing this kinematics, then briefly demonstrate the method 

of calculation using the examples of the tree-level decay rate and 0{as) cor­

rection, and in Sec. 6.4 we present new 0(a2
s) analytic results [26]. 

6.1 Max imum recoil limit 

The 6-quark primarily decays into a c-quark and a virtual VT-boson. If the W 

subsequently decays into leptons, such a process is called semi-leptonic. We 

denote the hadronic system by X\ in parton-level description it includes the 
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c-quark and possibly gluons and light quarks. Neglecting the lepton mass, the 

amplitude can be written as 

-i ( %(la\ igwUj01 (1 + 75) v 
iMib -> Xtvt) = {b\J»\X) 

q* M& 
9fJ.a 

Mh 2\/2 
(6.1) 

Here J^ is the quark current, including the QCD corrections, q is the momen­

tum of a virtual W-boson, and Mw is the W-boson mass. For the decay rate, 

we need this amplitude squared, 

,-.M2 \iM(b-4X£v)\ gl 
9^a 

Ql*Qa 

M2
W 

9v/3 
QvQp 

Ml 8 (q2 - MIY 
x (b\J»\X)(X\J*»\b)Tr[pa

a(l + l5)p»lP(l + l5)} , 

(6.2) 

and the phase space element of the final particles d$(b —> Xlv) as in Eq. A. 6 

1 
dT(b -> Xlvi) \iM(b -> XBt)\2d$(b -> X£ue) 

i gl{b\J»\x){x\j™\b) r _Ma 
2mbS (q*-Miy [9tia M2 

x 8 (vt£ + pfr: - jf*Pipv + ea^feP:) 

x *£.d$(W 
2TT V 

WJ 
9vp 

(6.3) 

tv) d$(b^XW*), 

where the phase space element was partitioned according to Eq. A.7. 

The QCD corrections only involve hadrons, thus the integration over the 

phase space of the W* decay products can be performed immediately, leading 

to 

dT(b-+Xeve) = 
1 

2rrib 
a2 

X -^dq2 

d^{b^XW*){b\J^\X){X\Jw\b) (6.4) 

„2 

48TT2 * {q2-M^f 
9fiu 

%Q» 

This expression can be compared in the limit q2 <C M ^ to the decay rate of 

the 6-quark to the same system X and a virtual W-boson with mass y g 2 , 

where J774, Jv denote the same hadronic current as in the expressions above: 

dT(b^XW*) = 
d$(b -» XW*)(b\J^\X){X\J*u\b) 

2m\, 9i»> 
qnqv 

One can notice a simple relation between those rates: 

d^b-x^ = w ; / ^ 2 ^ ^ ^ ^ ^ ^ ' 

(6.5) 

(6.6) 
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The limit q2 = 0, when the hadrons acquire the largest possible recoil momen­

tum, can be studied experimentally (as the endpoint slope of the distribution 

over q2 of the semi-leptonic decay events). Perturbative calculations in this 

approximation are relatively simple, involving only two relevant scales: m& 

and mc (which is the mass of the c-quark). In what follows we focus on the 

QCD corrections to the decay width T(b —> CW*)\MW*=O-

6.2 Tree-level decay rate 

Figure 6.1: Tree-level decay b 
cW* 

Figure 6.2: Self-energy diagram related to 
the tree-level decay b —> cW* 

The integrated tree-level decay rate of the process in Fig. 6.1 is 

T{b^cW*)\ Mw 

G*F\V<*>\2ml 
8V2TT 

mr 

mb 

J\3 

r 0 ( l -p 2 r , (6.7) 

where we used the notations To G*F\Vcb\
2ml n* _ V2g* 

", LrF — SMT, 
and p = 2*. The 

limit Mw* —> 0 is not physical - density matrix of real massless gauge bosons 

is not singular; hence the apparent divergence of G*F. It cancels in Eq. 6.6, de­

scribing a physical decay. The masses of quarks (depending on the definition) 

are m^ « 4.6 GeV, mc m 1.15 GeV, and the value of p is around 0.25... 0.33, 

which explains the need for mass-dependent results. 

With X0 = (1 - p2)3, the QCD corrections to Eq. 6.7 are 

2 

r(6 -> cW*) = r0 Xo+ - * ! + ( - ) X2 + 0(a3
s) 

7T \ 7T / 
(6.8) 
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For the purpose of calculating one- and two-gluon corrections X\ and X<i it 

is beneficial to use the optical theorem which connects the 6-quark decay rate 

to the imaginary part of the 6-quark self-energy operator. When computing 

the imaginary parts of corresponding integrals, infrared divergences arising 

from loop vertex corrections and real gluon emission cancel. At the tree level 

we consider the diagram on Fig. 6.2 with 6-quark momentum p and W-boson 

momentum q: 

T(b^cW') = k S ^ W - t ' , (6.9) 
mb 

* E = / ( ^ ( P ) ( 
WwVcb a, S\ f -i(q + p + mc) 
2x/2 ' v ' 7 \(q+p)2-ml + iS 

Averaging over the initial quark polarizations leads to 

i ^ > ( p ) r M ( p ) = ^Tr [(p - mb)T], (6.11) 
a(b) 

where Y stands for the combination of gamma-matrices in the numerator of 

Eq. 6.10. 

One subtle point is the treatment of 75 in dimensional regularization. Leav­

ing more detailed discussion to the following chapter, we here notice that after 

taking the trace, the terms containing odd powers of 75 give rise to the anti­

symmetric tensor e^9"'. Contracted with the symmetric W polarization matrix 

Tfiv ~ (?2$7ii/ — QfiQu), s u c h contributions vanish. 

An equivalent result is obtained by naively anti-commuting all 75 's to the 

left using the relations 757^ = —7̂ 75 and 7575 = 1, and then dropping all 

terms with 75. After that, trace can be safely calculated in D dimensions. 

By taking the trace and Wick rotating, the diagram is expressed in terms of 

scalar double-scale one-loop integrals, which in principle can be exactly solved 

in terms of hyper-geometric functions. However, since the more complicated 

diagrams can only be treated by expansion, we here evaluate several first terms 

in the p powers by Taylor expanding the c-quark propagator: 

1 E f - 7 ^ 0 - <«•«> (q + p)2 + m2
c (q+p)2^Q\ (q+p) 
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Now all that is left is evaluation of massless propagator-type one-loop topol­

ogy (with various powers of denominators). Using Eq. A.2, we obtain: 

r(6 - • cW*) = r 0 (1 - 3p2 + 3p4 - p 6 ) , (6.13) 

consistent with Eq. 6.7 (terms with higher powers of p cancel). 

6.3 One-gluon corrections 

At this order we consider the imaginary part of three 2-loop diagrams (Fig. 6.3). 

Color structure provides a factor of Cp to each diagram. In addition, the left­

most diagram requires a symmetry factor of 2. The corresponding scalar inte-

3 5 - 4 

Figure 6.3: Diagrams contributing to 0{aa) Figure 6.4: Common 
corrections double-scale topology 

grals belong to the double-scale topology in Fig. 6.4. We parameterize these 

integrals with external momentum p (with on-shell condition p2 = — m2,) and 

loop momenta ki and k2, so that the denominator factors are Di = (k2 — &i)2, 

D2 = (fci - p)2, D3 = (p + k2 - kxf + ml, DA = k\ + m2
c, and D5 = k\ + m\. 

There are four regions of virtualities of the loop momenta: 

ki , k2 ~ nib. In this region, D4 and D5 are Taylor expanded, and we arrive 

at the topology of Eq. 4.25: 

• 3 5 - 4 D4 -> k2, D5 -> k\ 

kx ~ nib, k2 ~ m c . After the expansion, the integral factorizes into massive 

vacuum bubbles (Eq. A.l), and a one-loop propagator-type topology. By par-

62 



tial fraction decomposition, the latter separates into massless (Eq. A.2) and 

on-shell (Eq. A.3) contributions: 

•••"""'• 5 0 
D1-+k2,D3->(p-k1)

2 + mlD4^k2 — ^ V r 

ki ~ mc , k2 ~ nib. As in the previous case, one-loop vacuum bubble fac-

torizes, the rest becoming an on-shell topology: 
1-'""s'' 4C) 

D1^k2,D2^p2,D3^(p + k2)
2 + mlD5^k2 - ^ 5 / W — 

However, this graph does not correspond to any allowed decay, since it cannot 

be cut through massless lines (line 2 is a point). Thus, the contribution of this 

region is purely real and can be neglected. 

ki, k2 ~ m c . In this region, the denominator factor D3 becomes linear in p, 

leading to the two-loop "eikonal" integrals: 

:' 4[ )5 
D2 - » p 2 , D3 -»• 2p(k2 - h) + iS 

Those are real, and this region also produces no contribution to the decay rate. 

Summing the contributions of non-zero regions of all diagrams, we auto­

matically account for ultraviolet and infrared divergences in virtual and real 

emission contributions. However, the result still does not have a finite limit 

at D = 4, as the parameters used in calculation correspond to Lagrangian 

definition rather than to observable quantities. In order to properly account 

for the scale at which mass and charge are evaluated, we need to include two 

renormalization contributions (Fig. 6.5). Crossed circles on the picture repre-

MC 

W, 

Figure 6.5: 0(as) renormalization contributions 
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sent the insertion of renormalization constants. Wave function renormalization 

multiplies the tree-level diagram, while c-quark mass renormalization inserts 

an additional vertex in the c-quark propagator. These two diagrams can be 

computed by the same technique as the tree-level rate. In the on-shell scheme, 

the needed constants through (9(e) are 

WF = i-CF[^>){l + l + 2e} + ..., (6.14) 
4e 

MCC = im.C,|'*;£;) {£ + ! + &> + .... 
C 

Finally, combining all contributions, the one-gluon correction of Eq. 6.8 be­

comes 

Xl = CF[{l-j) + (j-9lnp-T)p2 (6J5) 

+ f y + 61np+ £) p4 + (j + 61np+ ^ p4 

+(S-T-i-)"6+(l-l'-)^oH-
6.4 Two-gluon corrections 

The second order correction X2 may be written as a sum of finite, gauge-

invariant combinations: 

X2 = CF (TRNLXL + TRNHXH + TRNCXC + CFXA + CAXNA). (6.16) 

Ni represents the number of massless quarks (3 in this context), while NH 

and Nc label the contributions of b- and c-quarks, respectively. The top quark 

contribution is suppressed by (mb/mt) and we neglect it. In SU(Z), the color 

factors are TR — | , Cp — | , and CA = 3. 

Renormalization contributions 

To obtain the O(o%) corrections, we need to consider several insertions of 

constants into the tree-level and one-loop diagrams. First, we can apply 0(a?) 

renormalization constants to the tree-level diagram; next, we should consider 

0{as) renormalization of 0{as) diagrams; and finally, we need to apply 0(as) 
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renormalization to 0{as) renormalization of tree-level diagrams. Since 0{a2
s) 

renormalization includes diagrams with c-quark and 6-quark loop insertions in 

the gluon propagator, the corresponding constants develop dependence on p. 

For mass and wave function renormalization, we use the p-expansion of the 

exact on-shell constants [85, 86, 87]. Extending Eq. 6.14, the 6-quark wave 

function renormalization constant is 

2 

WF 

x 

l-CF 

{cF( 

as T 
IT m, 

2e 

9 _51_ 
32e2 + 64e 

- + 1 + 2e } + CF ' 

13TT2 
n m 

2e 
X (6.17) 

433 3Cs 9, n 

16 + 128"T + * > n 2 

+ CA\ 32?"64T + l 6 " 

803 3 ^ 

128 + 4 
7T 

2ln2^ 

^ AT i 1 9 7T2 59\ ^ nr / 1 19 7T2 1139 

+ T«Nc[^ + We 
1 , 635 7r2 2 , , 2 —- In p + —— + —- + - In p + In p 
2e ^ 288 12 3 p ^ 

3?r2 „ o 5TT2 o 125 7^ 
l 8 ~ + T 

1 1 , 3 , 2 

— lnp+-ln p 

+ 
8 , 11 
1 5 l n ^ 2 5 Pe + 

_9_ 1137 

56 n p 15680 
p8 + 0(p1 0) 

the c-quark mass renormalization constant 

MCC — imc Cp (?4){s + 1 + 2 e } " ^ C F X 

X 
IT m 2e 

7T m; 
2 

'cF 
9 _45_ 199 

32e2 + 64e + 128 
3Cs 7r2ln2 5TT2 

4 + 2 16 

+ CA 
11 

32e2 64e 

+ ™(^ + We 

(6.18) 

605 3& _ 7r2ln2 TT2^ 

1 2 8 + 8 4 + 1 2 y 

32 + 12 J + fl C Ue 2 + 16e + 32 6 

™ »r i 1 7 103 13, 1 , 
T ^ ^ + T6T + 2 8 8 + 1 2 l n ^ - 2 l n ^ 

+ 

+ 

19 2 , 
1 5 0 - 1 5 l n / ? P2 + 

1389 9 

997 
198450 

4 . 
315 lUp 

78400 280 
1229 

lnp 

P6 + 
627264 792 

lnp p8 + (9(p10) 
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and the 6-quark mass renormalization constant 

MC6 = imb CF 
' as T 

TT m 
2e + 1 + 2e > - imb CF x 

x 
as F 
7T m 2e c. 

4e 

9 j !5_ 199 
32e2 + 64e + 128 

(6.19) 

3Cs 7r2ln2 5TT2 

~T + ~2 16" 

+ CA 
11 

32? 64^ 
605 3 ^ 
128 + _ 8 ~ 

+ T*M^+l(k + 32 + 12, 
m *r ( 1 7 45 7T2 

+ r^U? + l6^ + 32 + l 2 

7T2ln2 7T2\ 

~ — + T2j 
7T 

7T 

A"+r 
7T 

+ 

+ 

151 IT2 1 3 , 1 , 2 

144 + 1 2 - 1 2 l n p + 2 l n p P4 + 
15 

lnp 
19 
150 

280 
lnp 

1389 
78400 

P8 + O(PW) 

Finally, the charge renormalization constant (calculated in MS scheme with 

five quark flavours) is 

PH 1 + 
Q!c T 

7r m, 
2e 

1_ 
37 TR(NL + NH + NC) 

11 
CA (6.20) 

Quark loop contribution 

The three diagrams in Fig. 6.6 with different quarks q in the loop represent 

relatively "simple" gauge-invariant quark-loop contributions. Integration over 

the momentum of q can be simplified by averaging in a (D — l)-dimensional 

subspace orthogonal to gluon momentum. In addition, integrals proportional 

to the gauge parameter (for general gluon gauge) are simplified by cancellations 

between the numerator and denominator factors. 

First, we consider the case when q represents massless quarks (u,d, and s). 

Contributing regions in this case are determined in the same fashion as for the 

one-gluon correction. It is also possible to "promote" the corresponding two-

scale topology to one of the more complicated topologies, corresponding to the 

"true" three-loop diagrams. This is done by inserting missing lines (with zero 

exponents) into 4-leg vertices and similar transformations. The simplicity of 

this particular type of integrals then provides useful cross-checks. 
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Figure 6.6: Quark loop contribution to 6-decay at 0{a2
a) 

Combining the diagrams with the proper symmetry factors and renormal-

ization contributions, the light quark contribution is 

23TT2 4 
XL = C3 + 

+ 

+ 

+ 

+ 

108 9 
IOITT2 13 2 • 

_ + y l n p - 3 1 n p 

(6.21) 

28 
" 9 " " C 3 

40 _ 617T2 4 7 , _ i a l ^ 

9 s 108 
- — In p + 6 In p 

lbr2 

>0 108 

4903 5TT2 

108 

1663 170, 0 1 o 

W + ^ l n p - 3 1 n p P" 

145 
lnp P8 + 0(P

W) 
5184 108 216 

Next, we evaluate diagrams in Fig. 6.6 with q being the 6-quark. This case 

being significantly more complex, the result becomes 

12991 Ca 53?r2 

XH 

+ 

+ 

+ 

+ 

(3 

1296 3 
'C3 1677T2 

. 3 54 
"43334359 

54 
205397 
6480 

(6.22) 

13, 0 1 2 
+ — lnp-3ln2p 

C3 1757T2 

1270080 3 54 
61TT2 

54 
54853471 

3 
750684173 
57153600 

3283 

+ 

2323 
l68~ 
36079 

lnp 

4536 

P8 + O(PW) 

In p + 6 In2 p 

l n p - 3In2p 

89812800 6480 

Finally, we evaluate the case with q being c-quarks. Four c-quark propagators 

result in up to seven contributing regions, some involving eikonal propagators. 
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These regions give rise to the terms with odd powers of p: 

. 23TT2 4 3 2 

~65 ,. 133TT2 13, „, o ' 

Ca + - T J ^ - + -^- lnp - 3 l n > + 

+ 

+ 

+ 

18 
401 
~72 

Ca 

108 ' 2 
371TT2 101 

P2 - g-V 

108 6 
In p + 9 In2 p 

97TT2 5941 A 707, „, 2 ' 

w - w + C s + - 5 ^ - 9 1 n " 
116869 229TT2 4379, „, 2 

+ „ _ + —— l n p - 7 1 n 2 p 8100 108 1080 

(6.23) 

P* + f -V 
6 107 2 7 

P 6 -^V 

P8 + | 7 T V + 0 ( P 1 ° ) . 

Abelian contribution 

The abelian diagrams (Fig. 6.7), proportional to the factor Cp, are the most 

difficult part of this calculation. Although some regions and topologies can be 

Figure 6.7: Abelian contributions to fr-decay at 0(a?) 
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used to evaluate quark loop contributions and thus be tested against alterna­

tive methods, the most difficult regions have no cross-checks, except for gauge 

invariance and cancellation of poles to all available orders. 

Through expansions and tensor reduction all diagrams are expressed in 

terms of topologies for which the general solutions have been developed in 

Ref. [28]. In addition, for the most difficult three-loop non-planar topologies 

Laporta tables proved necessary to reduce the computation time. Also, one 

master integral (Eq. B.l) had to be evaluated in addition to those found in 

Ref. [28]. Finally, we obtain one of the most significant results of this thesis: 

r 53C3 
XA 

+ 

1197T2 197T2ln2 llTT4 

8 48 + 4 "720~ 
37TT4 / 2 75 \ 27 2 151(3 

+ 7T - — In p - — In p + 

(6.24) 

+ 

360 
315 

" ~8~ ' 48 
653 /161TT2 

+ 

8 / 2 
497TT2 577r2ln2 

8 

l«v 
+ 

49 

12 ' V ~ 2 l ~2~ 

28l7r2 57?r2ln2 
+ ; 

l n p + 1 8 1 n 2 p - ^ 
o 

977T4 

+ 

32 

269TT2 

108 

191(3 

41827 
+ 

720 
/5929 

12 2„5 
-7T p 

2400 ' V 360 
197r2ln2 91TT4 

2777T2 

72 

151 
I n p - — I n p 

224 2„7 

+ 

24 4 360 

25(3 5666953 / 3TT 2 29411 

r + -a*' 

12 25401600 V 8 7560 
l n p - - l n 2 p 

437T2 

54 

32 
+ ^ V + O(P10) 

Non-abelian contribution 

The last class is pure QCD contributions, proportional to CFCA- diagrams, 

involving triple-gluon vertices and ghost loops. Although some new topologies 

have to be considered, the most complicated integrals are already solved in 
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o 
Figure 6.8: Non-abelian contributions to 6-decay at 0{c?s) 

the abelian contribution, and the result is 

_ 521 9C3 505TT2 

XNA ~ 576 + l 6 + ~ 8 6 T 
57?r2ln2 2315 

197r2ln2 IITT4 

+ 8 1440 
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864 50803200 

InV 
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25Cs 
24 

7T p 

P8-^V + O(P
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(6.25) 

6.5 Applications of t he result 

Fig. 6.9 illustrates the existing second-order QCD corrections [88, 89, 90] to 

semi-leptonic quark decays in various kinematic configurations. The dashed 

arrow shows the expansion presented in this chapter. Previously published 

expansions are indicated with solid arrows. The integral over the dotted line 
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0 Max recoil 1 

Figure 6.9: O(o%) mass expansions of the semi-leptonic heavy quark decay 
rate T(Q —• q£u) in various kinematic limits. Allowed kinematic configura­
tions are inside the triangle. On the lower side, recoil momentum of q is the 
largest. 

(equivalent to integration over the leptonic phase space in the decay b —• 

c£i>e) corresponds to the complete semi-leptonic result of the following chapter. 

Analytic expressions are known along the zero recoil line and in all the corners 

of the triangle. 

Our results may be directly compared to the expansions around p — 1 [88] 

as follows (AL,H,F,A are defined in that reference, and 8 — 1 — p): 

XL,C,A(P) » t3&L,c,F(S), XH(p) <-• S3 [AH(8) - Ac(5)}, (6.26) 

XNA{p) ~ 53 [AA(S) - AF(S)/2] 

Here we use the unpublished result of Ref. [88], which in that reference was 

lumped together with A#: 

Ac = 

+ 

+ 

+ 

230 8?r2 

9 + 
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- 6 9 5 + 

695TT2 91051 32 , n ' 
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The plots in Fig. 6.10 present XL, XH, XC, XA, and X^A calculated 

to O(pt0), and the expansions of the corresponding functions from Ref. [88] 

(Eq. (Al) of that work), according to Eq. 6.26, calculated through 0((1 — p)21). 

To better illustrate the behaviour of these corrections near p = 1, where the de­

cay is suppressed by the phase space volume, we normalize all plots by (1 —p)3. 

As expected, the c-quark contribution Xc interpolates between heavy {XH) 

and light (XL) quark contributions. 

XL/(1 ~ P? 

Figure 6.10: Matching of expansions around p = 0 (thick line) and p = 1 
(thin line) for maximum quark recoil, Mw* = 0. Matching point corresponds 
to the smallest difference between the two approximations. 

For convenience we present results for a numerical fit providing accuracy 

better than 0.01 for XL, XC, XA, and X ^ A , and better than 10 - 5 for XH for 

0 < p < 1 (terms proportional to y/p are introduced for shorter expressions): 

XA/(l-pf « 3.531 + 1 . 3 0 5 ^ + 0.1496p-13.76p2 + 49.64p3 (6.28) 

-57.77p4 + 33.69p5 - 7.746p6, 

XNA/{1 - pf ~ -8.090 - 1.696^/p - 12.77p + 20.35p2 + 8.257p3 

-43.23p4 + 58.52p5 - 29.09p6, 

X L / ( l - p ) 3 « 2.872+ 6.849p-17.00p2 + 22.56p3-26.92p4 + 13.16p6, 

XH/{l-pf « -0.06361-0.1902p-0.2378p2-0.1733p3-0.09828p4 , 

Xc/(l-pf » 2.882-0.9432p-14.31p2 + 25.00p3-18.49p4 + 5.113p5. 

Together with zero-recoil [91, 92] and intermediate-recoil results [93], the 
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presented maximum-recoil corrections can be used to evaluate the integral over 

the dotted line in Fig. 6.9. The original attempt to perform this integration 

based on polynomial extrapolation [93], unfortunately, was prone to errors (see, 

e.g., Ref. [94]), but later calculations [95] demonstrate an excellent agreement 

with the results of the following chapter. 

The importance of this calculation is not limited to this particular kine­

matic configuration. The techniques developed in this project (in addition 

to those described in Ref. [28]) have made possible the challenging calcula­

tion of the following chapter - the total semi-leptonic 6-quark decay rate. In 

particular, the good convergence of the series in Eqs. (6.21-6.25) justified the 

moderate (but still very challenging) expansion of the total semi-leptonic rate 

through 0((mc/mb)7). As in this calculation, this allows to reach the relative 

accuracy of 1% for the realistic value of mc/mb w 1/3. 
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Chapter 7 

Semi-leptonic 6-quark decay and 
muon decay 

Decays of heavy fermions are an abundant source of information about fun­

damental interactions. In particular, muon decay, insensitive to strong in­

teractions, can be very precisely described by the electroweak model. The 

experiment MuLan at the Paul Scherrer Institute will likely measure the rate 

of the muon decay with an uncertainty better than 1 ppm and thus improve 

the determination of the Fermi constant GF that describes the strength of the 

charged-current weak interaction [96]. Along with the fine structure constant 

a and the Z-boson mass, Gp is one of the three pillars of electroweak Standard 

Model tests [97]. 

To match this experimental progress, both the rate [98] and the energy 

distribution [69] have been calculated in QED with 0(a2) accuracy. In the 

decay rate studies, the electron mass me was assumed negligible in the already 

small 0(a2) effects. 

In this chapter, we show that the finite me effect decreases the muon decay 

rate by about half ppm, exceeding previous estimates [99] and approaching 

the expected MuLan precision. 

The final-state fermion mass effects are much larger in the already discussed 

decay b —> civ. Studied in £?-factories and the Tevatron, this process provides 

information about the Cabibbo-Kobayashi-Maskawa matrix element Vcb, as 

well as about parameters governing heavy-quark dynamics [100]. Also in this 

case, theoretical studies at 0{a2
s) are complete only for a massless final-state 
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o 
Figure 7.1: Diagram Figure 7.2: Region 1: Figure 7.3: Region 2: 
corresponding to the q ~ m\> > mc q ~ mc 

tree-level decay rate 

quark [101]. 

For the actual massive c-quark, the 0(a2) effects are known in some special 

cases of kinematics, as described in the end of the Chapter 6. The so-called 

Brodsky-Lepage-Mackenzie (BLM) corrections [102] (associated with the nu­

merically large (3Q value) have been obtained for the width [103], moments 

of the energy spectrum [104, 105], and triple differential distributions [106]. 

Also some logarithms of the mass mc have been determined to all orders in 

as [107]. Most recently, Melnikov calculated numerically the mc effects for the 

width and the first two moments of the energy distribution of hadrons and 

of the charged lepton produced in this decay [94]. In this chapter we present 

the calculation of corresponding analytical results obtained (similarly to the 

previous chapter) as an expansion in powers and logarithms of p = mc/mb-

This chapter starts with a brief description of the leading order and one-

loop calculations. It continues with the discussion of the details of the two-loop 

calculation, and ends with presentation and a discussion of the new results [27]. 

7.1 Tree-level decay rate and first-order cor­
rection 

The tree-level decay rate can be found by analogy with Eq. 6.13 as an imagi­

nary part of a self-energy diagram in Fig. 7.1. Denominators of scalar integrals 

after the tensor reduction are D\ — q2 + m2., D2 — I2, and D3 = (q + I + p)2, 

where p is the incoming 6-quark momentum {p2 = — m2). 

Expansion of the massive c-quark propagator D\ in small mass mc as in 

Eq. 6.12 produces integrals such as in Fig. 7.2. Integration is then performed 
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Figure 7.4: One-gluon corrections to the semi-leptonic decay rate 

by successive application of Eq. A.2. 

There is an additional contributing kinematic configuration. Setting the 

scale of loop momentum q ~ mc, we expand D3, obtaining the topology in 

Fig. 7.3. Eqs. A.l and A.2 then lead to the result, which in combination with 

the first region reads 

G2
F\Vcb\

2m5
b 

r (°) (6-c£P) = r0X0, T0 = 

X0 = 1 
1927T3 

8p 2 -24p 4 l np + 8p6 

(7.1) 

and further QCD corrections can be parameterized as 

r(6 -» civ) = T0 XQ + Cp—X\ + CF I — ) X2 + 
7T \ 7T / 

(7.2) 

The one-gluon correction X\ corresponds to the three diagrams in Fig. 7.4. 

Belonging to the topology in Fig. 2.4 (with substitution of mb and mc instead 

of M and m), they are treated according to the procedure outlined for the 

example of Eq. 2.19. Complete with the mass and wave function counter-terms 

as in Fig. 7.5 (with constants defined in Eq. 6.14), the first-order correction is 

Xx = 
2 5 _ T T ; 

¥~~2 
/ 2 7 3 _ 

526 152 
~9 3~ 

MC, 

- ( 3 4 + 241np)/o
2 + 167rV 

36 In p + 72 In2 p + 8TT2 J p4 + 16TT2/>5 

lnp]p6 + ... . 

(7.3) 

Figure 7.5: Wave function and mass renormalization contributions 
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Figure 7.6: Examples of 0{a2
s) diagrams 

Similarly to Eq. 6.16, the two-loop correction splits into independent parts: 

X2 = TRNLXL + TRNHXH + TRNcXc + CFXA + CAXNA. (7.4) 

7.2 Calculation of two-loop corrections 

Renormalization at the two-loop level is done similarly to the maximum-recoil 

case. The 39 diagrams (analogous to those in Figs. 6.6, 6.7, and 6.8), some of 

which are shown in Fig. 7.6, belong to ten independent double-scale topolo­

gies. Each topology is expanded in all asymptotic regions (an example of such 

expansions is shown in Fig. 7.7), and the results are added together to produce 

the finite corrections. The mc = 0 expressions for all diagrams were obtained 

in Refs. [99, 101], allowing the direct cross-check of the most difficult "hard" 

regions (such as Fig. 7.7(b)). Expanded in p, those regions required weeks 

3/' :,6 S~^\ 7.-'""'4 

2 , v 3> 

8 . 1 : 8 : 1 „ .' 
9-' , . . '- 9-' 

W - - ( b ) - • • • • • • ( c ) • • • - • ( d ) 

r7HJ3 &"y"iO ,>••*:•& ^•'-•OO 
8 '. 1 „ : 8 '. 1 n •• 8 '. ' 8 . 1 . 

9 ' 9 ' Q • Q • 

(e) • • - " (f) • - • - • (g) • - -" (h) 

3 4 \ !•*-*, 2<M:OQ ,.^-...4©8 T- -. 7 

8 . 1 : 8 : 1 : a : 1 '• 8 : 1 : 

o ) "-'•' a ) ' • - * ' ( k ) • • - • • ' a ) • • • - - • ' 

Figure 7.7: Expansion of a double-scale topology (a) in all contributing asymp­
totic regions (b-1). Thick lines represent mass mi,, thin - mass rac, dashed lines 
are massless, double lines correspond to eikonal propagators. 
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of Laporta reduction to obtain terms through 0(p6). Eikonal regions (such 

as Fig. 7.7(i,l)), contributing to odd powers of the p-expansion, were evalu­

ated through 0(p7), resulting in better than one percent accuracy near the 

physical value of p ~ 0.3. Three-loop eikonal integrals of topologies Eqs. B.44 

and B.45 (e.g., Fig. 7.7(1)) were also reduced with Laporta technique, and the 

corresponding master integrals were found in Refs. [62, 108, 109]. 

One technical difficulty appearing in the factorized regions is complicated 

tensor reduction in the four-loop case. Consider the topology in Fig. 7.7, and 

its expansion in the case when p3 and p-j (momenta flowing through lines 3 

and 7) are both "soft" (at the scale mc), as in Fig. 7.7(i). To disentangle 

the products of loop momenta p^, pj with the remaining loop momenta pi, 

PQ one needs to average over the directions of a pair of momenta preserving 

their relative angle in the subspace orthogonal to the third. Such reduction 

can be performed by the general formula [110] applied, e.g., to the pair of p% 

and pj in (D — 1)-dimensional subspace orthogonal to p0 (the external momen­

tum). However, the complexity of this operation grows fast due to multiple 

nested expansions in terms of traceless tensors and Gegenbauer polynomials, 

considerably limiting the available /9-expansion depth. 

Instead, in every such case it was possible to average in sequence over the 

directions of a single momentum in a (D — l)-dimensional subspace. For the 

example of Fig. 7.7(i), we first average p3 in the subspace orthogonal to p7; after 

that, p7 is averaged in subspace orthogonal to po but in such a way that the 

powers of product p3p7 are not effected. Being somewhat less computationally 

intensive, this procedure allowed to extend the expansion through 0{p7). 

The computational resources used by the steps above are considerable but 

not at the limit of present capacity: Laporta reduction required two weeks 

of parallel computations on a cluster with Opteron processors, occupying at 

most 10 GB of RAM at each machine, and FORM [111] manipulations with 

Feynman diagrams (taking a few days) were limited by the available disk space, 

with temporary files growing as large as 200 GB at intermediate stages. 
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Figure 7.8: Double-scale topologies with artificial large mass 1/x (thick lines), 
unit mass (thin solid lines), and massless propagators (dashed lines), e denotes 
non-integer propagator power from integration of a massless sub-loop. 

7.3 Evaluation of master integrals 

The integrals appearing in the "hard" regions belong to the topologies in 

Eqs. B.2-B.10. Their master integrals, identified through Laporta reduction, 

are closely related to those in Ref. [99]. In addition to O(p0) answer calculated 

in that reference, the expressions presented there are sufficient to obtain the 

0(p2) terms, but the following 0(p4) contribution required further terms in 

e-expansion of the most difficult integrals. 

To calculate the needed terms, the differential equations method was ap­

plied to the four double-scale topologies in Fig. 7.8, where the thick line cor­

responds to artificial large mass 1/x introduced in such a way that differential 

equations on x could be solved in terms of harmonic polylogarithms. The 

treatment of the rightmost topology was discussed in detail in Section 5.3. 

As a result of solving the system of equations, all master integrals of those 

topologies were found as explicit functions of x. As a boundary condition, 

asymptotic expansions of integrals near x —> 0 were used, and the needed on-

shell expressions were found in the limit x —* 1. These results are presented 

in Appendix B to the order needed for the calculation. 

7.4 Integrated decay rate 

The (rather lengthy) expressions for XL, XH, XC, XA, and XN are presented 

in Eqs. C.1-C.5 and plotted in Fig. 7.9 as functions of p. Gauge-independence 

of these results is ensured by the cancellation of the general gauge parameter 

in the final expressions. 

The definitive cross-check can be made with the results of Ref. [94], where 
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Figure 7.9: Mass-dependent corrections to X? of Eq. 7.4. 

X<i was computed for p = 0.25 by the method of sector decomposition. Nu­

merically, the agreement is at the level 0.1%, which is well within the accuracy 

of both results. 

Further, Ref. [107] presents a renormalization group analysis of the struc­

ture of some logarithmic terms, re-summed to all orders on as. At the order 

0(a2), this reference predicted the coefficients in X2 of terms p2 In2 p, p4 In3 p, 

and p3 In p. The logarithms in p2 term were shown to appear from the running 

of the c-quark mass, and those in p4 term - from a mixture of dimension seven 

operators. Our results completely agree with those predictions. 

However, we find a different origin of the p3 term. In [107], it was attributed 

to the running of mc, with the resulting coefficient different from ours. To 

understand the origin of this difference, let us consider the four-quark operator 

O = hbhb cTc. In the context of the Operator Product Expansion framework 

used in Ref. [107], it connects the c-quark field with hb, a static field of a 

slow-moving quark (an eikonal line in the language of asymptotic expansions). 

In the toy model with a vector weak coupling of quarks (~ 7M), this operator 

Figure 7.10: Tree-level and 0(as) matrix elements of the four-quark operator 
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has r = 1, and its tree-level matrix element in Fig. 7.10(a) gives rise to the p3 

terms in the tree-level width (Eq. C.31). 

In the physical case of chiralweak couplings (~ 7^(1 — 75)), the insertion in 

O becomes T = 7 ^ (where v^ is the velocity of the 6-quark), and the matrix 

element in Fig. 7.10(a) vanishes. This explains the absence of cubic terms in 

Eq. 7.1. Due to this fact, Ref. [107] neglects the evolution of the operator O. 

However, at the order 0(as) there is a non-zero matrix element shown in 

Fig. 7.10(b), and it leads to the p3 term in Eq. 7.3. The anomalous dimen­

sion of this operator and running of the coupling constant then generate the 

contribution in X2 proportional to p3 lnp which agrees with our result. 

The linear term — |7r2p in Eq. C.2, related to diagrams such as the right­

most graph in Fig. 7.6, is noteworthy. It originates from the region where 

the momenta in the c-quark loop are at the scale rac, and the heavy propaga­

tor becomes eikonal. Obviously, this perturbative description becomes invalid 

for mc < h-QCDi and such effects have to be included in the definition of the 

6-quark mass. Indeed, when a short-distance mass definition (e.g., MS) is 

adopted instead of the pole mass scheme (which has to be done before appli­

cation to phenomenology), that term gets absorbed into the tree-level rate. 

Finally, the results can be transformed into QED. By substitutions as = a, 

CF = |K&| = TR = NH = Nc = 1, CA = NL = 0, and mb = m^ mc = me, the 

expressions describe electron mass effects on G(a2) corrections to the muon 

decay rate, T(/x —• euu). In QED, the perturbative expansion is valid at any 

scale, and pole masses are traditionally used, thus the mass definition need not 

be changed. Together with the large logarithms, the above mentioned linear 

term then leads to a 0.43 ppm correction to the muon lifetime, which is in 

contrast to the previous estimate of those effects a s ( - ) ( — J \r? [—) ~ 

10 - 8 given in Ref. [99]. Since modern experiments, such as MuLan [96], expect 

an accuracy below 1 ppm in measuring the muon lifetime, this correction may 

influence the measured value of the Fermi constant GF-
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7.5 Moments of distributions and axial cur­
rent 

In addition to the integrated decay rate, precision fits to experimental data are 

done for the moments of the lepton energy E\ and the hadronic system energy 

Eh distributions in the rest frame of the 6-quark, with the goal of accurately 

measuring many parameters such as \Vcb\, m^, and the Wilson coefficients of 

non-perturbative operators. Through 0{a2
s), the corrections to those quanti­

ties are 

J {Ek/mtf dT = r0 ( V + CF (^ ) 4n) + CF ( f )2 4n)) , (7-5) 

and similarly for the moments of Eh, described by coefficients if- . The 

average is taken over the whole phase space of decay products. 

In addition to generally larger expressions and longer computation times, 

one complication arising in evaluating the moments is the proper treatment 

of 75. With the introduction of powers of Ei = PbPi/mi, in Eq. 6.3, the inte­

gration over the lepton phase space produces a tensor T^v which is no longer 

symmetric as in Eq. 6.4. Traces with 75 then produce antisymmetric tensors 

that contribute to the result, invalidating the simple recipe of Sec. 6.2. 

A self-consistent treatment of anti-symmetric objects in non-integer num­

ber of dimensions has been suggested by Larin [112]. According to his pre­

scription, 75 in D dimensions has to be defined as 

7 5 = L^p°liilulpla. (7.6) 

The four-dimensional Levi-Civita tensor &vp<7 is then formally kept outside the 

regularized expression. Indices of gamma-matrices are assumed D-dimensional 

in the traces for the purpose of divergence cancellations, and contract with e-

tensor after the limit D —> 4 is taken. 

Due to that definition, 75 no longer anti-commutes with 7^, and the axial 

current has to be anti-symmeterized explicitly as 

J% = \$ (7M75 - 757") 1> = I e^H-fpl^- (7-7) 
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Figure 7.11: Renormalization contribution of the axial current 

To restore the Ward identities which depend on anti-commutativity of 75, J A 

has to be renormalized. The corresponding constant in MS scheme is 

^ ^ + CF^)2\{fiCA-\TR(NL + NH + Nc)) + . . . . W 

Finally, to restore the renormalization scale independence of this current, J A 

has to be supplemented with a finite renormalization constant 

Z5 = l-CF(^^)+CF(^^)2 (7.9) 

x {jCF~^°A + 'kTRiNL + NH + Nc)} + --- ' 
and the renormalized axial current becomes J^ = Z5ZAJA, where J A of 

Eq. 7.7 is calculated with bare quark field I/J. 

According to this prescription, the one-gluon correction should include an 

additional renormalization term due to Z5 as in Fig. 7.11, where the blob 

denotes a four-point interaction of the axial current J A with a regular (V — A) 

lepton current. Combining all parts together, we reproduce the decay rate 

Eq. 7.3, and obtain moments L^f and H§{2) of Eqs. C.7 and C.19. The latter, 

of course, reproduce the expansion moments of the exactly known spectra at 

0(as) [113]. 

The second-order corrections need both Z$ and ZA, inserted in four-fermion 

vertices of one-loop and two-loop diagrams, as well as in mass and wave func-
(1 2) (1 2) 

tion counter-terms. The resulting expressions for L^> and Hf are presented 
in Appendix C and are plotted in Fig. 7.12. They also very well agree with 

the numerical results of Ref. [94]. 

83 



Figure 7.12: First two moments of lepton and hadron energy distributions 

7.6 C h a r m mass in b —> u decays and vector 
couplings 

The calculational setup developed for this problem was used also for the two 

simpler, related calculations. In the first one, the left-handed coupling of 

quarks to a W-boson was substituted by a pure vector (~ 7^) coupling. This 

is a useful toy model for the studies of angular distributions of the final par­

ticles [113] and the behavior of logarithms [107]. The results, parameterized 

similarly to X2, are presented in Section C.4. 

The second calculation is related to c-quark mass effects in the decay to 

massless quarks, b —> u£u. A typical diagram describing such effects is shown 

in Fig. 7.13. The result, needed e.g. in b —• X/y studies [114], is presented in 

Section C.5. 

Figure 7.13: Charm contributions to semi-leptonic decay b —> u 
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7.7 Conclusion: semi-leptonic results 

The importance of the calculation in this chapter is twofold. First, there 

are direct phenomenological applications. In the determination of the Fermi 

constant GF from the muon life time the correction found here amounts to 

about half a ppm shift. Another application is the determination of the CKM 

matrix element Vc\, from a variety of measurements at the B-factories. 

Previously, the fits used a combination of the BLM approximation [102] 

with a polynomial estimate of the remaining non-BLM corrections. Our results 

disagree with those predictions, which is due to a mistake in the extrapolating 

procedure as explained in [95]. Updating the fits may result in a shift of order 

one percent in the central value of \\Tcb\ found from inclusive decays B —> Xctv. 

With this correction, the value (presently \Vcb\
incl = (41.88±0.81)-1(T3, [115]) 

will move closer to the value measured in exclusive decays, such as B~ —> 

D*°e-ve, which is \Vcb\
exd = (39.0 ± 0.6 ± 2.0) • 10~3 [116]. 

Second, the tools developed during this work and the better understanding 

of the subtleties of higher-order calculations may allow the pursuit of more 

challenging and urgent goals. Of particular importance are the four-loop self-

energy functions, needed for mass renormalization constants at NNNLO. 
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Chapter 8 

Conclusion 

In this thesis, we demonstrated several contemporary calculational techniques 

in Quantum Field Theory and their application to outstanding physical prob­

lems. After the introduction and motivation for this work in Chapter 1, in 

Chapter 2 we described the framework of effective field theories. A power­

ful leverage in problems with multiple energy scales, in loop calculations it 

is supplemented by the asymptotic expansion method (described further in 

that chapter) which allows to reduce the problem to single-scale integrals. 

Chapter 3 was devoted to recurrence relations between integrals. After show­

ing a practical method capable of handling very large problems, alternative 

ideas were presented. Two numerical techniques to compute integrals after 

the reduction, sector decomposition and Mellin-Barnes transformation, were 

discussed in Chapter 4. The relatively novel method of differential equations, 

capable of producing analytical results, was the focus of Chapter 5. 

These methods were applied to the two challenging problems, providing 

accurate analytic solutions which improved upon the existing answers or cor­

rected errors in them. 

Chapter 6 presented the two-gluon corrections to general weak decay of a 

heavy to a light quark in the limit of the maximum allowed recoil momentum 

of the light quark. Applicable to the experimentally well-studied decay of 

a 6-quark to a c-quark, this result complements and constrains the results 

of other calculations, improving also the knowledge of top quark decays and 

muon decays. 
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Developing further the tools created for that calculation and introduc­

ing new ones, the research project presented in Chapter 7 accomplished the 

challenging task of evaluating the second-order QCD corrections to the semi-

leptonic decays, integrated over the phase space of leptons. Important for the 

precision measurements of fundamental constants, this result also gives an in­

sight into the structure of certain terms to all orders in perturbation theory. 

The integrals solved during that project and the computer programs created 

will be useful for future calculations, including such distant areas as atomic 

physics and positronium spectra. 

Future advances in calculations may come from various sources. At the im­

plementation level, borrowing successful ideas from computer science already 

proved useful. Efficient use of parallel environments benefits computer algebra 

systems, such as ParFORM, TFORM, Mathematica, while novel fast polyno­

mial algorithms leverage the Laporta method and Grobner basis techniques. 

However, there is still a lot to borrow, e.g. the MapReduce paradigm in appli­

cation to very large distributed calculations [117] (with a possible caveat that 

tuning the software built for very distant purposes may be a non-trivial task). 

Opening the code to the public and collective work on core platforms (such 

as GiNaC [118]) may also provide the basis for general quality improvement of 

the calculational tools. Finally, automation of algorithms (such as asymptotic 

expansion [119]) may allow theorists to attack problems which are presently 

out of grasp due to very large number of diagrams and topologies. 

To summarize, as we are becoming aware of the theoretical challenges the 

LHC era brings, we are also witnessing an exciting progress in precision cal­

culations, giving hope that theory will pass this test. 
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Appendix A 

Selected integration formulas 

A . l Exactly known integrals 

Here we list several integrals used throughout this thesis. Dimension D = 

4 — 2e, integration measure is [dDp] = £&>, and the loop factor is J7 = (4Lt-e • 

All integrations are done in the Euclidean metric. 

Gm2(a,6;m2) = J (fc2)a(fe2 + m2)6 (A.l) 

r r r n ™-c-q -6 r ( a + b - 2 + e)r(2 - 6 - q) 

^ ; r ( i + c)r(6)r(2 - c) 
One(a,b;q2) = / ^ , (A.2) 

V 7 7 (fc2)« P + g)2]6 

, 2,2_£_a_fcr(2 - 6 - q)r(2 - e - 6)r(a + b - 2 + e) 
{q ' T(l + e)r(a)r(6)r(4 - 2e - a - 6) 

Onsheh>,̂ ) = / ( p ^ f L (A.3) 

r r 2,2_£_a_br(a + b - 2 + e)r(4 - 2e - 2o - 6) 
1 y ; r ( l + e)r(6)r(4 - 2e - a - 6) 

r- f u 2, f [dDk][dDq] .. A. 
Gm3(a,b,c:m2) = / - - — ^ (A.4) 

V ' J (fc2 + m2W(</ + A;)2!6 (<72 + m 2 ) c V ' 
(fc2 + m2)a [(? + fc)2]6 (g2 + m2)c 

^2(m2)< ^ _ 2 x 4 - 2 e - a - 6 - c r ( a + 6 + c - 4 + 2e) 

r ( i + e)
2r(a)r(c)r(2 - e) 

r (a + 6 - 2 + e)r(6 + c - 2 + e)r(2 -e-b) 
T(a + 26 + c - 4 + 2e) 

A tensor structure in the numerator of Gm2-type integral allows angular 
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averaging: 

Gm2{a-n,b;m ), (A.5) 
/ 

[dDk]ka\..ka^ g°i-°2n r ( 2 _ e) 

(fc2)a(fc2 + m2)6 2 T ( n + 2 - e) 

where #s is the symmeterized product of metric tensors, gf1-02* = g^^g^s^ . 

... .pa2n-i«2n _|_ a^} distinct permutations of indices CKJ, (2n — 1)!! terms in total. 

Integrals with odd powers of k in the numerator vanish. 

A.2 Phase space parameterizations 

A phase space element of a particle with momentum PQ decaying to particles 

with momenta Pi,..., PN in D dimensions is defined as 

N dD~lr! 
d$(P0 - Pi, - , PN) = (2K)DS™{P0 -Px- ... - PN) ]J f ^ , (A.6) 

where a Minkowski vector Pi = (Ei, qi) is defined in D = 4 — 2e dimensions so 

that Pf = Ef — \qi|2 = m2 where q} is a (.D — l)-dimensional spatial momentum 

and Ei is the energy. Integration over all directions of a Euclidean vector in D 

dimensions is proportional to the surface area of a unit sphere, U,u = Y7D/2) • 

D-dimensional delta-function splits as S^D\Pk) = 8(Ek)5^D~1\qk). The phase 

space above can be partitioned as 

/

dP2 

—^-d^{P{x...K) - P i , . - , PK) (A.7) 

x d$(P0 -»• P(I...K), PK+U -,PN), 

where P{\...K) is the total momentum of particles 1...K, and the integration is 

done over the kinematically allowed range of P?x Ky 

Two-body phase space 

A particle with mass M and momentum PQ = (M, 0) decays into two particles 

with masses rai^ and momenta P\^ = (Ei,2,qi,2)- The corresponding phase 
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space (integrated over the directions of final particles) is 

/ *«--*.«> = ni+
2Sw-tS (A-8) 

limit D = 4: - 9 l 

47rM 
2 2 e 7 r 3 / 2 ^ M - 2 , 

case mi = m2 = 0: — 
r ( l + e ) r ( 3 / 2 - e ) ' 

where gi = (2M)_ 1 y/(M2 — (mi + m2)2)(.M2 — (mi — m2)2) is the magnitude 

of 51 = —<&. Energies of the particles are E\^ = (2M)~1(M2 ± m2 =F m2.). 

Three-body phase space with one mass 

A particle with mass M and momentum P0 = (M, 0) (a "muon") decays into 

a particle with mass m = SM and momentum Pt = (Ei,qi) (an "electron"), 

and two massless particles with momenta P2,3 = (92,3, 9*2,3) ("neutrinos") whose 

directions can be integrated over. Denoting as Pw = P2 + -P3 — (Ew,qw) the 

combined momentum of massless particles, the parameterization convenient 

for the sector decomposition is: 

/ 

7T224€-I 2 M2~4e(l - 5)*-4e 

* « , - p,*. B.)=F
 r ( 1 + e m 3 / 2 _ 6 ) > (A.9) 

2\ 1/2-6 x / dyyV2-£(l-yy£(45 + y(l-5)2) 
Jo 

The parameter y is chosen so that 

Ex = (M/2)(2S + y(l-8)2), q\ = yM2(45 + y(l - 8)2), 

Pi = M2{l-y)(l-5)\ 

Four-body phase space with one mass 

In addition to the particles in the previous case, the decay produces a massless 

particle with momentum P4 = (^4,^4) (a "photon"). We have: 

/ 
dm - PUP>, p„ p.) = r ( 1 + t ) , I X 3 ^ _ (

e W 1
) _ t ) (A.10) 

x / dydMdXtS^Y1-^ - y)2-3'\r(l - AO'-fcAni - A2)-, 
Jo 
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Y= ^y (45 + 2/(1 -8)2), S=l-±(l-S)+(\2-^Y. 

Parameterized quantities are 

Ex = (M/2){28 + y(l-8)2), P2
W = M 2 ( l - ^ ( 1 - y), 

Ql = (M/2)(l - W g4 = ( M / 2 ) ( l - < 5 ) ( l - A i ) ( l - y ) / 5 , 

2PXP4 = A ^ a - J K l - y K l - A i K l - a - ^ / S . 

Five-body phase space with one mass 

To the previous case, we add an additional massless particle (the second "pho­

ton") with momentum P5 = (95,95): 

J d*{P° ~+ *> P» P3'P- Ps) = H i + e ) P ( | - e ) r ( i - € ) r ( | - €)
 (A"n) 

X / dVdX1dX2dX3dX4dX5 y l - 2 W - 2 + 2 e ( 1 _ ^ 4 - 5 ^ - e ^ _ Ai)3-4e 

Jo 

x [A2(l - A,)]1"2 6 [A3(l - A3)A4(1 - A 4 ) P [A5(l - A 5 ) ] " e - 1 / 2 , 

Y = ^y(A5 + y(l-5f), 5l!2 = l - | ( l - 5 ) + ^ A 3 , 4 - 0 y , 

W = S1S2-^X2(l-X1)(l-y)(l-n1n2), 

nxn2 = (2A3 - 1)(2A4 - 1) + 4(2A5 - 1)v%A4(l - A3)(l - A4). 

Then, kinematic variables become 

Pi = M ^ a - ^ a - ^ ) 2 , E1 = (M/2)(28 + y(l-8)2), 

91 = (M/2)( l - (J)y , 94 = ( M / 2 ) ( l - 5 ) ( l - y ) A 2 ( l - A 1 ) / 5 1 , 

95 = (M/2)(l-6)(l-y)(l-X1)(l-X2)S1/W, 

2P4P5 = ( M 2 / 2 ) ( l - 5 ) 2 ( l - y ) 2 ( l - A 1 ) 2 A 2 ( l - A 2 ) ( l - n 1 n 2 ) / W , 

2PiP4 - (M2/2)(l-8)(l-y)(l-X1)X2(l- {1-5)S1)/SU 

2P1P5 = (M2/2)(l-6)(l-y)(l-Xl)(l-X2)(l-(l-8)S2)S1/W. 
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Appendix B 

Topologies and master integrals 

In this section we use the common notations T = (4Lxj/2 > D = 4 — 2e, A4 = 

Li4 | , A5 = Li5 | , and H6 = C_5]_i + C6 = 0.98744142.... Constants X45 and X55 

do not propagate to the physical results. All integrals are defined in Euclidean 

space with on-shell external momentum, p2 = — 1. In the sketches, dashed lines 

represent massless, solid lines - massive, and double lines - eikonal (static) 

propagators. Notation le designates a propagator raised to power a\ + e. In 

four-loop topologies, integer exponents ai,...,as can be positive or negative, 

while a$ is non-positive. 

Four-loop master integrals are presented to the order in e required for the 

semi-leptonic 6-quark decay calculation (in most cases higher than in Ref. [99]). 

The eikonal topologies E3 and E4 were considered in Ref. [62] (we correct here 

some misprints). 0(e) and 0(e2) terms of UQ were presented in Ref. [108]. 

Also, 0(e) term of U9 was privately communicated by V.A. Smirnov. 

B.l Three-loop on-shell master integral 

A self-energy integral calculated in addition to those in Ref. [89] is 

Im / 2 ol
 [d^i][dy][fh\ (B.i) 

X 

(kj + 2k2p){kl + 2k3p)(p + h + k2)
2 

1 
k2k%kl(p + kx + k3)

2(p + h + k2 + fa)2 

617T4 

= ^ 7 T 
360 + O W 
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B.2 Four-loop on-shell topologies 

T3ae f [dD h][dD kA][dD k8) ^hhy19 

4s ^ J (fci 
8 ^ , - N 3 ^ * ~ s 2 1 

-LU. ' x 

+ p)2a2(A;i + k4+p)2a*klai(kl + 2k4p)a^ 
(B.2) 

^ ,« >— x 7 e 5^i_e / fc^+26[(fc4 + Jfe8+p)2 + l]««(A;| + 2A;8p)^A;|a8 

T3be /" [d%p%][dDfc8] (2M_ag 

I ' 4 - - 3 ^ N 2 1 

+ p)2a2 (fci + &7 + p)2a3 (fci + &7 + fc8 + p)2a4 (B.3) 

^ j { / fc?°1+2e[(A;7 + ks+ pf + l]«»(fc| + 2k%p)a«k2
7
a7 k\a* 

r [dPk&dPh&dPk*] ( 2 M - f l B
 f B 4 ) 

7 (fci+p)2a2(A;i + A;8+p)2a3(A;1 + A;7 + A;8+p)2o4 l ' ; 
T3ce __ /• [ c ^ p ^ p ^ s ] (2fc7p)-a9 

8 ' 

' -' ^ V i 
6 5 -Js-' Xk2ai+2e[(k7 + ks+p)2 + l}a"(k2 + 2k8p)^k2ark2a8 

r [d^h^kr^h] ( 2 M " a 9
 f B 5 ) 

*/! r~-* \ i 
• * r ^ ,. V — x-vif • 4 /c2ai+2e[(A;7 + fc8 + p)2 + IMA;2 + 2k8p)a°(k2. + 2k7p)a* 

T3he _ /" [d%pDfc6p%] (2M_a9 

7'' r^ N6 

' ' 4 , v- 3 ^ 

7 (fci+p)2°2(fci + fc6+p)2a3(A;i + A;6 + /c7+p)204 ^ ' ' 

' 8 V l ^ ' X fc;°1+2e(fc1 + A;7 + p)2^k2
6
a6k2a7(k^ + 2k7p)a* 

T3ie /" [ e ^ p ^ P ^ e ] (2klP)-a° 3ie r 
6 / / s \ \ 5 i fc2oi+2£(fci + h + h +p)^{h + h+p)** 
I 14 3 \ » 1 

— I — k J — I — X -
8 -JC''7 (h + k6+ p)^ k2

5
a5 kf* (Jfcf + 2hp)<* (k2 + 2k6p)a* 

T3ke _ f [ d % p % p D f c 6 ] (2hk6)-
a° 

(B.7) 

,«f > 2 < *\ 7 (A* + p)2a2 (fa + k5+ p)2a3 (ki + k6+ p)2a4 (B.8) 

I 14 3 X / 1 

8 - J £ - ' 7 Xfc2a i+2££;2a5^a6(^l + 2k5p)a?(k2 + 2keP)a* 
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T3nde f [dD k^d0 k4}[dD k5] (2klPy^ 
J k\ 5/ l« \ 4 J k2

1
ai+2e(k1 + k4+p)2a*(k1 + k5+p)2a*k2

4
a4 

' 3'**^ \ 1 
— ( i — 1 _ x _ 

7 v ^ 6 kf* (kj + 2&4p)2a6 (fcjj + 2k5p)a? (fc4 - k5)
2a* 

(B.9) 

T3nee t [dDh][dDh][dDk7] Qhhi)— 
V'X^* J (h+p)2a*(h + k6+p)2a*(k2 + 2k6p)a* [ ' ' 

—1 / .' i _ X -
5 4 ^ k2ai+2e(k2 + 2k7p)^k2aek2a7(k6 - k7)

2a* 

B.3 Four-loop master integrals 

Im T3ke(0,l ,0,0,0,0, l , l ,0)/(7r^4) (B.ll) 
V 1 1 13 /111 5TT2\ /797 65TT2 \ 2 

oo , /5255 185TT2 43?r4 _ , , + iir-^r + w- 2 6 C»i £ 

Key /33141 3985?r2 559?r4 „ , „ 107T2C3 „„„ \ 4 

Im T3ke(0,0, l ,0, l ,0,0, l ,0)/(7r^4) (B.12) 

1_ _ 65 flln2 2653 \ 2 / 715TT 2 87941 
V 2 ~ ~ 12 ~ 72C + l ^ ^ T ~ "432"y 6 + V 432 ~ 2592 

r^\ }3&\ 3 /291837T2 2601277 283TT4 845C3\ 4 

O + 6 ) € + \ 2592 15552 ~ 4320 + 36 J € 

_l'_'_"S:i_ /9673517T2 _ 71855525 _ 3679TT4 34489Ca 

15552 93312 5184 216 

„5 143TT2C3 , 41Cs 

36 + ^rL)t' 

100 



T3ce(0,0,0,1,0,0,1,1,0)/ (TTJ^4) (B.13) 

1 7 2 /21703 19TT2\ 3 

1446 + 646 + V20736 ~ "86?) € 

(219385 133TT2 29<C3
S 

I 27648 384 72 e 
.4 

/157267231 412357?r2 313TT4 203C3\ 5 
V 2985984 124416 + 17280 ~ 32 ) € 

(1280594921 _ 4168315TT2 2191TT4 _ 629387(3 

V 3981312 165888 + 7680 10368 

551TT2C3 137C5 
+ 432 24 

T3ae(0,1, 0, 0,1,1,1,0,0)/ (TT^4) (B.14) 

3 11 /5TT2 401 \ /47TT2 1441 \ 2 

/ „ „ , 17603 1301JT2 , , , „ 43ir4\ , 

/2485TT2 2899 _ „ , , 4 o AA 2. V 96 4 
96A 4 -41n 4 2 + 447r^ln2 

- 8 . 2 1 ^ 2 + ^ + ^ - 5 ^ + 3 6 ^ 

T3ke(0,0,1,1,1,1,0,0,0)/ (TT^4) (B.15) 

1 85 / 4 4 9 5 _ 1 9 T ^ \ 2 /191641 1615TT2 

6 + 366 + V~216" ~ ~ 3 6 / e + \ 1296 216~ 

_ 26&\ 3 / 7250503 _ 85405TT2 65TT4 _ 1105QA 4 

3 J C + V 7776 1296 + 144 9 j £ 

/ 255112969 _ 3641179TT2 5525TT4 _ 58435C3 

V 46656 7776 + 864 54 
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Im T3ae(0,l ,0,l ,0,l ,0,l ,0)/(?r.F4) (B.16) 

4e 4 \ 24 16 J \24 8 / 

/1197T2 3785 ll7T4\ 3 
+ v~96 eT ~ lm)€ 

/19br2 5869 77TT4
 nAA , 

Im T3ke(0,l,0,l ,0,0,l , l ,0)/(7rJ^4) (B.17) 

1 r 7T2 /5TT2 65 \ 

+ ( 7 ^ - 1 7 5 + ^ + 4 4 ( 3 ) ^ 

/1417T2 1701 379TT4 2 2 T T ^ \ 3 

+ [~4 T + ^ 4 0 - + 176C3 3 " + 1 8 6 C 5 J € 

+ ( ^ - 3 8 8 5 + ^ + 652C3-40.2C3 

2519?r6 „OA2 rtKJ>\ 4 

Im T3ce(0,l,0,1,0,1,1,0,0)/(vr.^4) (B.18) 

1 11 /1031 TT2\ /2285 29TT2 \ 2 
= -Te-J-{Tu+24)e-{-m+-fr + 7(*)€ 

(513913 2263?r2 187TT4 343Ca \ 3 / 9583921 
+ V 5184 ~ 864 288 6 J6 + \ 7776 

385497T2 31TT4 10297(3 , 137r2C3 , f i _ . \ 4 
- ~ 2 5 9 2 6 3 6 - + -6̂  ^ T 

Im T3ce(-1,1,0,1,0,1,1,0,0)/(TTJ^4) (B.19) 

J _ ^ /4513 24?r2\ / 52949 29?r2 

127 + 48 + V1728 _ 1728/ C + V 6912 _ ~288~ 

2 M 2 /1923793 _ 4513?r2 29TT4 29(3 
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Im T3ce(0,0 , l ,0 , l ,0 , l , l ,0) / (7rJ 4 ) (B.20) 

1 67 /2677 _ TT^\ 2 /81175 199TT2 

12 + 726 + Vl32" ~TJ6 + V 2592 144 
_ 2<3\ 3 /1980661 _ 7783TT2 161TT4 _ 241C3\ 4 
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864 ~36 2 4 ~ + 1 2 - 2 J 6 
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_ J_ f II! _ 1 1 ^ (™& _ 58531 49?r2\ 2 

72 + V36 9 6 y e + V 6 10368 + 216 / C 

/2143TT2 240527 77TT4 1157^\ 3 /627br2 
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Im T3ce(0 , l ,0 , l , l ,0 , l , l ,0 ) / (7r^ 4 ) (B.24) 

1 29 7T2 /533 ^ , 7TT2\ 

= s + y -y + U"13C3"^r 
/7945 35TT2 109TT4

 nrA 2 

/105021 217TT2 90537T4 247C3 77r2C3 \ 3 
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Im T3ke(0,1,1,1,0,0,1,1,0)/ (TTJF4) (B.25) 
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Im T3ae(0,0, l , l ,0, l , l , l ,0)/(7r .F4) (B.29) 
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1 29 7T2 / 525 „„ 13?r2 

+ 

4e 8 6 V 16 8 
Z7697 193TT2 119TT4 177Cs j 2 l n M 

105 



Im T3ae( - l , l , l , 0 , l ,U ,0 ,0 ) / (7 r JF 4 ) (B .34) 

_ J _ 49 /19r; _ 2047\ 
We + 72 + V^2~ ~ "432"J € 

' 2 9 ^ _ 93667 1045TT2 47r2ln2\ 2 
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15552 * 2592 
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T3ie(0,1,1,1,0,0,1,1,0)/ (TT^4) (B.35) 
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24 3 72 2 J 
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T3be(0,1,1, l, l, 1, 0,0,0)/ (TTJF4) (B.36) 
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Im T3 ie (0 , l , l , l , l , l , l , l , 0 ) / (7 r^ 4 ) (B.37) 
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T3ie(-1,1,1,1,0,0,1,1,0)/ (TLF4) (B.38) 

/125 5(3 47TT2
 2 l \ /12335 nn A „ ^ 

_ 23 In4 2 _ 1291TT2 23?r2 In 2 IOTT2 In2 2 35TT4\ 2 

6 216 + 6 + 3 + ~W) € 
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Im T3nee (0 , l , l , l , l , - l , l , l , 0 ) / (7 r j r 4 ) (B.39) 

1 19 /251 49?r2 TT4 15C3\ 
= 1 hi 1 1 — e 

4e 8 V 1 6 24 18 2 ) 
^ /3039 3717T2

 557TT4 13TT2C3 , _ 
+ (-32---T6- + l 6 T - 7 C 3 + ^ - - 5 5 ° 
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+ —-M + 51CI + —x-^ U3 

107 



Im T 3 b e ( - l , l , l , l , l , l , 0 , 0 , 0 ) / ( 7 r ^ 4 ) (B.40) 

1 49 /3Cs 631 13TT2
 2 l \ /97TT4 

12e 72 V 2 1 0 8 2 4 7 V 1 2 0 
237r2ln2 34255 ln42 779TT2 13CS^ 2 

+ _ 6 648 2 144" ~ 4 + "l2 

/In5 2 6722599 23 In4 2 14479TT2 „„ . 

897r2ln2 7313TT4 397r4ln2 4505C3 1677r2C3 
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5057(5\ 3 / 23 In52 91447?r4
 211553TT2
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- %JU - i2A6 - 1 5 9 ^ 6 - ^ - ^ - i 3 6 2 j ; ; i n 2 
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2105CI 5241Cs 35TT2 In4 2 2997r4ln2 12389?r6 
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93312 432 ) C 

Im T 3 k e ( 0 , 0 , l , l , l , l , l , l , - l ) / ( 7 r ^ 4 ) (B.41) 
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Im T3ie(0,1,1,1, -1 ,0 ,1 ,1 ,0) / (TT^"4) (B.42) 

/31 _ 11(3 _ IOTT^ 77r2ln2\ /731n27r2
 163TT4 

V48 § 9 + 4 ) 6 + \ 12 + 72 
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+ ~2~ 6 + 27 + 360 720 15552 
581TT2 28397r2ln2 2807r2ln22 197TT2 In4 2 

+ 6 4 216 27 + 48 
57r2ln32 2883737T4

 457TT41II2 1829TT6 9827(3 

54 25920 + 2160 + 36288 2 4 ~ 
_ 20897r4ln22 5959TT2(3 457r2(3ln2 769(3

2 

480 + 96 + 4 + 16 
3433(5 3 ^ 4 

- — 3 - " 2 ^ 4 5 ' 
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V55b 

Im T3be(0,1,1,1,1,1, - 1 ,0 ,0 ) / (TT^-4) 

_ _ ll_ 
~ 24i 

(B.43) 

+ 

197 TT2 /141C3 38273 3TT2 7TT21II2X 

36 + 4 + V 8 864 + 16 + 4 ' 6 

/1157TT4 _ 786769 _ 7 In4 2 
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385TT2 737r2ln2 M . 
H — 21A4 

'71n52 

40 

72 

58965647 

31104 

12 

71977TT2 73 In4 2 

1728 24 

857r2ln2 79547TT4 273?r4 In 2 1177C3 H35TT2C3 
+ 8640 ~ + *"" + 

+ 

+ 

36 

69323C5 

- M " " ' ^ " ^ 6 ^V 186624 
14 In4 2 In5 2 In6 2 112 

160 72 32 
„«* ™ A 1 3 /317342731 639301TT2 

7 3 ^ 4 - 2 1 A 5 ) e 3 + f _ ^ ; ^ _ _ _ _ _ 

9 + 120 

„ 1057r2 , 

159 2839TT21II2 357r2ln42 2105Cf 137r4ln2 
~ T 6 216 + 32 + 32 160 

31l7r4ln22 12389TT6 206075C3 439081TT4 

320 + 20160 432 51840 
, 5057r2C3 , 457r2C3ln2 30211C5 3 V \ 4 

+ ^ 7 2 _ + 4 6T""2X55Je 

B.4 Three-loop eikonal topologies 

E3 

1+ 2 + 

I 
x 

[dDh][dDh][dDk6] (2fc6p)"a9 

(2k3p + i6)<* (2k4p + i5)a*kla3(k3 - fc4)
2a» 

1 

k2a4{k2
6 + l)ae[(h + h)2 + i}a?[(h + hf + l]a« 

(B.44) 

E4 
2, 

[dDA;2pDA;7pDA;8] ^ p ) - " 9 

(2A;2p + i5)a^k2a2[(k7 + k8+p) + l]a*(k2 + 2k8p)a* 
1 

[(fc2 + k7 + k8+ pY + 1]°* {{k2 + k8+ pf + l}aek2
7
a7k2

8
a» 

(B.45) 
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B.5 Three-loop eikonal master integrals 

ui 

°o° 
E3(0,0 ,0 ,0 ,0 ,1 ,1 ,1 ,0) /^ 

6 10 - 15e - 21e2 - 28e3 

(B.46) 

U2 

Q. 

E3(0,1,0,0,0,1,1,1,0)/( .TV) (B.47) 

+ 
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Y+V~9 3~)€+\W + ~J~~ 9 
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+ -^)e+(-^r + -9 3 — 

53120 In 2 12800 In2 2 4096 In3 2 3 2 0 ^ \ 3 

27 + 9 9 3 / 6 

(1217776 6640?r2 748160 In 2 32TT4 32007r2 ln2 
+ ^ ^ + —= V 243 27 81 9 
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9 + 3 r 

27 9 

U3 
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7TT4 

1 7 25 
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+ 
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3 96 

' 3 2 ( 2 85175 

7T 
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610085 
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15 
5TT4 
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21 " 
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6 
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E3(l, 0,0,1,0,0,1,1,0)/ (JFV) (B.49) 

1024 /16384 In 2 223232 \ 2 

-6+{—5 67^Je 
45 

/35717121n2 _ 31154176 1024TT2 131072 In2 2 
+ V 675 10125 15 45 
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+ rzz + 7z e4 

+ 
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E3(0,1,1,0,1,1,0,1,0)/ ( .FV) (B.50) 
32 

= - — + (1281n2- 128) e 
o 
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*»**' ' smsi , . - . . . . « « » !M' 
.2 

3 / V 3 
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E3(l, 1, 0,0,0,1,1,1,0)/ ( J^V) (B.51) 

1 5 H n2\ /599 5TT2
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E3( l , l , l , 0 ,1 ,1 ,0 ,1 ,0 ) /^ 3 

9e2 V 3 9 r 
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19TT2 
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Appendix C 

Semi-leptonic 6-quark decay 
results 

C.l Integrated decay rate 

The parameterization of results is according to Eq. 7.2. The one-gluon correc­

tion X\ is presented in Eq. 7.3, and the second-order correction X<i is param­

eterized as in Eq. 7.4. Through 0(p7), the results are 

1009 8C3 77TT2 [118 4TT2 52, 0 1 2 1 2 

f641n2 112 32, 1 2 , 

+ { 7 6 C 3 - ^ - - 3 3 + (39 - y?r 2 J Inp + 5 2 I n 2 p - 3 2 I n 3 p j p 4 

f641n2 1216 32, ] 2 5 

[344 28TT2 1564, 0 / 1 1 2 1 6 40 2 7 

1009 8C3 , 77TT2 5 2 Xc = - m+T+w - rp (a2) 

fl45 16TT2 52, 0 1 2 I 9 f569 64, 1 2 3 

+ - + — + y l n p - 8 1 n 2 p p 2 + ^ + ylnpUy 

l\o^ ^ 4 4 8 3 z '5 9 9 74?r2\, „„, 2 o r t l 3 1 
+ |196C3 + y - -gg- + ( - g - + - 3 - ) lnp + 441n2p - 321n3p j P 

J 50 
13 
. „ „ , 1721 2 5 f 33982 232TT2 11836, 

- f ln 2 p^p 6
 + { y + 181np}7r2p7, 
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(140348 1136 In 2 388?r 1492, 1 2 5 f 394001 7TT4 

+ < —T^Z r + —rz — lnp}ir2p 5 + < innn + l~675 3 ~ ^ ^ r - l S - ^ r " "1^296-^-6" 
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/ ™ 2 0 f 2 \ l 2 1 6 f461402 43TT 5072, 1 2 7 

C.2 Moments of lepton energy distribution 

The moments are defined as follows: 

(E?) = JiEi/mTdT, (C.6) 

where Ei is the energy of the (massless) lepton in the rest frame of decaying 

fr-quark, and integration is performed over the whole phase space of the decay 

products. Through 0(p7), the corrections to the first two moments are 

(A1'2) = r0 (4W ) + cF (^ ) L™ + C F ( ^ ) 2 4 1 I 2 ) + . . . ) , (c.7) 
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C.3 Moments of hadronic energy distribution 

Hadronic energy moments are denned similarly to Eq. C.6, 

(K) = J(Eh/mb)
ndr, (C.18) 

where Eh is the total energy of hadrons (quarks and gluons) in the rest frame 

of fr-quark. The corrections to the first two moments are 
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C.4 Decay rate in model with vector couplings 

For studies of the logarithmic structure of answers, we calculated the decay 

rate where quark weak interaction vertex is substituted as 

| ^ ( l - 7 5 ) - f V (C30) 

Using the same parameterization as in Eq. 7.2 and 7.4 with the substitution 

of Xi —> Vi, the results through 0(p5) become: 
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C.5 Charm mass in b —» u transitions 

In case of semi-leptonic decay 6 —> u^i/ the correction due to c-quarks is cal­

culated similarly to Xc of Eq. 7.4, with massless propagators corresponding 

to w-quark. Through 0(p7), the result (with the same pre-factors as Xc) is 
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