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Abstract

The primary motivation of this research is to investigate the conditions and

parameters that influence the formation, stabilization, destruction and refor-

mation of the multi-particle sand arching (bridging) that occurs at the opening

of the sand filters to support sand retention. In particular, this research will

examine the performance of the multi-particle arch under transient fluid flow

conditions.

The computational fluid dynamic (CFD) - discrete element method (DEM)

model is applied to predict multi-particle arch formation, stabilization, breakage

and reformation under steady and transient flow conditions of the well-bore.

By using coupled CFD-DEM (CFD to model the fluid flow, and DEM to

model the particle flow), the physics involved in the multi-particle arching

phenomenon is studied and industry-relevant problems are investigated. The

coarse grid unresolved and the smoothed unresolved (refined grid unresolved)

coupling approaches implemented in STAR-CCM+ (SIEMENS PLM) are used

to transfer data between the fluid and solid phases and calculate the forces.

The filter slots under investigation have different geometries: straight, keystone,

wire-wrapped screen (WWS) and seamed slot and the particles are considered

with different shapes and different aspect ratios and size distributions. The

flow regime is laminar in all simulations conducted.

The CFD-DEM model is validated from the perspectives of particle-fluid,

particle-particle and particle-wall interactions. Verification of the CFD-DEM

model is conducted by mesh sensitivity analysis to investigate the coupling

resolution between the CFD and DEM.
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Various simulations of the sand retention mechanisms with the slurry

flow and unstable/stable packed-bed cases, under steady and transient flow

conditions, at the opening of filters are conducted.

Surface deposition, size exclusion and sequential arching of particles are

observed as retention mechanisms with the slurry flow, whereas multi-particle

arching is observed in packed-beds only. The importance of the gravity force

and interaction forces on retention mechanisms are confirmed at the micro-scale

in comparison with the drag force, lift force, cohesive force, buoyancy force and

virtual mass force. Multi-particle arching occurs after several particles flow

through the opening. The ratio of the particle size to the sand screen opening

is an important factor in arch formation.

At the micro-scale, multi-particle arching is controlled mainly by the particle

interactions, particle concentration, and particle-domain interactions. The

results confirm that bridge formation and stability are controlled by particle

shape, relative slot size-to-particle size, and interaction forces between particles

forming the bridge. The results also show that two forces are critical to

forming the multi-particle arch: gravity force and interaction forces between

the particles and particle-domain at the micro-scale. The results show that

multi-particle arching is the result of particle interaction and surface deposition

at the slot entrance.

Particle size distribution supports the multi-particle arch and the arch stays

stable for a longer time than the case with the uniform-size distribution of

particles. Particle shape affects the arch stability with non-spherical particles

with sharp corners resulting in a more stable arch, as long as the aspect ratio
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of particles is not too large.

A stable packed bed supports stabilization of the multi-particle arch. Insta-

bilities caused by transient flow changes, such as flow interruptions, can result

in arch breakage and increased sand production. A curved surface at the slot

entrance, such as the modeled simplified seamed slot shape, can result in lower

arch stability and more sand production.
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Chapter 1

Introduction

1.1 Motivation

During the in-situ extraction of oil from oil sands, it is a challenge to produce

oil without producing sand at the same time. In steam assisted gravity drainage

(SAGD), the reservoir produces an emulsion of condensed water and liquefied

bitumen with a large amount of unconsolidated sand. Sands destroy the oil

production equipment, such as pipes and pumps [14]. Sand control technology

reduces energy costs for oil and gas industry [15]. By using sand filtration [16],

with the same amount of energy, more oil will be produced [15]. The multi-

particle arching phenomenon [17] also known as bridging, that occurs at filter

opening, helps with sand retention [18] and is critical in sand filtration because

a stable multi-particle arch supports sand filtration [19]. In this research, the

conditions and parameters that support the stability of the multi-particle sand

arching are explored. The conditions that may cause this arching to break [20],
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as well as the reformation after breakage are investigated. The following gaps

serve as motivation for this study.

Researchers have not investigated retention mechanisms specifically multi-

particle arching with non-spherical particles [21]. Previous research on this

subject has been mostly restricted to study of limited factors influencing

the multi-particle arch formation such as particle concentration and particle

velocity at the pore level [22] [23]. This study makes a contribution to exploring

new parameters that affect the particle retention mechanisms, such as the role

of physical forces [24] [25].

Previous studies of the bridging phenomenon have not dealt with transient

conditions in the fluid flow domain. This study aims to offer an insight into

the performance of the multi-particle bridge under transient conditions [26].

Majority of the studies in the field of the multi-particle bridge have only

focused on multi-particle bridging phenomena in the porous media [27] and at

pore-scale [28], not at the filter openings [29] [30]. This research tried to fill that

gap by engaging with the bridging at the filter opening and at micro-scale [29].

Similar studies have not investigated retention mechanisms specifically

multi-particle bridging having fluids with high viscosity [31]. This study aims to

offer an insight into the performance of the multi-particle bridge having heavy

oil as the carrier phase of the particulate flow [32].

Previous studies have not dealt with retention mechanisms specifically

multi-particle bridging in a sand filter applied in horizontal wells [33]. This

research tries to fill that gap by engaging with the multi-particle bridging at

the filter opening of a horizontal well.
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Similar studies have not investigated retention mechanisms specifically multi-

particle arching by numerical simulation [34] and they have applied experimental

studies [35]. This research aims to offer an insight into the performance of the

multi-particle bridge through numerical simulations.

The research outcomes of this study will be a computational fluid dynamics

(CFD)-discrete element method (DEM) model cable of predicting multi-particle

bridge formation, stabilization, breakage and reformation under steady and

transient conditions of the well-bore as well as break down of the physics

involved in the multi-particle bridging phenomenon.

Applying and advancing these findings will help industry partner of the

research make better decisions about filter selection and filter opening design

while dealing with non-spherical sand particles at micro-scale having heavy oil

and under transient flow condition in a horizontal well.

This research supports reduced sand production in oil wells and increased

oil production while consuming the same amount of energy. The arching

phenomenon helps with sand-retention and is critical in sand filtration because

a stable sand arch supports sand filtration [36].

Project Filtration is an operation that separates solids from fluids (liquids

or gases) by having a medium through which only the fluid can pass [19]. This

medium is called filter. In filter, oversize solids in the fluid are retained while

fluid and small particles pass through. Filtration happens in nature and

engineering applications [16]. For instance, in the human body, kidney filtration

removes waste from the blood, during water treatment, unwanted materials are

removed by the filter medium, and in the oil industry, sand filters are used to
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prevent and control sand production, and to increase the oil production while

using the same amount of energy.

The filter open flow area, that is the area of filter open to flow, and mesh

size or opening size of the filter are the factors considered when selecting a

filter. Solid particle buildup and plugging [35] [37] at the entrance and throughout

the length of the filter opening are the common failure [38] mechanisms in filters.

Plugging is the reduction in the open flow area of the filter, mainly due to

trapped solid particles. Plugging is an issue because it decreases the efficiency

of filter. Particle buildup [39], another undesirable phenomenon, also happens

due to the transport of very small particles in the system.

In some cases, solid particles can form bridges (arches) on the filter opening,

which is known as bridging (arching) phenomenon. This bridging could be a

hydrodynamic [40] phenomenon that happens due to flow convergence [41], or

mechanical [42] due to the high concentration of the particles at the opening.

The bridging phenomenon is important because it plays a key role in preventing

plugging and stops the solid particles from passing through the filter. Investi-

gation of the physics of the bridging phenomenon and the factors which might

affect its stability or failure, such as force distribution (interaction forces, drag,

buoyancy, pressure gradient, gravity, etc), particle shape and size, particle

concentration, fluid properties (such as non-Newtonian viscosity [42]), and the

geometry of the opening can help to improve the criteria for filter selection.

Objectives The objectives of this research are as follows: analyze the

physics of the bridging phenomenon at the filter opening, and investigate the

sand arching stability [22] or failure. The key is to understand and analyze
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the science behind the scenes of the arching phenomenon and break down the

physics of this phenomenon. This will be accomplished by investigating the

factors and conditions affecting arching [24] [43].

Methodology This problem is explored by numerical modeling [44]: the

computational fluid dynamic (CFD) to model the fluid flow behavior, and

the discrete element method (DEM) to model particle flow. This coupling

is done in STAR-CCM+ (SIEMENS PLM) [5]. Validation of the developed

simulations is conducted through benchmarking by experiments [45] and/or

possible theoretical/analytical solution.

Data The information related to the type and size of the filter are provided

by the industrial partner of this research, RGL Reservoir Management Inc.

Considering the interest of the RGL and the need of Alberta local industry [46],

the priority of the research is given to filters used in steam-assisted gravity

drainage (SAGD) [31]. The rest of the data, including particle size distribu-

tion (PSD) [47] are accessible through collaborating labs at the University of

Alberta [48].

In this research, the conditions and parameters that support the stability

of the sand arching are explored. The conditions that may cause it to break,

as well as the reformation after breakage are also investigated.

The primary motivation of this research was to explore physics of the

sand bridging phenomenon on the filter opening and to develop a model that

helps to quantify the enhanced range for the opening size of a filter, and to

answer this question: which filter opening size allows for minimum particles

passing the filter where there is not only plugging but also minimum sand
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particles production. This research could support selecting suitable screen

design (aperture size) to have a stable sand arch which results in more oil

production consuming the same amount of energy. Findings might be applied

to other types of filters, for instance, the filters used in the pharmaceutical

industry.

1.2 Particulate Flow in Sand Filters

Particulate flow, or particle-laden flow through sand screens is of special interest

to the oil and gas industry for sand control purposes [49]. The selection of sand

screens for specific applications has primarily been based on experimental data,

rules of thumb and/or some correlations [17]. The experimental results on sand

retention mechanisms are strongly dependent on how the tests are conducted

and interpreted which could result in various recommendations for screen type

and the opening size of the sand screen. Simulations could provide a better

understanding of the problem physics and overcome some of the experimental

limitations.

Simulation of the bridging phenomenon and the factors affect bridging

stability and destabilization will be helpful to enhance the criteria for the

sand screen selection and design [18], [50], [51]. All these phenomena: plugging,

particle build up and bridging can be explored further through simulation of

the particulate flow around and through the sand screen device.

Two popular types of sand screens widely used in the oil industry are:

slotted liners [52] and wire-wrapped screens (WWS) [36], both with rectangular
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screen openings, Figure 1.1. The sand screen acts as an obstacle to prevent

the solid particles from flowing into the well. Sand-retention mechanisms, such

as particle size-exclusion and bridging phenomena help this prevention. In

Figure 1.2, schematics of the two types of multi-particle bridge are presented.

Figure 1.1: Slotted liner and wire-wrapped screen widely used in Alberta SAGD
wells (used from rglinc.com with permission)

Figure 1.2: Slotted liner, wire-wrapped screen and bridge formation on an
opening
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Figure 1.3: Schematic illustrating the four main particle retention mechanisms
at the filter opening.

Figure 1.3 presents the main particles retention mechanisms at a granular

scale while having particles larger than 100 µm [19]:

1. Size exclusion mechanism that happens due to large particle size in

comparison with the constriction. It is also known as straining.

2. Surface deposition mechanism occurs due to forces existing between the

particles and the wall. The roughness [53] of the wall could cause surface

deposition mechanism as well.

3. The sequential bridging mechanism that happens following surface depo-

sition.

4. Multi-particle bridging mechanisms could happen due to the high concen-

tration of particles (mechanical bridging) or because of flow convergence
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at constriction called hydrodynamic bridging. See Figure 1.2.

Figure 1.4 illustrates how a standalone WWS in open-hole completion [39]

works. Sand particles are produced at various concentrations depending on

how the formation (1) collapses. The screen (2) acts as an obstacle to prevent

the particles from flowing into the well. This prevention is successful with

the aid of sand-retention (3) due to size-exclusion and multi-particle bridging

mechanisms [8].

Figure 1.4: Standalone WWS in an open-hole completion of a vertical well, the
collapse of sand particles make bridges at the WWS opening (GEKEngineer-
ing.com), adapted from King [8].

There are various factors involved in the investigation of the bridging

and plugging. Examples of these factors are the physical forces such as the

interaction forces [54], drag force [55] and gravity, particles’ velocity, particles’

concentration, particle geometry, fluid velocity, fluid properties [56], slot geome-
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try [15], particle properties as well as particle’s size and shape.

The rest of this chapter includes a review of available literature on plugging

and bridging. There is also a section devoted to an overview of methods to

model the particulate flow and an overview of discrete element method theory.

Bridging and arching will be used alternatively in this thesis.

1.3 Plugging and Bridging Phenomena

1.3.1 Plugging

Solid particle plugging [35], [37] at the entrance and throughout the length of the

filter opening are the common failure mechanisms in filters. Plugging is the

reduction in the filter open flow area, mainly due to trapped solid particles and

is an issue because it decreases the filter efficiency. To investigate plugging, the

retention mechanisms: size exclusion mechanism, surface deposition mechanism,

sequential bridging mechanism, and multi-particle bridging mechanism must

be well-understood.

Particle retention mechanisms have been experimentally studied by sev-

eral researchers. Tran et al. [57] experimentally studied the plugging of well

perforations and pore throats in porous formation. They developed empirical

correlations for the effect of pore throat to particle size ratio on flowing fluid

conditions and plugging time that could lead to particle build up. They corre-

lated the critical pore throat to particle size ratio, the particle volume fraction

and the Reynolds number.

Agbangla et al. [58] studied pore fouling and plugging dynamics experimen-
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tally at the pore level in microchannels. Using spherical particles, they found

a critical particle flux density for plugging. Their experimental results helped

to identify two-pore plugging mechanisms: deposition and particle bridging at

pores. They claimed that the plugging is controlled by the particle interactions,

the effect of hydrodynamics, particle concentration, flow rate, and surface inter-

actions. Their experiments showed that plugging is the result of the collective

behaviors of particles at the channel entrance.

Guariguarta et al. [59] measured the jamming (plugging) probability of

suspended 2D disks experimentally in an open channel with a restriction and

for a dense particle system. In their experiment, they did not observe the

intermediate state of suspension, and particles went directly from a flowing

state to a jammed state (plugged state). The probability of jamming was found

to be dependent on the ratio of channel opening to particle size.

Dai and Grace [60] performed experiments to measure a multi-particle hy-

drodynamic “blockage (plugging) index” along with a horizontal rectangular

channel leading to constrictions. The constrictions had different geometries: cir-

cular and rectangular. They used different shapes for particles such as cuboids,

cylinders, cones, and spheres. Experimental results revealed that small con-

striction size, high particle concentration, and high particle compressibility will

increase the probability of blockage (plugging).

Wyss et al. [30] have also studied experimentally the plugging of micro-

channels. They observed that plugging happens after a critical number of

particles flow through the outlet regardless of the flow rate or the particle

concentration. In their case, particles did not have a chance to arrive at the
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pore simultaneously.

Sharma et al. [19] showed experimentally that the plugging of a sandstone

core was a function of the in-situ concentration particles in the pore space.

1.3.2 Bridging (Arching)

In some cases, solid particles could make bridges (arches) on the filter opening,

which is known as the bridging phenomenon.

Bianco et al. [61] experimentally investigated the morphology and stability of

sand bridges in two-phase saturated sand samples subjected to a water influx.

They analyzed the changes in fluid flow velocity and water saturation and

the distributions of porosity and water saturation in the arched region. They

investigated the effect of wetting-phase saturation on the stability of the bridge

at the pores. The results of that study showed that single-phase saturated sand

did not develop enough cohesive strength to support a stable arch. However, a

small increase in wetting-phase saturation developed enough cohesive strength

to stabilize an arch reducing sand production.

Valdes et al. [29] showed by experiments in a tube with a circular orifice that

the bridging chance will increase by increasing particle size and particle volume

fraction. They connected the stable bridge with particle size and pressure drop

in the tube.

Ramachandran et al. [62] experimentally investigated particulate flow through

cylindrical pores. They described the effects of velocity, particle concentra-

tion, and the ratio of pore size to a particle size on retention mechanism by

hydrodynamic bridging in the pores. They reported a critical flow velocity
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necessary for particle bridging to occur. This critical velocity is a measure of

the net colloidal inter-particle and particle–porous medium repulsion that must

be overcome by the hydrodynamic forces for bridging to occur.

Valdes et al. [22] experimentally investigated the migration of the mobile

particles through porous networks. Experimental results showed that bridge

formation and its stability were controlled by particle shape, relative pore

throat-to-particle size, and skeletal forces between particles forming the bridge.

Feng et al. [23] and Wu et al [44] presented the combined experimental and

numerical modeling study to investigate the sand screen device performance.

They have developed a new sand-retention test apparatus and a computational

fluid dynamic (CFD)-discrete element method (DEM) model for numerical

studies. The parametric study using the DEM-CFD model has demonstrated

the strong effect of liquid phase velocity, solid volume ratio and slot size on

the amount of the sand produced. They did not investigate the bridging

phenomenon.

Han et al. [63] used the lattice Boltzmann method (LBM)-DEM coupling to

simulate the sand bridge in the pore space. The collapse and reconstruction of

sand bridges in the perforation cavity were also investigated. The LBM-DEM

model could simulate the collapse and reconstruction of the sand arch in the

perforation cavity.

Polillo et al. [64] simulated the sand production mechanics in an open vertical

well using a finite element method. The initial stress field around the well-bore

and the mechanical rock properties were taken from previous sand arching

experiments. The effect of variations of cohesion and pressure drop across the
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well was observed. They concluded that the stability of the sand around the

well-bore depends on the pressure drop across the sand face and the cohesion of

the sand grains. They did not investigate the plugging and bridging phenomena.

Few experiments have studied multi-particle hydrodynamic bridging at the

pore-level [40], [22]. Hydrodynamic multi-particle bridging in neutral systems such

as granular matter is controversially the least understood of all the retention

mechanisms [42]. Additionally, considerable research on plugging and bridging

has been done experimentally in porous regions and with the focus on the

monodispersed particle size [65], [66]. Few studies have focused on the simplified

polydispersity such as tri-disperse and bi-disperse particle size distribution.

Instead, they used the average particle diameter obtained by the number of

particles (number-average) or volume of particles (volume-averaged) to study

plugging [67], [68], [69]. Some of the research on bridging and screen selection

criteria in the literature are also based on a couple of points of the PSD, for

instance, D10 and D50
[50], [70]. Valdes et al. [29] showed that at low concentration

of the particles, sand bridging was negligible, and the retention mechanisms

were exclusion and surface deposition. Accordingly, they claimed that the

bridging should happen at intermediate and high particle concentration of the

particles, which is applicable to the SAGD case.

Mondal et al. [34] showed through CFD-DEM simulation that if no frictional

force existed between the sand grains, there was no bridging. They investigated

the effect of the shear forces on the bridge formation. Their investigations also

confirmed that the ratio of the particle to the sand screen opening size was the

most critical factor in the number of particles produced.
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Guo et al. [71] studied the effect of the stress in a large-scale unconsolidated

sand pack over a multi-slot coupon of the slotted liner. The experimental

results showed that the slotted liner performance is significantly affected by

the stress of the packed-bed on the liner. They concluded that the higher

stresses help stabilize the sand bridges over the slots which result in less sand

production.

Wang et al. [72] investigated the effect of anisotropic stress buildup around

slotted liners having multiphase flow. Brine, oil, and gas were used as fluids.

Lateral and axial stresses were applied to the liner to simulate the stress

conditions around the slotted liner. Experimental results showed the importance

of the stress around the liner on its performance. With increased stress on the

slotted liner, less sands were produced.

Fattahpour et al. [73] also studied the effect of the increasing stress on the

performance of the sand filter. They applied varying levels of stress to the

sand-packs around the slotted liner in parallel and perpendicular to the multi-

slot coupon. With increased stress, they reported a reduced amount of the

sand production.

1.4 Research Gaps

The research on the bridging phenomenon is applicable and helpful to various

filtration industries. Considering the need of the industry partner of this

research, the concentration of the work is on the sand filters applied in oil wells

with the focus on the production well in SAGD [36].
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Sand control in SAGD wells [33] works satisfactory when the flow is steady.

However, it comes to an issue as soon as there are time-dependent flow phe-

nomena that could cause reverse flow [74] at the filter opening or instability in

the bridging. Water hammer [75] and vibrational flow are examples of transient

well-bore phenomena happening in the SAGD production well that affect bridge

stability. These transient well-bore events can be mathematically simulated

through time-dependent boundary conditions of the flow domain [75].

There are gaps in the field of bridging phenomenon that will be covered

through this project. Previous studies of the bridging phenomenon have not

dealt with transient conditions in the fluid flow domain. This study aims to

offer an insight into the performance of the bridge under transient conditions.

The findings will help with the decision making on filter selection and the

design. Also, researchers have not investigated multi-particle bridging with non-

spherical particles at micro-scale. This study will make a major contribution to

explore parameters that affect the bridge formation, stabilization, destruction

and reformation of the arch after breakage.

Additionally, previous research on this subject has been mostly restricted

to study of limited factors influencing the bridge formation such as particle

concentration and particle velocity at pore level [22], [23]. This project aims to

provide an opportunity to advance the understanding of bridging phenomenon.

Finally, most of the studies in the field of the multi-particle bridge have only

focused on bridging phenomenon in the porous media, not at the filter/screen

openings [29], [30]. This research will engage with the bridging at the filter

opening.
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The research outcome will be a CFD-DEM model capable of predicting

bridge breakage and reformation under transient conditions of the well-bore.

1.5 Particulate Fluid Flow Modeling

There are two main methods to model particulate flow behavior: Eulerian-

Eulerian and Eulerian-Lagrangian. The fluid phase in both approaches is

considered as a continuous phase, and in the governing equations locally

averaged variables are used [32]. Eulerian perspective considers the solid phase

as a continuous phase and equations are derived based on a fluid characteristic.

This approach requires empirical equations to model the behaviour of the

dispersed phase.

The other approach, called a Lagrangian perspective, such as DEM. The

Lagrangian approach considers every single particle and by applying Newton’s

laws of motion, the equations of motions of the particles are derived based on

the mass and velocity.

In DEM, the motion of each particle is analyzed incorporating the fluid

dynamic forces, the contact forces, and the moments due to the neighboring

particles. Solid phase in the particulate fluid can also be simulated on a discrete

scale or the continuum scale. Discrete element method can model the discrete

nature of the granular substance.

The two-fluid model (TFM) is a continuum approach where both the fluid

and the solid phase are treated as continuum media described by macroscopic

conservation equations. Among these, the TFM, coupled direct numerical sim-
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ulation (DNS)-DEM and coupled CFD-DEM are the most popular approaches

for particulate fluid flow simulation [76].

The CFD-DEM approach is the most attractive one for simulating particu-

late fluid flow at the particle scale. Some of CFD-DEM advantages over other

approaches [77] are less computational cost in comparison with LB-DEM and

DNS-DEM and the possibility of capturing the particle-particle interactions

compared to TFM. The details of the advantages and disadvantages of these

different models have been discussed in Zhu et al. [78].

DEM was originally proposed by Cundal et al [79] in 1979. DEM simulations

are important as they are capable of tracking the trajectory of the particles

dynamically, considering various forces acting on individual particles. These

features are not easily accessible from experimental techniques. Process of

tracking particles is often slow, and costly to achieve using experiments. Fun-

damental laws of Newtonian mechanics govern the interaction between discrete

particles in DEM [79]. Researchers have used DEM to study particle packing,

hopper flow, mixing and granulation which are all particulate flow over the

past two decades [80]. Zhu et al [81] published a comprehensive review of the the-

oretical developments on DEM and its applications. The governing equations

in DEM for describing translational and rotational motions of individual solid

particles are Newton’s laws of motion. It relies on the motion of each particle

individually as well as particles’ interactions.

Coupled CFD-DEM, the approach that is applied in this research, was

employed firstly by Tsuji et al. [82] and has gained popularity rapidly due to

advances in computational power. The advantage of CFD-DEM is that it
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is applicable for various sizes of particles and geometries [83]. Considering

the relative size between the particles and the numerical grid, there are two

CFD-DEM methods: unresolved and resolved CFD-DEM approaches. The

unresolved method is applicable for small particles relative to the grid used

for the flow. In this approach, DEM is applied to calculate particle motion

without resolving the detailed flow around each particle. Resolved methods are

suitable for larger particles relative to the numerical grid and also for dealing

with complicated geometries where small grids are necessary to increase the

accuracy.

Sand filtration operation is a multiphase flow process of a granular-fluid

system where CFD-DEM is a promising approach to apply [78]. To simulate

plugging and particles migration in sand screen device, a fully coupled DEM-

CFD model is applied. The concentration of the particles in the particulate

flow is an important factor in the selection of the methodology.

In a solid-fluid flow dominated by solid particles, due to the high concen-

tration of the particles, DEM alone could be used for simulation. In high

concentration of the particles, the hydraulic bridge will be destroyed, and the

mechanical bridge will be constructed. The stable hydraulic bridge is expected

to be seen in the medium concentrations [34], which is the case that will be

studied here. Chapter 2 has a detailed description of the CFD-DEM approach.

1.5.1 DEM Theory

Discrete element method is a modelling methodology focused on particulate

systems simulations. It considers a group of computational points and each
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Figure 1.5: Springs and dashpots between two particles (Oi and Oj) to model
normal and tangential contact forces in particle collision, adapted from Kawa-
mura [9].

point is associated with a physical particle. The behavior of the particle is

assumed to be governed by the particle body force, surface force and contact

force [9].

The relationship between the two particles is investigated by introducing

two types of interaction forces: inelastic interaction force and elastic interaction

force [9]. In the DEM approach, the contact force acting on a solid particle is

calculated using a spring-dashpot system. Dashpots and springs are installed

between the two particles to represent the inelastic collision between the two

particles and the elastic interaction respectively (see Figure 1.5). In Figure 1.5,

Ks and Kn are spring constants and representatives of the elastic forces. ds

and dn are the representative of the shear and normal losses (inelastic forces)

in the collision.

DEM equations rely on the motion of each particle individually as well as

particles’ interactions. In a Lagrangian frame, the information about each par-

ticle within the computational domain including mass, velocity, force, angular
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Figure 1.6: Particle size versus computational grid size: a) Resolved CFD-DEM
or smoothed unresolved CFD-DEM b) Unresolved CFD-DEM.

momentum is individually trackable.

Over the past two decades, DEM has been used to study solid particle

flow such as particle packing, hopper flow, mixing and granulation [80]. CFD

is applied to analyze the fluid flow and Navier-Stokes equations describe the

flow behavior. The advantage of CFD-DEM is that it is applicable for various

sizes of the particle and geometries [83]. Considering the size of the particle and

the flow geometry, there are two distinct CFD-DEM methods: unresolved and

resolved approaches (see Figure 1.6). The unresolved method is applicable for

small particles relative to the flow geometry. Resolved methods are suitable

for larger particles relative to the flow geometry also dealing with complicated

geometries where small grids are necessary to increase the accuracy [77]. Detailed

information on coupling CFD-DEM could be found in Kloss et al [77].

DEM calculations are computationally expensive and require integration
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on small time-steps to resolve surface contacts between the particles [78]. DEM

practical CPU time limits are reported to be less than few million particles

and less than one minute of physical time [5]. There is no mesh required for

DEM since each particle is a computational point by itself.

Coupled CFD-DEM is a promising approach to explore particulate flow in

sand screen device and helpful to investigate the interaction forces between the

particles and particle-fluid. This research aims to apply analytical models and

numerical simulations to investigate the solid flow and fluid flow in filter opening

and to explore the bridging phenomenon [84]. The CFD-DEM model will be

validated with the results of the benchmark problems and the experimental

work in the collaborating labs.

1.6 Research Phases

1.6.1 CFD-DEM Setup, Validation and Mesh Investiga-

tion

The CFD-DEM model is being setup and validated using problems with

known analytical and experimental results. Another approach is comparing

the results obtained in Computational Fluid Dynamic Lab with the results of

the experimental studies in the collaborating labs such as Optical Diagnostics

Group [1], [41], [56] and RGL Reservoir Management Inc. labs. Chapter three of

this thesis is devoted to the CFD-DEM model setup, verification and validation.

Mesh sensitivity study is also conducted to find the coupling resolution between
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the CFD and DEM.

1.6.2 Bridging Simulation and Observation

Following the validation of the CFD-DEM model, the first step would be

simulation and observation of the bridging phenomenon on a single slot (with

a fixed width). There are various factors involved in bridge formation such

as particle properties, particle concentration, particle size and shape, fluid

properties (viscosity and density), interaction forces forces between fluid and

particle, and interaction forces between particles. Chapter 4 of this thesis is

devoted to testing various conditions to get the arch. This phase is started

with the low-concentration of particulate flow (slurry flow) and is continued on

high concentration of the particles (packed-bed). Finally the arch behavior is

studied under transient condition of the flow domain.

1.6.3 Investigating the Physics of Bridging

When the bridge is successfully formed, analyzing the physics behind the stable

bridge formation, stabilization, destruction and reformation is the next phase

of this study. Part of this investigation is on learning the roles of the various

forces involved in the formation of the bridge. In the bridging phenomenon,

multiple variables are involved. The parametric study is applied following the

observation of the bridging to study of the parameters playing roles in bridge

formation including the breakdown of the forces involved and to determine

the most important parameters on arch formation. Testing time-dependent
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boundary conditions and simulation of the common well-bore phenomena, it

is expected that the stable sand bridges respond differently to different time-

dependent boundary conditions of the flow domain. The response means how

stable is the bridge under sudden pressure and velocity changes of the fluid

in the well-bore? How is the bridge breakage and reformation after a sudden

change in the pressure and velocity of the fluid in the well-bore? These time-

dependent conditions (such as the periodic pressure change in the outlet) could

be equivalent to the realistic phenomenon in the well-bore, such as vibrational

flow.

1.7 Summary

Finally, this part of chapter 1 gives a summary on the knowledge gaps, and

accordingly, research phases proposed to investigate the stabilization, destabi-

lization, formation, destruction and reformation of the multi-particle bridge

under various conditions. Here are some gaps in this field of study:

1. Previous studies of the bridging phenomenon have not dealt with transient

conditions in the fluid flow domain. This study aims to offer an insight

into the performance of the bridge under transient conditions. The

findings will help with the decision making on filter selection and the

design.

2. Researchers have not investigated multi-particle bridging with non-spherical

particles at microscale. This study will make a major contribution to
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explore parameters that affect the bridge formation, stabilization, de-

struction and reformation of the arch after breakage.

3. Previous research on this subject has been mostly restricted to study

of limited factors influencing the bridge formation such as particle con-

centration and particle velocity at pore level [22], [23]. This project aims

to provide an opportunity to advance the understanding of bridging

phenomenon considering more parameters affecting it.

4. Finally, most of the studies in the field of the multi-particle bridge have

only focused on bridging phenomenon in the porous media, not at the

filter/screen openings [29], [30]. This research will engage with the bridging

at the filter opening.

This project will provide a unique opportunity to advance the understanding

of multi-particle bridge formation under various conditions. First phase of this

work is setting up a CFD-DEM model as well as verification and validation

process. Following the verification and validation of the CFD-DEM model,

three more phases will be followed:

1. Bridge observation on the validated CFD-DEM setup.

2. Analyze the physics involved in multi-particle bridging phenomena.

3. Investigation of the bridge response under common wellbore phenomena.

Next chapters are organized accordingly. Chapter 2 is the methodology. Chap-

ter 3 is about CFD-DEM model development, verification and Validation.
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Chapter 4 is the investigation of multi-particle arch formation under various

conditions and chapter 5 is the discussion and future Work.
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Chapter 2

Methodology

This chapter is an overview of the particulate flow modeling approach applied

in this research work. It emphasizes on the details of the mathematical

and computational models behind the computational fluid dynamics-discrete

element method (CFD-DEM) technique. The framework to apply the CFD-

DEM to solve the problems in the current research will be also discussed.

2.1 Particulate Flow Modeling Techniques

As discussed in chapter 1, there are two main approaches to model particulate

flow behaviour: Eulerian-Eulerian and Eulerian-Lagrangian [6]. The Eulerian-

Lagrangian approach will be used in this study to allow the tracking of individual

particles.

Among the Lagrangian models, the CFD-DEM approach is the most at-

tractive for this study. Some of the advantages of CFD-DEM over other
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approaches [77] are less computational cost in comparison with DNS-DEM and

the possibility of capturing the particle-particle interactions compared to TFM.

Another advantage of CFD-DEM is its application for various sizes of particles

and geometries [83]. The details of the advantages and disadvantages of these

different approaches have been discussed in Zhu et al. [78]. Zhu et al. [81] pub-

lished a comprehensive review of the theoretical developments on DEM and its

applications.

DEM simulations are capable of tracking the trajectory of the particles

dynamically, considering various forces acting on the individual particles. This

feature is not easily accessible by experimental techniques. Simulations are

properly suited to study the effect of various parameters and develop correlations

for general use, in comparison with experiments [6].

The remaining part of this chapter proceeds as follows; an overview of

the DEM theory will be discussed in section 2. Mathematical model of par-

ticulate flow will be presented in detail in section 3. In section 4, the data

transfer between the two phases, solid-fluid coupling, is discussed. In section 5,

discretization scheme and numerical solution method will be reviewed briefly.

Finally, the conclusion gives a brief summary.

2.2 Overview of the DEM Theory

Discrete element method (DEM) model is a Lagrangian modeling methodology

applies to model dense particle flow [79]. The governing equations in DEM for

describing translational and rotational motions of individual solid particles
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are Newton’s laws of motion. Both forms of Newton’s second law of motion,

linear momentum equation and angular momentum equation, are applied as

the governing equations. DEM relies on the motion of each particle individually

as well as particles’ interactions and considers a group of computational points

where each point is associated with a physical particle. The behaviour of the

particle is governed by the particle body force, surface force and contact force [9].

Particles are modeled as the rigid body having two types of motions: translation

and rotation. The relationship between the two particles is investigated by

introducing two types of interaction forces: inelastic interaction force and elastic

interaction force [9]. In the DEM approach, the contact force acting on a solid

particle is calculated using a spring-dashpot system. Dashpots and springs are

installed between the two particles to represent the inelastic collision between

the two particles and the elastic interaction respectively. Energy is dissipated

to heat and sound during an inelastic collisions between particles. The distinct

characteristic of the DEM is that the inter-particle contact forces are included

in the equations of motion. These forces cannot be ignored for flows including

many interacting particles. A DEM calculation is computationally expensive,

since it requires integration on small timesteps to resolve surface contacts

between particles. Using an unresolved CFD-DEM coupling approach, as it will

be the case in this study, there is no mesh required for DEM as it is required

for CFD and each particle is a computational point [85]. The DEM particles

can have various shapes and volumes [6].

STAR-CCM+ from Siemens PLM is the commercial software that is mainly

used in this research work. Classical mechanics is used in STAR-CCM+
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to model DEM, that is coupled with CFD through unresolved approach in

STAR-CCM+, and it is based on soft-particle formulation, where particles can

develop an overlap, but they do not deform [6]. The overlap during the collision

is decomposed into normal and tangential directions and introduced into contact

models [86]. STAR-CCM+ provides three contact models to calculate the contact

force in DEM: Hertz Mindlin, Linear Spring and Walton Braun [6]. The Hertz

Mindlin model has been applied in the majority of this research work.

2.3 Mathematical Model of Particulate Flow:

Governing Conservation Equations

In this section, fluid flow conservation equations, solid flow conservation equa-

tions and coupling approaches are discussed.

2.3.1 Fluid Flow Conservation Equations

To simulate fluid flow, the conservation equations for mass (continuity equation)

and momentum (Navier-Stokes equations (NS)) are solved. In the case of

particulate flow, the CFD cells (fluid mesh) are not fully occupied by fluid. NS

considers that the volume occupied by the fluid in each cell is dependent on

the volume of the solid particles in that cell. Consider cell A where there is no

particle which means the fluid void fraction (εf) is 1. Cell B is occupied by

solid particles for 50% which means void fraction is 0.5. Fluid that flows from

cell A to cell B must accelerate to ensure that the mass is conserved through
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the continuity equation. The continuity equation is written as:

∂

∂t
(εf ) +∇ · (εfu) = 0 (2.1)

where εf is the fluid void fraction and u is the fluid velocity.

Comparing equation (2.1) to the incompressible continuity equation ∇·u =

0, the presence of a time-dependent and space-dependent void fraction results

in the non-divergence free velocity field to ensure the mass conservation. It

means that the divergence of the velocity is not zero. The momentum equation

is written as:

ρf

(
∂

∂t
(εfu) +∇ · (εfu⊗ u)

)
= −∇p+∇ · (τ f )− F pf + ρfεfg (2.2)

F pf =
1

∆V

np∑
i

f pf,i (2.3)

where:

f pf,i = f d,i + f ∇p,i + f ∇.τ ,i + f vm,i + f B,i + f Saff,i + f Mag,i (2.4)

p is pressure, τ f is fluid shear stress tensor, ρf is fluid density and g is gravity.

F pf , as a force, is the momentum transfer term also called momentum coupling

term. np is the number of particles and f pf,i is the individual force acting on the

particle i in the presence of the surrounding fluid including drag f d,i, pressure

gradient f ∇p,i, shear stress f ∇.τ ,i, virtual mass f vm,i, Basset f B,i, Saffman lift
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force f Saff,i and Magnus lift force f Mag,i of particle i. ∆V in equation (2.3) is

the volume of the computational cell or elements. ⊗ is the tensor product of

two vectors. This form of the momentum equation is generic and is applicable

to any concentration of particles and any Reynolds number in non-turbulent

flow regime [86].

2.3.2 Solid Flow Conservation Equations [5]

DEM equations track the position and velocity of each particle and accounts

for the interactions between the particles. The particles are allowed to have

overlaps. The overlap must be less than 5% of the particle diameter and is

decomposed into normal and tangential directions in contact models. Contact

models simulate the contact forces in solid-solid collisions and accounts for

elastic and inelastic (dissipative) collisions.

The conservation equation of linear momentum for a particle of mass mp

is written as equation (2.6) in the Lagrangian framework. The change in

momentum is balanced by surface and body forces that act on the particle.

dxi
dt

= vi (2.5)

mp
dvi
dt

= Fs + Fb (2.6)

Fs = Fd + Fp + Fvm + Fl + Fb + Fτ (2.7)

Fb = Fg + Fmg + Fc + Fnc (2.8)

xi is the instantaneous linear displacement of the particle i, vi is the instanta-
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neous velocity of the particle i, Fs is the forces acting on the particle surface

and Fb represents the body forces.

Fd is the drag force that is a particle-fluid interaction force. Fp is the

pressure gradient force also a particle-fluid interaction force. Fvm is the virtual

mass force that is an unsteady force. Fl is the lift force (Magnus and Saffman),

Fb is the Basset force and Fτ is the shear stress force. Fd, Fp, Fvm, Fl, Fb and

Fτ are all surface forces. The momentum transfer from the continuous phase

to the particle is represented by these surface forces Fs in the coupling process.

Fg is the gravity force and Fmg is the magnetic force, both are body forces.

DEM modeling introduces extra body force Fc representing inter-particle

interaction due to particle contacts with other particles and domain boundaries.

Fc is called the contact force. The contact force that represents inter-particle

and particle-boundary interaction is calculated for each particle considering the

contacts that particle i has. This force is exerted at the contact point between

the two particles or the particle and the boundary.

Fc =
∑
j

fc,ij +
∑
w

fc,iw (2.9)

fc,ij is the contact force between the particle i and particle j. fc,iw is the contact

force between the particle i and wall w. The contact forces between the two

particles or particle and wall are divided into elastic and dissipative forces that
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have normal and tangential components.

fc,ij = kn,ij||δn,ij||aδn,ij + γn,ij||δn,ij||bδ̇n,ij + kt,ij||δt,ij||cδt,ij + γt,ij||δt,ij||dδ̇t,ij

(2.10)

kn,ij and kt,ij are the normal and tangential stiffness coefficients. γn,ij and γt,ij

are the normal and tangential damping coefficients. k and γ are related to

the material properties. δn,ij and δt,ij are the normal and tangential overlaps.

δ̇n,ij and δ̇t,ij are the normal and tangential overlaps derivatives with respect

to time. The expressions to define the k and γ and δ and the a, b, c, d are

dependent on the contact model. For linear contact models, a, b, c, d values are

zero [86].

Fnc is the non-contact force on particle i due to other particles such as

electro-static, van der Walls forces or cohesive forces (such as liquid bridges).

Particles angular momentum must also be conserved. The conservation

equation of angular momentum for a particle is written as equation (2.11) in

the Lagrangian framework.

Ii
dωi
dt

=
∑
j

(Tc,ij + Tr,ij) +
∑
w

(Tc,iw + Tr,iw) (2.11)

Ii is the moment of inertia of particle i and ωi is the angular velocity of particle

i. Tc,ij and Tr,ij are contact torque and rolling friction torque applied on the

particle i due to the collision with particle j. Tc,iw and Tr,iw are the contact

torque and rolling friction torque applied on the particle i due to the collision

with the wall section w.
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Hertz-Mindlin Contact Model

DEM can handle the situations when particles are densely packed and there

are frequent collisions between the particles. Contact models are applied to

simulate the contact force. Hertz-Mindlin no-slip contact model is a non-linear

spring-dashpot contact model based on the Hertz-Mindlin contact theory [7]

that is applied in this study to model the interactions between the particles

and particles and domain walls.

For particle-particle collisions, the normal and tangential contact forces in

the non-linear Hertz-Mindlin contact model are defined as follows:

Fcontact = Fn + Ft

Fn = −knDn −NnVn

kn =
4

3
Eeq
√
DnReq

Nn =
√

(5knMeq)Nndamp

Req =
1

1
RA

+ 1
RB

Meq =
1

1
MA

+ 1
MB

Eeq =
1

1−vA2

EA
+ 1−vB2

EB

Ft =


−ktDt −NtVt |ktDt| ≤ |knDn|Cfs

|knDn|CfsDt
|Dt| Otherswise
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Ntdamp =
−ln(Ctrest)√
π2 + ln(Ctrest)2

Nndamp =
−ln(Cnrest)√
π2 + ln(Cnrest)2

In Table 2.1, all the parameters used in this contact model are defined. k

is the spring stiffness (spring constant) that is the measure of the resistance

offered to deformation by an elastic body. Cnrest and Ctrest are coefficients of

restitution for energy dissipation due to damping of normal and tangential

components of the contact force, respectively.

To calculate particle-wall contact forces, the approach is the same as

calculation of particle-particle contact forces, however, the wall radius and

mass are assumed to be infinity. Consequently, the equivalent radius and

equivalent mass will be particle radius and mass, respectively.

Table 2.1: Parameters Used in Hertz-Mindlin Model

Quantity Description SI unit

Fn Normal interaction force N
Ft Tangential interaction force N

kn, kt Normal and tangential spring stiffness (spring constant) N
m

Req Equivalent radius m
Eeq Equivalent Young’s modulus Pa

Dn, Dt Overlaps in the normal and tangential directions at the contact point m
Nndamp Normal damping coefficient [-]
MA,MB Mass of particles A and B kg
RA, RB Radii of particles A and B m
Meq Equivalent particle mass kg

Vn,Vt Normal and tangential velocity components of the relative sphere surface velocity at the contact point m
s

vA Poisson’s ratio of particle A [-]
Cfs Static friction coefficient [-]
Vp Instantaneous velocity of the particle m

s
Cnrest, Ctrest Normal and tangential coefficient of restitution [-]

36



2.4 Solid-Fluid Coupling

2.4.1 Void Fraction Calculation

In simulating solid-fluid flow, the actual volume that is occupied by the fluid

phase is reduced by the presence of the dispersed phase. Two projections must

be done:

� Projection of particle volume onto the CFD mesh which helps to define

the fluid volume fraction εf .

� Projection of the forces between solid and fluid phases onto the CFD

mesh which helps to calculate the momentum exchange between the solid

and fluid phases.

In the projection process, mass must be conserved and void fraction, εf ,

field should lead to a stable CFD simulation. The projection scheme is cell-

centered in case of applying cell-centered finite volume for CFD. In this case,

the void-fraction corresponding to each cell will define the void fraction. There

are other projection schemes such as nodal/vortex-centered (in case of vortex-

centered finite volume or finite element) where the nodal void fraction values are

calculated based on the values within the cell and can be defined by a weighting

procedure [86]. To calculate the void fraction, there are various methods proposed

in the literature such as: particle counting method, particle cloud, conservative

particle cloud, moment preserving approach, two-grid formulation, divided

approach [86].

The particle counting method is a standard approach that is widely used
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in solid-fluid coupling [86]. In this approach, the full volume of a particle is

assigned to the cell where the centroid of that particle resides in the cell.

Particle counting method is applicable for cases with dp
∆x
≤ 3 where dp is the

particle diameter and ∆x is the CFD mesh characteristic length. The mesh

needs to be sufficiently large meeting the criterion: ∆x
dp

> 3 [86]. Calculation

of the void fraction is usually followed by the smoothing techniques such as

parabolic filtering, darning socks and trajectory smoothing [86]. The smoothing

techniques apply to smooth variable such as void fraction or momentum

exchange in coupling process. They lead to diffusion of the coupling terms to

cells that have not seen particles.

Another approach to calculate the void fraction is the two-grid formula-

tion [87] which generally gives superior results [86] but complex and hard to apply

in case of unstructured grids [86]. It applies a coarser grid than the CFD mesh

and fluid flow is solved on a finer mesh to maintain the stability condition

necessary for the particle counting method. This will result in a well-defined

void fraction. In this work, two-grid formulation is applied to calculate the

void fraction field. Other approaches are well-explained in the review paper

written by Ariane Berard in 2020 [86].

2.4.2 Hydrodynamic Forces

According to equations 2.4 and 2.7, the interaction between the particle and

fluid leads to the hydrodynamic forces. The hydrodynamic forces include drag

force, Basset force, Magnus lift force, Saffman lift force, pressure force, virtual

mass force and viscous shear force.
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The lubrication and other surface interaction forces are not directly listed

in the model description, but their effect is considered by the model, as

demonstrated in the bouncing particle tests in section 3.4.

Drag Force

Drag force is the result of pressure and viscous stresses that are applied to

the particle surface. Drag force resists against the relative velocity and is also

the result of the relative velocity between the particles and the fluid. Relative

velocity is the particle velocity at the center of mass of the particle minus the

extrapolated fluid velocity at the center of mass of the particle [21]. Drag force

is defined as follows:

Fd =
1

2
CdρfAp|Vs|Vs (2.12)

Cd is the drag coefficient of the particle, ρf is the density of fluid, Vs is the

particle slip velocity that is the difference between the fluid instantaneous

velocity and particle velocity. Ap is the projected area of the particle. The

equation 2.12 is also written as

Fd =
mpVs

τv
(2.13)

where τv is the momentum relation time-scale and is defined as:

τv =
2mp

CdρAp|Vs|
(2.14)
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Several definitions of drag coefficient were developed as a function of particle

Reynolds number and drag model. Particles experience higher drag as they

become less spherical [55].

Drag Coefficient The drag coefficient is a function of the small-scale flow

features around each particle. These features are not resolved spatially and drag

coefficient is calculated based on correlations (submodels). These correlations

are obtained from experiment or theoretical studies and are dependent to the

nature of the discontinues phase. Droplets, bubbles, and solid particles have

different correlations. The shape of the particle, the presence of inter-phase

mass and energy transfer, and so on, affect these correlations. There are 3 drag

force coefficient models available in STAR-CCM+ that can be used with the

DEM drag force model having solid spherical particles.

Schiller-Naumann Correlation [6], [7] The Schiller-Naumann correlation

is suitable for spherical solid particles, liquid droplets, and small-diameter

bubbles. It is formulated as follows. Rep is the particle Reynolds number.

Cd =


24
Rep

(1 + 0.15 Re0.687
p ) Rep ≤ 103

0.44 Rep > 103

Rep =
ρf |Vs|Dp

µf
(2.15)

Dp is particle diameter and µf is fluid dynamic viscosity. This correlation is

applicable for the viscous continuous phase.
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Di Felice Drag Coefficient Method [6], [7] This drag method introduces

an extra term in the fluid drag force expression to account for the presence of

other particles around a particle. The Di Felice drag coefficient is given as:

Cd = (0.63 +
4.8√
εiRep

)2ε2−ζ (2.16)

ζ = 3.7− 0.65 exp[−0.5 (1.5− log[εRep])
2] (2.17)

where Rep is particle Reynolds number and εi is the void fraction around a

particle. ε2−ζ accounts for the effect of enhanced drag on a particle, due to the

presence of other particles around it.

Gidaspow Drag Coefficient Method [6], [7] The Gidaspow model is useful

in systems with regions of high particle density, for example, in fluidized beds.

The model covers a wide range of void fractions by combining the Wen-Yu [32]

and the Ergun equations [88]. STAR-CCM+ incorporates the equations in drag

coefficient form as follows if ε < εmin:

Cd =
4

3
(150

1− ε
εRep

+ 1.75) (2.18)

Otherwise:

Cd =


24(1+0.15Re0.687p )

εRep
ε1−ω ifεRep ≤ 103

0.44 ifεRep > 103
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ε is the void fraction. εmin is the cutoff void fraction and ω is the Wen-Yu

exponent.

Lift Forces

Lift forces can arise from particle rotation, particle shear (gradients in the

velocity profile), or due to the shape of the particles. For the latter case, they

depend on the orientation of the particles with respect to the flow [86]. In this

context, lift forces refer to mean forces normal to the particle velocity and they

are not necessarily forces in the upward direction. There are two main factors

causing lift force for the irregularly-shaped particles: the pressure difference

on an asymmetrical surface and the deviation of the center of pressure from

geometric centers [86].

Particle Spin Lift Force This force applies to a spinning particle moving

relative to a fluid. The force is given by:

Flr =
ρπ

8
D2
pClr|Vs|

Ω×Vs

|Ω|
(2.19)

Sommerfeld [89] defines the coefficient of rotational lift Clr as below:

Clr = 0.45 +

(
Rer
Rep
− 0.45

)
e−0.5684Re0.4r Re0.3p (2.20)
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where Ω is the relative angular velocity of the particle to the fluid also called

slip-rotation and is given by:

Ω =
1

2
∇×V− ωp (2.21)

V is the fluid velocity and ωp is the angular velocity of the particle. Rep is

the particle Reynolds number defined in equation (2.15). Rer is the rotational

Reynolds number and is defined as:

Rer =
ρfD

2
p|Ω|
µf

(2.22)

ρf is the density of the continuous phase. Dp is the diameter of the particle and

µf is the dynamic viscosity of the continuous phase. Sommerfeld reports this

formula for Clr as valid for particle Reynolds numbers below 140 and restricts

the rotational Reynolds number to values below 1000. In STAR-CCM+, Clr

can be defined using a user-defined function.

Particle Shear Lift Force This force applies to a particle moving relative

to a fluid where there is a velocity gradient in the fluid orthogonal to the

relative motion. Saffman [90] gives the shear lift force as:

Fls = 1.615D2(ρµ)0.5
∣∣∣∂V
∂y

∣∣∣Vs (2.23)
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The y direction is the direction of the velocity gradient. The three-dimensional

version of this equation is:

Fls = Cls
ρπ

8
D3
p(Vs × ωcur) (2.24)

ωcur = ∇×V is the curl of the fluid velocity. Saffman [90] provides a defini-

tion that recovers the original Saffman asymptotic solution for low Reynolds

numbers:

Cls =
4.1126

Re0.5
s

(2.25)

Sommerfeld [89] provides a definition for a broader range of Reynolds numbers:

Cls =
4.1126

Re0.5
s

f(Rep, Res) (2.26)

f(Rep, Res) =


(1− 0.3314β0.5) e−0.1Rep + 0.3314 β0.5 if Rep ≤ 40

0.0524 (βRep)
0.5 if Rep > 40

β = 0.5
Res
Rep

(2.27)

Res is the Reynolds number for shear flow:

Res =
ρD2

p|ω|
µ

(2.28)

Cls can be also defined as a user-defined field function.
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Gravity Force

The gravity force is defined as:

Fg = mpg (2.29)

where g is the gravitational acceleration.

Pressure Gradient Force and Shear Stress Force

When particles are subject to gravity and acceleration in fluid, undistributed

flow is present and it includes forces due to pressure gradients and shear stress.

These forces are non-negligible when density ratio of the fluid and solid is

around 1 or the surrounding fluid is viscous [32]. The pressure gradient force is

defined as [81]:

Fp = −Vp∇Pstatic = −1

6
πD3

p∇Pstatic (2.30)

and the shear stress force is [81]:

Fτ = −Vp∇ · τ (2.31)

where Vp is the volume of the particle, ∇Pstatic is the gradient of the static

pressure in the continuous phase and τ is the shear stress.

Virtual Mass Force

The virtual mass force is the force that particle exerts on the fluid when particle

velocity is changing. It is a transient force only occurs in an unsteady flow
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system and negligible when the velocity of the flow and particle are equal. This

force is equivalent to adding a virtual mass to a sphere. A general form of

function for virtual mass force is [25]:

Fvm = CvmρVp

(
u̇− v̇

2

)
(2.32)

Cvm = 2.1− 0.132

0.12 + A2
c

(2.33)

Ac =
(u− v)2

Dp
d(u−v)
dt

(2.34)

where Cvm is the virtual mass coefficient. This coefficient equals to 0.5 for

a sphere in a uniform, inviscid and incompressible flow [91]. ρ is fluid density,

Dp is particle diameter (m) and Vp is the volume of the particle. u̇ and v̇ are

particle and fluid acceleration, respectively.

Basset Force

Basset force applies to an unsteady flow as a virtual mass force and known

as history force [24]. It is a viscous effect and is negligible when the particle

acceleration is low and for the gaseous systems with the low viscosity. It

accounts for the temporal delay in the boundary layer around the particle.

This boundary layer is created when the relative velocity changes with time [86].
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A common model to define the Basset force is defined as [6]:

FBasset =
3

2
D2
p

√
πρfµf

[ ∫ t

t0

u− v√
t− t′

dt′ +
(u− v)0√

t

]
(2.35)

Equation (2.35) is based on the integral of the particle acceleration.

Figure (2.1) presents a simplified schematic of the forces acting on a particle

in a fluid and forces between interacting particles in a fluid.

Figure 2.1: Forces acting on a particle in a fluid and forces between interacting
particles in a fluid.

2.4.3 Coupling Approaches and Grid Resolution

The coupling refers to momentum, heat, and mass exchanges between the

continuous phase and the dispersed phase. The important contribution to the

particle-fluid momentum exchange is established by the drag force dependent

on the granular volume fraction. In contrast to the drag force acting on a

single sphere, the granular volume fraction must be considered for the drag
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force calculation in the CFD-DEM coupling.

Zero-way, One-way and Two-way Coupling

There are three general ways of coupling approaches between the solids and

the fluid flow:

� Zero-way coupling or uncoupled where dispersed phase and continuous

phase evolve independently.

� In one-way coupling, the dispersed phase feels the continuous phase

influence and the effect of the dispersed phase on the fluid is not taken

into account.

� In two-way coupling, the effects of the dispersed phase on the continuous

phase and the effects of the continuous phase on the dispersed phase

such as displacement, inter-phase momentum, mass, and heat transfer

are considered.

In all three coupling approaches, the particle-particle interactions and particle-

domain interactions have been considered.

Coupling and Grid Resolution

From the perspective of the momentum exchange between fluid and particles,

CFD-DEM coupling can be of two types: unresolved and resolved. This

distinction is based on the method used for calculation of the forces on the

particles. Depending on the method used, the resolution of the mesh must be

adapted to the size of the particles.
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� Unresolved: In this approach, DEM is applied to calculate particle motion

without resolving the detailed flow around each particle. Submodels are

used to calculate the forces on each particle and the same models are used

as momentum sources in the CFD simulation. In unresolved approach,

the fluid flow is solved without resolving the flow around the particle.

Generally, it means that the mesh is coarser than the particle size. Then

the coupling is established by submodels consisting of expressions for the

drag force and other forces [86].

� Resolved: Resolved methods simulate the detailed flow around the par-

ticles and calculate the forces between the flow and particles without

submodels. Resolved methods require a grid much finer than the particle

size, and they can also deal with complicated geometries where small

grids are necessary to increase the accuracy. Resolved DEM means that

the fluid flow around each particle is resolved. Consequently, the coupling

between the fluid and the particles is conducted by applying a no-slip

boundary condition. There is no need to use submodels to calculate

the forces on particles. The forces applied to the particle are due to

the application of the no-slip boundary condition at the surface of the

particle. For this reason, the grid resolution must be much smaller than

the particle size.

In STAR-CCM+, DEM simulations coupled with CFD are always unre-

solved. But the software allows for continuous mesh refinement, including

meshes that are finer than the particle size. The particle equations of motion

49



are based on contact theory and Lagrangian tracking. The particle position is

tracked by the Particle Centroid field function, and its shape is also a property

of the particle. From these, contact detection algorithms are used to deter-

mine when a particle is contacting either another particle or a wall. This is

represented by an overlap of the particle with the opposing particle. The force

exerted between the particles is a function of the size of the overlap, as well as

material properties such as Young’s Modulus. Larger overlap means a larger

repulsive force between the particles. This calculation is done on a particle

by particle basis, with wall contacts using the surface mesh for its geometry.

When DEM is coupled with CFD, one or more additional forces are applied to

the particle from the CFD results. Usually, this includes a pressure gradient

force and a drag force. These forces are calculated based on the data in the cell

that the particle centroid is located in. These flow-based forces are applied to

the particle as momentum source terms, and together with the contact forces

are used to determine the motion of the particle. If the two-way Coupling

model is activated, the equal and opposite momentum source term is applied

in the CFD model to the cell in which the particle centroid resides.

This unresolved approach will never show a flow redirecting around the

surface of a particle, because the particle shape is not resolved.

In STAR-CCM+, when the particle size is smaller than the grid size, the

approach will be called ”coarse grid unresolved method” or ”coarse unresolved”

for short in this thesis. The case with grid refinement, that is when the particle

size larger than the grid size, will be called ”smoothed source on refined grid

unresolved method” or ”smoothed unresolved” for short in this thesis.
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The resulting impact on the flow is an effect similar to a porous zone in

the cell where the centroid is. While this impact is confined to a single cell in

coarse grids (coarse grid unresolved approach), in the case of fine grids (refined

grid unresolved approach) this source term needs to be adjusted for two-way

coupling. If a particle is larger than a cell, the forces applied to the particle

can be much larger than the fluid in the cell will realistically experience. This

can cause unphysical velocities and instability. In STAR-CCM+, this issue

of the refined grid unresolved approach is solved by using the Volume Source

Smoothing technique, which is activated in the Lagrangian solver settings. This

technique creates a secondary grid composed of cells from the original grid,

which is used exclusively for the two-way coupling. The smoothing technique

ensures that the momentum source is spread across several cells occupied by the

particle. During smoothing, the ”volume fraction” scheme is used to calculate

the void fraction and forces.

Unresolved CFD-DEM Coupling The unresolved CFD-DEM coupling

routine consists of the following steps [77]:

1. Particles positions and velocities are calculated in the DEM solver.

2. Particles positions and velocities are passed to the CFD solver.

3. The corresponding cell in the CFD mesh is determined for each particle.

4. The volume fraction and a mean particle velocity are determined for each

CFD cell.
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5. The fluid forces acting on the particles are calculated based on the

particles volume fraction and equations are integrated over the cell.

6. Particle–fluid momentum exchange terms are calculated from particle-

based forces by averaging over all particles in one CFD cell.

7. The forces on the particles due to the flow field are transferred to the

DEM solver to be applied in the next time step.

8. Considering the local volume fraction and momentum exchange, the CFD

solver calculates the velocity and the pressure of the fluid in the CFD

cells.

9. Additional equations can be optionally solved for both phases such as

heat transfer.

10. The routine is repeated from the beginning.

The unresolved CFD-DEM coupling approach is the only one used in this work,

as implemented in STAR-CCM+. It is also called the refined grid unresolved

approach. For this refined grid unresolved approach, the steps are very similar

to those described above. The only difference occurs in steps 5 to 7, when

the Volume Source Smoothing technique is used to distribute the momentum

sources across all affected cells, instead of a single cell.

The whole picture of the CFD-DEM model that has been applied to the

subsequent chapters problems is presented in Figures (2.2) and (2.3).
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Figure 2.2: Steps of numerical simulation of the CFD-DEM model.

Figure 2.3: CFD-DEM coupling
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2.5 Discretization Scheme and Numerical So-

lution Method

2.5.1 CFD Discretization Scheme

Discretization methods are applied to convert the continuous system of equa-

tions to a set of discrete algebraic equations which can be solved by applying

numerical techniques. Discretization methods follow similar steps [5]:

1. The continuous domain is divided into a finite number of cells called

mesh.

2. The unknowns are stored at vertices, cell centroids, face centroids, or

edges of the cells.

3. The integral form of the differential equations is used for spatial dis-

cretization. Following discretization, a non-linear system of algebraic

equations is solved at each time-step.

In the current work, finite volume method is applied to transform the math-

ematical model into a system of algebraic equations. This transformation

includes discretizing the governing equations in space and time. The resulting

linear equations are solved with the Algebraic Multi-grid (AMG) solver. The

theory behind the AMG linear flow solver can be found in [6]. For transient

(unsteady) problems, the physical time interval is divided into an arbitrary

number of sub-intervals called time steps. The general settings for the dis-

cretization schemes applied to the Navier-Stokes transport equations are as
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follows:

� For the convective flux term, second-order upwind discretization scheme

is used.

� For the diffusive flux term, second-order central difference discretization

scheme is used.

� To have high-accuracy temporal discretization, the temporal discretization

is mainly set to the second-order in the implicit unsteady solver for

transient simulations.

2.5.2 DEM Numerical Solution Method

Contact detection between the particles colliding is the number one task

following calculation of the contact force [6] in DEM calculations. This is done

by the DEM solver. Detailed information on various algorithms used to detect

contacts are presented in [6]. Grid scale is the key parameter used in contact

detection in the DEM solver. It parametrizes the particle-particle and particle-

wall contacts and affect the CPU time required to detect all collisions. Grid

scale for specific packing is important since one of the main problem of the

interest is fluid/solid flow in the packed bed.

In this research work, the contact detection is employed through tree-based

algorithms or grid-based algorithms as implemented in STAR-CCM+. C-Grid

(or D-cell) is used in the current research. The code builds a virtual hexahedral

mesh in the background and only particles from neighboring cells are considered

for collisions. The optimal value for the grid scale, Table 2.2, is dependent on
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the particle size distribution and density of the packed bed. This can be used

to fine-tune the parameter for specific packing. The CPU time of DEM contact

detection is trackable by turning on the verbose parameter in STAR-CCM+.

Following the contact detection, the DEM equations are integrated in time

using time integration schemes [86]. Great details on time integration schemes

can be found in [6].

Table 2.2: Grid scale as a fine-tune parameter for the specific packing.

Particle Distribution Packed Bed Density Grid Scale Base Mesh Cell Size

Uniform Dense 1 = grid scale × particle diameter
Non-uniform Sparse > 1 = grid scale × particle diameter

2.6 Summary

An overview of the particulate flow modeling was presented in this chapter. The

theory behind the discrete element method was discussed. Mathematical model

of particulate flow modeling applied in this research, CFD-DEM modeling,

was presented in details. The data transfer between the two phases, solid-fluid

coupling, was discussed. Finally, discretization scheme and numerical solution

method applied in this work were reviewed.
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Chapter 3

Verification and Validation

The main purpose of this chapter is to verify and validate a CFD-DEM model.

This model will be applied to investigate the particulate flow in an opening

of the sand screen applied in the oil industry for sand control in the next

chapter. This verification and validation process includes solving benchmarking

problems to assure that the developed model was capable of capturing the

physics of the particle-fluid, particle-wall and particle-particle interactions.

3.1 Flow Through the Wire-Wrapped Screen:

CFD Model Verification and Validation

As an initial phase of this research, computational fluid dynamic (CFD) was

applied to investigate the details of the interaction between the near well-bore

flow and the flow of fluids through and along the wire-wrapped screens (WWS).

The study started with the single phase flow simulation of water in WWS. The
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CFD model in the pipe and wire-wrapped screen governed by the Navier–Stokes

equations was coupled to the porous media model outside of the well, governed

by the modified Darcy’s law, the Ergun equation. A laminar-steady state CFD

model was applied to investigate the flow behavior in wire wrapped screen in

SAGD production well and study the effect of the particle size distribution

in porous media on the flow in wire wrapped screen. The particles in porous

media were assumed to be not transportable. Consequently, flow in WWS and

pipe was single phase flow of oil. This work was a feasibility study on CFD

application in wire wrapped screens as well as a parametric study which gave

us an assessment of the practicality of CFD and the work-flow for next complex

models.

Introduction to SAGD and WWS Steam assisted gravity drainage (SAGD)

is an eminent heavy oil recovery technique broadly used in Alberta, Canada [33].

In SAGD operations, there are two horizontal wells drilled into the depth

of 300 meters in the reservoir [33]. The wells are five meters vertically apart

and their length is between 500 to 1000 meters. Steam is injected into the

top well injection well to warm up the formation and lower the viscosity of

the oil. Due to gravity, heated oil flows down to the production well located

underneath the injection well and get produced to the surface [33]. In most

sandstone reservoirs, sand is produced with oil. This process is called sanding.

Sanding occurs near the wellbore area because of redistribution of stresses

during drilling or production [92]. Control and mitigation of sand production is

crucial to achieving maximum well productivity as well as well-bore stability.
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Wire-wrapped screens (WWS) are sand control devices commonly used for

thermal oil sands recovery operations, such as SAGD, in both injection and

production wells [93]. Wire-wrapped screens can be designed as a base pipe with

holes and wrap wires around it. Wrap wires are attached to the based pipe

through rib wires parallel to the base pipe. Flow comes from around the pipe;

solid particles make bridges on wrap wires and liquid flows into the pipe. Solid

particles get screened by the wrap wires. Figure 3.1 shows a WWS; base pipe

with hole, rib wires parallel to the base pipe and wrap wires.

Figure 3.1: Wire-wrapped screen adapted from premiumcompletion.com

To predict the flow performance in WWS, the interaction between near

well-bore flow and the flow of fluids through and along the WWS should be

investigated. Hole pattern, wrap wire cross section, rib wire cross section,

rib wire distances, and particle size distribution in porous media are among

parameters that could affect the flow behavior in WWS. By investigating the

PSD, the impact of formation heterogeneities and well-bore heterogeneities is

quantifiable. The objective of this research was to have a computational fluid

dynamic model of a WWS and the porous media around it to complete this
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investigation. There are few studies done in this area numerically where the

focus has been on other types of sand screen devices, not WWS [93].

3.1.1 Single Phase Flow Simulation of Athabasca Oil in

WWS

PSD of the reservoir as a parameter could affect the flow in the sand screen

device. A comparative study was conducted on four PSDs using conditions that

simulate a SAGD production well. Porous media around the well was coupled

with the fluid region inside of the WWS. Pressure and velocity fields were

assessed and compared in various parts of the model. The effect of particle size

distribution on the flow and pressure drop along the WWS was investigated.

The solid domain of a WWS was created in 3D-CAD, STAR-CCM+. The

fluid domain was extracted for a pie-shape section of the domain consisting of

two rib wires and a hole located between them. Figure 3.2 presents the WWS

solid domain and the extracted fluid in a pie-shape of the WWS domain. The

dimensions of the pie-shape is also shown.
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Figure 3.2: Solid-domain on the left and extracted pie-shape fluid domain
dimensions on the right.

Two porous regions around the well-bore were considered (Figure 3.3).

The closest to the well-bore was unconsolidated porous region with higher

porosity (φ), while the next region, away from the well-bore, was a consolidated

porous region with lower porosity than the unconsolidated region. Oil was

passing through consolidated porous media, unconsolidated porous media,

WWS, annular region, orifice and finally flowed into the pipe (Figure 3.4).
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Figure 3.3: Presentation of consolidated and unconsolidated regions.

Figure 3.4: Three regions of study: fluid, unconsolidated and consolidated
porous media with dimensions.

The properties of porous media can be estimated through lab experiments

as well as theoretical methods. Porous media are characterized with porosity

and permeability [36]. PSD is a measurement of the size of the particles (weight
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based), which also helps to characterize porous media and can be related to

permeability. In this work, Equation 3.1, the Berg equation [94] was used to

estimate the permeability considering various PSDs. It connects the perme-

ability with the porosity and two characteristic particle sizes, which are D10

and D50. The portion of particles with diameters smaller than D10 is 10%.

The portions of particles with diameters smaller and larger than D50 are 50%,

also known as the median diameter. Uniformity coefficient (UC) is a statistic

used to describe porous media. It is defined as the ratio of D60 over D10. The

portion of particles with diameters smaller than D60 is 60%. In Equation 3.1,

C is a constant [94], φ is porosity and PDφ is in Krumbein phi scale. D50 is in

millimeter, and k is permeability in Darcy.

k = Cφ5.1D2
50e
−1.385PDφ (3.1)

PD = D10 −D50 (3.2)

Darcy’s law was used to model fluid flow through porous media [95]. Ergun

equation, Equation 3.3, was applied as an empirical model for the pressure drop

through a packed bed. There are two resistance factors, called inertial (Pi)and

viscous resistance (Pv) factors, in the Ergun equation to connect viscosity,

porosity, particle size, velocity and density to pressure drop in porous media

[7].

−dp
L

=
150µ(1− φ)2

D2
pφ

3
v +

1.75ρ(1− φ)

Dpφ3
v2 = Pvv + Piv

2 (3.3)
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where

Pv =
mu

k
(3.4)

In Equation 3.3, µ is dynamic viscosity, φ is porosity, Dp is particle diameter.

Pv and Pi are viscous and inertial resistance factors respectively.

Inlet boundary condition was set at the beginning of the consolidated region

as well as at the inlet of the flow inside of the pipe. Symmetry and periodic

boundary conditions were set at the rest of the domain. To avoid a reversed flow,

the outlet was forced to be far from the inlet in the pipe. Figures 3.5 presents

the assigned boundary conditions. Polyhedral mesh was used to discretize the

domain due to the balance between the accuracy and computational cost. The

discretized domain is presented in Figure 3.6.
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Figure 3.5: Assigned boundary conditions to the domain.
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Figure 3.6: Domain discretized with the polyhedral mesh: total numbers of
cells less a million.

There is usually oil, water, gas flow in the well besides unscreened solid

particles. At this stage, the focus was on the single-phase flow of oil.

The Athabasca bitumen thermophysical properties were used in the simula-

tions at 190 ◦C and 2.5 mPa [96]. Experimental dynamic viscosity and density

of bitumen was considered as 13.6 mPa · s and 915.2 kg
m3 , respectively. The

production rate is assumed to be 260 m3

day
which is within the range of oil

production for SAGD production well. Velocity in the pipe is 0.15 m
s
. The

Reynolds number in the pipe is 1615. The flow regime in the pipe is laminar

and in porous media and WWS inlet is creeping as the Re was much less than

1 (Re = 0.03). This pie section of the well was assumed to be located at the

heel of the production well since there is an accumulation of the flow at the

heel and the flow will be fully-developed. For this reason, the fully-developed
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flow in the pipe was simulated separately and the parabolic velocity profile was

extracted as the inlet boundary condition inside the pipe for the pie section

Figure 3.7.

Figure 3.7: Simulated fully-developed flow in the pipe to extract the inlet
boundary condition inside the pipe.

Here is the list of assumptions that have been applied to the model:

� The fluid is oil (single phase flow).

� The porous media particles are not transportable.

� The flow is incompressible.

� The process is isothermal.
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� Gravity effect is neglected, which means the pie-section could be in any

location of the WWS.

� Permeability is isotropic.

� Flow is steady state.

3.1.2 Results and Analysis

This part presents results on the interaction of the incoming jet and the flow

in the pipe. The effect of particle size distribution in porous media on flow

through WWS and into the pipe is also discussed.

Figure 3.8 presents the simulation results of velocity magnitude contour

plot on a section plane. Velocity is maximum in the middle of the pipe and

zero close to the pipe wall. In Figure 3.8, velocity is higher when the flow is

facing a contraction and where the streamlines are closer, which is known as

vena contracta and is highlighted by ovals in Figure 3.9. Figure 3.10 presents

pressure contours (gauge pressure) at the T-junction. The pressure values are

the highest at the inlet of the WWS and when it comes down to the hole, the

pressure is lower as expected.
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Figure 3.8: Velocity magnitude contours at the pipe, orifice, annulus and WWS.

Figure 3.9: Velocity magnitude and pressure contours in T junction of fluid
domain.
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Figure 3.10: Pressure contours at T junction.

There were stagnation zones at the rib wire locations, where flow hits a wall,

Figure 3.11. The pressure drop was low in the pipe and in the annular region.

In Figure 3.12, velocity magnitude vectors revealed a flow separation region

after the jet comes into the pipe. Figure 3.12 shows this region through vectors

and streamlines. In fact, the jet coming down into the pipe from the hole is

acting like a barrier and produces the separation. At the separation, there is

recirculation. Streamlines in Figures 3.13, 3.14, 3.15 present this separation

region better. Figure 3.16 presents fluid flow simulation in the whole domain.

Low velocity in the porous media and maximum velocity in the middle of the

pipe are obtained.
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Figure 3.11: Stagnation zones at the rib wire locations.

Figure 3.12: Velocity (magnitude) vector and recirculation region.
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Figure 3.13: Streamlines showing flow separation colored with velocity magni-
tude.

Figure 3.14: Streamlines showing flow separation colored with velocity magni-
tude.
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Figure 3.15: High-density streamlines on a middle section plane colored with
velocity showing flow separation.

Figure 3.16: Fluid flow simulation in the whole domain: low velocity in the
porous media and maximum velocity in the middle of the pipe.
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3.1.3 Particle Size Distribution in Porous Region

It is important to investigate the effect of PSD on the flow features in WWS,

which is the focus of this part. For this purpose, four simulation cases were

studied considering different particle size distributions. D10, D50 and UC data

sets were taken from the work of Romanova et. al [36]. The effects of packing,

grain size, sorting, and grain shape were combined through a general expression

for permeability proposed by Berg [94]. This equation gives an approximation

for maximum permeability of well-sorted grain. Typical porosity values for

well-sorted sedimentary materials are between 30-40 % [97].

Table 3.1: Calculated permeability values for four PSDs based on Berg’s
equation

Porosity Case D10 (micron) D50 Permeability (darcy)

Consolidated porous region: 30% 1 236 140 1.9678
2 245 178 1.5505
3 473 230 33.9705
4 236 162 1.5664

Unconsolidated porous region: 40% 1 236 140 8.5344
2 245 178 6.7244
3 473 230 147.3294
4 236 162 6.7933

In this work, porosity of the consolidated and unconsolidated regions was

set to 30% and 40% respectively for all cases. Having the porosity values and

PSDs, permeability was calculated by Berg’s formula as presented in Table 3.2.

By using Ergun’s equation (Equation 3.3) [88], the viscous and inertial resistance

factors are calculated and used as an input to the porous media model in STAR-

CCM+. Velocity at WWS inlet when flow faces contraction was calculated

as 10.73 m
day

. Velocity in porous media would be even smaller than this value.
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Low velocity in porous media makes inertial forces small and negligible. Low

velocity in porous regions are presented in Figure 3.16. The PSD is connected

to the CFD model via Berg’s formula and Ergun’s equation (Equations 3.1 and

3.3).

3.1.4 Results of Four Case Studies

16 probes were located at various places of the domain to extract and compare

the simulated pressure and velocity fields. Some of them are presented in

Figures 3.18 and 3.17.

Figure 3.17: Presentation of probes located at various parts of the model to
extract data.
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Figure 3.18: Axial probe in the annular region to collect pressure and velocity
data.

Pressure drop and velocity fields at the probes locations are presented in

Figures 3.20 and 3.21 having 4 PSDs. For the four sets of PSD data, it is

found that there was no significant difference in the pressure drop and velocity

fields at the probes locations (with various PSDs) specifically the one along

the WWS and pipe (axial direction). Experimental work using the same sets

of data (Table 3.2) reported less dependence of WWS on PSD than other sand

screen devices while having moving particles [36]. No significant difference in the

pressure drop and velocity fields at the probes locations having various PSDs

suggests that, if we could get similar results while simulating moving particles

in addition to the fluid, then we would confirm numerically that “WWS can

be used for a wide range of PSDs”. This finding will be important, since it

potentially reduces the cost of SAGD projects. Additionally, operational risk

could be decreased [36].

For the four sets of PSD data, it is found that there was no significant
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difference in the pressure drop and velocity fields at the probes locations (with

various PSDs) specifically the one along the WWS and pipe (axial direction).

Experimental work using the same sets of data (Table 3.2) reported less

dependence of WWS on PSD than other sand screen devices while having

moving particles [36]. No significant difference in the pressure drop and velocity

fields at the probes locations having various PSDs suggests that, if we could

get similar results while simulating moving particles in addition to the fluid,

then we would confirm numerically that “WWS can be used for a wide range

of PSDs”. This finding will be important, since it potentially reduces the cost

of SAGD projects. Additionally, operational risk could be decreased [36].

In the following, pressure and velocity comparisons for 4 PSD data sets are

presented on the probe passing through the whole domain in radial direction

(see Figure 3.20 and 3.21). Looking at the pressure and velocity plots, there is

no difference between four case studies since there is no moving particles. The

results confirm that having various PSDs and no moving particles, PSD will

not affect the flow in WWS, annulus, orifice and pipe. Since the permeability

is high for these four PSDs, the pressure drop is expected to be small as it is.

Mahdi et all [37] showed that in case of slotted liner, which is another type of

sand screen device, the pressure drop occurred all in flow concentration region

above the slot. That flow contraction region is much smaller in WWS, so the

pressure drop is accordingly smaller.
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Figure 3.19: Radial probe through the whole domain to collect pressure and
velocity data.
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Figure 3.20: Pressure on radial probe through the whole domain for 4 PSDs.

Figure 3.21: Velocity magnitude on radial probe through the whole domain for
4 PSDs.
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3.2 Summary

A comparative study of the coupled porous media-WWS model was conducted

on “fine” and “coarse” oil sands using conditions that simulates SAGD pro-

duction well with CFD. Analysis of the pressure and velocity fields along the

WWS and pipe confirm that having a single-phase flow of bitumen, flow in

WWS is showing no dependence on the particle size distribution in porous

media. This result confirms that having various PSDs and no moving particles,

PSD will not affect the flow in WWS, annulus, orifice and pipe. Also, it is

observed that the pressure drop is small from porous media to WWS, annulus,

orifice and finally pipe since flow contraction region is small in WWS and

causes lower pressure drop. The novelty of the present work is the analysis of

the dependence of the flow in WWS to PSD using CFD.

The calculations conducted in the previous sections of this chapter could

be considered as the validation for the CFD model. With no moving particles

in porous media, it was expected that no pressure and velocity difference must

be seen in the WWS, annulus and pipe as obtained by simulations. Also, mesh

independence study was applied which resulted in a verified model. The flow

simulation was also conducted on the full-domain of WWS as presented in

Figures 3.23 and 3.22. 987638 cells generated by polyhedral mesh for the WWS

full domain, annulus and pipe. Velocity field is presented in WWS, Figure 3.23,

resulted by CFD simulation of single phase flow of oil in the WWS full domain,

annulus, orifice and pipe.
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Figure 3.22: Polyhedral mesh for the WWS full domain, annulus, orifice and
pipe: 987638 cells.
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Figure 3.23: Velocity in WWS resulted by fluid flow simulation for the WWS
full domain, annulus, orifice and pipe.

3.3 Single and Tandem Particles

3.3.1 Dimensionless Numbers for Particulate Flow Study

Prior to solving problems, it is worth mentioning the two main dimensionless

numbers applied to study particulate flow. First is the Reynolds number that

is defined separately for dispersed phase (particles) as well as continuous phase

and the second one is Stokes’ number.

Rep =
ρf |V f −V p| Dd

µc
(3.5)
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Ref =
ρfV fL

µc
(3.6)

St =
(ρf − ρp) |V f −V p| D2

d

18 µc L
(3.7)

Equations (3.5) and (3.6) present the particle and fluid Reynolds’ number

respectively and Equation (3.7) presents the Stokes’ number. For large values

of the Stokes’ number, the trajectory of the particles is independent of the fluid.

As the value of the Stokes reduces, the influence of the fluid on the particles’

trajectory increases.

For the Stokes’ number less than 1, the particles will follow the fluid

streamlines closely. In the above equations, ρf is the fluid density and ρp is the

dispersed phase (particle) density. V f and V p are velocity of the continuous

phase and disperse phase respectively. µc is the continuous phase viscosity,

Dp is particle diameter and L is the continuous phase characteristic length.

At low Reynolds number (laminar flow regime), Reynolds’ number and Drag

coefficient are reversely proportional. Accordingly, the characteristic time of

the particle is defined as:

t0 =
ρp d

2
p

18µf
(3.8)

where ρp is particle density, dp is particle diameter and µf is fluid dynamic

viscosity.
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A dimensionless time could be defined as follows:

tDL =
ρp d

3
p

18µf tW
(3.9)

where t is simulation time and W is slot width.

3.3.2 Spherical Particle - Fluid Interaction Validation

In this section, a CFD-DEM model was setup and tested using three classic

flow problem. Single particle (spherical shape) settling in a Newtonian fluid

was simulated and particle’s terminal velocity resulted by CFD-DEM modeling

was compared with the theoretical terminal velocity. A suspended (neutrally

buoyant) particle was simulated by assigning same density for the particle and

the fluid. Additionally, CFD-DEM model was validated by the problem of the

settlement of two particles in a Newtonian fluid.

Problems Statement

There was a 3D tank filled with quiescent water that dimensions were 10 cm×

1 cm× 20 cm. Sand-like particles were injected in this tank to investigate the

interaction between the particles and fluid. There are three scenarios defined

to examine particle-fluid interaction as follows:

1. Obtaining single particle settlement velocity in the tank using a CFD-

DEM model and comparing the result with the known solution from

theory.
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2. The second problem was suspending the single particle in problem 1.

Having equal density for the continuous and dispersed phases, it is

expected that the terminal velocity of the particle will be zero and the

particle will become suspended.

3. Third problem was exploring the drag force of the two particles settling

in tandem in the quiescent fluid.

The outcome of working on these three scenarios will be validation of the

developed CFD-DEM model from the perspective of particle-fluid interaction.

Solution

All sides of the tank are no-slip walls. The velocity outlet boundary condition is

assigned to the top face. Mesh is the hexahedral structured mesh. The particles

are injected through a point injector. The unresolved coupling approach was

used. Computational model was set as Table (3.2).

Water (µf = 8.8871× 10−4 Pa · s and ρf = 997.561 kg
m3 ) and steel (density:

7800.0 kg
m3 ) are applied to the fluid and solid phase models respectively. Here is

the list of applied assumptions and the computational model setup:

� Fluid viscosity: constant (Newtonian fluid), 8.90× 10−4 Pa · s

� Fluid density: constant (incompressible), 997 kg
m3y

� Particles size: mono-dispersed (dp= 0.0025 m)

� Particle density: constant, 7800 kg
m3
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Table 3.2: Computational Model Setup

Setup

Continuous phase equations Continuity and NS equations
Fluid phase boundary condition Top face: velocity outlet
Fluid phase boundary condition Other faces: no-slip wall

Fluid initial condition Quiescent fluid
Discrete phase equations Newton’s 2nd law of motion (conservation of linear and angular momentum)

Particle boundary condition No-slip wall
Particle initial condition Velocity = 0.014 m

s
Coupling scale Coarse Grid Unresolved

Coupling technique Two-way coupling
Particle type DEM particles, Spherical

Solid particle material Glass (solid, sand-like)
Fluid material Water (liquid)

Forces
Pressure gradient force that counts for the buoyancy

Drag force
Gravity

DEM model setting

Residence time for particles
Track file to track the velocity of particles

Lagrangian multiphase DEM
Multiphase interaction

Grid 3D, Hexahedral
∂x
∂Dp

, ∂y
∂Dp

, ∂z
∂Dp

1 mm
0.2 mm = 5

Number of cells 10× 100× 200 = 200000
Fluid time discretization Scheme Implicit unsteady
Temporal order of discretization 1st order

Fluid flow solver Segregated flow
Velocity solver Algebraic multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar

CFD time-step 0.001 s
DEM time-step 0.01 s

Case 1: Single Particle Settlement Velocity A single particle was in-

jected into the tank at an initial velocity of 0.014 m
s
. It flowed down under

the gravity, drag and buoyancy forces until it reached the terminal velocity,

where the forces were at equilibrium. Reynolds number of the particle was 72.

The simulated terminal velocity by CFD-DEM model was in good agreement

with the particle terminal velocity obtained by theory that was obtained by

balancing the gravity, buoyancy force and viscous force. The terminal velocity
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obtained analytically was 0.02601 m
s
.

Figure 3.24 presents the single particle terminal velocity simulated by CFD-

DEM model and the one calculated by theory. The fluctuations in the velocity

are due to the wake street behind the particle. Having Re = 72, it is expected

to have a vortex shedding behind the falling particle in the fluid [98], [99].

The Strouhal number represents the ratio of inertial forces due to the

local acceleration of the flow to the inertial forces due to the convective

acceleration [100]. In Case 1 by the periodic motion of the wake behind the

particle, the Strouhal number, Str, is given by the following expression [100]:

Str =
fL

U
=

2fdp
U

(3.10)

where f is the frequency of the flow oscillations ( 1
s
), L is the characteristic

length (m) and U is particle velocity (m
s
). In this case, L = 2dp = 0.005 [98],

U = 0.02601 m
s

and f = 1
0.2 s

. The Strouhal number value calculated based on

the assigned values is 0.9612 for the falling particle in the quiescent fluid.
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Figure 3.24: Particle terminal velocity: simulation and theory

Case 2: Suspending a Single Particle In the second test case, a single

particle was suspended. Having equal density for the continuous and dispersed

phases, it is expected that the terminal velocity of the particle will be zero

and the particle will become suspended. This is also called neutrally buoyant

condition. The particle is injected into the tank at 0.014 m
s

and its velocity

reaches 7.7× 10−7 m
s
. The difference of this value with zero could be justified

with round-off error. If the simulation runs for a longer time, it will even

get closer to zero. Figure 3.25 shows the single particle settlement velocity

simulated by CFD-DEM model. It confirms that having equal densities for

the fluid and solid phases, the DEM model shows the particle is becoming

suspended eventually which is equivalent to the zero-terminal velocity.
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Figure 3.25: CFD-DEM simulation of a suspended particle

Case 3: Two Particles Settlement in Tandem The third problem is

the case of settling two particles in the tank filled with quiescent water. The

leading particle is injected and after one second, the trailing particle is injected.

It is expected that the trailing particle accelerates and moves faster toward the

leading particle. The reason for this acceleration is the smaller drag force that

the trailing particle feels due to moving fluid behind the leading particle [101],

which results in a lower relative velocity. The Reynolds number of the trailing

particle is expected to be less than the leading particle as well, due to the

lower relative velocity. Figure 3.26, 3.27, and 3.28 show the leading and

trailing particles velocities, Reynolds numbers and drag forces, respectively.

The CFD-DEM simulation confirms that:

1. The velocity of the trailing particle is increasing at a higher rate (acceler-
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ating) and it approaches the leading particle, as expected.

2. Reynolds of the trailing particle is less than the leading particle due to

the lower relative velocity between the continuous phase and the trailing

particle.

3. The drag force on the trailing particle is less than the drag force on

leading particle due to the lower relative velocity between the fluid and

the trailing particle.

Figure 3.26: Leading and trailing particle velocity contours

90



Figure 3.27: Leading and trailing particles Reynolds

Figure 3.28: Drag force on the trailing particle is less than the leading particle
as expected.
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3.3.3 Spherical Particle-Wall Interaction Validation

In this section, the goal is to track the trajectory of a falling particle bouncing on

a wall through CFD-DEM simulation and comparing the results the experiment.

Problem Statement

Considering the quiescent fluid of silicon oil in a tank made of glass, a steel

sphere was falling in oil toward the bottom glass wall. The mass density of

the steel sphere is ρp = 7800 kg
m3 . The Young’s modulus of elasticity E is

214× 109 Pa and the Poisson’s ratio v is 0.3. The mass density of silicon oil is

ρf = 970 kg
m3 and the dynamic viscosity is µ = 0.1 Pa · s (at T = 20 ◦C). Size of

the steel sphere was dp = 0.0053 m, Re number was 30 and St number was 55.

According to the available information, 3 problems will be solved as follows:

1. The falling particle trajectory is simulated with the CFD-DEM model

and compared with the experiment [45].

2. Domain sensitivity analysis is performed.

3. Mesh sensitivity analysis is applied to compare the effect of the coupling

resolution: smoothed unresolved (refined grid unresolved) vs. coarse grid

unresolved.

The outcome of working on these three scenarios will be validation of the

developed CFD-DEM model from the perspective of particle-wall interaction.

Setting details is found in Table 3.3.

92



Table 3.3: Computational Model Setup

Setup

Grid 3D, Hexahedral
Particle size 2.7 mm

Number of cells 300000
Fluid Glycerol
Solid Steel spheres

Fluid time discretization Scheme Implicit unsteady
Temporal order of discretization 2nd order

Fluid flow solver Segregated flow
Velocity solver Algebraic multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar

CFD time-step 0.001 s
DEM time-step 0.01 s

Figure 3.29 presents the non-dimensional distance between the bottom

apex of the falling particle and the wall. It was obtained by dividing the

distance between the bottom apex of the falling particle and the wall by

particle radius. x-axis presents the non-dimensional time where U is terminal

velocity of the particle and R is the radius of the particle. The solid line shows

the experimental trajectory of the particle. Three domain sizes were tested.

Results showed close agreement with the experiment which confirms that the

model could capture the physics of the particle-wall interactions successfully.

The objective of the next presented study was to investigate the effect

of the coupling resolution on the trajectory of the particle. The coarse grid

unresolved case presents close trend to the experiment however the smoothed

unresolved (refined grid unresolved) cases are much more accurate. The CFD-

DEM model can successfully simulate the trajectory of the particle bouncing

and its behavior before and after collision with the wall.

93



Figure 3.29: Domain sensitivity analysis

Figure 3.30: Mesh sensitivity analysis: smoothed grid unresolved vs coarse grid
unresolved cases
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Figure 3.31: Mesh sensitivity analysis: smoothed unresolved (refined grid
unresolved) cases

3.3.4 Validation of Spherical Particle-Particle Interac-

tion

In this section, an experimental problem of drafting-kissing-tumbling of two par-

ticles [102], is replicated with the CFD-DEM model to investigate the capability

of the model capturing the physics involved in particle-particle interaction.

Problem Statement

The benchmark problem considered here concerns the simulation of the motions

and interaction of two falling identical balls in a vertical tank with square

cross-section. The computational domain size was 0.1 cm × 0.1 cm × 0.4 cm.

The diameter d of the two balls was 1
6

mm. The initial translational and
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angular velocities of the balls were zero. The density of the incompressible

fluid was ρf = 1000 kg
m3 and the density of the balls was ρs = 1140 kg

m3 . The

fluid was quiescent. The boundary condition for the tank walls and balls was

no-slip. Fluid had a viscosity of 0.01 poise (0.001 Pa · s). The movement of

the two balls was simulated and the distance between them was measured

and compared with the DNS [102]. For verification and validation of the model,

different time steps and grid spacing were tested to obtain the distance between

the two particles at drafting, kissing, tumbling stages and then simulation

results compared with the DNS results.

Results

Based on the DNS, two balls falling in the fluid were expected to go through

three phases of drafting, kissing and tumbling according. The distance between

the two particles were obtained by CFD-DEM simulation. Figure 3.32 presents

these three phases predicted by the CFD-DEM model. Table 3.4 presents the

model setup for this problem. Numerous cases with various time steps and

grid spacing were tested and compared with the DNS solution that is the solid

line in Figure 3.33. Figure 3.33 presents the simulated distance between the

two particles as well as the DNS result. There is good agreement between

the simulated results and the direct numerical simulation solution, the solid

line [102].

The unresolved coupling was faster. With high performance computers, the

smoothed unresolved (refined grid unresolved) approach with higher accuracy

was the choice for the simulation of the particulate flow at micro-scale.
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In this validation case, the effect of the coupling resolution (smoothed

unresolved (refined grid unresolved/coarse grid unresolved)) also known as

mesh sensitivity analysis, 1st and 2nd order time discretization schemes, 1st

and 2nd order convection discretization schemes, various volume fractions of

each cell in coupling stage as well as the effect of various CFD and DEM time

steps were tested.

Table 3.4: Model Setup

Setup

Grid 3D, Hexahedral
Domain size 0.1 cm× 0.1 cm× 0.4 cm
Particle size 1

6 mm = 167 µm
Fluid viscosity 0.01 poise

Fluid time discretization Scheme Implicit unsteady
Convection discretization scheme 2nd order
Temporal order of discretization 2nd order

Fluid flow solver Coupled flow
Velocity solver Algebraic Multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar

CFD time-step Variable
DEM time-step 10 × CFD time-step

Coupling method Two-way coupling
Forces active Gravity, drag force, lift force, buoyancy
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Figure 3.32: CFD-DEM model simulation output: predicated drafting, kissing
and tumbling stages by simulation.

Figure 3.33: Smoothed unresolved (refined grid unresolved) cases: testing
various time steps and grid spacing

According to the simulated cases presented in Figure 3.33, the predicated

distance between the two particles in three stages of drafting-kissing-tumbling
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was in good agreement with the DNS results. It confirmed the capability

of CFD-DEM model of capturing the physics involved in the fluid-particle

interaction and particle-particle interaction.

3.3.5 Polyhedral Particle-Fluid Interaction Validation

In the previous sections, the CFD-DEM model was validated for the spherical-

shape particles. It was necessary to test the model credibility with non-spherical

shape particles. The terminal velocity of a polyhedral-shape particle was

simulated with the CFD-DEM model and compared to theory.

Terminal Velocity of Polyhedral Particle

In the following equations, it is shown how the terminal velocity of a non-

spherical particle is calculated by theory [55].

u∗ = ut

[
ρ2
f

g µ(ρs − ρf )

] 1
3

(3.11)

d∗ = dsph

[
g ρf (ρs − ρf )

µ2

] 1
3

(3.12)

u∗ =

[
18

d2
∗

+
(2.3348− 1.7439 φ2)

d0.5
∗

]−1

0.5 ≤ φ2 ≤ 1 (3.13)

u∗ and d∗ are the dimensionless terminal velocity and dimensionless particle

diameter defined by Haider et al [55]. dsph is the equivalent spherical diameter

for non-spherical particle which is the diameter of the sphere which has same
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volume as the non-spherical particle. ρs and ρf are the density of fluid and

particle respectively and µ is fluid viscosity. φ2 is particle sphericity that

accounts for particle shape and is defined as:

φ2 =
s

S
(3.14)

where s is the surface of a sphere having the same volume as the particle and

S is the particle actual surface area.

First, d∗ is calculated from equation (3.12). Having the value for d∗, u∗

can be obtained from equation (3.13) and finally the terminal velocity, ut,

is calculated through equation (3.11). Terminal velocity of the polyhedral

particle falling in a tank of quiescent water was calculated and compared to

the theoretical estimate. The simulated terminal velocity was in agreement

with the theory for various sizes of the spherical particle. It confirmed the

capability of CFD-DEM model of capturing the physics involved in the fluid-

particle interaction and particle-particle interaction. It confirmed the capability

of CFD-DEM model of capturing the physics involved in the fluid-particle

interaction having non-spherical particle.

Additionally, polyhedral particle-wall interaction has been investigated

through investigation of the trajectory of the polyhedral particle bouncing on

the wall. This problem will be described in the coming section.
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3.4 Application of the CFD-DEM Model

Having a validated CFD-DEM model from the perspective of particle-fluid

interaction, particle-wall interaction and particle-particle interaction, this model

has been applied to solve problems with various degrees of complexities.

3.4.1 Investigation of Physics Involved in Particulate-

Flow

Considering the quiescent fluid of silicon oil in a tank made of glass, a steel

particle is falling in oil toward the bottom glass wall. The mass density of

the steel sphere is ρp = 7800 kg
m3 . The Young’s modulus of elasticity E is

214 × 109 Pa and the Poisson’s ratio v = 0.3. The mass density of silicon

oil is ρf = 970 kg
m3 and the dynamic viscosity is µ = 0.1 Pa · s (at T = 20

◦C). Diameter of the steel sphere is 0.0053 m. In Table 3.5, the CFD-DEM

model setup is presented. In this problem referring to equations (3.7) and (3.5),

St = 30 and Rep = 55.
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Table 3.5: Model Setup

Setup

Grid 3D, Hexahedral
Fluid Silicon oil

Particle Steel sphere
Domain size 10 cm× 10 cm× 30 cm
Particle size 2.7 mm

Fluid time discretization Scheme Implicit unsteady
Temporal order of discretization 2nd order

Fluid flow solver Segregated flow
Velocity solver Algebraic Multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar

CFD time-step 0.001 s
DEM time-step 0.01 s

Coupling method Two-way coupling
Forces active Gravity, drag force, lift force, buoyancy

Effect of the Shape of the Particle on the Trajectory of the Particle

This problem was solved for 2 scenarios: a spherical particle and a polyhedral

particle in similar conditions explained above. Tracking the trajectory of the

particle bouncing on the wall and the difference between the trajectory of

the spherical and polyhedral particle confirms that the shape of the particle

affects the trajectory of the particle bouncing on a wall, Figure 3.34. In this

simulation, characteristic length of the polyhedral particle, which was the

longest dimension of the polyhedral particle, was assigned to be the same as

the spherical particle diameter for comparison.
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Figure 3.34: Trajectory of a spherical particle bouncing on a wall: plotting the
distance from the bottom apex of the particle to wall versus time.

This difference was mainly visible after the particle hits the wall, Figure 3.34.

The simulated result compared to experiment and the spherical particle trajec-

tory is in agreement with the experimental trajectory. In addition, the terminal

velocity of the polyhedral particle is in agreement with the theory.

Effect of the Changes in Viscous Drag Model on the Trajectory of

a Particle Bouncing on a Wall

In this problem, 3 different drag models were applied in the CFD-DEM model:

Gidapsow [86], Schiller-Naumann and Di Felice [5]. The simulated trajectory of

the particle bouncing on the wall is different having the various drag models

which directs the attention towards the importance of the drag model selec-

tion. Gidapsow drag model [86] had the closest results with the experimental
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trajectory.

Figure 3.35: Trajectory of a spherical particle bouncing on the wall: the effect
of various drag models (plotting particle distance from wall versus time)

Calculating the Restitution Coefficient out of the Developed CFD-

DEM Simulation

The developed CFD-DEM model was applied to predict the restitution coeffi-

cient in 4 scenarios having different Stokes numbers.
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Figure 3.36: The wet restitution coefficients during a particle–wall contact
collision as a function of collision Stokes number. The results were compared
to the numerical studies of [10], [11] and [12], and the empirical relation of [13].

To calculate the restitution coefficient for each Stokes number, the velocity

of the particle falling was tracked and the ratio of the simulated velocity before

and after the collision resulted in the simulated restitution coefficient.

The wet restitution coefficients during a particle–wall contact collision as a

function of collision Stokes number in Figure 3.36. The results were compared

to the numerical studies of [10], [11] and [12], and the empirical relation of [13].

y-axis shows the restitution coefficient and x-axis shows the Stokes number

calculated at the time of the particle collision with the surface.

The solid particle has its fixed restitution coefficient of 0.9, which is the value

that applies for zero-way coupled cases (natural damping of the solid, which

applies to high collision Stokes values and cases of no-fluid or vacuum). At
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lower values of the collision Stokes number, the simulated restitution coefficient

would remain the same as the solid restitution coefficient, if the lubrication and

other surface interaction forces were not included. And if they were included,

but were poorly calculated, then the simulated restitution coefficient would

not match the experiment. Therefore, STAR-CCM+ is accounting for the

lubrication and other surface interaction forces to a good level of accuracy.

3.5 Conclusions

In this chapter, the CFD-DEM model was verified and validated. Here is the

summary of the problems solved to validate the CFD-DEM model:

1. Particle-fluid interaction validation: single particle terminal velocity,

single particle suspension, two particles falling in tandem.

2. Particle-particle interaction validation by simulating the drafting-kissing-

tumbling problem and comparison with DNS.

3. Particle-wall interaction validation by simulating the particle bouncing

on a wall.

In addition, mesh sensitivity analysis was completed by comparing numer-

ous smoothed unresolved (refined grid unresolved) and unresolved cases. It

was confirmed that while the unresolved cases follow the trend of the experi-

mental results, the smoothed unresolved cases are in better agreement with

the experimental results at the scale of this research, micro-scale.
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The verification and validation of this model has provided an understanding

of simulating the particle-particle interaction, particle-wall interaction and

particle fluid interaction considering the spherical and polyhedral shape of the

particle.

The main contribution of this research work is outlining a work-flow for

CFD-DEM model validation as well as developing a model that works with

spherical and polyhedral shapes of the particle. The developed and validated

CFD-DEM model provides a platform to explore particulate flow in sand screen

devices in oil wells. An interesting problem in sand filters arching phenomenon

is under investigation using this CFD-DEM model and the results will be

discussed in the next chapters.

With the CFD-DEM model, it is possible to give a scientific description of

the sand-retention mechanisms, most importantly sand-arching and advancing

this knowledge could be employed to improve the design of the sand filter by

the industry partner of this work.

3.5.1 Recommendations on Model Setup for Particulate-

Flow Study

This research provides a unique opportunity to advance the understanding

of multi-particle bridge formation, stabilization, destruction and reformation

at filter opening by numerical modeling of particulate flow at filter opening

involving hundreds of particles. This study aims to offer insight into how bridge

performs under transient conditions. Advancing the findings will help industry
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partner of the research make better decisions about filter selection and design

while dealing with common transient well-bore phenomenon.

The first phase of this work involved setting up a numerical model and

conducting a rigorous verification and validation of the model to assure that

the model was predictive from the perspective of particle-particle, particle-wall

and particle-fluid interactions.

Literature was investigated to apply the right particulate-flow modeling

approach at micro-scale considering the computational resources. It was found

that by the CFD-DEM model, the collision of hundreds of particles and the

inter-particle forces could be simulated. The CFD-DEM models were set

up and validated from the perspectives of particle-particle, particle-wall and

particle-fluid interactions with the benchmark problems as well as the available

experimental work from the collaborating labs and literature.

Following the verification (mesh independence analysis) and validation

practices, a list of best practices was achieved to set up the model and study

particulate flow at filter opening as follows:

1. A mesh should be designed in a way that gives adequate resolution in re-

gions where spatial gradients are high, such as slot entrance. Considering

the computational cost and accuracy, the best practices mesh-resolution

for a steady state particulate flow case was achieved by smoothed un-

resolved coupling where the size of the particle was at least as twice

as the mesh size. Also, mesh-resolution for a transient particulate flow

case was achieved by smoothed unresolved coupling where the size of the

particle was at least five times larger than the mesh size. The quality of
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the robust simulation model guaranteed by grid independence and error

estimation.

2. Any recirculation across a flow boundary should be avoided.

3. The mesh should be aligned with the flow to improve the accuracy and

increase the rate of convergence.

4. Grid sensitivity study with two or more meshes must be applied.

5. The unsteady simulation had to start from a converged steady solution

and then convert to transient.

6. Second order time discretization was preferred, and a spatial discretization

that was based on second-order upwind differencing scheme.

7. A default solver setting (velocity URF = 0.8, pressure URF = 0.2, and of

iterations per time step = 5) works well rather than the regular setting

which was slower (velocity URF = 0.7, pressure URF = 0.7 , number of

iterations per time step = 4 to 10) and the aggressive setting (velocity

URF = 1, pressure URF = 0.9 , number of iterations per time step = 3).

8. The segregated solver was preferred to the coupled solver for transient

cases considering the accuracy and the computational cost.

9. Freezing the solvers helped initial simulation stability, computational

efficiency, and reducing total run time specifically early in the simulation.

Convergence issues could arise because of the lack of a good physical

initial condition for transient simulations.
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10. The preferred boundary condition combination was to use no-slip wall

and symmetry for the domain boundaries.

11. The preferred mesh is hexahedral rather than polyhedral considering

accuracy and computational cost.

12. A velocity inlet boundary condition type for the upstream, and a pressure

outlet boundary condition for the downstream boundary were preferred.

13. It was revealed that Young modulus lower than the actual one could

reduce simulation time as DEM time-step was dependent on Young

modulus. A reduction up to three order of magnitudes could be applied

with sensitivity analysis.

14. Hertz-Mindlin contact model could predict well how particles interact

during the collision.

15. The boundary condition is set at continuum level by default and had to

setup for each individual boundary of particles.

16. Maximum porosity could be specified as limit after which injection of

new particles is stopped. This feature could help building the porous

regions with particles.

17. Two-way coupling is recommended to study retention mechanisms where

each phase is affected by the other phase for example if drag force is

included in the simulation, a momentum source is added to the continuous
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phase. The reason for using two-way coupling is all the interactions

involved in the collision are included in the simulation.

18. Volume fraction of disperse phase in the continuous phase is dependent

on cell size where maximum volume fraction is 1 in case of having larger

particles than cells. Solution could be unstable if the disperse phase

produces high sources of momentum. Sources could be smeared/smoothed

in more cells through DEM solver to avoid instability. It was achieved

that the maximum volume fraction specified in the simulations in case

of smoothed unresolved coupling was 0.98. Using 1 resulted in the

simulations instability.

19. The CFD-DEM model by applying the soft-sphere model was predictive.

In the the soft-sphere model, particles could overlap but not deform. The

soft-sphere formulation is based on the contact forces that are established

during a contact between particles [6]. In this model, contact force is

proportional to the overlap and multiple contacts are allowed at the same

time.
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Chapter 4

Investigation of Multi-Particle

Arch Formation

In this chapter, the multi-particle arching phenomenon, the break down of the

conditions and parameters involved in multi-particle arching and the bridge

response under transient condition, which are the main goal of this research

project, will be discussed. This chapter starts with an investigation of the sand-

retention mechanisms, specifically, with slurry flow on top of the slot. Then, the

multi-particle arching phenomenon with a packed-bed of sand particles on top

of the slot is discussed. Various parameters and conditions studied to support

multi-particle arch formation, stabilization, destruction and reformation. They

are listed as follows:

1. Investigation of the environment on top of the slot: porous region and

empty gap between the filter opening and the reservoir.

2. Investigation of the effect of the particle size: considering uniform distri-
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bution and non-uniform distribution.

3. Investigation of the effect of physical forces: drag, buoyancy, gravity,

virtual mass, cohesive force, lift forces, and interaction forces.

4. Investigation of the effect of the fluid: air, water, and Athabasca oil.

5. Investigation of the effect of slot length and width.

6. Investigation of the effect of the particle concentration.

7. Investigation of the effect of the particle shape: spherical and polyhedral.

8. Investigation of the effect of slot geometry: straight, WWS, keystone and

seamed slot.

4.1 Sand-Retention Mechanisms at the Open-

ings of the Sand Filters

Simulation of the sand-retention mechanisms (surface deposition, size exclusion,

sequential arching and multi-particle arching) and the investigation of the

factors that affect these mechanisms will be helpful to enhance the criteria for

the sand screen selection and sand screen design in oil industry [18], [50], [51]. Sand-

retention mechanisms can be explored through simulation of the particulate

flow around the sand screen device as reviewed in chapter 1. Sand screens act

as an obstacle to prevent the solid particles from flowing into the oil production

well and they rely on four mentioned mechanisms.
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Among the four mechanisms, multi-particle arching is an efficient sand-

retention mechanism that is the main interest of this research. In the next

section of this chapter, various slurry and packed-bed cases are discussed,

and the sand-retention mechanisms with the focus on multi-particle arching

phenomenon are explored.

4.1.1 Various Slots: Straight, Keystone, WWS, Seamed

Slot

There are four types of sand-filter slots that were examined in this research:

straight, keystone, wire-wrapped screen (WWS) and seamed slot (Figure 4.2).

The geometry of these slots are different and those differences could affect their

sand-retention perfomance.
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(a) Straight slot (b) Seamed slot (c) Keystone slot

(d) WWS slot

Figure 4.2: Various slot geometries with porous media on top

Figure 4.3 shows the velocity distribution of single phase flow of oil in a

single opening of a seamed slot. The inlet velocity was chosen to correspond

to the flow through a single slot at a typical production rate for SAGD. As

a result, the fluid velocity is very small and the maximum fluid velocity was

observed in the middle of the slot close to the slot opening. At the slot opening,

the area for fluid entrance reduced, and consequently, the velocity of the fluid

increased.
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Figure 4.3: Velocity distribution of single phase flow of oil in a seamed slot.
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4.2 Slurry Cases

A slurry is a diluted mixture of a fluid and solids denser than the fluid suspended

in the fluid phase [103]. The size of solid particles may vary from 1 µm up to

hundreds of millimeters. In this case, the solid particles are sand particles at

the scale of 200 µm. The fluid phase is the carrier phase transporting solids. In

slurry flow, solid phase or dispersed phase could have various concentrations of

particles resulting in various slurry concentrations. The slurry concentrations

normally range from 6% to 40% for sand slurries [103].

Problem Statement The slurry flow cases considered here consist of Athabasca

oil and sand particles on top of a single filter opening. The objective was to

investigate the sand-retention mechanisms that occurred with the slurry flow

to see if the multi-particle arching occurs. In this section, various parameters

and conditions of the slurry flow were tested to get knowledge of retention

mechanisms. The geometries and dimensions of the simulation domain, shown

in Figure 4.2, were chosen to replicate the shapes of a slurry flow experi-

ment [1] for qualitative comparison. Table 4.1 presents the computational and

mathematical setup of the problem.
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Table 4.1: Mathematical and computational model setup for slurry cases

Setup

Continuous phase equations Continuity and NS equations
Fluid phase boundary condition Top face: fluid velocity inlet = 0.001 m

s
Fluid phase boundary condition Other faces: no-slip wall

Fluid initial condition Quiescent
Discrete phase equations Newton’s 2nd law of motion (conservation of linear and angular momentum)

Particle boundary condition No-slip wall
Particle initial condition (at t = 0) Terminal velocity = 0.0065 m

s
Coupling scale Smoothed Unresolved

Coupling technique Two-way coupling
Particle type DEM particles, Spherical

Solid particle material Glass (solid, sand-like)
Fluid material Athabasca oil

Forces

Pressure gradient force (counts for the buoyancy)
Drag force

Gravity
Interaction forces

Lift forces
Virtual mass force

DEM model setting

Residence time for particles
Track velocity and locations of particles

Lagrangian multiphase DEM
Multiphase interaction

Grid 3D, Hexahedral
Particle size dp = 200 µm

Fluid Athabasca oil (µf = 0.0136 Pa · s and ρf = 915.2 kg
m3 )

Solid Glass (ρ = 2800.0 kg
m3 , Poisson’s ratio = 0.45, Young’s modulus = 517000.0 Pa)

Fluid time discretization Scheme Implicit unsteady
Temporal order of discretization 2nd order

Fluid flow solver Segregated flow
Velocity solver Algebraic multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar (at slot Ref = 0.0672, Rep = 0.106, St = 0.004)

CFD time-step 0.01 s
DEM time-step 0.1 s

4.2.1 Slurry Cases without and with Porous Media

A structured porous region on top of the slot could have affected particles’

interactions and consequently the sand-retention mechanisms. In order to

observe the occurrence of various retention mechanisms, one case consists of an

open flow area in front of the slot and the other case consists of a structured

porous medium with fixed circular obstacles. This case condition and simulation
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is presented in Table 4.1. Figure 4.5 presents the two case studies of slurry flow

in a single opening of a sand screen device (wire-wrapped screens or WWS)

with and without porous media on top.

It was obvious from the simulations that the concentration of the particles

are too diluted to result in multi-particle arch formation at the slot.

Here is a list of observations by simulating cases with and without the

porous region:

1. A porous region on top of the slot reduced the number of particles passing

through the slot in the specified time compared with the case without

the porous region.

2. Surface deposition and size exclusion were observed.

3. There was no formation of multi-particle arch in either case.

4.2.2 Slurry Cases with Various Concentration of Par-

ticles

Slurry concentrations is the ratio of volume of solids and total volume of the

mixture, usually given in percentage. In these simulations, a range of sand

particles’ concentration (10%, 20%, 25%, 30%, 35%, 36%, 38%, 40%) was

tested to investigate the effect of concentration on sand-retention mechanisms,

as summarized in Table 4.2. Figures 4.6 shows two sand-retention mechanisms

that were observed: surface deposition and size exclusion in this case.
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(a) Without porous media

(b) With porous media

Figure 4.5: Slurry flow on a filter opening without and with porous media on
top of the slot.

120



Figure 4.6: Two sand-retention mechanisms were observed: surface deposition
and size exclusion in this case with slurry flow of spherical particles and porous
media on top of the slot.
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Table 4.2: Cumulative numbers of particles that passed the slot during 1.1 s
interval (11 DEM time steps): slurry cases with various particle concentrations

Time 10% 20% 30% 40%

2-3.1 s 2 4 7 11
4.3-5.4 s 5 9 14 13
9.7-10.8 s 3 6 9 9
15.5-16.6 s 3 5 6 8

The following findings were observed from the simulated scenarios:

1. The number of particles passing through the slot within the time specified

(11 DEM time steps = 1.1 s) initially increased at the beginning of the

flow and then reduced when particles started to deposit, as shown in

Table 4.2.

2. Surface deposition was clearly observed, see Figure 4.6. Size exclusion

mechanism occurred at the pores in porous media as the size of the

particles was larger than the pore size at some locations.

3. Despite various concentrations of particles within the range for slurry

flow, the multi-particle arch and sequential arching did not occur in any

case.

4.2.3 Slurry Cases with and without Fluid Flow

To assess the effect of the fluid flow on the retention mechanisms, several

simulation scenarios with flow of different fluids were conducted with and

without fluid (i.e. without any fluid interaction, as in vacuum). Three fluids
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were tested: air (µf = 1.849× 10−5 Pa · s and ρf = 1.184 kg
m3 ), Athabasca oil

(µf = 0.0136 Pa · s and ρf = 915.2 kg
m3 ) and water (µf = 8.8871 × 10−4 Pa · s

and ρf = 997.561 kg
m3 ).

In the first case, the fluid solver was stopped, also called frozen or no-fluid

case to remove the fluid stress, normal and shear, on particles, and to investigate

the occurrence of the sand-retention mechanisms in the extreme case of no

fluid as in vacuum. The concentration of the slurry flow was 35% for these

scenarios. Problem setup is presented in Tables 4.1 and the corresponding

non-dimensional numbers are listed in Table 4.3. The study was conducted on

WWS with and without porous media on top of the slot.

Table 4.3: Reynolds and Stokes numbers as well as particle terminal velocity
in case of the various fluids

air water Athabasca oil

Rep 1.87 6.18 0.107
Ref 0.064 1.12 0.0673
St 1.85 0.059 0.004

Particle terminal velocity (ms ) 0.022 0.146 0.0065

Here is a list of findings that were observed out of the scenarios with and

without fluid flow:

1. For the case with the most viscous fluid (Athabasca oil), less particles

passed through the slot in the specified time, Table 4.4.

2. The presence of viscous fluid (water and oil) slowed down the flow of the

particles, compared with the cases of no fluid and air.

3. There was no multi-particle arch formed in any case.
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Table 4.4: Average numbers of particles passing through the slot in the specified
time (DEM time step = 0.1 s).

Frozen solver (no fluid) Air Water Athabasca oil

WWS without porous media 4.3 2.7 1.9 1.5

WWS with porous media 3.2 2.3 1.6 1.1

4.2.4 Slurry Cases with Spherical and Polyhedral Par-

ticles

In all previous cases, particles were spherical. In this section polyhedral

particles, with aspect ratio larger than 1 and with sharp corners, were tested

with slurry flow. Three sizes were tested for the particles within the possible

range, corresponding to 3 to 5 times smaller than the slot opening (200, 275

and 375 microns). The slot shape is WWS and the cases were tested with

and without porous media on top of the slot. Problem setup is the same as

presented in Tables 4.1, except that the particles were polyhedral with aspect

ratio equal to 1.6 (Figure 4.11) this time.

The following findings were observed in this study:

1. Surface deposition was observed on the filter surface and at the pores.

Size exclusion and sequential arching or sequential bridging (Figure 1.3)

were observed in pores as retention mechanisms, shown in Figure 4.7.

2. In the case with the uniform-size polyhedral particles, multi-particle arch

was also not formed at the slot.
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Figure 4.7: Three sand-retention mechanisms were observed: surface deposition,
size exclusion and sequential arching in this case with slurry flow of polyhedral
particles and porous media on top of the slot (CFD-DEM simulation).
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Slurry Case: Particle Build-up Comparison with Experiment The

results from the uniform-size polyhedral slurry flow simulation on a WWS

opening revealed particle build-up around the slot entrance. They were com-

pared with the particle shadowgraph velocimetry (PSV) experimental results

conducted by Kinsale et al [1], [2] on a straight slot. Similar surface deposition

and particle build-up around the slots were observed in both simulation and

experiment. It could confirm the validity of the simulation results. The scale

of the porous media is similar in the experiment and simulation. The experi-

mental particle scale is 40 µm and the scale of the particle used in CFD-DEM

simulation is 100 µm. Surface deposition was also observed in both simulation

and experiment.

Figure 4.8: Particle build-up comparison between the CFD-DEM simulation
on a WWS opening and PSV experiment result [1] on a straight slot

It can be concluded that the difference between the geometry of the two

slots had no significant effect on the retention mechanisms and particle build-up
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before the slots.

4.2.5 Slurry Cases With Particle Size Distribution

The particle size distribution (PSD) of a slurry defines the relative amount,

typically by mass, of particles present in the slurry according to size. In the

simulations, PSD was tested to investigate the effect of non-uniform particle

distribution on sand-retention mechanisms. Particle size distribution was

considered as D10 = 50 µm, D50 = 200 µm, D90 = 400 µm. Problem setup is

presented in Table 4.5.

127



Table 4.5: Mathematical and Computational Model Setup for PSD Case

Setup

Continuous phase equations Continuity and NS equations
Fluid phase boundary condition Top face: velocity inlet = 0.001 m

s
Fluid phase boundary condition Other faces: no-slip wall

Fluid initial condition Quiescent
Discrete phase equations Newton’s 2nd law of motion (conservation of linear and angular momentum)

Particle boundary condition No-slip wall
Particle initial condition (at t = 0) Terminal velocity = 0.0097 m

s
Coupling scale Smoothed Unresolved

Coupling technique Two-way coupling
Particle type DEM particles, Polyhedral

Solid particle material Glass (solid, sand-like) and heavy/high-density particles

Forces

Pressure gradient force (counts for the buoyancy)
Drag force

Gravity
Interaction forces

Lift forces
Virtual mass force

DEM model setting

Residence time for particles
Track velocity and locations of particles

Lagrangian multiphase DEM
Multiphase interaction

Grid 3D, Hexahedral
Particle size D10 = 50 µm, D50 = 200 µm, D90 = 400 µm

Fluid Athabasca oil (µf = 0.0136 Pa · s and ρf = 915.2 kg
m3 )

Solid Glass (ρ = 2800.0 kg
m3 , Poisson’s ratio = 0.45, Young’s modulus = 517000.0 Pa)

Fluid time discretization Scheme Implicit unsteady
Temporal order of discretization 2nd order

Fluid flow solver Segregated flow
Velocity solver Algebraic multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar (Ref = 0.0672, Rep = 0.239, St = 0.009)

CFD time-step 0.01 s
DEM time-step 0.1 s

The following is a list of findings observed:

1. Similar to the previous scenario, three sand-retention mechanisms were

observed: surface deposition, size exclusion and sequential arching, as

shown in Figure 4.9.

2. The average number of particles passing through the slot at the specified

equal time was less for the case with PSD than for the uniform case.
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3. With polyhedral particles and PSD, multi-particle arch did not form on

the slot opening for cases with and without porous media.

Figure 4.9: Surface deposition, size exclusion and sequential arching were
observed with slurry flow, porous media on top of the slot and having PSD.

4.2.6 Slurry Cases: Testing Physical Forces Exclusion

There are various forces playing roles in the simulation of particulate flow

passing through the screen slot, which are drag force (fluid stress), buoyancy

force, gravity force, virtual mass force, cohesive force, lift force, and solid

interaction forces (particle-particle, particle-domain). The summation of the

three main forces acted by the fluid on the particles: drag force, buoyancy and

virtual mass were considered as the particle-fluid interaction force. Problem
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setup is similar to what presented in Tables 4.5. Forces were excluded one by

one at a time and the cumulative number of particles passing through the slot

in the specified time interval (10 DEM time steps = 1 s) was tracked.

Table 4.6: Cumulative number of particles passing through the slot in the
specified time interval (1 s) while a force is removed from simulation.

Omitted force WWS without porous media WWS with porous media

drag force 7 3
buoyancy force 14 5
gravity force 0 0

virtual mass force 12 5
cohesive force 13 5

lift force 12 6
particle-fluid interaction force 6 4

particle-particle interaction force 6 3
particle-wall interaction force 5 3

The main forces that caused particles to pass through the slot were grav-

ity and interaction forces (particle-wall interaction, particle-fluid interaction,

particle-particle interaction) since by omitting them there is less particles

passing through the slot. Note that the particle-fluid interaction combines the

main fluid forces (drag, buoyancy and virtual mass force). In the slurry case,

the particle concentration is low and there was no formation of multi-particle

arch in any case.

4.2.7 Slurry Cases: Testing Various Slot Shapes

In this series of simulations, four different slot geometries were tested under

conditions similar to those presented in Table 4.5. The objective was the

investigation of the possibility of arch formation with different slot geometries,
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Figure 4.2. These cases were tested having a porous region on top of the slot

opening and with/without fluid. The simulation results confirmed that there

was no arch formed, neither mechanical nor hydrodynamic. Various geometries

(keystone, WWS, straight and seamed slots) could not help with the arch

formation, while having slurry flow. Table 4.7 presents the average number

of particles passing through each slot in the specified time interval that is 10

DEM time steps = 0.1 s.

Table 4.7: Average number of particles passing through the slot in the specified
time interval (0.1 s) for different slot shapes.

WWS Seamed Keystone Straight

Porous media on top 2.1 1.8 2.2 2.1
No porous media 3 2.5 3.6 2.9

4.2.8 Slurry Cases: Testing Various Slot Widths and

Lengths

In these simulations, various slot widths and lengths were tested to investigate

the possibility of the arch formation with different slot widths and lengths.

Values of 6dp, 5.5dp, 5dp, 4dp, 3dp, 2.5dp and 2dp were tested for the length

and width of the slot, where dp is the particle diameter. The flow regime was

laminar in all cases studied. In any cases, no mechanical or hydrodynamic

multi-particle bridges were formed. Cases were also explored, in which particles

were deliberately injected in the arch-shape locations initially to support the

arch formation. This strategy did not help either. The results confirmed that
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the slurry flow does not result in multi-particle arch formation.

4.2.9 Discussion

Following validation of the CFD-DEM model, in various scenarios the possibility

of multi-particle arch formation was investigated by modeling the slurry flow

with various test conditions. Three retention mechanisms: size exclusion,

surface deposition and sequential arching were observed, Figure 4.9. However,

no multi-particle arch was formed at the slot. The conclusion is that the

multi-particle arching phenomenon does not occur during the slurry flow in

various types of sand screen’s openings. These results occurred even for a

narrow slot.

The slurry flow can occur during the initial phase of a SAGD process, called

warm-up [39], followed by formation of a loosened packed-bed [71], [72], [73] called

unconsolidated packed-bed in the gap between the sand filter and the oil-sand

reservoir. The investigation on slurry cases confirms the finding that the stress

from the packed-bed of solid particles on top of the slot opening might be

essential to form the multi-particle arch as the retention mechanism.

Particulate flow with a packed-bed on the sand filter will be discussed next

in this chapter. It was clear from the majority of the simulated slurry scenarios

that the concentration of the particles was too diluted to result in multi-particle

arch formation. The results could also suggest the importance of the gravity,

particle-fluid interaction force and particle-particle interaction force to model

the transport of particles around and into the slot in the slurry flow.

The current work provided the platform to start the next phase of the
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research that was modeling and investigating of multi-particle sand arch for-

mation using a packed-bed of the sand particles in the gap between the sand

filter and oil-sand reservoir.
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4.3 Unstable Packed-Bed

Based on the findings of the previous section, the conclusion was that multi-

particle arching could not happen if there was slurry flow in the gap between

the reservoir and the sand screen. In this section, no porous medium of fixed

obstacles was used. Instead, a packed-bed of loose sand particles was created to

apply additional stress to the particles on top of the slot. This was an attempt

to achieve the multi-particle arch formation. By increasing the concentration

of particles in the gap between the reservoir and the screen, a packed-bed of

loose sand particles was formed as the representative of sand layers usually

present between the sand screen and the reservoir. This region, which is also

called the unconsolidated porous region, has typically a porosity between 0.3

to 0.4 [104]. Packed-bed was produced in simulations through two approaches,

resulting in unstable and stable beds.

In this section, various scenarios of unstable packed-beds were investigated.

The beds were called unstable because they were constantly perturbed by

the deposition of the new particles during the fluid flow. Simulations were

conducted on slots with various geometries, and the effect of various parameters

and conditions that might contribute to the formation and stability of the

multi-particle arch were investigated. In these type of investigations, replication

of the simulations matters. The same scenarios were simulated multiple times

to ensure that the results were reproducible. These studies were conducted at

micro-scale level with several sizes of particles (50 µm < dp < 400 µm) and

various shapes. Athabasca oil was used as the viscous fluid in the majority of
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the simulations.

4.3.1 Unstable Packed-Bed Setup

In the simulations to form the packed-bed on top of the slot in the unstable bed,

solid particles were continuously injected from the top of the domain in order

to keep the porosity of the unconsolidated region equal to the assigned number

between 0.3 and 0.4. In unstable packed-bed formation, the slot remained

open from the beginning and during the particle injection, which resulted in

an unstable bed (see Figure 4.10). Because of this approach, the packed-bed

never had a chance to settle and become stable. It is clear from the images

in Figure 4.10 that while the packed-bed was created, the slot was open and

particles continuously passed through the slot.

Figure 4.10: Unstable packed-bed formation of polyhedral sand particles
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4.3.2 Unstable Packed-Bed without and with Fluid Flow

In this section, the effect of fluid type was investigated in multi-particle arch

formation in the unstable packed-bed simulations. In addition to the extreme

case of a frozen fluid solver (no fluid), three fluid cases with various ther-

mophysical properties were simulated: Air (µf = 1.849 × 10−5 Pa · s and

ρf = 1.184 kg
m3 ), Athabasca oil (µf = 0.0136 Pa · s and ρf = 915.2 kg

m3 ) and

water (µf = 8.8871 × 10−4 Pa · s and ρf = 997.561 kg
m3 ). These fluids have

different viscosities and densities and are assumed to be Newtonian fluids. The

problem setup is similar to Table 4.5.

Table 4.8 lists the times when multi-particle arching happened for the first

time named stage 1 (arch formed), when this arch broke named stage 2 and

when the arch formed again after breakage (arch reformed) named stage 3. In

addition, the periods during which the arch was stable and the periods of sand

production, until the arch formed again, are also shown.

The following is the list of findings that were observed:

1. In all cases shown in Table 4.8, the multi-particle arch formed with/without

fluid, then broke after a period of time and reformed, and this pattern

continued.

2. According to Table 4.8, without fluid the arch formed faster at 8.63

seconds. However, it stayed stable for a shorter time and reformed more

quickly after breakage. In this case, the particle-particle interaction

forces between the particles and the gravity force played key roles in

arch formation. The particle-fluid interaction forces could be considered
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non-essential in arch formation, as without it the multi-particle arch still

formed in the case with no fluid.

3. By increasing the fluid viscosity, it took longer for the initial arch to form.

The stabilization period was longer and, following destruction, it took

longer for the arch to reform.

Table 4.8: Monitored times (in seconds) for when multi-particle arching hap-
pened, broke and reformed as well as stabilization and reformation correspond-
ing periods in a straight slot.

Frozen Solver
(No Fluid)

Air Water Athabasca oil

Arch formed Stage 1: 8.63 Stage 1: 11.35 Stage 1: 13.37 Stage 1: 14.77
Arch broke Stage 2: 10.12 Stage 2: 14.58 Stage 2: 17.14 Stage 2: 18.87

Arch reformed Stage 3: 14.42 Stage 3: 19.63 Stage 3: 22.91 Stage 3: 25.01

Stabilization period 1.49 3.23 3.77 4.1

Reformation period 4.3 5.05 5.77 6.14

4.3.3 Unstable Packed-Bed with Spherical Particles and

Polyhedral Particles

In this section, the objective is to investigate the effect of the particles’ shape

on multi-particle arch formation and its stability. The CFD-DEM simulations

were conducted with spherical and polyhedral particles on a straight slot in

3D. Problem setup is similar to Table 4.5. The study was done on straight

slot with spherical particles and polyhedral particles and different aspect ratios

(AR), Table 4.9. The aspect ratio of a particle is defined as the ratio of its

major dimension and minor dimension.
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Figure 4.11: Particle shapes with aspect ratios from left to right: 1, 1.6 and 2.3

Table 4.9: Monitored times (in seconds) for when multi-particle arching hap-
pened, broke and reformed as well as stabilization and reformation correspond-
ing periods in a straight slot.

Spherical particle
(AR = 1)

Polyhedral particle
(AR = 1.6)

Polyhedral particle
(AR = 2.3)

Arch formed Stage 1: 15.67 Stage 1: 10.73 Stage 1: 12.35
Arch broke Stage 2: 17.25 Stage 2: 15.23 Stage 2: 16.01

Arch reformed Stage 3: 23.07 Stage 3: 18.93 Stage 3: 20.74

Stabilization period 1.58 4.5 3.66

Reformation period 5.82 3.7 4.73

The following is the list of findings that were observed:

1. In all cases, multi-particle arching happened with spherical and polyhedral

particles.

2. According to Table 4.9, with non-spherical particles the multi-particle

arch formed faster initially and also after breakage, it reformed faster.

Arch that was formed with polyhedral particles stayed stable for a longer

time than the case with the spherical particle.
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3. For non-spherical particles with lower aspect ratio (AR = 1.6), the arch

stayed stable longer than the polyhedral case with the higher aspect ratio

(AR = 2.3). Also, arch reformed in a shorter time with particles with

lower aspect ratio.

Arch formation and breakage, having an unstable packed-bed of polyhedral

particles on top of the slot, is represented in the Figure 4.12.

Figure 4.12: Arch formation and breakage with unstable packed-bed of polyhe-
dral particles.

4.3.4 Unstable Packed-Bed with Particle Size Distribu-

tion

In this section, the objective is to investigate the effect of the particle size

distribution on multi-particle arch formation and stability. The investigations

were conducted on WWS. Problem setup is similar to Table 4.5. Results are
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presented in Table 4.10.

Table 4.10: Monitored times (in seconds) for when multi-particle arching
happened, broke and reformed as well as stabilization and reformation corre-
sponding periods.

Spherical particle
(AR = 1), Uniform

Polyhedral particle
(AR = 1.6), Uniform

Polyhedral particle
(AR = 1.6), PSD

Arch formed 15.67 10.73 11.65
Arch broke 17.25 15.23 17.08

Arch reformed 23.07 18.93 21.13

Stabilization period 1.58 4.5 5.43

Reformation period 5.82 3.7 4.05

The following is the list of findings that were observed:

1. For particle size distribution at micro-scale, the initial formation of

the multi-particle arch took longer than the case with the uniform-size

distribution.

2. With PSD, the multi-particle arch stayed stable for a longer time. It

took longer to reform the multi-particle arch compare to the uniform-size

case.

4.3.5 Unstable Packed-Bed: Force Exclusion

When a multi-particle arch forms, there are various physical forces involved,

such as fluid drag force, interaction forces (particle-particle, and particle-wall),

lift forces, gravity force, buoyancy, and virtual mass force as well as the particle-

fluid interaction force that is considered as the summation of the drag force,

buoyancy and virtual mass force. It is important to understand the role of
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each force in multi-particle arch formation and stability. This investigation was

done with PSD and uniform cases. The forces were excluded one by one and

the cumulative number of particles passing through the slot in the specified

time interval (10 DEM time-steps = 1 s) was tracked. Table 4.11 presents the

results of these studies.

Table 4.11: Cumulative number of particles passing through the slot in the
specified time interval (1 s) while a force was omitted.

Omitted force WWS with uniform distribution (200 µm) WWS with PSD

drag force 5 4
buoyancy force 4 5
gravity force 0 0

virtual mass force 2 5
cohesive force 3 5

lift force 6 4
particle-fluid interaction force 6 4

particle-particle interaction force 16 13
particle-wall interaction force 15 14

The following is the list of the findings that were observed:

1. The forces essential to form the arch are: gravity force and interaction

forces. By removing interaction forces, particles passed through the slot

by gravity and no arch was formed.

2. Without other individual forces (fluid drag force, lift forces, buoyancy,

cohesive force, virtual mass force) multi-particle arch formed, stayed

stable, broke and reformed.

3. Without particle-fluid interaction force, which was equivalent to omitting

3 forces (buoyancy, drag and virtual mass), arch formed.
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4. This study was conducted on two slot types (WWS and Straight) with

PSD and the observations were similar.

5. By the simulations with the unstable packed-bed, it was found that the

gravity force and particle-particle interaction forces and particle-wall were

main forces in arch formation.

4.3.6 Unstable Packed-Bed with Reservoir Load

In this section, the goal was to add the stress of consolidated reservoir to the

simulations and to investigate its effect on the region close to the slot and on

the multi-particle arch behavior. The approach chosen to add more stress on

top of the packed-bed was to increase the height of the unconsolidated region,

that is the height of the packed-bed. Three heights were applied with two

porosities (φ): 0.3 and 0.4. The multi-particle arch behavior was tested under

different stress loads of particles (see Figures 4.13 and 4.14).
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Figure 4.13: Arch formation with various heights of the unstable packed-bed

Figure 4.14: Zoom in of Figure 4.13 at the slot locations
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Table 4.12: Various reservoir loads (φ = 0.3): Monitored times (in seconds) for
when multi-particle arching happened, broke and reformed with polyhedral
particles (AR = 1.6) as well as stabilization and reformation corresponding
periods.

Short height Medium height Large height

Arch formed 12.38 10.12 9.35
Arch broke 16.01 14.03 14.86

Arch reformed 22.34 19.41 18.67

Stabilization period 3.63 3.91 5.51

Reformation period 6.33 5.38 3.81

Table 4.13: Various reservoir loads (φ = 0.4): Monitored times (in seconds) for
when multi-particle arching happened, broke and reformed with polyhedral
particles (AR = 1.6) as well as stabilization and reformation corresponding
periods.

Short height Medium height Large height

Arch formed 13.18 10.89 9.87
Arch broke 16.77 14.53 15.33

Arch reformed 23.45 21.01 19.87

Stabilization period 3.59 3.64 5.46

Reformation period 6.68 6.48 4.44

The following is the list of findings that were observed:

1. In all 6 cases, arch formed, broke and reformed.

2. The increased height of the unconsolidated region resulted in the arch

forming for in a shorter period of time, and it was stable for a longer

period of time than the case with the shorter height.

3. It took shorter for the arch to reform after breakage for the case with the

increased height of the unconsolidated region.
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4.3.7 Discussion

Following the research done on the slurry flow, the multi-particle arch formation

was studied using an unstable packed-bed. The reason to instability of the bed

was that the slot remained open while the sand particles were continuously

injected into the packed-bed. In this case, particles did not get a chance to make

a settled packed-bed due to perturbation caused by the continuous injection of

particles. As a result, the arch formed, however, did not remain stable.

The effects of various parameters and conditions were studied on multi-

particle arch formation, stabilization, destruction and reformation, such as the

effect of the physical forces, shape and size of the particles, and reservoir load.

The following is the list of the findings that were observed:

1. Two forces were critical to form the multi-particle arch: gravity force

and interaction forces between the particles and particle-domain at the

micro-scale.

2. Without other forces (fluid drag force, lift forces, buoyancy, cohesive

force) the multi-particle arch formed, stayed stable for a short while,

broke and reformed.

3. With particle size distribution at micro-scale, the initial formation of the

multi-particle arch took longer than the case with uniform-size distri-

bution, and the multi-particle arch stayed stable for a longer time than

the case with uniform-size distribution. It took longer to reform the

multi-particle arch compared to the uniform case.
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4. In all cases, multi-particle arching happened with spherical and polyhedral

particles.

5. With non-spherical particles, the multi-particle arch formed faster and

stayed stable for a longer period of time than the case with spherical

particles.

6. For non-spherical particles with lower aspect ratio, the multi-particle

arch stayed stable longer than for the polyhedral case with higher aspect

ratio.

7. The increase in height of the packed-bed region resulted in the multi-

particle arch forming in a shorter period of time, and the multi-particle

arch was stable for a longer period of time than the case with shorter

height of the packed bed.

8. This study was conducted on two slot types (WWS and Straight) and

the conclusions were similar.

9. It took shorter for the multi-particle arch to form also reform after

breakage for the case with the increased height of the packed-bed region

(increased stress).

With the unstable packed-bed, the pattern of arch formation, stabilization,

destruction and reformation was observed. In the unstable packed-bed cases,

the number of the particles passing through the slot decreased significantly

following the visible multi-particle arch formation. However, there were always

a few particles passing through the slot, even after multi-particle arch formation.
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The period of time that the multi-particle arch was stable was relatively brief,

and the pattern of arch formation, stabilization, destruction and reformation

repeated many times.

In the next section, a study was conducted with a different method of

packed-bed creation that aimed at removing the perturbations and creating a

stable packed-bed.

4.4 Stable Packed-Bed

In this section, the phenomena of multi-particle arch formation, stabilization,

destruction and reformation are discussed on top of the slot with the stable

packed-bed. Various stable packed-bed scenarios were examined to improve the

knowledge on the arch formation, stabilization, destruction, and reformation.

Simulations were conducted on slots with different geometries: WWS, straight,

seamed and keystone. In the majority of the cases studied in the following

sections, arching occurred, and the effect of various parameters and conditions

on the formation and stability of the arch were studied. The same scenarios were

run multiple times to assure that same results were obtained. These studies

were also conducted at micro-scale level of particle size (50 µm < dp < 400 µm)

and with Athabasca oil as the viscous fluid.

4.4.1 Stable Packed-Bed Setup

In this section, to form the packed-bed on top of the slot, solid particles were

injected from top of the domain and injection continued to reach the porosity
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of the region equal to the assigned number between 0.3 and 0.4. In stable

packed-bed formation, the slot was initially closed while particle injection was

active, and consequently, the packed-bed had a chance to settle and become

stable before opening the slot. No further particles were injected after opening

the slot. In the next sections, the multi-particle arch behavior under various

conditions applied in the stable bed will be discussed.

Figure 4.15: Stable packed-bed formation with closed slot and bridge formation
after opening the slot.

Figure 4.15 presents how the stable packed-bed was formed while the slot

was closed during particle injection into the bed. Following bed formation, the

slot was opened and particles passed through the slot until the arch visibly

formed and only very few particles passed through the slot.

4.4.2 Stable Packed-Bed: without and with Fluid

In this section, the role of fluid was investigated in multi-particle arch formation.

Four cases were studied similar to unstable packed-bed with no fluid, as well
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as three fluid cases with various thermophysical properties: air, water and

Athabasca oil. Observations out of the simulations were similar to the unstable

packed-bed cases. The mathematical and computational model setup was

similar to the unstable packed-bed case with and without fluid.

The following is the list of findings that were observed:

1. In all cases shown in Table 4.14, the arch formed with/without fluid, broke

after a period of time and reformed again, and this pattern continued,

similar to the unstable packed-bed.

2. Without fluid, the arch formed faster. However, it stayed stable for a

shorter period of time and reformed more quickly after breakage. In this

case, it seems that the particle-particle interaction force and the gravity

force played key roles in arch formation. Arch formation without fluid

leads to the conclusion that particle-fluid interaction forces might not be

essential for multi-particle bridging at micro-scale.

3. Compared to the unstable packed-bed case, the arch stayed stable for

a longer time and the number of the particles passing through the slot,

following arch formation, was less.
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Table 4.14: Monitored times (in seconds) for when multi-particle arching
occured, broke and reformed in the case of stable packed-bed with polyhedral
particles (AR = 1.6) and a straight slot.

Frozen solver Air Water Athabasca oil

Arch formed 6.11 8.73 9.16 9.72
Arch broke 10.05 13.13 15.47 17.31

Arch reformed 11.55 16.21 18.83 20.74

Stabilization period 3.94 4.4 6.31 7.59

Reformation period 1.5 3.08 3.36 3.43

4.4.3 Stable Packed-Bed: Spherical and Polyhedral Par-

ticles

In this section, the objective was to investigate the effect of the particles’

shape on arch formation and stability. The CFD-DEM simulations were

conducted with spherical and polyhedral particles. The study was done on

WWS and seamed slot with polyhedral particles and different aspect ratios

(AR), Table 4.15. Problem setting was similar to the previous case with

Athabasca oil.
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Table 4.15: Monitored times in seconds: arch formed (stage 1), broke (stage 2)
and reformed (stage 3) in case of stable packed-bed and different aspect ratios
for particles.

Spherical particle (AR = 1) Polyhedral particle (AR = 1.6) Polyhedral particle (AR = 2.3)

Stage 1: 12.34 Stage 1: 6.85 Stage 1: 8.02
WWS Stage 2: 16.05 Stage 2: 12.35 Stage 2: 13.31

Stage 3: 21.84 Stage 3: 16.79 Stage 3: 18.05

Stabilization period 3.71 5.5 5.29

Reformation period 5.79 4.44 4.74

Stage 1: 13.93 Stage 1: 9.88 Stage 1: 10.99
Seamed slot Stage 2: 17.08 Stage 2: 14.92 Stage 2: 15.21

Stage 3: 23.05 Stage 3: 19.78 Stage 3: 20.92

Stabilization period 3.15 5.04 4.22

Reformation period 5.97 4.86 5.71

Table 4.16: Monitored times in seconds for a straight slot: arch formed (stage 1),
broke (stage 2) and reformed (stage 3) as well as stabilization and reformation
corresponding periods.

Spherical particle (AR = 1) Polyhedral particle (AR = 1.6) Polyhedral particle (AR = 2.3)

Stage 1: 15.67 Stage 1: 10.73 Stage 1: 12.35
Straight slot with

unstable packed-bed
Stage 2: 17.25 Stage 2: 15.23 Stage 2: 16.01

Stage 3: 23.07 Stage 3: 18.93 Stage 3: 20.74

Stabilization period 1.58 4.5 3.66

Reformation period 5.82 3.7 4.73

Stage 1: 11.34 Stage 1: 8.67 Stage 1: 11.05
Straight slot with
stable packed-bed

Stage 2: 14.81 Stage 2: 14.83 Stage 2: 15.51

Stage 3: 19.07 Stage 3: 17.93 Stage 3: 19.03

Stabilization period 3.47 6.16 4.46

Reformation period 4.26 3.1 3.52

Table 4.16 presents the monitored times in seconds for formation, breakage

and reformation of the arch in a straight slot with stable and unstable packed

beds. The stabilization and reformation corresponding periods are also pre-

sented. With the stable packed-bed arch forms faster, stays stable for a longer

time and reform faster in comparison to the unstable packed bed.

The following is the list of findings that were observed:
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1. In all cases, multi-particle arching occurred with both spherical and

polyhedral particles.

2. With non-spherical particles, the arch formed faster and stayed stable

for a longer time than the case with spherical particle also in comparison

with the unstable packed-bed similar case, the arch stayed stable longer.

3. For non-spherical particles with higher aspect ratio of 2.3, the arch was

less stable than the case with the lower aspect ratio of 1.6. The polyhedral

shape of the particles used in the simulations was presented in Figure 4.11.

4. There were fewer particles passing through the slot during the stabilization

period than in the case of unstable packed-bed. This was a clear difference

between the stabilization period in stable and unstable packed bed cases.

Figure 4.16 presents the multi-particle arch in the stable packed-bed that

formed and stayed stable during simulation time.

Figure 4.16: Arch formation and stabilization with a stable packed-bed
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4.4.4 Stable Packed-Bed: Particle Size Distribution

In this section, the objective was to investigate the effect of the particle size

distribution on arch formation and stability. The investigations were conducted

on WWS. Problem setup is similar to the unstable packed-bed case with PSD.

Table 4.17 presents the monitored times (in seconds) for when multi-particle

arching happened, broke and reformed for WWS opening. In this section, the

objective was to investigate the effect of the particle size distribution on arch

formation and stability. The investigations were conducted on WWS. Problem

setup is similar to the unstable packed-bed case with PSD. Table 4.17 presents

the Monitored times (in seconds) for when multi-particle arching happened,

broke and reformed for WWS opening.

Table 4.17: Monitored times (in seconds) for when multi-particle arching
happened, broke and reformed for WWS for a stable packed-bed comparing
uniform and PSD cases.

Spherical particle
(AR = 1), uniform

Polyhedral particle
(AR = 1.6), uniform

Polyhedral particle
(AR = 1.6), PSD

Arch formed 12.43 8.65 9.13
Arch broke 16.08 13.58 14.81

Arch reformed 20.38 17.47 19.23

Stabilization period 3.65 4.93 5.68

Reformation period 4.3 3.89 4.42

The following is the list of findings that were observed:

1. With the uniform spherical case, it took longer for the arch to form. Arch

stayed stable for a shorter period of time compare to the polyhedral cases.

It also took longer for the arch to reform after breakage in comparison
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with the polyhedral cases. The stabilization period was longer than in

the unstable packed-bed case.

2. With polyhedral particle size distribution at micro-scale, the initial

formation of the multi-particle arch took longer than the case with the

uniform-size distribution similar to what observed with the unstable

packed-bed.

3. With PSD case, the arch stayed stable for a longer time than the uniform

cases (both polyhedral and spherical). Following arch breakage, it took

longer to reform the arch compared to the uniform-size cases.

4.4.5 Stable Packed-Bed: Force Exclusion

In this part, the role of each force in arch formation and stability was explored

with stable packed-bed. This investigation was conducted with polyhedral PSD

and uniform cases. Time was tracked for three stages as before: arch formation,

destruction and reformation. Table 4.18 presents the cumulative number of

particles passing through the slot in the specified time interval (10 DEM time

steps = 0.1 s) while a force was omitted.
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Table 4.18: Cumulative number of particles passing through the slot in the
specified time interval (0.1 s) while a force is omitted.

Omitted force
WWS with uniform distribution

of polyhedral particles (AR = 1.6)
WWS with PSD

of polyhedral particles (AR = 1.6)

drag force 4 3
buoyancy force 3 4
gravity force 0 0

virtual mass force 2 4
cohesive force 2 3

lift force 3 1
particle-fluid interaction force 5 2

particle-particle interaction force 13 12
particle-wall interaction force 9 11

Arch was formed in all cases but three when the gravity force was omitted,

when particle-particle interaction force was omitted and when particle-wall

interaction force was omitted. Regarding the role of gravity, in case when the

slot is on top of the slotted liner, since the gravity is along the flow direction,

it helps the arch to form as we have gravity force plus the momentum force

created by the flow. However, in the other case, when the slot is at the bottom

of the slotted liner, the momentum force has to overcome the gravity force to

form the arch. If not, the arch would not form because it does not have an

upward net force. In other words, there should be a net force facing upward to

maintain the structure of the arch. In SAGD, the stress load on the particles is

caused by the thermal expansion of the reservoir, which produces a stress load

much bigger than gravity. However, it cannot be represented in the current

CFD model.

The following is the list of the findings that were observed:

1. Gravity force and interaction forces (particle-particle and particle-wall)

are essential to form the arch.
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2. Without other forces (fluid drag force, lift forces, buoyancy, cohesive

force, fluid-particle interaction force, virtual mass force) arch formed,

stayed stable, broke and reformed.

This set of simulations confirmed again that with a stable packed-bed

gravity force, particle-particle interaction force, and particle-wall interaction

force were critical to form the multi-particle arch at the slot opening.

4.4.6 Stable Packed-Bed: with Reservoir Load

In this section, the stress of the reservoir was added to the packed-bed in

different ways to investigate its effect on the region close to the slot and on the

multi-particle arch behavior. The approaches taken are as follows:

1. A porous medium was placed on top of the unconsolidated region to

act as the reservoir. The porous medium had a high density and was

simulated as a porous region.

2. The height of the unconsolidated region, that is the height of the packed-

bed, was increased to replicate the stress of the reservoir and to add

stress on the slot region under two circumstances:

� All particles were sand particles size-wise and property-wise.

� Particles added, to increase the height of the unconsolidated region,

were huge particles heavier than sand.
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Adding the Porous Medium on Top of the Unconsolidated Region

The steps taken to simulate the porous media on top of the unconsolidated

region was similar to the simulation and setup of the porous media in Chapter

3 of the thesis. Porous media was simulated as a high-density porous medium

with densities equal to 7800, 5000, 3500 kg
m3 . This study was conducted with

the stable packed-bed since particle injection had to stop to setup the porous

media on top of the unconsolidated region.

Figure 4.17: Arch formation with a heavy porous region on top of the stable
packed-bed (attempt to replicate the consolidated reservoir)
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Table 4.19: Testing a porous medium with different densities: Monitored times
(in seconds) for arch formation/stabilization/destruction and reformation on
WWS.

ρ = 3500 kg
m3 ρ = 5000 kg

m3 ρ = 7800 kg
m3 No porous media

Arch formed 8.02 7.84 8.16 8.11
Arch broke 12.73 12.57 13.02 12.93

Arch reformed 17.39 17.37 18.01 17.88

Stabilization period 4.71 4.73 4.86 4.82

Reformation period 4.66 4.8 4.99 4.95

According to the Table 4.19, applying the fixed porous medium did not

affect the arch behavior for each of the three cases with various densities. With

this approach, the stress from the porous medium representing the consolidated

reservoir was not transferred to the unconsolidated region and consequently

did not transfer to the slot region.

Increasing the Height of the Unconsolidated Region

In other cases, the height of the unconsolidated region was increased and the

effect of the increased stress caused by the increased height on the slot was

studied. This was done using two approaches:

1. The solid particles had size and density similar to the sand particles as

presented in Figure 4.18.

2. The solid particles used to increase the height and reservoir load were

heavier and larger than sand particles with densities equal to 7800 kg
m3 ,

5000 kg
m3 , 3500 kg

m3 as presented in Figure 4.19.
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Figure 4.18: Increasing stress load by adding the height y of sand particles.

In Figure 4.18, x was initial height of the packed bed fixed and y was the

increased height that could be variable. The results are presented in Table 4.20.

Table 4.20: Increasing reservoir load by increasing the height of the
unconsolidated region: monitored times (in seconds) for arch forma-
tion/stabilization/destruction and reformation on WWS.

Stable packed-bed of
particles at height x

Stable packed-bed of
sand particles at height x+y

Stable packed-bed of
sand and heavy

particles at height x+y

Arch formed 9.05 8.64 7.93
Arch broke 12.43 13.31 13.67

Arch reformed 16.71 16.92 17.18

Stabilization period 3.38 4.67 5.74

Reformation period 4.28 3.61 3.51
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Figure 4.19: Increasing stress load by increasing the height of unconsolidated
region with heavier and larger particles than sand.

The following is the list of findings that were observed:

1. In all cases tested, multi-particle arch formed, stayed stable, broke and

reformed.

2. The increased height resulted in increased stress over the unconsolidated

region near the slot. The increased height with heavy and large particles

resulted in a larger increase of the stress load than the increased height

with sand particles.

3. As the stress load increased, the arch formed faster, and it was stable for
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a longer period of time in comparison with the lower stress load cases.

4. It took shorter for the multi-particle arch to reform after breakage for

the cases with increasing stress load.

4.4.7 Stable Packed-Bed: Testing Various Slot Shapes

In this simulation, four different slot geometries were tested under conditions

presented in Table 4.21. The objective was the investigation of the arch forma-

tion, stabilization, destruction and reformation with different slot geometries.
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Table 4.21: Mathematical and computational model setup for various slot
shapes

Setup

Continuous phase equations Continuity and NS equations
Fluid phase boundary condition Top face: velocity inlet = 0.001 m

s
Fluid phase boundary condition Other faces: no-slip wall

Fluid initial condition Quiescent
Discrete phase equations Newton’s 2nd law of motion (conservation of linear and angular momentum)

Particle boundary condition No-slip wall
Particle initial condition Terminal velocity = 0.0097 m

s
Coupling scale Smoothed Unresolved

Coupling technique Two-way coupling
Particle type DEM particles, Polyhedral

Solid particle material Glass (solid, sand-like) and heavy/high-density particles

Forces

Pressure gradient force (counts for the buoyancy)
Drag force

Gravity
Interaction forces

Lift forces
Virtual mass force

DEM model setting

Residence time for particles
Track velocity and locations of particles

Lagrangian multiphase DEM
Multiphase interaction

Grid 3D, Hexahedral
Particle size D10 = 50 µm, D50 = 200 µm, D90 = 400 µm

Fluid Athabasca oil (µf = 0.0136 Pa · s and ρf = 915.2 kg
m3 )

Solid Glass (ρ = 2800.0 kg
m3 , Poisson’s ratio = 0.45, Young’s modulus = 517000.0 Pa)

Fluid time discretization Scheme Implicit unsteady
Temporal order of discretization 2nd order

Fluid flow solver Segregated flow
Velocity solver Algebraic multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar (Ref = 0.0672, Rep = 0.239, St = 0.009)

CFD time-step 0.01 s
DEM time-step 0.1 s

Table 4.22 presents the simulation results for four slots. The results pre-

sented in Table 4.22 confirmed that there were no remarkable differences

between three of the geometries: keystone, WWS and straight slots, from the

perspective of arch formation, stabilization, destruction and reformation. For

the seamed slot, however, it took the longest for the arch to form and the arch

was stable for a shorter time. The seamed slot also took longest for the arch to
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reform after breakage. The geometry of the seamed slot is more complex than

the others, because the slot opening is curved. The curved edges might cause

instability and make it harder for the arch to form and stabilize.

Table 4.22: Various slot geometries: Monitored times (in seconds) for arch
formation, breakage and reformation.

WWS Seamed Straight Keystone

Arch formed 9.02 11.81 9.05 9.15
Arch broke 14.81 14.63 15.52 15.87

Arch reformed 19.31 21.06 21.11 20.86

Stabilization period 5.79 2.82 6.47 6.72

Reformation period 4.5 6.43 5.59 4.99

4.4.8 Stable Packed-Bed: Testing Various Slot Widths

and Lengths

Various slot widths and lengths (see Figure 4.20) were tested to investigate

their role in the multi-particle arch formation, stabilization, destruction and

reformation. Problem setup and condition is similar to the previous stable bed

problems. The results are presented in Table 4.23. Where dp is the particle

diameter and time slots were chosen to be 11 DEM time steps (1.1 s).
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Figure 4.20: Presentation of slot width and length.
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Table 4.23: Testing various slot widths to investigate slot width effect on the
arch formation, stabilization, destruction and reformation at a WWS slot.

Time
Cumulative numbers of

sand particles passed through
the slot in 11 DEM time steps (1.1 s)

Slot width

5-6.1 seconds
9.5-10.6 seconds
12-13.1 seconds

17.3-18.4 seconds
21-22.1 seconds

11
9
10
11
13

6dp

5-6.1 seconds
9.5-10.6 seconds
12-13.1 seconds

17.3-18.4 seconds
21-22.1 seconds

9
10
10
8
12

5.5dp

5-6.1 seconds
9.5-10.6 seconds
12-13.1 seconds

17.3-18.4 seconds
23-24.1 seconds

7
2

0 (arch formation)
4

0 (arch reformation)

5.25dp

6.5-6.6 seconds
8.5-9.6 seconds

12.5-13.6 seconds
16.4-17.5 seconds
23-24.1 seconds

7
5

0 (arch formation)
6

0 (arch reformation)

5dp

6.5-6.6 seconds
8.5-9.6 seconds

13.0-14.1 seconds
16.4-17.5 seconds
22-23.1 seconds

10
6

0 (arch formation)
8

0 (arch reformation)

4dp

6.5-7.6 seconds
8.5-9.6 seconds

10.0-11.1 seconds
15.4-16.5 seconds
22-23.1 seconds

11
8

0 (arch formation)
7

0 (arch reformation)

3dp

6.5-7.6 seconds
8.5-9.6 seconds

10.0-11.1 seconds
15.4-16.5 seconds
22-23.1 seconds

6
5

0 (arch formation)
5

0 (arch reformation)

2.75dp

5-6.1 seconds
9.5-10.6 seconds
12-13.1 seconds

17.3-18.4 seconds
21-22.1 seconds

4
3
4
2
3

2.5dp

5-6.1 seconds
9.5-10.6 seconds
12-13.1 seconds

17.3-18.4 seconds
21-22.1 seconds

3
2
1
3
2

2dp
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The results confirmed that for slot widths between 2.75dp < slotwidth <

5.25dp, the multi-particle arch formed. For the slot widths out of this range, no

multi-particle arch formed. This result is compatible with the suggested range

described in experiments that is 3dp < slotwidth < 5dp to form the arch [17]

and [35].

Additionally, various slot lengths were tested. Results are presented in

Table 4.24. The length of the slot had no significant effect on the multi-particle

arch formation and stability. In Table 4.24, time periods were chosen to be 11

DEM time steps (1.1 s).
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Table 4.24: Testing various slot lengths to investigate the possibility of multi-
particle arch formation, stabilization, destruction and reformation (slot width
= 4dp)

Numbers of sand particles
passed through the slot

in 11 DEM time steps (1.1 s)
Slot length

6.5-7.6 seconds
8.5-9.6 seconds
13-14.1 seconds

16.4-17.5 seconds
22-23.1 seconds

10
6

0 (arch formation)
8

0 (arch reformation)

6dp

6.5-7.6 seconds
8.5-9.6 seconds
13-14.1 seconds

16.4-17.5 seconds
22-23.1 seconds

9
6

0 (arch formation)
9

0 (arch reformation)

5dp

6.5-7.6 seconds
8.5-9.6 seconds
13-14.1 seconds

16.4-17.5 seconds
22-23.1 seconds

11
6

0 (arch formation)
8

0 (arch reformation)

4dp

6.5-7.6 seconds
8.5-9.6 seconds
13-14.1 seconds

16.4-17.5 seconds
22-23.1 seconds

10
6

0 (arch formation)
9

0 (arch reformation)

3dp

6.5-7.6 seconds
8.5-9.6 seconds
13-14.1 seconds

16.4-17.5 seconds
22-23.1 seconds

10
6

0 (arch formation)
8

0 (arch reformation)

2dp

4.4.9 Response to Transient Flow and Comparison with

Experiment

The last problem studied with the stable packed-bed was investigation of the

effect of time-dependent boundary conditions of the flow on the multi-particle
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arch behaviour. The response of the multi-particle arch to time-dependent

boundary conditions of the flow is discussed in this section. The response of

the arch refers to the following: does the arch break and reform after sudden

changes in the velocity of the fluid flow?

Figure 4.21 shows the schematic of a slotted liner with no flow control

device where a single slot was magnified as the study domain. Sample time-

dependent boundary conditions, that could be representative of the transient

flow in the pipe, plotted as changes in pressure with time. The schematic of

the bridge destruction under transient boundary condition (back pressure) is

also presented in the right side of the figure.

Figure 4.22 shows fluid domain of a single slot under given boundary

conditions. Time-dependent fluid flow-rate can be set as a time-dependent

velocity boundary condition at the inlet of the slot that is the case studied

here. Time-dependent conditions (such as the periodic pressure change in the

outlet) could be equivalent to phenomena in the well-bore, such as vibrational

flow and water hammer.
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Figure 4.21: Presentation of well-bore, a magnified single slot, the transient
condition in the pipe and back pressure state.

Figure 4.22: Fluid domain of a single keystone slot and the assigned boundary
conditions.

In the coming sections, two sand retention test (SRT) problems were
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simulated by the CFD-DEM model. There is SRT experimental results available

as the reference to compare the simulation results with.

SRT Experiment by Wang et al. [3] and [4]

The SRT experimental testing facility was designed to replicate conditions of

the sand-pack around a SAGD well, including stress load on the sand particles.

The SRT cells includes the sand-pack, a multi-slot coupon, and weight to

provide a stress load on the particles. Sand is collected in a sand trap located

after the slots [35], and [37]. The experiment started with the constant flow rate

through the sand-pack. The water valve was closed after 4 hours and water

flow in the sand-pack was interrupted for 3 minutes to collect produced sands.

The water valve was opened again to allow water flow into the sand-pack for 5,

10, 20 and 33 minutes, respectively. Flow interruption time was three minutes

for all cases, Table 4.25. The important point is that, while the water valve was

closed, the water flow into the sand-pack was interrupted. As a result, there

was no drag force on the particles in the sand-pack, and the multi-particle arch

broke possibly due to relieved stress load during no-flow. Water flow rate used

at different time slots in the experiment was constant as shown in Figure 4.23.
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Table 4.25: Sands collected from SRT experiment following arch destruction

Time that SRT
experiment is running

while water flow is interrupted

Amount of the
collected sand

4-hour of SRT experiment Sands collected = A
4-hour + 5 minutes of SRT approximately 1

10 of the previous scenario = 1
10 ×A

4-hour + 10 minutes of SRT approximately 1
4 of the previous scenario = 1

4 ×
1
10 ×A

4-hour + 20 minutes of SRT approximately 1
4 of the previous scenario = 1

4 ×
1
4 ×

1
10 ×A

4-hour + 33 minutes of SRT approximately 1
4 of the previous scenario = 1

4 ×
1
4 ×

1
4 ×

1
10 ×A

Figure 4.23: Water flow rate applied at different time slots in the SRT experi-
ment by Chenxi [3] and [4]

The amount of the sand, produced during interruptions, was collected and

assessed qualitatively as presented in Table 4.25. According to Table 4.25, when

the flow was interrupted the multi-particle arch was broken and consequently,

some sands produced. Following each fluid flow interruption period, the fluid

valve was reopened at the same flow rate, multi-particle arch reformed after a

while and destructed again by another fluid flow interruption. This was what
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observed in the SRT experiment.

Simulation Plan: Constant Flow Rate and Variable Fluid Velocities

The objective of this study was to simulate of the above process by CFD-DEM

simulation and to ensure that the CFD-DEM model was capable of predicting

multi-particle arch behavior under transient condition of the fluid flow. Due

to computational limitations, the time scale for the simulations was different

than the observed experiment. The transient fluid flow rate in the experiment

was equivalent to the transient flow velocity inlet in the simulation.

The time scale for the replication of the SRT experiment was chosen based

on the best practices obtained through numerous numerical simulations. After

the arch forms in order of seconds, there is no need to let the simulation run

for longer, as there will be no obvious changes and it wastes computational

resources.

Here are the simulation phases conducted:

1. Run the simulation (at fluid velocity inlet 0.001 m
s
) as long as the multi-

particle arch was formed and track the numbers of particles passed

through the slot as well as track the particles locations (30 seconds).

2. Run the simulation for 1 second with frozen fluid solver at fluid velocity

inlet 0 m
s

(1 second).

3. Similar to phase 1: run the simulation (at fluid velocity inlet 0.001 m
s

) as

long as the arch was formed and track the numbers of particles passed

through the slot as well as track the particles locations (10 seconds).
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4. Similar to phase 2: run the simulation for 1 second with frozen fluid

solver at fluid velocity inlet 0 m
s

(1 second).

5. Similar to phases 1 and 3: run the simulation (at fluid velocity inlet

0.001 m
s

) as long as the arch was formed and track the numbers of particles

passed through the slot as well as track the particles locations (9 seconds).

6. Similar to phases 2 and 4: run the simulation for 1 second with frozen

solver at fluid velocity inlet 0 m
s

(1 second).

Table 4.26 presents the mathematical and computational settings for this

transient problem. Figure 4.24 presents the arch formation, breakage and

reformation phases in the transient case having the fluid flow on and off.
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Table 4.26: Mathematical and computational model setup for SRT simulation

Setup

Continuous phase equations Continuity and NS equations
Fluid phase boundary condition Top face: transient velocity inlet =0.001 m

s , Ref = 0.0672
Fluid phase boundary condition Other faces: no-slip wall

Fluid initial condition Quiescent
Discrete phase equations Newton’s 2nd law of motion (conservation of linear and angular momentum)

Particle boundary condition No-slip wall
Particle initial condition Terminal velocity = 0.0097 m

s
Coupling scale Smoothed Unresolved

Coupling technique Two-way coupling
Particle type DEM particles, Polyhedral

Solid particle material Glass (solid, sand-like)

Forces

Pressure gradient force (counts for the buoyancy)
Drag force

Gravity
Interaction forces

Lift forces
Virtual mass force

DEM model setting

Residence time for particles
Track velocity and locations of particles

Lagrangian multiphase DEM
Multiphase interaction

Grid 3D, Hexahedral
Particle size D10 = 50 µm, D50 = 200 µm, D90 = 400 µm

Fluid Athabasca oil (µf = 0.0136 Pa · s and ρf = 915.2 kg
m3 )

Solid Glass (ρ = 2800.0 kg
m3 , Poisson’s ratio = 0.45, Young’s modulus = 517000.0 Pa)

Fluid time discretization Scheme Implicit unsteady
Temporal order of discretization 2nd order

Fluid flow solver Segregated flow
Velocity solver Algebraic multigrid (AMG) linear solver
Pressure solver AMG linear solver

Fluid equation of state Constant density
Continuous phase Viscous regime and laminar (at slot Ref = 0.0672, Rep = 0.239, St = 0.009)

CFD time-step 0.01 s
DEM time-step 0.1 s
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Figure 4.24: Arch formation, breakage and reformation phases in the transient
case having the fluid flow on and off.

The objective was to investigate the multi-particle arch formation, stabi-

lization, destruction and reformation under these transient conditions. During

the fluid flow interruption time (phases 2 and 4), the velocity of the fluid was

zero due to lack of movement of the fluid in the stable sand-pack. The drag

force was omitted, which was done by freezing the fluid solver in the simulation.

Without drag force, multi-particle arch experienced a shock and broke (phases

2, 4 and 6). The simulation ran with the fluid flow till the new multi-particle

arch formed (phases 1, 3 and 5). The numbers of particles passing through the

slot were tracked.

The simulation results are presented in Table 4.27. In Table 4.27, various

time slots were chosen to be 10 time steps. The cumulative numbers of sand

particles passed the slot are presented in Table 4.27. It can be observed from

the number of the sand particles passed the slot that the multi-particle arch

was formed at 24.9 s in phase 1 where there was no more particles passed the
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slot. After 30 seconds, the fluid flow was interrupted in phase 2 and there

were 19 particles passing through the slot in 1 second which was a sign of

multi-particle arch destruction due to fluid flow interruption.

After 31 seconds, phase 3 started, fluid flowed again in the stable packed

bed and arch reformation occurred at 38 seconds. In phase 4, the fluid flow

was interrupted at 41 seconds, arch was broken and sands produced. In phase

5, with the restart of the fluid flow, arch formed at 48 seconds and the last

phase was similar to phases 2 and 4, where there was no fluid flow in the sand

pack and arch was broken.

The pattern of sand production observed in the SRT simulation was similar

to the SRT experiment. The decreasing trend of the numbers of the particles

passed the slot in the flow interruption periods (numbers 19, 11 and 7 in

Table 4.27) is also similar to the decreasing trend of sand production in the

experiment presented in Table 4.25. This could confirm that the CFD-DEM

model simulation was capable of simulating the arch formation, stabilization,

destruction and reformation under transient condition. The multi-particle

arch behavior, while the constant fluid flow was interrupted, was interesting.

The multi-particle arch broke due to fluid interruption and possibly the lack

of the drag force. This is a valuable finding as it highlights the role of the

drag force and particle-fluid interaction force in sustaining the stability of the

multi-particle arch. In this section, the SRT simulation ran with the constant

flow rates in various time slots in the packed bed, when the valve was open.
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Table 4.27: Sands collected in SRT simulation phases (WWS)

SRT phases SRT simulation time
Cumulative numbers of sand

particles passed the slot

6-7 second 15
8.3-9.3 second 16

10.7-11.7 second 11
11.3-12.3 second 13
12.7-13.7 second 7
13.1-14.1 second 3
14.1-15.1 second 4
18.5-19.5 second 2

Phase 1 20.5-21.5 second 2
22.3-23.3 second 1
23.7-24.7 second 2
24.9-25.9 second 0 (arch formed)
25.7-26.7 second 0
26.5-27.5 second 0
27.2-28.2 second 0
27.9-28.9 second 0
29-30.0 second 0

Phase 2
flow interruption time

30-31 second
no drag force

19 (arch destructed)

31.8-32.8 second 14
33-34 second 11

34.2-35.2 second 7
Phase 3 35.5-36.5 second 9

36.5-37.5 second 3
38-39 second 0 (arch reformed)
39-40 second 0
40-41 second 0

Phase 4
flow interruption time

41-42 second
no drag force

11 (arch destructed)

42-43 second 13
43-44 second 10

44.2-45.2 second 11
Phase 5 45.5-46.5 second 8

46.5-47.5 second 2
48-49 second 0 (arch reformed)
49-50 second 0
50-51 second 0

Phase 6
flow interruption time

52-53 second
no drag force

7 (arch destructed)
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Figure 4.25: Plot of sands collected in SRT simulation phases (WWS). Decreas-
ing trend of the numbers of particles passing through the slot for the 3 periods
of arch breakage. It is in agreement with the SRT experiment by Chenxi from
Dr. Nouri’s lab.

SRT Simulation with Variable Flow Rates

In this case, after interrupting the fluid flow and collecting sand samples for 1

second, the valve was opened to allow fluid flow into the sand-pack again at

flow rates double the previous flow rate value, respectively. Flow interruption

time was 1 second for all cases to collect sands. Following each fluid flow

interruption, the fluid valve was reopened at a higher flow rate.

Simulation Plan: Variable Flow Rate To simulate the above process

by the CFD-DEM model, the transient fluid flow rate was considered to be

equivalent to the transient flow velocity inlet in the simulation domain.
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Here are the SRT simulation phases conducted to investigate this problem:

1. Run the simulation (at fluid velocity inlet 0.001 m
s

, Ref = 0.0672) as long

as the multi-particle arch was formed and track the numbers of particles

passed through the slot as well as track the particles locations.

2. Run the simulation for 1 second with frozen solver at fluid velocity inlet

0 m
s
.

3. Run the simulation (at fluid velocity inlet 0.002 m
s

, Ref = 0.1344) as long

as the multi-particle arch was formed and track the numbers of particles

passed through the slot as well as track the particles locations.

4. Run the simulation for 1 second with frozen solver at fluid velocity inlet

0 m
s
.

5. Run the simulation (at fluid velocity inlet 0.003 m
s

, Ref = 0.2016) as long

as the multi-particle arch was formed and track the numbers of particles

passed through the slot as well as track the particles locations.

During the fluid flow interruption time (phases 2 and 4), the velocity of

the fluid was zero due to the lack of fluid movement in the stable sand-pack.

Accordingly, the drag force was omitted, which was done by freezing the fluid

solver in the simulation. Without drag force, multi-particle arch experienced a

shock and broke (phases 2 and 4). The simulation ran with a different fluid

flow till the new multi-particle arch formed (phases 1, 3 and 5). The numbers

of particles passing through the slot were tracked.
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The simulation results are presented in Table 4.28. In Table 4.28, various

time slots of 0.1 s were chosen for observation. The cumulative numbers of sand

particles passing the slot are presented in Table 4.28. It can be observed from

the number of the sand particles passed the slot that the multi-particle arch was

formed at the 24.9 s mark in phase 1 after which there was no more particles

passing the slot. At the 30 seconds mark, the fluid flow was interrupted in

phase 1 and there were 19 particles passed through the slot which was a sign of

multi-particle arch destruction. After 31 seconds, phase 3 started, fluid flowed

again in the sand pack at a higher flow rate as twice as the initial flow rate in

the stable packed bed and arch reformation occurred at 41 seconds (later than

the phase 3 of the previous case). In phase 4, the fluid flow was interrupted at

44 seconds, arch was broken and sands produced. In phase 5, with the tripled

fluid flow rate arch did not form till the end of the simulation 57 seconds mark.

This could have happened due to higher fluid flow rate in comparison with the

phase 5 of the previous SRT test simulation with constant fluid flow rate.
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Table 4.28: Sands collected in SRT simulation phases with variable fluid flow
rates

SRT phases SRT simulation time
Cumulative numbers of sand

particles passed the slot

6-7 second 15
8.3-9.3 second 16

10.7-11.7 second 11
11.3-12.3 second 13
12.7-13.7 second 7
13.1-14.1 second 3
14.1-15.1 second 4
18.5-19.5 second 2

Phase 1 20.5-21.5 second 2
22.3-23.3 second 1
23.7-24.7 second 2
24.9-25.9 second 0 (arch formed)
25.7-26.7 second 0
26.5-27.5 second 0
27.2-28.2 second 0
27.9-28.9 second 0
29-30.0 second 0

Phase 2
interruption time

30-31 second
no drag force

19 (arch destructed)

31.8-32.8 second 16
33-34 second 12

34.2-35.2 second 9
35.5-36.5 second 11

Phase 3 36.5-37.5 second 6
38-39 second 7
39-40 second 5
40-41 second 2
41-42 second 2

41.8-42.8 second 0 (arch reformed)
43-44 second 0

Phase 4
interruption time
44.2-45.2 second

no drag force
15 (arch destructed)

45.5-46.5 second 16
46.5-47.5 second 20

48-49 second 14
Phase 5 49-50 second 11

51-52 second 12
52-53 second 9

53.6-54.6 second 8
55-56 second 9
56-57 second 11
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It was observed that at the higher flow rate, more sand particles were

produced in comparison with the constant flow rate SRT.

4.4.10 Results and Discussion

Following the research conducted on the sand retention mechanisms specifically

multi-particle arch formation, stabilization, destruction and reformation in the

slurry cases and unstable packed bed cases, the final part of this thesis was

about transient cases in the stable packed bed to explore the physics behind

arching. The effect of various parameters and conditions on the multi-particle

arch formation, stabilization, destruction and reformation were studied with a

stable packed bed of particles.

The following is the list of findings that were observed:

1. In all cases of different fluids (Table 4.14), the multi-particle arch formed

with/without fluid, broke after a period of time and reformed, and this

pattern continued, similar to the unstable packed bed.

2. The multi-particle arch formed even without fluid. In this case, the arch

formed faster. However, it stayed stable for a shorter time and reformed

more quickly after breakage. The particle-particle interaction force and

the gravity force again played key roles in multi-particle arch formation

and the particle-fluid interaction forces were not essential for the arch

formation.

3. Compared to the unstable packed bed case, multi-particle arch stayed

stable for a longer time and the number of the particles passing through
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the slot, following multi-particle arch formation, was less in the case of

stable packed bed.

4. With non-spherical particles, the multi-particle arch formed faster, and

it reformed faster after breakage. stayed stable for a longer time than

the case with spherical particle. For non-spherical particles with higher

aspect ratio, the arch was less stable than the arch formed with the

polyhedral case with the lower aspect ratio.

5. With polyhedral particle size distribution at micro-scale, the initial for-

mation of the arch took longer than the case with the uniform-size

distribution, and the multi-particle arch stayed stable for a longer time

than the uniform cases (both polyhedral and spherical). Following break-

age, it took longer to reform the arch compare to the uniform-size cases,

however, the reformation took shorter than the unstable packed bed case

as happened with the unstable packed bed.

6. There were fewer particles passing through the slot during the stabilization

period. This was the main difference between the stabilization period in

stable and unstable packed bed cases.

7. Gravity force and interaction forces are essential forces to form the multi-

particle arch at micro-scale. Without other forces (fluid drag force, lift

forces, buoyancy, cohesive force, fluid-particle interaction force, virtual

mass force) multi-particle arch formed, stayed stable, broke and reformed.

8. The increased height of the unconsolidated region resulted in increased
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stress over the slot region. The stress load was increased further with the

use of large and heavy particles. As the stress load increased, the arch

formed faster, it was stable for a longer period and it took shorter for

the arch to reform compared with the cases with lower stress load.

9. The CFD-DEM model simulation was capable of simulating the arch

formation, stabilization, destruction and reformation under transient

condition of flow domain. The SRT simulation and the experiment follow

similar decreasing trend of sand particles passing through the slot after

arch destruction due to fluid flow interruption.

10. The arch behavior while the constant fluid flow was interrupted was

very revealing. It was clear that the arch broke due to the lack of the

drag force when the flow was interrupted, showing that transient flow

conditions can destabilize the multi-particle arch. This is a valuable

insight provided by the current investigation at the micro-scale.

11. Slurry flow is too diluted for multi-particle arch formation at the opening.

12. Stress from the packed-bed is necessary to form the arch.

13. Stable packed-bed supports arch formation and stability.

14. High viscosity of fluid supports arch stability.

15. Aspect ratio larger than 1 supports arch formation and stability.

16. Particle size distribution supports arch stabilization.
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17. Larger stress supports arch formation and stabilization.

18. Curved slot is not the best geometry choice for arch formation and

stability.

19. Length is not a critical designing factor from the perspective of arch

performance.

Considering the investigation and research on the numerical simulation of

retention mechanisms, under the effects of conditions and parameters involved,

a good understanding of the multi-particle arching phenomenon and the rel-

evant physical aspects was achieved. The study provides insight into which

parameters and conditions could affect arch formation, stabilization, destruc-

tion and reformation and the effect of parameters such as: size and shape of

the particles, particle concentration, existence of porous media, transient flow

velocity, particle size distribution, viscosity of fluid and geometry of the slot.

This research provides the researchers with the platform to investigate this

phenomenon further in the well-bore and add to this knowledge to improve

the criteria for selecting the sand screen devices and possibly suggesting an

improved design for slot openings, which supports the arch formation and

stabilization. This design and improved criteria would be of high value for the

industry.
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Chapter 5

Conclusion

This final chapter gives a summary of the findings of this thesis. At the end of

this chapter, potential future work will be discussed. The first phase of this

work involved setting up a numerical model and conducting a rigorous verifica-

tion and validation of the model to assure that the model was predictive from

the perspective of particle-particle, particle-wall and particle-fluid interactions.

Literature was investigated to apply the particulate-flow modeling approach at

micro-scale considering the computational resources. It was found that by the

CFD-DEM model, the collision of hundreds of particles and the inter-particle

forces could be simulated. The CFD-DEM models were set up and validated

from the perspectives of particle-particle, particle-wall and particle-fluid inter-

actions with the benchmark problems as well as the available experimental

work from the collaborating labs and literature.

Following the verification (mesh independence analysis) and validation

practices, a list of best practices was achieved to setup the model and study
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particulate flow at filter opening as follows:

1. A mesh should get designed in a way that gives adequate resolution in re-

gions where spatial gradients are high, such as slot entrance. Considering

the computational cost and accuracy, the best practices mesh-resolution

for a steady state particulate flow case was achieved by smoothed unre-

solved (refined grid unresolved) coupling where the size of the particle was

at least as twice as the mesh size. Also, mesh-resolution for a transient

particulate flow case was achieved by smoothed unresolved (refined grid

unresolved) coupling where the size of the particle was at least five times

larger than the mesh size. The quality of the robust simulation model

guaranteed by grid independence and error estimation.

2. Second order time discretization was preferred, and a spatial discretization

that was based on second-order upwind differencing scheme.

3. The segregated solver was preferred to the coupled solver for transient

cases considering the accuracy and the computational cost.

4. Freezing the solvers helped initial simulation stability, computational

efficiency, and reducing total run time specifically early in the simulation.

Convergence issues could arise because of the lack of a good physical

initial condition for transient simulations.

5. It was revealed that Young modulus lower than the actual one could

reduce simulation time as DEM time-step was dependent on Young

modulus. A reduction up to three order of magnitudes could be applied
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with sensitivity analysis.

6. Hertz-Mindlin contact model could predict well how particles interact

during the collision.

7. The boundary condition is set at continuum level by default and had to

setup for each individual boundary of particles.

8. Maximum porosity could be specified as limit after which injection of

new particles is stopped. This feature could help building the porous

regions with particles.

9. Two-way coupling is recommended to study retention mechanisms where

each phase is affected by the other phase for example if drag force is

included in the simulation, a momentum source is added to the continuous

phase.

10. Volume fraction of disperse phase in the continuous phase is dependent

on cell size where maximum volume fraction is 1.0 in case of having larger

particles than cells. Solution could be unstable if the disperse phase

produces high sources of momentum. Sources could be smeared/smoothed

in more cells through DEM solver to avoid instability. It was achieved

that the maximum volume fraction specified in the simulations in case of

smoothed unresolved coupling was 0.98. Using 1.0 resulted in instability

of the simulations.

11. The CFD-DEM model by applying the soft-sphere model was predictive.

In the the soft-sphere model, particles could overlap but not deform. The
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soft-sphere formulation is based on the contact forces that are established

during a contact between particles. In this model, contact force is

proportional to the overlap and multiple contacts are allowed at the same

time.

Following validation of the CFD-DEM model, numerous scenarios planned

to investigate the possibility of arch formations by modeling the slurry flow

with different test conditions. Size exclusion, surface deposition and sequential

arching were observed as retention mechanisms. Multi-particle arching phe-

nomenon did not occur with the slurry flow in various types of sand screen’s

openings. These results occurred even for a narrow slot. The slurry flow could

be considered as the initial phase followed by formation of loosened packed

bed called unconsolidated packed bed in the gap between the sand filter and

the oil-sand reservoir. The investigation on slurry cases lead to the fact that

the stress from the packed bed of solid particles on top of the slot opening

was essential to form the multi-particle arch [71], [72] and [73]. It was clear from

the majority of the simulated slurry scenarios that the concentration of the

particles was too diluted to result in multi-particle arch formation and the

stress of the packed bed of particles was essential for the multi-particle arch

formation.

Following the research done on the slurry flow, the multi-particle arch

formation was studied using an unstable packed bed. The reason to instability

of the bed was that the slot was open while the sand particles were continuously

injected into the packed bed. In this case, particles did not get a chance to

make a settled packed bed due to perturbation resulted from the continuous
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injection of particles. The simulations with the unstable packed bed resulted

in several indications of relevant parameters and conditions that impact multi-

particle arch formation, stabilization, destruction and reformation, such as the

effect of the physical forces, shape and size of the particles, and reservoir load.

But it was clear that the instabilities caused by the numerical setup did not

correspond to the physical flow that was being investigated.

The period of time that the multi-particle arch was stable was relatively brief,

and the pattern of arch formation, stabilization, destruction and reformation

repeated many times. Study the effect of various parameters was useful to

indicate which conditions/parameters supported arch formation and stability,

such as the increased height of the packed bed region, the non-spherical shape of

the particles and the non-uniform-size distribution. A true predictive simulation

required a method of modeling a stable packed bed.

In the next phase of the research, a study was conducted on the stable packed

bed to investigate the multi-particle arch formation, stabilization, destruction

and reformation. In order to achieve stability of the packed bed, the particles

were first allowed to settle, while the slot was kept closed. The slot was only

opened and the flow started after the particles were settled and no further

particles were added. This resulted in a stable packed bed that allowed for the

detailed investigation under steady and transient flow conditions. As a result

of the stable packed bed model, there were fewer particles passing through the

slot during the stabilization periods. This was the main difference between the

stabilization period in stable and unstable packed bed cases.

Here is the list of findings that were observed:
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1. Without fluid, the multi-particle arch formed faster. However, it stayed

stable for a shorter time and reformed more quickly after breakage. The

particle-particle interaction force and the gravity force played key roles in

multi-particle arch formation. The particle-fluid interaction forces (fluid

drag force, buoyancy, virtual mass force) and the lift and cohesive forces

could be neglected at this scale and the multi-particle arch still formed,

stayed stable, broke and reformed, revealing them as not essential for

arch formation.

2. The following factors supported the multi-particle arch to form faster

and to stay stable for a longer time:

(a) Polyhedral particles performed better than spherical particles. How-

ever, the lower aspect ratio (AR = 1.6) particles performed better

than the higher aspect ratio (AR = 2.3) particles.

(b) With polyhedral particles with PSD, the multi-particle arch stayed

stable for a longer time than with the uniform cases (both polyhedral

and spherical). However in the PSD case, it took longer for the

arch to form initially and it also took longer to reform the arch

compared to the uniform-size cases. There are both supportive

and non-supportive aspects of having PSD on arch formation and

stability.

(c) With increasing the stress over the slot region, represented by an

increased height of the packed bed or by the addition of large/heavy

particles, the arch formed faster and it was stable for a longer period

191



of time. It also took shorter for the arch to reform after breakage as

the stress load was increased.

3. The performance comparison between four types of slots with different

slot widths provided partial validation of the sand retention simulation

results:

(a) The filtration efficiency of various slot widths was in good agreement

with the slot dimensions recommended by the sand retention test

(SRT) experiment.

(b) The seamed slot showed lower arch stability and longer time of

arch formation than the keystone, straight and WWS slots. The

curved shape of the seamed slot could be a justification for this arch

performance.

Following the research conducted on the sand retention mechanisms in

stable packed bed having steady flow, the final part of this thesis was about

simulation of the transient cases and investigation of the performance of the

arch under transient flow condition.

The main findings of transient flow simulations are provided as following:

1. The CFD-DEM model simulation was capable of simulating the arch

formation, stabilization, destruction and reformation under transient

flow condition. The SRT simulation and the experiment follow similar

decreasing trend of sand particles passing through the slot after arch

destruction due to fluid flow interruption.
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2. The arch behavior, while the constant fluid flow was interrupted, revealed

the interesting finding that the arch broke due to the interruption of the

flow and lack of the drag force at micro-scale.

The key contributions of the present research, that improved the under-

standing of the arching phenomenon as an efficient sand retention mechanism,

are summarized as follows:

1. The computational fluid dynamic (CFD)- discrete element method (DEM)

model is capable of predicting multi-particle arch formation, stabilization,

breakage and reformation under steady and transient conditions of the

well-bore.

2. Multi-particle arching does not occur at the slot opening in the slurry flow

even for a narrow slot with the width equal to 2dp. To form a multi-particle

arch, particles should get at the entrance of the slot simultaneously. This

is the main difference between sequential arching (which occurs in the

slurry flow) and multi-particle arching.

3. The load stress from the packed bed of solid particles on top of the slot

opening is essential to form the multi-particle arch. The increased stress

results in multi-particle arch formation/reformation in a shorter time and

arch stabilization for a longer time, that is, improved sand retention.

4. Two forces were critical to forming the multi-particle arch: gravity force

and interaction forces between the particles and particle-domain at the

micro-scale.
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5. In the numerical simulations, three retention mechanisms at filter open-

ings were achieved: surface deposition, size exclusion and multi-particle

bridging. In the cases with the porous region, surface deposition, sequen-

tial bridging and size exclusion were also achieved at pores.

6. Particle size distribution supports the multi-particle arch and it stays

stable for a longer time than the case with the uniform-size distribution.

7. Particle shape affects the arch stability. Non-spherical particles with

sharp corners result in a more stable arch, but aspect ratio should not be

too large.

8. A stable packed bed supports stabilization of the multi-particle arch.

Instabilities caused by transient flow changes, such as flow interruptions,

can result in arch breakage and increased sand production.

9. The results showed that multi-particle arching was the result of particle

interaction and surface deposition at the slot entrance. The ratio of the

particle size to the sand screen opening was an important factor in arch

formation. A curved surface at the slot entrance, such as the modeled

seamed slot shape, can result in lower arch stability and larger sand

production.

5.1 Future Work

Finally, areas for further research were identified.
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1. Calculate and add the stress of the reservoir based on the soil mechanics

to the model and investigative its effect on arching.

2. Include other reservoir fluids in the multi-phase simulations including

water, steam and gas and study arching further considering multi-phase

fluid flow.

3. Consider energy equation and temperature changes in the simulations

and study arching with respect to temperature alteration.

4. Explore the effect of multiple slots on arch formation and stabilization.

5. Undertake further investigation of the bridge stability and destabilization

under various transient conditions of the well-bore such as vibrational

flow and water hammer.

6. Undertake further exploration of the range of the screen opening size

where stable bridging occurs.

7. Investigate different screen opening designs with various geometries that

could improve plugging prevention and support the multi-particle arch

formation and stabilization.

8. Explore these problems by using the openFOAM (non-commercial soft-

ware) and investigate the possibility of applying deep learning and grid-

free CFD to suggest a new efficient design for filter opening that supports

arching.
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Appendix A: definitions of terms

Oil sand and SAGD - Oil sand is a highly viscous mixture (> 10, 000 cP )

of sand, clay, water, and bitumen [33]. This viscous oil is also called heavy oil

and is immobile under reservoir conditions. Steam-assisted gravity drainage

(SAGD) is a heavy oil recovery technique broadly used in Alberta, Canada. In

SAGD operations, there are two horizontal wells drilled in the depth of about

300 meters in the reservoir. The wells are five meters apart, and their length

is between 500 to 1000 meters. Steam is injected into the top well injection

well to warm up the formation and lower the viscosity of the heavy oil. Due to

gravity, heated oil flows down to the production well located underneath the

injection well and get produced to the surface [105].

Sand production and sand screen - In most oil sand reservoirs, sand is

produced with oil. Control and mitigation of sand production are crucial to

achieving maximum well productivity as well as wellbore stability.

Sand control - Sand control, also known as sand retention, refers to the

utilization of screens to cut down the sand production risks. Slotted liners

(SL) and wire-wrapped screens (WWS) are two types of sand control devices

commonly used for thermal oil sands recovery operations, such as SAGD, in

both injection and production wells [52].

Failure mechanisms - Particle buildup and plugging (clogging) at the en-

trance and throughout the length of the sand screen opening (for instance

slot or WWS aperture), are the common failure mechanism in sand screen

devices. Plugging in sand screen device is the reduction in the open flow area
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of the sand control media due to trapped sand and fines and different types

of scale. It will decline the production and increase the draw-down pressure.

Particle buildup also happens due to the transport of particles less than 44µm

known as fines [19]. This process is referred to as fines migration. Migration, the

buildup of fines and bridging could cause the plugging in the pore throats of

formation and the plugging near the opening of the sand control device. This

phenomenon decreases the permeability and productivity of the reservoir as

well as quality performance of the sand screen device.

Granular system - Granular systems consist of commonly discrete solid and

macroscopic particles (> 100µm) that interact with each other closely [19]. These

systems are motivating topics of research due to their complicated rheology

and showing special phenomena such as bridging and jamming [106]. They are

broadly used in various industries, such as mining, oil, and gas, food and

medicine. Accordingly, understanding and modelling of granular systems is

an interdisciplinary research area. In most of the granular systems, fluid (gas

or liquid) drives the solid particles also known as particulate flow or particle-

laden flow. An example of this in heavy oil recovery techniques is the sand

transport and sand retention in down-hole completions. A recognized aspect

of the particulate flow is plugging or jamming which occurs in the media that

particulate fluid flows as well as at the filter screen possibly used for filtering

the particles. Multi-particle bridge formation on filter opening reduces the

chance of plugging.

Bridging - Bridging theory and laboratory tests show that particles will bridge

on a screen (filter) opening and this phenomenon will help sand control and
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prevent plugging [17]. The multi-particle bridging phenomenon can be seen

in Figures 1.2 and 1.3. There are definitions that help to understand and

investigate bridging based on Coberly’s definitions [17]. “A stable bridge is

defined as a bridge which, when broken, will reform nearly fast on a stable

opening. A stable opening is a screen opening size on which a stable bridge

will form. The maximum opening is a screen opening size on which a bridge

will not form even by obstructing the opening. The bridging range is defined

as the ratio of the maximum opening to the stable opening. The bridging grain

size is the spherical particle diameter which would form a stable bridge on a

given filter opening” [17].
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