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ﬁowcvcr, the algorithm complexity is O((m +nr)?), even in the abnormal case.

" Abstract |

For matrix power series with coefficients over-a field, the notion of a matrix power series remainder
) o . . .

sequence and its correS‘pondipg cofactor Sg:qyeng:é are }imr(f)fiu'ccd and developed. An algorithm for con-.

iy
e . 7

structing these sequences is presentcd.

It is shown that the cofactorsequence yields du'ecxly a scquence of Padé fracuons for a matrix power

Pl

series represcnted asa quouem B (z )'1A (z). When B (z )-r Az)is nonnal the complex.lty of the algonthm

for compuung a Padé fraction of type (m,n) is O(p>(m+n)?), where p is the order of the matrices A(z) and

B(z).

For power series which are abnormal; for é givc':i (m.n), Padé fractions may not exist. However, it is
shown that a generalized notion-of Padé fraction, the Padé form, introduced in this paper does always exist
and can-be computed by the algorithm. In the abnormal case, the algorithm can reach a cbmpicxity of

N

O@p>(m+n)}, depending on the nature of the abnormalities. In the special case of a scalar power seres,

Matrix Padé forms are also used to-give a set of new formulae for the inverse of a block Hankel

fatrix. The formulae are practical because our algorithm allows for easy computauon of. (hese forms. In

addmon a by product of our formulac and lhc algomhm allows thc,computanon of all mvcrscs of non-

. singular principal minors.

By using Frobcnius-type identities between ccrtam matrix Padé forms, the inversion foh"nulac' 'arc

shown o gcncrahzc the fonnulac of Gohberg- Heuug, and in the scala: case, lhe foxmulac of Gohbcrg-

Scmencul and Gohberg‘Krupmk.

The new formulae have the signiﬁcﬁht advantage of req_uiring only that the block Hankel matrix
itself be noasingular. The others require, in addition, that certain submatrices be nonsingular.
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v Chapter 1 -~
% Introduction ~
Let @
\ ‘ .
A(z)=Ya7z’, : (1.1)
- i=0 :

where a;,1 =0, ..., is a p x p matrix with coefficients from a field K, be a formal power series. Loosely

. speaking, a matrix Padé approximant of A(z) is an expression of the form U (z )-V(z Yot Vi)Y U (),

\
J4
where U(z) and V(z) are mamx polynomials of degree at most m and n, respectively, whose expansion

agrees with A(z) up to and including the term z™** . Mathematically this is equivalent to the expressions
: ;\g )
A@VE) - U@) or V@AR) - U) : (1.2

being zero for the first m+n+1 terms.

Padé approximants hz}ve many applications in mathematics and in engineering-relau:d disciplines.'
Aﬁplications include numerical computations‘ for special power series such as the Gamma function (c.f.,
Nemeth and Zimanyi g7] ), algorithms in the field of numerical analysis (c.f., Gragg [26] ), triangulation of
block Hankg,l and Toeplitz matrices (c.f., .Rissanen (41} ), solution 6_f linear systems of equations with _
Hankel or Toeplitz coefficient matrices (c.f., Rissanen [39] ) dxgxtal ﬁltenng Lheory {c. f Bu. 1eel [12] and

Brophy and Salazar [9] ) and linear control theory (c.f., Elgerd [22] ).

.. Asan 111ustrauon we can single out three areas where formal power series and related rational expres-.
sions come into play.

~ Example 1.1:
Consider the initial valued nonlinear differential equation given by

y g +yi=—2

- Giay YO=L 0=, Sy

If we make the assumption that y isvanalytic in.z in a neighborhood of 0, then the coefficients of the o



. ‘ 2
. 4

MacLaunn expansron can be determmed as follows. The first two coefﬁcrenls are obtamed from the mmal

conditions while the third is determined by substituting 0 i into the drﬂerenual equation and solvmg for 5 (0).

<- -

Yy =1-3/4z +39/32;2 4+

Thrq grves

Higher orgar coefficients can be obtained by dﬁferemiating the equation. substituting 0, and solving for
v X0V, This process is only useful as an approxrmauon since one must stop aﬂer a ﬁmle number of steps
The result is an approxrmauon of y by a polynomial. However, ponnomrals are often poor approx1mauons 7

especially for large z. Instead one can use a Padé approximation, whrch when truncated at Lhe same posr-

N

-~

uon produces the same polynomial. For example Lhe ranonal expressron

“1+7/87 -

1 + 13782 (1'5) o

also has the same first three terms as Lhe power senes expansxon for y (Lhrs is' the Padé fracuon of type (1,1)

" fory). This rational expressxon results in a much closer approxrmauon to the real answer W

2+422 oL e

“.o s

especially for large z.- There is, for exampIe only an 8% drﬁ”erence at mﬁnrty (c f., Baker and Gravcs-

Morris (31). In ths case Padé approxlmauon is used asa method of i xmprovmg an existing’ approxrmauon

-

4
Example 1.2; _ -

.

Consrder a linear system havmg dxscreuzed mput x, and dxscreUZed output Yn- The. oulputs are de[er-

}mmed by convolunon of the i lnputs with a unit impulse response ay,. (c.f., Bultheel [12] )

/
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v — 2 ) a, L
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. ’
If we thir: of these discrete sequences in terms of ‘[heir z-transforms, ie., as power series

' :x‘(z);'zr,z' Yz = Syaz" A(z)=2d,,z". - an

Lhcn convolution of Lhe 1mpulse response funcuon goes over to polynomxal multiplication which results i i

Y(,,-—A(z)sX(z) " : ' '(18)

A(z) is-called lhe transfer funcuon of Lhe system. ‘The coeﬂicents of the transfer function z?'e usually deter-

mined Lheoreucally or expenmemally by measunng the outpu[ of a sngnal from ' in input wLa: xsolates on the

h
i

pamcular response. An approxxmauon of A(Z) by a rational expressxon '

' Zu z ’ ‘ .
Ol it ve=1, . 4o
.(z) DY v o Y
i=0 .
V(z)Y(z)zU(z)X(z) . . » . | (1.10)
= [u.(_)x; +.'. -' ' _+ umbxf—mi] - [Vl)’r-x + -+ vnyl’—n] . LT (111) A

i} whickis a system where the output at ume t depends ona parucular combination of the last m+1 mputs and
the previous n outputs. In this.case rauonal approximation is used to obtam afeedforward/lc ack mede!
for a lmear systcm (c f Gragg and Lmdqunst [27F )

A va.nauon of ths example is’ to find a cIosest model to the system havmg a parucular type of,

rational expression, for example one of the form



u 0 ’ - 4

n

(1.12) -

Vo+Viz + - vy2z

By closest, we mean.in the least squares’ sense. Solving the normal equations of this 'over—.delenniried Sys-
tem rgsults in a Yule-Walker system of equations (c.f, chapter 4) where the coefficients of the system are

Lhc autocorrelation coetﬁcnems of the sequence a; (c.f., Wakita [46] or Makhoul [35] ) Thxs in turn.can be
A

-

interpreted as a Padé approximation of a particular type for the autocorrelation power scries.

Example 1.3
For the power séries

1-4z2

1+3z +22 1+3z 322

———=1-132+0@?Y, ‘ 1.11) -
143z —3z2 z '(z‘) . (11D
the Padé fraction of type (0,2) is given by
- |
. i.12
» 1+ 3z +22 (.12)
since /
! _ 4,2 .
L1282 o6y, (1.13)

Multiplying denominators gives

1437 322 = (1432 +2(1- 429+ 0 (Y, . o (L14)
» or, more precisely,
-

143z —3z2=(1+3z.+z2)(1—-422)+z?(12’+4z). A (1.15)

Multiplying both sides by 2z and substituting z for z~! (this is the same as reversing the order of the

coefficients of'the polynomials) results in



243233222 (224 3, +13(22—4)+(12z;4-4) (1.16)

‘which is just polynomial division with remainder. This process shows that polynomial division is
equivalen't to Padé approximation (of a specific type). More generally,‘algorilthms that are'based on polyno-
mial division can also be interpreted in terms of Padé approximation. For example, for any two polynomi-

lﬁrs' A{z).and B(z), the extended Euclidean GCD algorithm calculates a sequence of expressions of the form

N
~

A@)Si@) +BET()=Ri(), | NRY

satisfying various algebraic properties (c.f., {35} ), with the last reniainder Riast ('zl) being the GCD of A(z3
and B(z). If m; and n; are the degrees of S;(z) and T;(z), réspecuvélii. then reversing coefficients in equa-

tion (1.16) reo-lts in ' g

AD(2)S2) + BT (z) = 2™+ ROz SR

where the superscript (r) denotes a polynomial having coefficients in reversed()rder. Thus the extended
Euclidean GCD algorithm can be viewed as a sequence of Padé approXimaLions for the quotient power

series BO(z) AT (z). -

Note that, allhougﬁ the examples are presentéd in the scalar case, ihese are cquaﬂy valid in the mul-
tidimensional case. Matrix Padé approximaﬁt%s can be used when We have é system of noniinear differential
equations with initial copdidons. Multidimensional rational approximants are used with linear systgms
having more than one inpuf and one output. :

Thésc examplés also illv trate moblehs that must be considered when generalizing from the scalar
case to the matrix case. In 2..amle 1.2, commutglivity becomes an issue, sincé ‘eyation (1.9) reguirés that
the denominator divide on ¢ left. A denbmina[er dividing on the rig}lit will not give a desired model
bécause of the lack of commutativity. Example 1.3 points out the problem of singularity in the matrix case. .‘

Matrix polynomial division is equivalent to specific types of matrix Padé approximation, just as in the



6

scalar case. Ho'we'ver, there is no Euclideaa-algorithm in the case of matrix polynomials, because nonzero
" coefficents may be sing_ular, and hence one cannot always divide one nonzero coefficient into another.
nonzero coefficient. For more on the problem of gcnerallzmg scalar polynomrals to thexr matrix counter-

<
parts see for example Dennis et al [19] . e v

An added consideration when generahz:ng rauonal approxunams is that, unlike the scalar case, the
%
definition of a matrix Padé approximant can be’ made formal in a vanety of ways, For example Lhe approx-

imation (1.2) can be written as

AQz)= U(z)V(z)-1 [U (z)adj(V(z))}(a'er(V'(z))" [U(z) Vi) (1.19) - |

¢

sothat V(z)isa scalar polynomial while U(z) canbe a p x q matrix. This is the approach taken by Rissanen »
_[40] . Typically, however U(z) and V(z) are px p polynomlal matrices, and- V(z) is further restncted by
the condition 'that the constant term, V(0), is mveruble In this thesis, we call such approx1mams mamx

Padé fractions, which is consistent with the scalar (p=1) case.

For a particular m and n, however, matrix Padé fractlons rreed"not exist. Therefore, irjrhthis thesis we
inLroduce the notion of a matrix Padé fdnn. in which the condition of inven_lbility of V(O) is relaxed The
definition is a generalization of a similar one given in the scalar case. It is shown that matrix Padé forms -
always cxlst but that they may not be unique. In general, matrix Padé forms need not have an invertible
denommator V\(z) However for m and n given, by obtaining a basxs for all the Padé forms we are always
able to construct a matrix Padé form with an invertible V(z), in the case that one does indeed exist. ’I‘his,

along mﬂ})addruonal properties of matrix Padé forms, provides the comems of chapter 2

Chapter 3 is concemed with the problem of calculaung matrix Padé approxrmams In the scalar case,
existing algorithms can. be classified into two categories, those that requirg that A(z) be a normal power——
sen'es (c.f.,, Gragg [26] ) and those that.do nor require this restriction. /Algorithms ‘Lhaticalculate Padé
‘ approximants for normal power series.include’the e-algorith’m of Wynn [48] , the N-algorithm of Bauer ES] ,

the Q-D algon'thm of Rutishaxrser [42] along with the well known algoﬁthms of Trench [45] and Levinson

/



[33] Aigomhms that are successful in the degenerate non-normal case can further be dmded mto two sub-
. catcgones accordmg to. thexr comple:uty costs‘ g The algorithms of Bultheel [1 l] Rxssanen [39] , McElieic
“and Shearer [35] and the slow algomhm :of ,Cabay and‘ Cho: [16] calcu-lale the‘ 'Padé approximam cf type
(m,n) with a complexlty of O((m+n )2) Operauons The algomhms of Brent et aI [8] Sug:yama [4- and
the fast algomhm of Cabay and Choi [16] have a complexity of only O((m +n) 10g2(m +n )) See the article .

S

by S‘ugiyama for a table listing well known algorithms including their restrictions along wuh complexmes.
Most scalar ajgori'mms can be generalized if the matrix power series is assumed to be normal. While

there are example§ where '{he lack of comrriutativity is a concem-(c f., Draux [20] ) this is not-a problem

o wnth most algorthms Examples of such generahzauons 10 the mamx case in¢lude. those ngen by Bose and

Basu [7] Bultheel [10] Rrssanen [41] and Starkand [43] The fast methods of Brem et al [8] , Cabay
and Chox [16] and Sugxyama [4;4] also woﬂc over matrix coeﬂicrents under Lhese smct normahty condi- ‘
| uons Fast pof)g'lomlal mulupllcauon using fast Fourier transforms is reqmred tkgs obtam (he 1mpr0ved com-
vplexny for these fas[ algomhms Since matnx polynomials can be consrdered as mamces having polyno-
-mial coe&iexems, multiplying wo matrix polynomials i ‘xs Lhe same as a senes of scalar polyno_mlal muluph-
cations. Thus fast Lechniqdes carry over to the matrix eme..

All d1;se algorithms fad, however, if the normality condiLiorr is dropped. Without normality there
arise prdblems with mam singularity. That is, in each’algorithrri (s:peciﬁcvnonzero coet‘ﬁcients'r\eed to be
in\rertible. a requiremé.nt' that cannot be guaranteed in the case of matrix cmﬁciens. These specific nonzero
coefficients are r:onsingular when hormality is assumed. Ari algorithm d1a1 calculates Padé appnoiimams in
a non-normal case is given by Labahn [32] . However, in this algorimrn there are still strict conditions
(near- normahty) that need to be sausﬁed by the power series before Padé approximants can be calculated.

Some other matnx algorithms that reqmrf- normahty wxll also work in this slightly less restrictive case (e £,

Rissanen’s algorithm).

In chapter 3 we present an algorithm, MPADE, for computing matrix Padé forms for a given matrix

: + pow-r series. The algorithm dvercomes the problem of singularity and so, unlike other algorithms, there

-



are no testt'ictions plztced on the power series in order that MPADE succeed. Central to the development.ef
MPADE are the notions of a matrix power series remamder sequence and the correspondmg cofactor
sequence ‘which are introduced in this chapter. These are generalizations of notions developed by Cabay
‘,jand Kossowslq (17] for power series over ‘an mtegral domain. The cofactor sequence compuled by
u MPADE yields a sequence of matrix Padé fractions along a specxﬁc off-diagonal path of the Padé table for
e
‘A complexity analysis of the algonthm is gtven For normal power series, we show that the com-
plexuy of MPADE is O(p’émwt )2) operations in K. This is th: same corolexxty as some of the algo-
rtthms proposed by Bultheel [10], Bose and Basu [7], Starkand [43], and Rissanen [41] Overcoming the
pr\oblem of singu! iy introduces gree of uncertainty in the cost complexity, however! In the abnormal
case, the algorithm is usually of complextty O(p “(m+n)?), but can reach O(p>(m+n)*) operations in X in
R - some par.hologtcal cases. In the scalar case, however, MPADE always has a complexity of O((m+n)?),

re‘gardless of the degree of altnormality.

4 &

The concept ofa mamx Padé approximant is closely related to matrices having a block Hankel struc-
ture. These are matrices of the form -

m-n+l o Gy

Hon=|. . e (1.19)
Om Tt alnﬂ—l

where the g; are p x p matrices. The connection between the two follows from equatiort (1.2) which allows
the denominator to be calculated as solutions of a system of equanons havmg as their coefficient matnx a
block Hankel matrix. Systems of equauons having as their coefficient matrix a Hankel matrix are encoun-

tered in such apphcauons as dtgttal ﬁltermg, linear control theory and image processmg.

' Chapter 4 deals with the problem of inverting block Hankel matrices. The approach uses the rela-

- tionship between these matrices and a related set of matrix Padé forms to determine both when a Hankel
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matrix is nonsmgular and also how to calculate its inverse. We show that necessary and- suﬁimcm condx-
. tions for a block Hankel matrix to be nonsmgular is the existence of four matrix Padé forms satisfying

specific conditions. In addition, a set of closed formulae for the inverse is glven in terms of these four

matrix Padé forms.

The existence of closed formulae for Hankel matrices is not new In the scalar case well knom] for-

i/

mulae of Gohberg and Semencul [23] gives H,,., in terms of only the first and last columns of the i inverse.

Gohberg and Krupnik [24] give a formula for the inverse in terms of only the last two columns of /7,71,

In the nonscalar case, when p > 1, additional problems are encoumeréd in obtaining a closed formula

for ihe inverse. A set of closed formulae of Gohberg and Heinig [25], give the inverse in terms of the ﬁfst

f

and last columns together with the first and last rows'of the inverse.

N

All of the above formulae depend on the ability to perform certain bordering operations that lend
‘themselves well to matrices with a Hankel structure. However, these bordering operations re'quire the

imposition of certain additional restrictions on H, .. For both the Gohberg-Semencul and GOhbcrg -Heinig

formulae for example, the submatnx Hpy x—y must also be nonsingular; whereas, for the G{)hbergvKrupmk

formula the submatrix #, ml Lt must also be nonsxﬁgplar Inverse formulae are then also glvcn for the

relevant submatrices.

By usmg mamx Padé forms, we are able to avoxd bordermg techmqucs and ) require only that H,, ,
be nonsmgular In addition we show in chapter 5, that formulae that are based on bordcnng Lechmques can

easily be deLermmed from our formulae by takmg advantagc of relationships (e. g Frobemus identities) that -

i

exist for nelghpom ina Padé table. Thus, by using Padé forms we unify the work done previously in this

/ ; : Y
field. / ' ' ‘ ,

i
N

A majo"r advantage of a closed inverse formula is that it allows for efficient algorithms to calculate
the mverses of Hankel matrices. This efﬁcxency comes both in the cost complexity of calculaung the

inverse and also in the amount of storage requxred for Lhe ﬁnal result. N [\
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As an apphcanon of bol.h ‘our inverse formulae and the MPADE algorithm, we: obtam an algorithm

for calculating H. " The resulnng algorithm has many advantages for our situation. It is successful

without any preconditions placed on the original power series. As a by-product, we obtain inverses for all

-

the principal minors of H,, ,; that are nonsingular, Also, it is iterative on n, allowmg cost savmgs in 1mp1e-
mentation. The complexlty of the resulung algorithm for an n x n matrix is generically O(p3n?) , allhough
there are pathologlcal cases where it can be as high as O(p3n?) (for example when all the pnncxpal minors
of H,, , are singular). This compares with other nonscalar methods (c.f., Akzuke {1], Rissanen [41], Bose

and Basu (7] Yawhich are also of complexity O(p>n?), but which succeed only when all principal minors are

nonsingular.- In the scalar case, however, the cost complexity of MPADE is O(nz) regardless of the types

of singularities found in H, ,. This compares favorably with the method descnbed by Rlssanen (391,
which is of complemy O(n?) and succeeds in the degenerate case. The O(n?) methods of Trench [457,

Zohar [49] and Kailath etal [30], on the other hand, fail whenever a pnnclpal minor of H,,), is singular.

When fast polynomial- mulnphcauon methods are available, in the scalar case, the requu'ed Padé”

' _ forms can be calculated by the EMGCD algorithm of Brent et al [8] or the off -diagonal algorithm of Cabay

and Choi [16] wah a complexity of O(n log?n). The algonthm is also iterative on n and produces the
inverses of some of the nonsingular principal minors as a by-product. The O(n logn) methods of Bitmead
and Anderson [6] and de"Hoog (28], on the other hand, succeed only in the nondegenerate case. We note
that the last two algomhms all use fast O(n log?n) algorithms to determine both the fi(;st and last columns

of the .invcrsc and then use one of the inverse formula of Gohberg and Semencul 1o obtain the inverse.

Many of the inefficiencies or restrictions are due to the limitations of this inverse formula. .

In the nonscalar case, fast algorithms can also be used to .calculase me reuuimd Padé forms, but under
some restrictions. If the block matrix is positive deﬁnite (or, mofe generafly, 1f the associated power serits
is nearly- normalfc’f/,—' chapter 3)), for example and fast polyno 1al multhhcauon is allowed, then Lhe
inverse formulae can be calculated using the fast algorithm of Labahs [32] with complexuy Op*n logzn)

This algorithm is also iterative and calculatcs the inverses of some of the nonsmgular principal minors as a
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A‘{";lby-,product. The algérithm of Bitmead andl Anderson,‘ generalized t\oﬂt,he nonscalar case by the use of the
inverse formulae of Gohberg and Heinig, is also of complexity O(p>n log?r), but works only in the nor-

mal case.



Chapter 2

Matrix Padé Forms

2.1. Introduction

Let
A@z)=Yaz', - 2.1)
i=0 ‘
where @,1=0,..,isap x p matrix with coefficients from a field K, be a formal power series. In this

chapter we present the basxc definitions and propemes of a mamx Padé approximant for A(z). Roughly
speaking this i Is an expression. of the form U (z)-V(z)™!, or V(z )-U(z), where U(z) and V(z)are p x p
matrix polynomlals of degree at most m and n, nespecnvely, whose expansion agrees with A(z) up o ‘and

including the term z™**,

Typically V(z) is further resmcted by the condmon that the constant term, V(0), is mveruble (c.f.,
Bose and Basu (7], Bultheel [10] , and Sta:kand [43] ). In this thesis, we call such approximants matrix ,

Padé fractions, which is consistent with the scalar (p=1) case (c.f., Gragg [26] ).

For a particular m and n, however, matrix Padé fractions need not exist. ’I’herefo;e >We introduce the -
notion of a matrix Padé form, in which the condition of invertibility of V(O) is relaxed. The definition is a
generalization of a similar one given for the scalar case (c.f,, Gragg [26] ). We show .hat m;u'ix Padé
forms always exist, but that they may not be unique. In general matrix Padé forms need not have an inver-
.uble denominator, V(z). However, for m and n given, by obtaining a ba51s for all the Padé forms, we are
also able to construct a matrix Padé formkuh an invertible V(z), in the case that one does exist. ‘In addi-

" ;u'on, properties that will be used (in chapter 3) to establish an algorithm to construct such forms-4fe also

included in this chapter.
1

For purposes of presentation, we adopt the following notanon We let D denote the non-commutative

ringof px p mamces over a field. The domam of formal power series wnh coctﬁcnems over D and indeter-

12



mihant z is denoted by D[[z]]. Forany A (z) € D{[z]], A(2) is formally represented by

. . AG@)=Taz, e
L i=0 ‘

where the coefficients g; € D are always witten in lower case. The domain of polynomials (finite power
, .
series) over D with indeterminant z is denote by D[z]. Any polynomial P,(z) € D[z] is represented for -

mally by

P,(z)= ):“,p,- z, (2.3)
i=0

a .
where again the coefficients p; € D are written in lower cése. The degree of P, (z) (i.e., the largest i such

that p; # 0) is denoted by 3(P, (z)).

2.2. Basic Definitions
Let

,A(z)=ia,-zi . B(z):ib‘-zi € D[[z]] (2.4)
i=0 . i=0 .

i

be formal power series with coefficients from the ring D of p x p matrices over some field K. Throughout
this paper it is assumed that the leading coefficient, bg, of B(z) is an inveftib’le matrix. For non-negative

integers m and n, let : b
U(z)=2u,~zi , V(z):Evizi eD[z] . 2.5
i=0 i=0

denote px p rhalrix polynomials. ‘
Definition 2.1: The triple (U (2),V (2),W(2)) is defined to be a Right Matrix Padé Form (RMPFo) /

of type (m,n) for the pair (A(z),B(2)) if

LaUGEY<sm, a(v(z))Sn,

] : v
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I AGVE) + BGYUG) = "W with W) € D)) and « 26)

1L The columns of V(z) are linearly independent over the field K.

By

The matrix polynomials U(z), V(z), and W(z) are usually called the right numerator, denomfnator,
and residual (all of type (m,n)), respectively. Note that when B(z) = -I, Definition 2.1 corresponds o the

definition of Padé form for a single matrix power series A(z) given in Labahn [32].

There is an equwalent deﬁmuon for a left matrix Padé form (LMPFo). Condition II is replaced with
an equivalent version with matrix multiplication by U(z) and V(z) being on the left. Condition III is
replaced with the condition that the rows, rather than the columns, of the denominator are linearly indepen-

dent over the base field K.

However, there is aone-to-one correspondence between RMPFo's and LMPFo's. By taking the tran-

sposes of the matrices on both sides of eqdaﬁon (2.6), it follows that

—

Vi(z)A'(z) + U'erBe) = z“+"+‘w'<z,). o <2'7>

v

'The degree and order conditions are identical. It is clear that if (U(z),V(2),W(z)) is a RMPFo for (A(2),

B(2)), then (U'(z), V (z) W'(z))is a LMPFo for (4 ’(z) B'(2)). Thus any algorithm that calculates a
right matrix Padé form of a certain type can also be used to calculate the left matrix Padé form of the same
type.
For ease of discussion, we use the following notation. For any matrix polynomial
U)=uo+uwz + -+ +wuyz* e D[z, , , (2.8)
we write U (ie., the same symbol but wuhout Lhe z variable) to mean the p(k+1) by p vector of mamx

coefficients ' , .

U= [uo,u,.-f- ,g,,]'. 2:9)
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ao

|
|
|
. . | . by
Sma = ‘ ao 1. ' . (2.10)
| ‘ '
|
|

Bmyn . . c Oy

denote a Sylvestgr matrix for A(z) and B(z) of type (m,n). Then equation (2.6) can be written as

v‘ | >
; =0 | @.11)

St

Theorem 2.2: (Existence of Matrix Padé Forms) For any pair of power series (A(z), B(z)) and any

pair of nonzero integers (m,n), there exists a RMPFo of type (m,n).

Proof: Let X denote a vector of length p(m+n+2), and consider the homogeneous system of linear

equations

. : SmaX=0. e (212

Bebause Sma has p(m+n+1) rows, it follows that (2.12) has at least p linearly independent solutions. Let
A[V,U ]‘ denate ;; such solutions arranged by columns. Then [V,U ]' satisfies (2.11), and consequently
U(z) and V(z) deteﬁnined according to the convention (2.8) and (2.9) satisfy (2.6). Cleérly, the pair
(U(2),V(2)) also satisfies condition 1 in Definition 21 The linear independe_ﬁce §f ;he columns of V(z) is
equ-ivalem to the linear indepéndence of the columng of [V,U ]‘ because of the nonsingularity of bo.

Hence condition I of Definition 2.1 also holds.

From the proof of Theorem 2.2, it follows tha; if Sy » has maximal rank, then Padé forms are unique
up to multiplication of U(z) and V(z) o'n the right by a nonsingular matrix. On the other hand, if the rank of

i

o

S
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Sm » 15 less than maximal, then more than one independent Padé form exists.

Example 2.3: Let B(z) = -I and

10} f10], f20], ‘[-10
A@=lor|* 1| |o1|7"* |-1 0|8+ - @.13)

With m =2 and n = 3, a basis for the solution space of (2.9) is given by the two vectbrs

Lo r
X, = [o,'l,o,o,o,—ho,o,o,1,0,0,0,0}‘ : A&(zy/

and
Xy= [o, 0,0,1,0,0,0,-1,0,0,0,1,0,0 ]'. | 2.15)
Thus,
Jo1000-10 07
V=100010 00-1. - (2.16)
and
o10000]
1000100 . @
is a solution of (2.11), and the pair (U(z),V(z)), where _
4 0 0 00 '
V@)=1,_,2 ,_,3| and U(@)= 12 (2.18)

defines a Padé form of type (2,3).for (A(z), B(2)).

In Example 2.3, note that that columns of V(z) are linearly mdependem over the field K, but that they

are lmearly dependent over the ring of polynomials K[z] (i.e., V(zYis singular). Indeed, for Lhns example a

,RMPFo (U(2), V(z) W(z)) of type (2,3) for Wthh V(2) is nonsingular cannot be found The problem

occurs because, although the solution space has dimensior 2 when considered as a vector space over the



“field K 1t has only d1mensnon 1 when con51dcred as a module ovér Lhe rmg K [z]

We note Lhat havmg an mveruble denommator is hxghly desuable since usually the purpose of Padé

' forms is o approxxmate Lhe 1nﬁmte power series ' '
| ~_(B_('z>)-“-'A(z'),' - ey
by the finite rational feﬁ : | | | |

ey yrlo (2.20)

- where the approxxmauon is to be exact for the first m+n+1 terms. When the denommator is. smgular we =
-, cannot form this rational expression and this lumts the usefulness of Padé approxlmauon For example a .

singular denommator nges no mfonnauon about lhe poles since every pomt isa pole in this case

N

23. Matrix Padé Fractions.

Orle case when the denominator of a RMPFo is invertible is given by~

Definition 2.4. The triple (U(z),V(2),W(2)) is said 1o be a Right Matrix Padé Fraction (RMPEFT) of type

(m,n) for the pair (A(z),B(2)) if ' ; . ~
L U@).V(z), W(z) is a RMPFo of type (m,n) _fqr .(A(z),L" /7)), and

H. The constant term, V(0), of the'denominator is an invcrtible matrix.

Con(_lltion II ensures that the denorhinator, V(z), is an invertible maui;;»bolyhomi’al.
_ As in the case of Padé forms, there is an equivalent definition foré left matrix Padé fraction .
(LMPFr). Also there is a correspondence between rlght matrix Padé fracuons for (A(@),B(z)) and left

matrix Padé. fracuons for (A(z) ,B(z )' ). Ttis mLeresng to note that a power sencs may have a matrix
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Padé fmcuon on one side but not on the other. In Example 2.3, -~ ~~wer series A(z) does not have a right
r

matrix Padé fraction of type (2,3), but it does have a left matrix F...¢ fraction of type (2 3). When a power

series does have both aright and a left matrix Padé fracuon of the same type, then the wo resulung rational

forms are equal (c.f., Baker [2] )..

The problem with Padé fracticns is “-at, as mentioned in the previous section, they do not al'Ways

exist. However, let

L S bo ,
A ao I . . @21

Amyn-1 - - Apy Ibmﬂ!—l .. bAJ

and define

1, m=0,n=0,

dpa = . . v : : 222

|det (T 1), otherwise: 4
Then, a sufficient condition for the existence of aRMPFr is given by -

Theorem 2.5. If 2 - ;tO, then every RMPFo of type (m,n) is an RMPFr of type (m,n). In addition a
RMPFr of type (m,n) is umque up to’ mulLIpllcauon on the nght by a. nonsmgular P X p matrix having

coefﬁcxents from the ﬁeld K.
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Proof: Equation (2.11) may be written

-0 by ‘5 —Vl ] (ao
a0
. . . ap . -3 vn. .
R ‘ bol lug | == | | (2.23)
Amin-~ - a_m bm+n . bn Upy Am+n
4L L J il

The matrix on the left of (2.23) is nonsingular, since dm » # 0 and by is nonsingular. Thus; all the solutions
of (2.23) can be obtained by assigning v arbitrarily and solving (2.23)for the remaining components (v; ,
\
i
< Vn, U, ..., Up). If vgis chosen to be a singular matrix, then the solution obtained by sé)lving (2.23)

v’iplates condition III in the definition of Padé form. Thus, in this case, all RMPFo’s are RMPFr’s.

To show uniqueness, suppose (U(z),V(z),W(z)) and (U'(z),V’(z),W'(z)) are two'RMPFr’s for »

(A(z),B(2)). Then, v, and v', are both nonsingular matrices with coeﬁ"lcients‘ from the field K. Thus, there

exists a nonsingular matrix, M, with coefficients from K satisfying vo = v'g'M . It follows that

V()=V'E@)M and U{z)=U'(z )-M , (2.24)
-while from (2.6) and (2.24)
zm+n+lw(z)=zm+n+lwl(2).M (2.25)
’
and so uniqueness holds.
A basic requirement for results in both chapter 3 and chapter4 is . *

. .

Theorem 2.6. Let A(z) and B(z) be given by (2.4). If m and n are positive intcgeré such that d,, ., %0, then

RiAPFoO’s (P(z),Q(;),R(z)) of type (m-’l,r‘x-l) for (A(z).B(z)) are unique up to mulu’plicaﬁon of. P(z), Q(z)

and R(z) on the right by a nonsingular matrix from K. In addition, the leading term R(0) of the residual is a
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©
nonsingular matrix;

Proof: § (m_{)_k,_l) can be obtained from 7, , by deleting the last block row (i.e., the last p rows).
Since T, » is of maximal rank p(m+n), then § () (x-1) has rank p(m+n-1). Consequently, the dimension

o

of the solution space tc
Sm-1),-1yX =0 (2.26)

is exactly p. Then, [ Q , P ]’ is obtained b'y collectihg by columns a basis for the solution space of (2.26).
Clearly, if [Q',P']" and (Q.P ) are two such colle_ctiohs, then there exists a nonsingular matrix M

from K such that b

[Q.PY=[Q",P')M. | @.27)
Thus, P(z)=P'(z)M and Q (z) - Q'(zyM, and, from (2.6),'R (z)=R’(z)M, proving uniqucness..

To prove the invertibility ot R(0), let ro=R(0) and suppose that rg is a singular p x p matrix. Thén,

. there is a nonzero p x 1 vector X that satisfies

roX =0, ©228)
But. from (2.6) and (2.26), it follows that
j‘
i
{ 0 “
Q0 . ,
Ton | | = . - (2.29)
Pl o | -
rO N .
Thus, - ,
0 : : ,
Toa |l |Xx =0, . C(230)
P .

Since the coefficient matrix for the above 'sysLem is invertible, we deduce that

Boe
. X =90, e (2.31)
P 19
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But this contradicts the fact that the columns of (Q ,P ] are made up of linearly independent vectors,
‘ y pe

This implies that r is invertible.

o

The fact that Padé forms of type (m,n) and (m-1,n-1) are uniquely determined after suitable normali-
zations, when T, . is nonsinguiar, allows us to prove such properties as argument invariance (c.f., Baker
(2] ) for the Padé forms computed by the algorithm MPADE given in chapter 3, and is central to our com-

muLaLivi‘ty results of Ehaptcr 4.
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Chapter 3
" The MPADE Algorithm
3.1. Matrix Power Series Remainder Sequences ’ ‘

We define a Right Matrix Pa(ié Table for (Azz), B(z)) to be any infinite t;vo-dimensional collection
of RMPFo’s of type (m,n) for (A(2),B(2)) with m= O.VI, ..andn= 0,1,...1Itis assumed that there is pre-
cisely one entry (i.e., on®RMPFo) assigned to each position in the table. From Theorem 2.2, it follows that
a right matrix Padé table exists for any given (A(z), B(z)). However, the'table is not uniciue. because
RNIPFd’s are not-unique. This is uniikdthe definition of a Padé table for scalar power series (c.f. Grag_é

[26]), since here a Padé table consists of a collection of Padé fractions, which are unique.

A matrix power series péir (A(E)<B(z)) is said to be uormai (c.f., Bultheel [10] ) if d,, » #0 for all
m,n. For normal power series, it follows from Theorem 2.5 that every entry in the right matrix Padé table is
a RMPFr. Consequently, from condition. IT in Definition 2.4 of RMPFr’s, a right matrix Padé mblg for nor-
mal power series may be made unique by insistjn'éhthat the constant term, V(0), in the denominator of any

T wde fraction be the identity matrix.
Given the power series (2.4) and any non-negative integers m and n, we introduce a sequence of
points -

(mono), (my,ny), (mang), - ‘ 3.1

in-the right matrix Padé table satisfying

(m-n-1-1) ,m2n,

' (mono) = (2)
X ln-m-1) , m<n . )

(misinin) = (mi +5; m +5;), i =0.\1, 2 33) -

and

where 1 <5; < oo, Observe that

22
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m; - =m‘—n,i=0,l,2,---. | G4
and consequently the sequénce G liesv aloné the m-n off-diagonal path of the right matrix Padé table. In
(3.3), the 5; are selected so that
dpn #0 o (3.5?
and
dmjyinepy =0, | (3.6)
forj=1,2, -+, 5-1.

rd

X . - .
Fori=1,2, .., let (U;(z),Vi(),W;(z)) be the unique RMPFr (c.f., Theorem 2.5) of type (m; ;) for

(A@),B(2)). Then [v,» U, ]' satisfies,

L. V‘ .
Smn =0. , 3.7
. U; :
and ' . - ' ™
A@)Vi@@)+B@)Ui(z)=z™*"*'W,(2). (3.9)

Generalizing the notions of Cabay and Kossowski [17] , we introduce

- .

Definition 3.1. The sequence

{Wi(z)].i=f,2, SR ‘ 3.9
' ) TN
is called the Power Series Remainder Sequence for the pair (A(z),B(z)). The sequence of pairs '
Ui@)Vie) }i=12, -, ' (3/10) ,

is called the corresponding-~cofactor sequence. The integer pairé {(m;, n;)} are called nonsingular Hodes
, ; : . i

» alongthe m - n off-diagonal path of the Padé 1able for (A(z),B(2)). o ' \

1
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We note that each term of a power series remainder sequence is unique up to multiplication on the right by
a nonsingular matrix. This is also true for each term of the corresponding cofactor sequence.
Initially, when m > n, observe that m, =m —n and ny =0 (i.e.,.50= 1), because in (2.22) the non-

singularit); of by implies that d(,,._,),(; %0, Thus, Vy(z) is some arbitrary nonsingular matrix from K and

f
using (3.6), U (z ), can be obtained by solving
bg’\ ao
Uy=—| " |V;,. ’ (G.1D
bnn . bO A,

Thatis, U(z) can be obtained by multiplying the first m;+1 terms of the quotient power series B~1(z)-A (z)

on the right by -V ,(z). v

Initially, when m < n, depending on a, there are two cases to consider. The simple case, when

det(ag) # 0, yields

ag

r
LS
*

dou-my=det| 77 £0. (3.12)

Apem-1 - . . Ao

J

-
°

- Thus, so= 1, ml.-O and ny =n-m. Then, the RMPFr (Ul(z)Vl(z)Wl(z)) oftype(ml,nl) is de[ermmed

by setting U ,(vf to be an arbxtrary nonsmgula: matrix from K and then solving

V,=- UL _ (3.13)

#*
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That is, when m < n and det (ao) # 0, V(z) can bé obtained by multiplying the first n,+1 terms of the quo-

tient power series A™(z)B (z ) on the right by ~U(z).

Whenm < n and det(ao) = 0, we must first determine the smallest positive integer s¢ (i.c., the smal-

lest m'l =mgtsoand n) = ngtsg) so that d,,, ,, # 0. Then, (Ui(z), V1(2)) is obtained by solving

Smin =0. : (3.14)
U,
In the next section, we give an algorithm which computes a RMPFo of type (m,n) for (A(2),B(z)) by

performing a sequence of the above types of initializations (albeit, each for different power series).

When the power series pair (A(z) B(z)) is normal, only the 1n1uahzauons corresponding to (3 11) and
'(3.13) are required. Thus, for normal power series 5; = 1 for all i, and the algorithm reduces o a sequence

of truncated power series dmsxons. )

There are also some non-normal power series that share this property. For each pair of integérs m

and n, let r,, , be the rank of the matrix T . Then normality is equivalent o

-

5.

= (m +n)p (3.15)

forallmandn. A mamx power series pair (A(z), B(z)) is said to be nearly- normal (c.f., Labahn [32] ) if,

for all mtegers m and n,

Tmn =kma'D - (3.16)

for some integer k,, .- Clearly, every normal power series is also a “nearly-normal power serics. In addi-

tion, all scalar power series are nearly-normal.

"For a nearly-normal power series pair (A(2),B(2)) it is easy to see that when ag is singular, then
ao=0. This follows from the observation that the rank of ag is just ro,1, which, if it is not p, must be zero.
Also, if ag= -+ =ag,;=0and g, #0, then ‘ax must be a nonsingular matrix for similar reasons. When

k > m .his implies that there are no nonsingular nodes along the m - n off-diagonal path before and includ-
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{
ing the node (m,n). Othenwise, when k < m, the initialization (3.14) becomes )
(o | bo
|
O, I ) Vi ' ‘
P b | =0, _ (3.17)
| U,
Bmpsn - .o Omy | Bppyn, b,,lJ ’

where so=k+1, m, =k and ny=n-m+k. Consequently the RMPFr U1@)V1(@2),W1(2)) of type (my,n,)
is obtained from (3.17) first by setting U(z) = z™-U, where U is any nonsingular matrix from K. Then,
V1(z) is obtained by mulﬁplying the first n;+1 terms of the quotient po»‘;er series (z ™A (z )1B (z) on the
right by -U. Thus, also fpr nearly-normal power series (and therqfore also for all scalar power series), all

initializations reduce to truncated power series divisions.

Cor;espcmding to the Power Series Remaindér Sequence, we introduce

Definition 3.2. Tl‘le sequence
{(Pi(z)'Qi(z))]vizlvzv T, V. (3.18)

where (P;(z),0; (z ).R;(z)) is a Padé form of type (m,--l, n;=1) for (A(z),B(@)), is called a predecessor

sequence of the power series remainder sequence.

The triple (P; (2),0;(z), R, (2)) satisfies the equation
A(Z)'Q;(l)+3(l)'1’i(z)=Z'"'+""1'Rz(2) (3.19)
by (2.6). Tnitially, when sq = 1, the predecessor pair (P (2 ),01(2)) is defined.to be
Piz)=2""7 | and Q,(z)=0 (3.20)

ifm=>n,and

’
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Pr@)=0, 0\(z) =z,

(3.21) .
if m <n. Both (3.20) and (3.21) satisfy (3.19), and therefore condition II for RMPFo’s, but not necessarily
'condiLions Iand III.

. : - - . . . //\
Theorem 3.3: Fori=1, 2, ..., the predecessors (P;(z),Q; (z)) are unique up to right multiplication I?/

a nonsingular matrix from K. In addition, the leading term of the residual, R,-‘(O), is nonsingular,

t

Proof: The results are an immediate consequence of (3.20), (3.21) and Theorem 2.6.
~n

The main result of this section is

S ~
Theorem 3.4. For any positive integer k, (k - 1, k) is a nonsingular node in the Padé table

for (W;(2),R; (z))
if and'only if (m; +k, n;+k) is a nonsingular node in the Padé table for (A(z), B(z)).

Proof: Let My, M4, M, and M 2, be matrices of dimension p(n;+k ) x pk, p(m; +k) x pk, p(n;+k) x
p(k-1), and p(m; +£) x p(k-1), respectively, defined by

-
[Vo 0
0
Va q0
My = vo | M= . , T (3.22)
‘ ) dn-1 . qo
Va v
- : qru—l_
(4o 1 0
, 0
U, | Po
My = ug | Mxy= . ) (3.23)
' Pm-1 . Po ,
U, v o
‘ . L : prm-l_
Also, let M be
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My M,
M= . (3.24)
Mz Moy :
If we set
Ri@)=Zrjz/ , with det(r))#0, and W;(z)= w2/, (3.25)
j=0 7=0 .
then, from (3.8) and (3.19), it follows that
|
|
0 -0 10 ~ 0
T msiy(matyM = | wy I'rg
I
wo || ro
I,
W2 Wi-1 " Fa-2 "kJ
.
"0
=1, , (3.26)
T iy )
. \’ ’
where 0 represents a zero matrix of size p(m; +n,-+l)[x p(2k-1) and
’-Wo [ 7o
l A Y
T(k—l),k = i } Wo ! oy . : (327)
| g
Wzk-z‘_‘"wk_llfzk-z"'rkj ‘.
We are now in a position to prove thé theorem. ASSUME T (s, 1) (n+k) IS NONSingular. We show that

T (k-1)x is then also nonsingular. Let
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X = [xl,.,. .Xu,l]' , ! (3.28)
2 .
beap )(-1) x 1 vector that satisfies .
T ery X N0 T (3.29)
SinCe T (m+k) (n 4ty is nONsingular, (3.26) implies ]
) ‘ v \
My =0 C (3.30)
From (3.30), we then obtain that
N
\ vox, =0, | (3.31)
, ~_ ) ' | ' ‘
and consequently X, =0, bgcausé‘ms nonsingular, The firse bl%k edugrion from (3.29) then implies . .
’ Y
I roXy, # 0. | (3.32)

Thus, X;. =0 because r is nonsingular. In a simjar fshjon. it follows that X2 = 0 and X,,,=0. Con-

tinuing in this way, we obtain that X = 0, thatis, T ;¢ iy nonsingular‘

Conversely, suppose that T"_yy; is nonsingular. Ly ¥ = (Xtv o, Xu~1)beal x p(2k-1) vec-
or, Y=(Yy, -+, Ynsa)alx plmi+n;) vector and Z 2 1 x p Vectof- Consider
(Z,Y,X )T (pPhinsir =0, (3.33)

Multiplying both sides of (3:33) on the right by M, and USing edUatjon (3.26), it follows that _ :
\ X‘T,(k\i)_k = 0. (334)

Since'T'(k_l)* is nonsingular, then X = 0. Then, in (3,33), usifg biock columns 2 through n;+1 and block

- columns »; +k +2 through to m;+n;+k+1 of T(,,;,M)'(M&), e gptain
YT, =0 (3.35)
- Since T, » is nonsingular, Y =0. Finally, block colymn Mtk +1 Of T (my ) (nsky NOW yields

Zby=0.- (3.36)
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Since by is nonsingular, Z = 0. Hence, T (m +£).(n+t) is nonsingular.

Theorem 3.4 allows us to calculate nonsingular nodes of a pair of power serieg by calcula;mg n0n-
singular nodes of the resxdual pair of power series. This gives us an iterative method- of caICulaung non.

a

singular nodes,

Theorem 3.5: The cofactor and predecessor sequences for (A(2),B(z)) satisfies

Uin(z) Pin(z) Ui(z) P,(z) I 0 Vi(z) Q'(z)

= 1 - @337
Vi+1(z) Qin(z) Vi(z) Q:(z) 0 z2f U'(z) P'(z)

where U (2),V'(2)) are the numerator and denominator of the RMPFEr of type (si~1,'s;) for (W;(z VLR ()

and where (P*(z),Q’(2)) is its predecessor.

Proof:‘ From Theorem 34, (si-1,s; ) is the first nonsingular node for (W;(z).Ri(z)). Thus,

(U (),V’ (2)) satisfies
Wil)V @)+ Ry U () =22 W'(r), - 6®

where V*(0) is nonsingular and W’ (z) is some matrix power series which we show later ig exactly w, ,(2)-
<

Then," usmg (3.8),(3.19), (3 37) and (3.38) we get

¢ —

AG)YVin(2)+ B @) Uni(z)

=A(z) [Vi(z)'vl(l) + ZzQi(Z)'U'(Z)} +B(z) [Ui;(z)'v'(l) + Zzpil(z)'U'(Z)}

) (A (’>'V,-<z>+B’<z)-U,-<Z>J'V'<Z>+ (A(Z)'anw(z)-a-(z) 20(2)

-

gl [W @V @y +Ri)U (z)]
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o

— z(m(+n)+(m+.n)+l,W'(z) .

© (3.39)
Thus, W’ (z) = W;,1(z) and condition II for a RMPFo is satisfied.
~ To verify condition I, expanding (3.37) gives
. / : )
Uin(@) =Ui(z) V' (2) + 2%Pi(2)U’ (z), oo (3.40) -
so that
MWin(2)) Smax(m; +5i 24 (my —1) 45— 1) |
=m; + ;. ) ’ (341)
Similarly,
Vin@)Shi+s;. ° V (3.42)
Finally, to verify condition 11 for RMPFr, observe that
Vin(0)=Vi(0)V’(0), ' : (3.43)

and; consequently, V;,,1(0) is invertible since both V; (0) and V’(0) are invertible.
Thus, (Ui (2).Vin(e ). W' (2)) is a RMPFr of type (mi+s; , nit+s;) for (A(z),‘is(z)).

A similar argumem shows that Pin(2).Qin(@) R’ (z )) is the RMPFo of type (m;—1, nj— 1) and

hence we have our predecessor

3.2. The Algorithm

_Given non-negative integers m and n, the algorithm MPADE below makes use of Thcorcm 3510 ?
compute the cofactor and predecessor sequences (3.10) and (3 18), respechely Thus, intermediate results

available from MPADE mclude those RMPFr’s (U; (z),Vi (2 ) W; (z )) for (A(2),B(2)) at.all me nonsingular -

nodes (m;, n;), 1=1,2, oy k-1, smaller than _(m'n), along the off-diagonal path m;—n; = m-n. The output
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glvcs results assocxate.d Wwith the ﬁnal node (mk ,nk) If (m,n) is also a nonsmgular node, then the output

-

WUy (z) Vi(2), W, (z )) is a RMPFr of type (m n) for (A(2),B(2)), and (P, (z) Qk (z),Rk (z ) is a RMPFo of

- type (m-1,n-1). If (m,n) is a singular node, then Lhe_output Uk (2)Vi(2), Wi (2)) is simply a RMP—FQ of type
R , . . :

(m,n) for (A(z)‘B(z)), and now (P (z),0x (2),Rx (2)) 1s sqt to be the RMPFr of &pe (me_1, np—; ).

Note that, when (m Jn) is not a nonsmgular node a simple modxﬁcauon of MPADE allows the com-
putation’ of all RMPFo s of type (m,n) for (A(z) B(z)) It is only necessary to arrange to compule q
‘-columns of [Vk , U], rather than p, in order, to form a basxs for the solution space of the equanon in step
3.1 of MPADE. Here q (with ¢ > p) is the number of linearly independent solutions of the system (2.11).
,. From this basxs it is ann possible to construcl apxp m‘atrix V(z),and a corrcsponding U(z) and W(2), for
which (U(z) V(z) W(z))is a RMPFo of type (m,n) for (A(z), B(z)) and has the property that V(z) is an inver-
tible mamx assummg such a RMPFo exists. This enhancemem is not 1ncluded in MPADE primarily to

' simplify the prcsentanon of the algorithm. .

' ALGORITHM (MPADE):

NPUT: A(®2), B(z), m,n, and p, where -

»

1) m and n are nonnegative mtcgers pisa posmve mteger
1 t
2) A(z) and B(z) are pxp mathix power series with der (B (0)) # 0. Note that

A(z) mod z™***! and B(z) mod z"""“’1 only, are requued

OUTPUT: Matn'_x polynomials Pr(2), Qx(2), Ui (2), Vi(z), matrix power series R, (z), Wi(z) ancl a_

boolean SUCCESS defined as follows:

1) If SUCCESS is true, then (U (z),Vi (z),Wi(z)) is a RMPFr of type (m,n) for ‘ s :
(A(Z)B(Z)) and (P, (@)L ) Re(2)) is its Dredecessor o L .,'
T
2)If SUCCESS i is false then (U, (z) Vk (z), W,, (z i isa RMPFo of type: ﬁzijl n) and
, 45 iy a

(Py (z) (o (z ),Rk (z))isa RMPFr at v.he IArgest nonsmgular node along the m- n off-diagonal path.
®

o
&
gy,



Step 1: # Initialization #

Ifmz2n
then set : '
1.1) ie1

1.2) So¢e—m—n

r'ﬂl So
1.3) =
: ny 0
(0,:@) Pie)] [2BGy AG) mod 25 2oy
1.4) = |.
Vi(z) Q.(z) I -0
I ' '
§:lseset
13 1«0
r”10 Clm-n )
1.6) = . .
no 0 ‘ . :
: L [§
Us(2) Po@)] o zmn-iy
1.7) =
Volz) Qolz) 1 0”_

- Step 2: # Search for next nonsingular node #

21) 5«0 - o ‘ ’
22) de0

23) Do while n;+s; <n andd =0
2.4) >‘S¢bts,‘<—s,~+1 , R

2.5) . Compute the residual W; (z)isuch that

(AE)Vi(z)+B()Ui(z)) mod e e E))

B

2.6) = Compute the residual.R,« (z) such that



(A(2)Qi(2) + B(z)Pi(z) ) mod z™*m+2a1 = gmsn-l p. ()

2.7) Compute

»

_ d =det(T" (4-1)3).
determined from the power series Wi(z)and R; (z) (c.f., (3.27)).

28) Enddo - RS
Stép 3:# CompuLe RMPFr for residuals #

3.1)  Solve

v
S’(.n—l)..!o' = 0,
U

where S’ is the Sylvester matrix determined from W; (z)and R;(z)
' Steb 4: # Compute predecessor for residuals # o -

41y Ifsi>1landd #0,

then solve .

S’ @ =0
‘<n—z>.<:a—1) p- )

"

where again S is the Sylvester matrix determined from W;(z) and R, (z)

1)

Step 5: # Advance albng off-diagonal for Padé fractions #

else set

[Q'(Z)
4.2)
P'(z)

51) oM & mp+s; B
52) n,-+1<—-n,-+s,->
Uinte) Pis@) | [Ui@) 2] [1 o ] [V@® Q@)

5.3) «— . .
Vi@ 0@ | |V 0@ | [0 21| |y pe

34
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5.4) ie—i+1
Step 6: # termination test #

Ifn; <n

then go to step 2

Else |
If d.;t 0
then SUCCESS «- true,
else SUCCESS « false;

Exit.

Theorem 3.6: The MPADE algorithm is valid.
Proof: The argument is by induction on i.

Whén m 2 n, the initial step, i=1, to compute (U (z),V(z)) and P1(2),0.1(z ))‘ in spép 1 is clearly
valid. When m < n, the initialization in step 1 uses ne‘gative powers of z (invoked in order to simyplip e
algorithm pr;sentatiqn) and, consequently, (Uo(z },Vo(z)) and (Po(z).Q0(z)) ¢ 10t satisfy the rcduircmqnts
of a RMPFo in a smgt sense. However, it is a simble, but tedious, mauerl to show that one pass through

MPADE yields (U1(z),V(z)) and (P(z),Q(z)) which meet all the requirements for the first term in the

cofactor and predecessor sequences (3.10) and (3.18), respectively (see the Appendix for details).

The inductive step along the non_singuiar nodes of the off-diagon... path m,-—n,-’ =m-n follows directly
from Theorem 3.5 (compare (3.37) with step 5.3 of MPADE). Thus, when (m,n)=0my ,ng) is é:ﬁonsingular
" node, the proof is complete. On the other hand, when (m,n)=(m, ,n;) is not a nonsingular node, arguments

sim'lar to those of Theorem 3.5 can be used to show that (U'(z).V'(z), W (2)) is 'a RMPFo of type

(se—1— 1,84-1) for (ka_l(z YRe-1(2)) if and only if (U (2),Vi(2), Wi (2)) dclcrminedl according 10 (3.37) is a
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RMPFo of type (my 1) for (A(2),B(2)).

Remark 1. In the scalar case tﬁe MPADE algon'thrh reduces to the O(n 25 off-diagonal algorithm of
Cabay and Choi [16] . By reversing coefficients and with B(z)=-1, the anti-diagonal algorithm of McEliece
and Shearer [35] is obtained. -

Remark 2. For normal matrix power ;eries. intermediate results are identical to Lhése of Rissanen
(413 . Tl;ié algoh'}hm 6f Rissanen does generalize to non-normal power series, but only in the scalar case
(c.f., Rissanen [39] ). It is not clear how [o.express L}us in the matrix case beéaqée of the problém of matrix

singularity.

3.3. Complexity of the MPADE Algorithm >

In assessing the costs of MPADE, it is assumed that classical algorithms are used for the multiplica-
tion of polynomials. Only the more costly stepS are considered. For these steps, Table 5.1 below provides

crude upper bounds on the number of multiplications in K pefformedduring the i-th pass through MPADE.

Step | Bound on Number.of Mulﬁpﬁcaﬁons

2.5 2p3(m;+n; +2)(s; +1)
26 2p3(m; +n; +2)(s; +1)
27 | 4p3(s;-1)°

3.1 ,6p35i2

4.1 6p33,'2 .
5.3 4p3 m;+n;+2)(s; +1)

— o
- Table3s - . \
Bounds on Operations /pé/r Step N
= <

In step 2.7 of MPADEl[ is assumed that the Gaussian elimination method is used to gbtain the LU

decomposition of Tyiya- In addition, it is assumed that Gaussian elimination is ac'com'panied i rder-



ing techniques. Thus, as s; increases by 1 in step 2.4, the results of the previous pass through the while

loop are used to achieve the current LU decomposition. The bound for step 2.7 in Table 3.6 assumes we do

not take ény advantage of the special nature of T,y .
For step 3.1, it is a55umed that Lhe LU decomposition of T ¢y, from step 2. 7 is used to simplify Lhe°

mangulanzauon of S¢-1yn- The solution [V, U’ ] is obtained finally by solvmg this mangulanzcd

Ss—1y.- Sle'mhr observations apply to step 4.1.

An ubpér bound for the number of multiplications in K required by MPADE is obtained by summing

the costs in Table 2.6 for i=0,1, ... k. We use the fact that

k k

Ysi=m,ifm>n, and Ysi=n,ifm<n. (3.44)
i=0 ' ' i=0 ‘
_ In addition,
k . K
Tmos:P<m®® and %P cn®B (3.45)
i=0 i=0

Then, step 2.7 has a complexity af O(p(m +n)?) and the remaining steps a complexity of O(p3(m+n)?), at

WOrSst.
[
—_ -

Theorem 3.7 When the quotient pow’epgri'es B(z)"'A(z) is nearly-normal, the MPADE zigorithm

calculates a RMPFr of type (m,n) with a complexity of O(p3(m +n)?).
Proof: When (A(z),B(2)) is nearly-normal s; is often larger than one, but the mairix Tions IS

always in triangular form (c.f., Labahn [32] ). Thus the cost of step 2.7 of MPADE is zero. Using table

3.6 along with (3.44) and (3.45) gives the result.

%
Corollary 3.8 When the quotient matrix power senes B(z)'A (z) is normal, Lhe MPADE algonthm

calculates a RMPFr of type (m,n) with complexity O(p 3(m+n Y.
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— TN
Proof: Corollary 3.8 follows from Theorem 3.7 since all normal™matrix power series are nearly-

normal. . &

Corollary 3.9 For scalar quotient power series B(z)‘lA (z), the MPADE algorithm calculates a

RMPFr of type (‘m,n)rwilh a complexity of O((m+n)?).

Proof: Corollary 3.9 follows from Theorem 3.7 since all scalar power series are nearly-normal.

When the matrix power series is not nearly-normal or normal the complexity of MPADE depends on
the distribution of the nonsingular nodes along the particular off-diagonal. However, éven one nénsingular
node can reduce the cost substantially. For example, if the midpoint (n/2,n/2) is the only nonsingular node
" along .the main diagonal then MPADE requires 1/3(n/2) + 1/3(n/2)? = 1/12n° operations, versus 1/3n°
‘operations needed for Gaussian ¢limination, a cost saving’of a factor of 4. Algorithms that require normal-

ity, on the 0Lher hand, break down when even one node is singular.

P



- - Chapterd4

Inverse Foi'mulae of Block Hankel Mairic'es

-

4.1. Introduction

Let
am“—-n-fl s O
Hy oy = | ‘ (4.15
N S|

be a nonsingulér block Hankel maﬁx with coefficients froh the ring of p x p matrices o;/er a field (with
a; = 0 for negative i). ! Thevprimary co;ltribudon of this chapter is a set of new closed formulaé for HL.
;Ve require only that H,, , be nonsingular. When p=1, one of the formulae agrees with that obtained by~
Choi {18] . |

- The representations for H,;'. depend on the éoncépt of a matrix Padé form developed in chapter 2 for

the matrix polynomial . ] \\

!

AG) =S gz, K T @)
v » i< ' ' :

Central to our approach are cbmmutatiirity relatioﬁships which ére shown to exist between certain matrix
Padé forms. These commutativity relationship‘s‘allow us to overcome the limitations imposed when using
_l ‘bordermg techniqués (wmch requlre adeuonal nonsmgulanty condmons) that are the traditional melhods
~ for obraining closed inverse formulae Indeed, the condmons that we xmposc are both necessary and

sufﬁcxem'for the existence of an inverse.

A major advantage of a closed inverse formulg is that it allows for efficient algorithms to'calculate

the inverses of Hankel matrices. This efficiency comes both in the cost complexity of calculating the

1 All results hold, with minor modifications, for block Toeplitz matrices.

39
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inverse and also ini the amount of storage required for the final result.

When discussing Padé forms in the context of Hankel matrices, we use a minor change of notation
from the previous chapters. A subscript on the numerator. and denominator of a matrix Padé will now sig-
nify the type (i.e., maximal allowed degree) of the Padé form. This is done for purposes of simplification

and clarification of our presentation. ' 1

4.2. Nonsingular Block Hankel Matrices and Matrix Padé Forms

For any block Hankel mam"}c (4.1), there is an associated matrix polynomial A(z) given by (4.2). The
nonsingularity_‘of a block Hankel matrix, is closely related to the existence of certain matrix Padé forms for

the pair (A(z),-I). Notice that, for this special case, Condition II of Definition 2.1 becomes

ao Va 4o

_ . '.‘;; . v . » (43)
) Amn .. Oy Vo Upy
—and -
—
Q=
am-n:-t'l ”J‘ © Qmyl Va 0
T\\.‘\_’I/ .
. = 4.4

A T Omin Vo 0

"The matrix polynomial V,(z) can be determined by solvirng. (4.4), that is solving a system of equations
with the block Hankel matrix (4.1) as the coefficieat matrix. Once V.(z) pas been obtained, then U, (z) can
be obtained from (4.3). |

For purposes of p'reseﬁlation. we use the following convention. For a given pair of positive integers

(m.n), let the triples (U (z),Va(z).W (z )) and (Un(z),Va(z),W" (z)) denote a RMPFo and a LMPFo,

respectively, of tyf)e (m,n) for A(z). For the same (m,n), a RMPFo aﬁd a _LMPFo of type (m-1,n-1) for A(z) ‘

will be represented, ’res;.)ectively, by (Pm-1(2),Qn-1(z),R(z)) and (P,;_l (2).0na-1 ()R (z)). For these
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Padé forms, <ollectively, condition II of Definition 2.1 becomes
AGIWVa(2) = Un(z) =™ W (2), ' . (@.5)
VAR - Ui =), | 46)
AZ)Q2n-1(2) = Pm_y(z) =2"**"\R(2), _ 4.7
and
fQ:-l (@)A@) = Py () =" LR (), | 48)

/ "In section 3, in the case that H,, . is nonsingular, the inverse is given in terms of these four matrix Padé
/ ;

forms.

Theorem 4.1: For a pair of positive integers (m,n), the following statements are equivalent:

det (Hp ) #0, ' o (4.9
det(ro) #0 and det(vg) =0, L ' (4.10)
det(ro) #0 and dez(v(‘,);cb. _ _ @11

Proof: That (4.9)'implies (4.10) and (4.9) implies (4.11) was proved in Theorems 2.5 and 2.6 since
det (T ») # 0 if and ohly if det (H ), and so we show only the converses here. To see that (4.10) imples

@49),letX=(xy, -, x,) be a row vector of length np and suppose that

s .

XH,,=0. - ' 4.12)

We shall show that X =0. We accomplish this by showing that (4.12) implies that x, =0 and

(O» Xy, t vxn—l)'Hm,u =0. . (413)

-

By repeated application of this property, it then follows that Xpy= -+ =x;=0,and so X = 0. ‘

First observe that equating coefficients of z*, form+1<i <m+n, in (4.5) yields

e
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Va Am+1
Hup | {==" |vo,s 4.14)
Vll Am+n
« where vy is invertible since we are assuming -statement (4.10). Similarly, equating coefficients of z*, for

m <i <m+n-1,in (4.7) yiclds

qn-1 0
A I S @)
do To

0 qn-1 ‘
) Xnro=X-|g [=XHono | =0, = 4.16)
. ro qo

Since r is invertible, it then follows that Xo = 0

Having shown that x, = 0, equation (4.12) then yields

Qm-pi2 - - dm
(xla Tt rxn—l)" . . . =0- - (417)
A . A T Omin-2 » )
But, from (4.12) and (4.14), we have
Ay 41 . Y
_ Cuo x| lve=XHo | [=0. ©(4.18)
(£ V1‘
Since v, is invertible, (4.18) implies that
am+l

(e o x| =0. : . - (4.19)

Dy yn—|



Equations (4.17) and (4.19) imply that

Am—n+2 -« myl

(i x| =0

which iseqﬁivalent to (4.13).

43

4.20) -

Thu? we have shown that (4.10) implies (4.9). A similar argument shows that (4.11) implies (4.9),

Note that both conditions in (4.10) and in (4.11) of Theorem 4.1 are necessary. Consider

CA@)=3H00 -
-—I-hen a RMPFo, (P(z),0(z).R (z)), of type (1,2) is given by
Piz)=0, Qs(2)=z R@)=1+ ---

But det(H i;) =0, so 221[ det(ro) # 0 alone does not imply (4.9). Also, consider \
10 10 5 2 O . 00 s
A(z)= ot|*tlo1|E+lgilett oo+
Then oné¢ RMPFo, (U(2)¥ 5(z),W (2)), of type (2,3) is given by
10 110
Vaa)=1o 1|1~ |00

But, here again, det(#,3) = 0. Thus, det(v) # 0 alone does not imply “.9).

P — .

Theorem 4.1 has impdnam computational significance since the singularity of

10 20
22, Vi(z)= [O 1]— {0 1]22.

(4.21)

(4.22)

‘ 4.23)

4.24)

H,, , can be detected

simply by recoghizin'g a'singular r, or asingular v, If both r¢ and Vo are nonsingular, then the results of

chapter 2 implies that the 'matrix Padé forms identified by (4.5), (4.6), (4.7) and (4.8) are unique, except for

the specification of the nonsingular matrices vy, vg, ro, and ro. As a conséquence it can be assumed



without lossof genemiity that
] _ - ' | ' vo=vo=ro=rg =1. C T (4.29)
This nonresh'ictive as;umption simplifies the presentéu'on of subsequent resuits.
A key relationship betwcén matrix Padé forms which enables, in secﬁon§ 3 and 4, the presentation of

the inverse of H,, ,,is given by

Lemma 4.2. Let det(H,, ,) # 0. Then the matrix Padé forms identified by (4.5), (4.6), (4.7).and (4.8)

normalized according to (4.25) satisfy

0ra (@) Pay(@) | [UnG) Pro()] I 0
: ) = gt , ‘ - (4.26)
RCORNUAOI R RACK-MC) 0 I
Un() Pra(@)] [ 070 @) P2 )] I o
. . ) — zm+u—l , . (427)
Vaz) Qni(z) “Va(z)  Un(z) ] 0 7 : -
R@ 0@ [vae) a3 1.0 .
. A . = (4.28)
=22W* (z) Vi@)| | zW(2) R(Z)J 0 1
and
Va@) 0a®| [ Ry -0im@] 7 o
- = (4.29)

~

W) RE@| |[-2W'@)  viey| o

g . . .

Proof: Multiplying (4.5) on the left by Qa_i (z) and (4.8) on the right by V,(z),.and subtracting the

first from the second, we obtain
v

Qur @Y Un (2)Prsy 2) Vo (2) = 2" LR (2)Va(2) 2200 ()W (2))

&
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. i =z"+f"1r5vo

- =zm-ly / (4 30)

In (4.30), we have used: Lhe normahzmg condmon 4 25) and thc 'fact that the left hand 51de and conse- .
[

quently the right hand side, is a matrix polynomxal of degree at most m+n-1.

Multiplying (4.5) on Lhe left by Va(z) and (4.6) on the right by V,(z), and subtracung the second

from the first, we obtain

T Un@HUAE)Valz) =2 VAW ()W 2V, @),

=0. - | (4.31)
In (4.31), the last equality is true 'becaus_e the left hand side and consequently the ﬁghl'hané’i'de, 1S @ matrix
. polynomial of dégrec}at most m+n.

In a similar fashion, (4.7), (4:8) and (4.25) yield

- Qa1 (BIPms(2) = Prcy (2)Qncs(z) = 2O, @R @>R" (2)Qna(z))

=0: : R @3

. ‘Whereas (4 6). g;fl) and (4.25) give
s B> TS

B 1(2) + Un()0n1(2) = 2™ (VR (2 W ()0 )

o

‘ - m+l|-l[

=2 (4.33) '

Equations (4 30), (4.31), (4.32) and (4. 33) together comprise (4. 26) Equann (4 27) x’ollows duectly ,

G

from (4.26), since matrix inverses are two sided.

Equations (4.30) also gives
-

2™ R (2 Waz -2 D5 1(z)W(z>>—z“““1 : (4.34)

from which we obtain



- | | R @Vale»200 W@ =1 4.35)
Similarly, from equation (4.31), we obtain
- Vi@W @)W’ &)V, () =0, (4.36)
From (4.5 we obtain
- 0r R GIR ()0ua(5) 20, | @
and (4.33) gives ' ' - '
| VIR @YW ()0t = 1 o (4.38)

Equations (4.35), (4.36), (4.37) and (4.38) comprise (4.28). As before (4.29) follows from (4 28), since

matrix inverses are two sided.

4.3. The Off-diagonal Inverse Formulaé

The main result of this chapter is .

.Theorem 4.3. Let H,, » be the block Hankel matrix (4.1). If therc are RMPFo's and LMPFo’s of type (m-

 1,n-1) and (m,n) for A(2) satmfymg the normahzmg condition (4.25), then H,, ,, is nonsingular with inverse

r . ] . o - ] - aE - . ]
Va-1. Vo L [-qn—l q90 | r_qn-z . 900 [.Vn Vi
H,;L = S e - . (4.38)
' b 1 9o
i N Vo n - O b ¥ V:
|70 I il J J
or, -equivalently, -
qn-1 .Vn‘—l v(.) Va dn-2 45
[ [ [ 0
H,;_‘,, = - - (4.39)'_
0
o gn1] | Vo ] [v; va |0 -
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Prbofr»USing
Un(z )_Q:-l @)= Pp(z )V:(Z) - z"‘ﬂ_ll,

which is from (4.27), we can equate coefficients of z/, m < i < m+n -1, to obtain

[ . . 1 - [ - . ]
{ Um Um—p +1 qn-| g0 (pm—l Pm-n Va Vi
- . N . =1 (4.40)
Um q;—l Pm-1 V:
Similarly,
Va(2)@a1(z) = Quar(2)Va(2) = 0,
also from (4.27), yields ;
[ -~ [ - . - . ) ow M
Vn qn-1 qo0 dn-1 Va Vi R
- . _ . =0Q. 441
Va Vi _ Gn-1 qn-1 q0 va |
L L J 5 L
Now, from (4.7), we obtain
T2 0] [Pm-i  Pmn] 4
\ ’ N
Hey o . = . ~Hppn | . . _ (4.42)
4 40 . . . .. !
.0 ‘ Pm-1 ) g»-1  qo

.

Ob'éervgthat, for 1 <i,j <n, the (i,j) component in (4.42) is obtained by equating coefficients of z™*~/~!

in (4.7). Similarly, (4.5) yields

Va-1 Vo Upm unf—m#l - Vn

11»1,;\'

-H,

-’

Vo ‘ ) Uy Vi Vi




1._ ’ [.vn—l - Vo (q/:—l qa_ . [-qn—Z 900 FV: V;
o e, -
' - ’ ) . qo ’ ’ o'
{ Vo J | q~’—1'J . _O \J i .V"J
( r Ir. .
f-ll,,, um—n+l -V [.qn—l qg0
= . . : ‘_Hm,—;!,n' v
: um 3 ‘ Va VI_J j L ‘h—lj{
(pn—l ﬁm—u . ( qn-1
- ~Hpy g0
. ‘p:g:—l J ) qn—1 90 J
[ r 7 r -« » ( ] ( -
Um um—nﬂ_ 9n-1 - qo Pm-1. Pm-n yn
Uy
r i
[ v
—Hm—h,u
. o
=1
,¢-“ )

Combining (4.42) and (4.43) and using (4.40) and (4.41), it-then follows that

/

Thus, H,, . is nonsingular wi!i{ain;erse given by (4.38).

R

ar

s

-«
Vi

®
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(4.44)
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-

The second formula (4.39) for the inverse is proved using (4 6) 4. 8) and the second column of

@27). | : SRR . %

&

Remark 1. In the scalar case, formula (4 38) was first obtained by Chox [18].

Remark 2: The assumpuons of Theorem 4.3 can be equ1valanly replaced by the requirement Ihal we

obtain solutions to : . N
- . ’ t P 'u" .:17 .. ‘
or (g o] = Joiga) T @9
[q.'-.{ e -Q(‘).:]'HMJ' = .[0' .:,o,l-]. S (4.46)
T CE T C T
Hm'[v, L ~V1] - [a,m. e dmena ,a,“;,,]-:, @.47)
and . 2 ’
[V,: ’ Sﬁ"u»v .V; ]'Hm,n = - ['am-&l y T am+n+l.v'.am;u ]‘, :, : (448) ‘

o . , S

where a,,,, can be any p x p matrix. Equations (4.47) and (4.48) are block versions of the Yule-Walker

equations.

4.4. The Anti-diagonal Inverse Formulae

w

Theorem 4.3 provides inverse formulae for the block Hankel matrix H,, , in Lerms-of RMPFo and

|

S—

LMPFo of type (m-1,n-1) and (m,n) for the associated matrix polynomial A(z). There are some algomhms

(c.f, [8],[35],[44]) that calculatc Padé forms along an anti- dxagonal rather than along an off- dxagonal

path of the Padé table For this reason it is useful to provnde inverse formulae i in Lerms of RMPFo’s and

LMPFo’s of type (m-1,n) and (m,n 1) for A(z).



50

Let (Bm(2).Fa-1(2),G (2)) and (En(z),F11 (2).G" (2)) be a RMPFo and a LMPFo, respectively, of
o I ~
type (m.a-1) for A(z). Also, let (Bn-1(2).Ca(z).D (2)) and (By_y (),C2(2).D" (2)) be 2 RMPFo and a

LMPFo, respectively, of type (m-1,n) for A(2). Then, the following equations are satisfied:

) A@IFani(2) = En(z) = 2" G (2), | (4.49)
| FRo(2)A(2) = En(z) =2™*"G" (2), _ (4.50)
A<z>c,<z5;3m-l(z> =2""D() . @.51)

» o
CiAG)=Bri(z) =2™D" ). - (4.52)

: Corollary 4.1: Let H,, , be the block Hankel matrix (4.1). Then the following are equivalent:

4

- det(Ha )2 0v E ' , (4.53)
det(em) %0 and det(c,) =0, . . ' (4.54)
o - det(en) #0 and. det(c)) 20 . , ' : . (4.55)

If any (and therefore all) of (4.53), (4.54) or (4.55) hold, then an.inverse is given by .

C ] F . o- r ] - o.
’-Cu 'fn—l fO . 0 (Cn—l C
. . V fn-l ' .
‘H;f,,= ' . . - .. . , (4.56)
cy al | fo - J fi fn—loj co J
L 1L L L .
or, equivalently,
(fu—l follea = 1 rC.’.—l Co (0 fa fi ‘
HL = . . - . . : (.57
. . . - fas
fo ‘ Ca co. 0

J L J L L “ 4 b ]
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where we have normalized the Padé forms so that

" : ' . (4.58)

-
m =€m=Ca=cCx=1 -

w ,
> ‘ - m4n ;
Proof: L& a’=a,,_;, for 0Si =m+n, and define a truncated power. series A*(z)= Y afz’.
: i
. . } !
Observe that, if : N @
k .
- Ahonsl -G
HL .= . . 4.59)
a:; : a:H-u—]
then '
Hy o= HyoJ, (4.60)
where
| ' 01 o
J = .
I 0
\ ‘
Equating coefficients of z_i ,form <i <m+n-1, in (4.49) gives
’ . ) . fn—l . €m
o i 0
S Hyn = . - (4.61)
AL fO 0 ) ‘
From (4.60) and (4.61), it then follows that
P | . f() 0 ’ |
Hial =10 |- e
fn—l Em
Thus,
4.63)

n~1 .
Oa-1(2)= 3 fa-14i?’
0 .



is a right demominator of type (m-1 ,n-1) for A* (z). Similarly, (4.50) yields .

i ria]mra= 0. 0.ex] (4.64)
P ‘ ‘
and so v co T
) : .
n~1 X .
Qa1 @)= T fr14i’ . (469
‘ i=0 ‘
is a left denominator of type (m-1,n-1) for A* (z).
Next, from (4.51), we obtain
Cay QMﬂ s
Hm,u . 1=1. Cp, (466)
Co Am-)
and 0 (4.60) then gives
Co* anat | . C;
HE . = |. Cns (4.67)
Cn-1 a:ﬂ-n
Thus, ) _ s
Va(@) = Ycpniz! (468
i=0
is a right denominator of type (m,n) for A*(z): Similarly, (4.52) can be used to obtain
[ca., rC:~1]H:;.n=C: [a,,’.+1. a,”m] . (4.69)
© andso™ ‘ : ‘ X o
Vaz)= Yoz’ - 4.70)
i=0 '

is a left denominator of type (m,n) for‘A”(z). Since det(H?* ,) #0 if and only if det(H, ) %0, the

equivalence of (4.53), (4.54) and (4.55) now follows from the equivalence of (4.9), (4.10) and (4.1 1).
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- ' ‘G:.:AY . -
To prove (4.56), normalize according to (4.58) and subsaf&% (4.63), (4.65), (4.68) and (4.70) into

(4.38) to obtain . 3
( ] [ L] ‘. ] [ ' W [ L L 1
(o Cn fO fu—l fl fn—L 0 Co Ca-1
HiL,=| . - . g // . @.71)
. . : Fat - e
tn fo I . co

Lol g
’ “ [
By using (4.60), (4.56) follows immediately from (4.70).’ In a similar fashiof, (4.57) can be obtained using

(4.39). .

»5°

A,



\ . Qther Inverse Formulae

, \\?/\ _ " Chapter 5 |

5.1. Introductron . . T g N &
B W
The special structure of Hankel matrices has resulted ina
. }
of H,, , other than those given in chapter 4, \Xhein p =1 (Lhe scalar;ase}

e

?\.
and Semencul [23] gives H,,, ' in terms of only Lhe first ‘and last columns of Lhe inversg: Gohbcrg and

Krupnik [24] give a formula for the inverse in terms of the last two columns of H,; L.

R T

= When p > 1, there are closed formulae due to Gohberg;ﬁﬁ'd Heinig [25] (these are actually given when

Y

) v
the coefficients are from fér\noncommutative algebra). These are given provided the first and last columns
together with the first and last rows of the inverse are known.

All of the above formulae depend on the ability to perform certain bordering operations that lend
themselves well to matrices with a Hankel structure. However, these bordering operations require the
‘imposition of certain additional rcstrictions on H, ' For the Gohberg- K.rupmk formula, the matrix

g

, Hnoy ~~1 Must also be nonsingular; whereas for the Gohberg Semencul and Gohberg- -Heinig formulae, the

matrix H,, ,_; must be nonsingular,

In this chapter, we show that these formulac.arc simply special cases of the formulae from chapter 4;
Indeed when we add the condmon that H,, -1 also be nonsmgular certain Frobenius-type 1denuues for
matrix Padé forms are used to show that our formulae yields the formulae of Gohberg and Heinig. On the
other hand, when we add the condmon that H,,_; »1 be nonsingular, a different set of Frobemus -type iden-
tities apphed to our results yields mverse formulae, which in the scalar case corresponds to the Gohbcrg-
Krupmk forrnulae Finally, we show that additional formulae can be obtained using the results of chachr 4

along with various relauonshlps existing in the Padé table of a power series,

54
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5.2, The Inverse Formulae of Gohberg-Heinig

In this and the next séction. we compére our off-diagonal inverse formulae (4.24) and (4.39) with
other similar well-known formulae. In térms of matrix Padé forms of type (m-1,n-1) and (m,n.-l). the
inverse of Hy, , is given by
Corollary 5.1‘.'. Let the matrix Padé forms identified by (4.7), (4.8), (4.49) gnd (4.50) be given. Then the

following statemerits are e uivalent:
g re eq

det (Hu ) #0 and det(H, ) #0, - 5.1)
det(ro) #0 and det (f o) 0, ‘ ) (52)
det(ro) #0 and det(fg) #0. ) - (5.3)

@

In addition, if any (and therefore all) of con(ﬁ%ens (5.1), (5.2) or (5.3) are satisfied, then

fa1 .. fo [gnr . . 90 92 90 0] [0fa . f1
: _.1 _ . ' 0 - v » _ - 0 '. ) . - - . 4
Hm,x . s . do . ' o fu—l ’ (54)
fo ‘Ii:—l~ - 10 ) . 0

where the Padé forms have been normalized by
ro=ro=fo=fo =I. : (.5)

Proof: We first show that (5.1) implies (5.2).' Since dei(H,“.) # 0; 'I’héorc_arh 4.1 implies that
det(rg) #0. Sipce det(H, »_1) # 0, Theorem 4.1 also implies that det(f o) # 0. Therefore (5.1) implies (5.2).

In a similar fashi_on . hnpﬁeé (5.3).

[

To show that (5.2) implies (5.1), let

, U,,(Z)=_E,,,(Z)—Z 'Pm71(2)r61 'gO' 5.6).

Va(z) = Faci(z )2 'Qnoi(z)rst -go. : 5.7
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\K"h .
Then, dU, &) <m and d(V,(z)) < n. Also

A@WVa(@)~Un(2)

. ¢
= [A(Z)Fu—l(z)_Em(Z)J_Z[A(Z)QA—I(: )_Pm_—l(z) ’5180 .
=zmm {G(z)—R(z)ralng
=z (g, , ©(5.8)
where o o
W)=z [G<z> R@)rg 80} e D[[z]]. o (5.9)

Finally, the columns of Vi, (z) are linearly independent, since, from (5.7, vo=fo, and by assumption f is
nonsingular. Thus, (U, (z),Va(z).W(z)) is a RMPFo of type (m,n) for A(z), satisfying det(vy) # 0. From
Theorem 4.1, it follows that A m apiS NONsingular since both det(ro) # 0 and det(vo) # 0. To see that 4, Al

is also nonsingular, observe that

Om-n+l - - -y I fn—l : Om—ntl ... Gm-y Em
. Am—n+2 A O £
Fi = ) i (5.10)
Qm T Omgno o0 -0 fO Q " Gmin 0

where the last column is deLermmed by equating coeﬁ"'cxents of z', for m <i <m+n~1 in . 49) Thus

det(H,,,,.) #0and det(fo) =0 unplles that det(H,.,. 1) #0. Thus, (5 2) lmphes (5.1).,

In a similar fashion, by defining

TUM@) =EN@) - myi PG, - (5.11)

Vi) = Fim(2) - 28087001 (2), | 61

- can be shown that (5.3) implies (5.1).

i
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To oblain the inverse formula, substitution of (5.6), (5.7), (5.11) and (5.12), after normalization by

E (5.5), into equation (4.38) gives : ‘ -
i
fasi. . fol[gx-1 .. g0 |42 qo 0] [0fax . fi
Ho = | - . | .. . -
: : o 90 N . fn—l
Afo Gni 0 0
9n-2 qo 0 da-1 . . 90
. .. 3 . :
*lge . (go~-20) _ : (5.13)

o " Gaa
But, equations (4.49) and (4.50)-imply that

w

E,'.(Z)F..-l(Z)—F:-1(Z)E,;‘(25=Z'"“ Fra()G@)~G (2)Faui() | (5.14)

M

Consequently, ' L ‘ ' o

Fia ()G ()= G (2)Fpa(z) =0 B AT
and, in pafticular, i

K1

& - go=2go. " ' o (5.16)

. 'Thus, (5.13) is exactl;g:‘?.’)‘ﬁ)’,&née the last product cancels. .

Remark 1: Comllary 5 1 can be proved directly from 4.7, (4.8), (5.1) and (. 2). Indeed, usmg Lhe

%1
rﬁ? same-arguments as in Lemma42 we can obtain
ro Ot @) =16 Pmy @) || Em@)f 3" Proy(z)rs! I o v
, mgmincll (5.17)
~fo Faoi () o En(z) Fai2)f 6" Qama(2)rd? 0 I '




58

and the commutative relationship

()
En@)f ¢ Pua@)rd' | | 78000 @) 5 Paa@]| 10 =
: , . =zl . (5.18)
Fact@)f 6 QaiC)rg | | M Faa(2)  F3Encz) 07 -

Consequently, we can nbrmalize our Padé forms according to (5.5) and ‘the 'f'or'mulae will follow ina
fashion similar to the proof of Theorem 43. . )
The actual proof, in addition to being simpler, serves to illustraic Lhe emstcnce of Frobenjus-type

rfguonshlps (generahzed from the scalar case (c.f. Gragg [26] ) to the matrix case) between matrix Pade ‘

forms of types (m,n), (m,n-1) and (m-1,n- 1). These relauonshlps which exist under the assumpuons ‘of

Corollary 5.1, are given by (5.6), (5.7), (5.11) and (5.12) (see also [10], [14] , [13] ). 4
. . X . B 24
Remark 2: From (5.17), it follows from equating coefficients of degree m+n-1 that
= . . . ) T .
" emn1=foro ' -_ : (5.19) .
and v ]
Gaem <rif o (5.20)

Thus, if the condjuons of Corollary 5.1 are satlsﬁed then e,., gn_1. gn-1 and e, are all nonsmgular Nor-

mahzx@g (4’% (4 8), (4 49) and (4. 50) by setting

m.s&\-

ik, @“}\ » . .

’ - L FO=T0 =€m =€ =1_,_ : (5.21)

e '

rather than by (5.5), we obtain -

I?. jv; ‘ . N

o Hmﬁ'[qﬁl—lv"'qu] =[Q,"'a0v1]’ (522)
[q:—l 1sq(‘) ]'Hm,uz‘ [0: 1~0;[] ’ * (523)

Hy 5 [f.-l, (5.24)
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_ [f:-r R ]Hm,n": [1'0,’_.,, 0 ] .' ) (5.#5)

These conditions, together with the rc;quiremerrt that det(g,-;) # 0 and det(g,_,) =0, are exactly the condi-
tions given by Gohberg and Heinig [2_5] in de_n'virlg the inverse formula, (5.4). Bec‘ause of Ehe different nor-
malization requirernent, méu formula includes the term g, between the first two matrices and ¢_;
between the last two matrices. This is permrssrble because of (5 19), (5 20) and (5 21). In the scalar case,

this is Lhe well known formula of Gohberg and Semencul [23]

Remark 3: The assumptioné of Corollary 5.1, which are eduivalent to conditions (5.22), (5.23),
(5.24) and (5.25) of Gohberg and Heinig, are far more restrictive than the assumotions of Theorem 4.3,
which are equivalent to (4.45), (4.46), and the block Yule-Walker equations (4.47) and (4.48). The formula

"y

of Gohberg and Heinig has Lhe additional requirement that g,_; and q,._l be nonsingular ( Wthh is

equwalent 10 Hpg py bemg nonsingular). Thus, for cxample (4.38) can be used to ov\am the inverse of é‘:

LA [roo .
Hz3= oo0r{, - : (5.26),
0ro
whereas, (5.4) cannot be applied. 4 ' .

Y
N

+ Remark 4: Since the assumpuons of Corollary 5.1 requrre that not only H, , but also Hpy . be
Ry

nonsmgular it should be possible to express the mverse\f\(l,. -1-in closed form as well Indeed, by deriv-

ing Frobenius- type 1dentmes similar to (5.6), (5.7), (5.11) and (5 12) (c.f., Bultheel {10] , [14], [13] ), the
matrix Padé form of type (m- l,n 2) can be expressed in Lerms of matrix Padé forms of type (m,n- l) and
(m-l,n-l). ‘Then, substituting the Padé forms of type (m,n-1) and (m-l,n-2) into (4.38) (with n replaced by
‘n 1) and srmpllfymg, we obtain as another corollary to Theorem 4.3 the second inverse fonnula of Gohberg

and Hermg, namely, - °
faz . fo] [@a-1 .. 91 g2 g0 [fasr . f1

Hita=| B - . (5.27)
- |fo Q:-l 90 f:-1 ’
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Here, we have-again normalized according to (5. 5) -We also note that the Gohberg-Héin"lg formulae given
here are both determined from formula (4 38) Addr@nal formulae , based on (4.39) rather than (4.38), can

alsobedenved s . S

Remark 5: Gohberg and Hexmg prove Lherr formulae with the coefficients over a non-commutative

algebra Our formulae and results also carry over with minor alterations. In partmular Theorem 4.1 and

Corollary 5.1 would both require that (4.9) be equivalent to (4.10) and (4.11), simultaneously.

5.3. The kverse Formulae of Gohberg-Krupnik

g
Let (Ly_o(z),M\_5(z N(z )) and Lm—2 (z VWM 2(z)N® (z))bea RMPFo and LMPFo respectively, of

type (m 2,n-2) for A(z). These matrix Padé forms then sansfy

f | A(z)M._z<z)_—Lm_z(z)=z"_'*"'3N(z) | o (5.28):

Mi2@A@) - Loz ()= 2™ N (o), | o 59)

The inverse of H,,,'.,“ in terms of matrix Padé forms of types (m-2,n-2) and (m-1,n-1) is given by

'Cor(;llary 5.2. Let the matrix Padé forms identified Hy (4.7),‘ 4.8), (5.28) and (5.29) be givén. Then, the

~ following statements are equivalent:

det(Hu,)#0 and det(Hy_y,_;) %0, - | (5.30) -
det(no) %0, det(qo) #0, and det(rg) 0, . : ' L (531
and .
— det(ng) #0, det(gy)#0, and det(ro) = 0. . ' (5.32)

In addition, if any (and thcréfére all) of the conditions (5.30), (5.31) or (5.32) are satisfied, then
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‘. o
Flh-z 9 0 Mey m M3 moQ0- Gn-1 o
Hil = qs" - {mo By :
qo ' ¢ 0 : ) . :
0 my—2| - {0 / C qn-1 | .
- | .‘,';' "7
qn-1 I :
+ | ad! [q:_l,'--- ,46].' S (533)
\i'}f,’ do \ ) . i an

Here, the matrix Padé forms have been normalized so that 2 ; J
no=no=ro=ro=1. (53
Proof: prove that (5.30) is equxvalent to (5.31), it follows dxrectly from Theorem 2.3 that
deL(H,, »)#0 implies that det(ry) #0 while det(H —1x-1) # 0 implies that det(no):tO and det(gg) 2 0.

Conversely, suppose that (5.31) holds. Agam from Theorem 4.1, we have that det(no) # 0 and det(qo) 20

implies det(H,,._l -1) # 0. But, then

N o
Cm—n+l '+ - vam I qn-1 Ampsl - T Am-1 0
I . - Om-1 +."" " Qmin-2 oy (535)
am SR S T qo aw Amin-y 70

together with the assumption that det(r o) # 0, implies that also det(H,,. »)#0.
‘A similar argument shows that 5.30)is equival'em to (5.32).

To prove (5.33), we ﬁnues&ﬂbhsh some identities.3Observe LhaL, ﬁnder the r'xonnaliZaLion condiLion
(5.34), (Lm-2(z)Mna(2)N (i.)‘)'}’. (L"—"é (Z)M:—z(z N, (Pm- 1z )40 Qn-1(2)g5" R (Z )qq" ), and
(q('? 1 (z ),qo Q,._l z)hqo R* (2)), satisfy the conditions of Lemma 4. 2 with (m,n) replaced by (m-1,n-
1). Here, (4.29) becomes . _ o

2 Rather than nommalizing with 7 g = rg =1,iliscquallypmpcrwnonnlliuwilhq():q(.) =I.




T 0@ M ] [ M) M) I 0

- | (5.36)
R @45 N @) | |[~5R @) 43'0ia )| 0 1
and,,fp;panicular,
&7:../'1. .
'[R(Z)461]N°(Z)=N(Z)[45-‘1?'(2)}- ' ) (5.37)
. Note that the constant and linear terms in (5.37) yield ' v
( . o 90=45 , o (5.38)
and
- g8 (T =) =(ny - F)gst. C(539)
For later purposes, also observe the identity |
’ 4 - 40 ars .. a5 | [aen - qooly -
| n= |9 091 40
1 et
90 - 9o .
s ‘ . go ) | . Gn-1
;,’/}x -q? J ] q;-—lJ . :
. 2
& Gn-1
_.] L] .
= . 90 [qn—lv ,‘40]. . _ (5.40)
. N /
90 -

which follows using (5.38).

- -

. Next, we proceed ‘as in Corollary 5.1 by constructing right and left matrix Padé forms of type (m,n)

fof A(z). Set " 5

Un(z) = [P,.-mz) [1 + (m—rl)z] —L,;_2<z>z2Jqo" . | (5.41)

T R
o P

iy "
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and -

Va(z)= [Q.._l(z) [1 +(n l—rl)z“] =My oz ),;2]%_1 : (5.42)

PR . .
Then, U, (z) and V,(z) providé a .RMPFO of type (m,n) for A(z). To see this, note that the degree require-
ments are clearly satisfied. In addition, the columns of V,(z) are linearly independent since, in (5.42),

"vg=1.Finally,

4
A(Z)V,‘(Z)—U,,(Z) i

r

- ['[A(z)Qn_l(z)—P,,_l(z)] [1 +(n1—r_,)z] —zz[A (z)M._z(z)—Lm_z(zﬁ] ]qa‘

= [z"'*"-?R(z) [1 +(n1—r1)z] -z"'“-w(z%-\, _

= 2" U (ro=no)+ (F1 +ro(ny = r) —ny)z +2

\

[ o5 o I B »
— zm+u+l - ]qo—l , & ! v ‘ ' . L. (5.43)
sincén0=r0=l. )
Similarly, it can be shown that o
Un@@)=qs" {[1 +(ni-ri)e|Pin <z)~L;_;(z)z2} e s
Vaz)=q5" [ [1 +(n7-r] )z] Qi (2) - M35z )z"*"]. - (5.45)

provides a LMPFo of type (m,n) for A(z).

Note that (5.42) and (5.45), respectively, yield -
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and

where m”, =0. Substituting (5.46) and (5.47) irfto (4.38), and rearranging terms, we obtain

Va-g

Vo

dr-1 q90 An-2°--- GoQ
qd' +
qo
90 0
my_3 mo(00

[-‘Iu-z q 4% 0. [ "_{;32
CHGL = q5"
' qo :
0 J
l’q —1— 40. [4:
n q;l—l
+ g5

90

- qo

— 4o

L

~1

90
-
q1 dn-1
¢! L -
. +qo (n; -r
gt 1=7r1)
0
-* L] .
My2 m_
-1
- C e
My_2

F‘]:—l '
;"'o _ Qt')-‘
10
0 J
ql—z tt QO 0 Oqll.-'l
'
q0
0

(ny-ry)gs

q::—l _J

q1

-
- 4n1

(5.46)

(5.47)



Gn2 -+ G00 , Ga-t - - 4o

+ (1~ rggt -5 (a7 —m} . . (5.48)
q90 - .
0 ' ' ' ' Gn-t

But, using (5.38) and (5.39), it is easy to see that (5.48) is exactly §5.33) |

L

\ (7

Remark 1. The inverse formula (5.33) can also be determined by bordering techniques. Indeed,

cquétion (5.35) can be further manipulated to obtain
- qn-1
Hiliar 0 ' '
H7 = | fedt e ai ] (549
. 20

J
“

Equation (4.38) applied to Hilia, along with simplification using Le'n1_ma 4.2, converts (5.49)”' into
(5.33). ‘ |

' The present proof takes its cue from che approach of sections 4 and 5. In each case, the invcrs')e for-
mula is obtamed from (4.38) using Fnobemus type identities for matnx Padé forms. The Frobenius-type

identities (5.41), (5. 42) 5.44) and (545 used hére can be found in [13] (see also chapter 2).

Remark 2. Notice that, if the mamx Padé forms (4. 7) (4.8), (5.28) and (5.29) sal;15fy the condmons

of Corollary 5.2 and are normalized according t0.(5.34), then

1Ma-2 Gn-1 0 . 0 . O
H n =1 =0 |- |n=lo]. (5.50)
mg ;~ 0 I
0 qo n ! 0
§

Thus, Lhc second last column of H,,l xisa combmauon of Lhe coefﬁcxents of M, _,(z) and Q,_(z). Simi-

larly, one can obtain the second last row of H] ma as a combination of the coefficients of M,_,(z) and
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Conversély, suppose X =[x,_;, ---

second last and last block columns of the inverse of Hpy

. Thqn, if det(g) # 0, we hzive that 3

Xn—1 q,‘_j 0
%
Hrn - g5'xot=10
: I
xo 90 .
—d0 Xo
so that
. Xr-1 qn-1 ‘
LB - q5'x0 | =
X1 g,
This implies thafy~
My 2(z)= 271X (2) - Qpli(z)q5x0

R
¢

X0l and Q =[q,_;, - -- +qo 1", respectively, represent the

(551 4 s
.1)/ Y: v'.é» .
SO
' (5.52)

(5.53)

is 2 RMPFo denominator of type (m-2,n-2) for A(z). ‘Similarly, we can obtain a LMPFo denominator of

type (m-2,n-2) when we have the last and second last block rows of the inverse of Hy, ,

into (5.33) yields
r 1 .
n-2 do0 0 Xn—1
Hil = g5
190
0 J
. .
In-2 do 0
+ 957 (x5 ~ x0)q5"
140
10 ]

X0

xu—lj

(4:—1

E)

Xn-2 .?oO
- g
X0
0 |
9 i ]
+
VQ:—IJ q0 J

dn-1

90

q:—1J

q5" [q:-l, ,qé};

. Then substitution

(5.54)

ft-;i‘l,



" for H,,,_l A=l and H,,, A when the first and second block column along with the first and second block row

67
whereas, substitution into (4.38) gives
Gn2 Qo) [Xeet x] Xa2  Xo Gn-1 41
Hiliam= | g3 ' ol N U 7 I P C X1
qdo x:—l X0 4:—1
Remark 3. Inthescalarcase if X =[xy, """ ,‘xO]’ andQ =[quy, - " ,q0), respectively,

represcnt the second last and last columns of Lhe inverse of H,, », and ¢ # 0, then (5.54) and (5.55) reduce

w0 & RS
gn-2 qo 0| | Xa1 X0 Xn2 X00| | a1 g0
oo ..H;ln_qO . ‘ T
: qo0 . Xo
O - Xn-1 0 qn~1
qnz—l o 4a140
+ . (5.56)
. qn-190 " " q& ‘
and
qO . xn—,l X1 - Xn2 X9 Aqn—l qi
Hilin =45 - - (5.57)
CXa-1| o |%o ’ Gn-1

Thcse are Lhe ongmal formulae of Gohberg and Krupmk [24]

‘Remark 4. Followmg the approach of secuon 4 we can also obtain condmons and inverse formulae

*

.\,«

of Lhe inverse of H,,‘ A is glven (c £, Iohé&ov [29] ) Here condmons and i mverse formulae for H, -y ny

and H,” are stated in terms of mamx Padé forms of type (m,n 1) and (m+1,n- 2) Additional formulae,
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based on (4.39) rather than (4.38) can also be given.

5.4. AdditionalInverse Formulae

The Frobenius-type relationships glven m thrs chapter are but a small sample of srmrlar recurrence '
relauonshrps which exist between matrix Padé forms and whrch are developed by. Butheel ( [ 10] [14]
[13] ). All the relationships require the existence of inverses of certain coeﬁicrents m the Padé forms
involved. These requuements are always sausﬁed for normal matrix power senes (where H moa 1S nonsmgu- .
lar for all m and n). For this restricted class of- power series, many of the recursive relauonshrps provide
directly algonthms for the computatron of Padé forms. Depending on the paLh (wrthln Lhe Padé table)
determined by the recurrence, Bultheel observes that the algom.hms ( [l] E7] [21] [33] [36] {41] [47]

) wmch explicitly or unphculy compute the i mverse of Hankel or Toepmz matrices are equrvalent to using

an appmpnate recurrence formula.

For-a subset of »!hese relationships, this chapter shows that each recurrence yields a separate closed
formula for the inverse of a block Hankel. AlgonLhms based on recurrences Wthh specify computauons
ald'ng an off- dragonal path (e.g., [17, [7] [41] [47] ) yleld closed formulae expressed by (4. 38) (4.39) and
(5.33). Those that specrfy computations along a staircase (e.g.; {21], [33] [36] ) yield formulae (5.4) and
(5 27); whereas, those that specify computations along an anti- dxagonal path yield (4.56) and (4.57). Addi-

“a

tional closed formulae can be derived correspondrng to other recun'ences given by Bultheel.

R

a
—-— X ) ,

Formulas (5.4), (5.27), and (5.33) are equivalent 1o ones given by Gohberg-Heinig, and Gohberg-

Krupnik, whereas (4. 38), (4.39), (4 56)-and (4. 57) are new. A major advantage of Lhe new formulae is that

)

. the underlying assumptions are far less restrictive’ Lhan they are for (5.4), (5.27) and (5. 33) Whereas the

 néw formulae require only Lhat be nonsmgular, the latter also require that an additional ‘subm'aLrix be



Relaxed conditions pro.- e computational gain, however, if the available algorithms can func-

tion only ’undver the more severé re‘étﬁcduons of normality. Unfortunately, this is. true for most algorithms
that compute nonscalar Padé forms or decompose block Hankel matrices. One-exception in this regard is
the MPADE algorithm of chapter 3. This algorithm is based on a recurrence relationship between Padé
- forms at successive nonsingular nodes along 'an off-diagonal path of the matrix Padé table (or, by reversing
coefficients, along an anLi-diagonal path). When the power series is normal, or, less restrictively, when all
minors ot; the associated Hankel matrix are nonsingular (e.g., when the block -Hankel matrix is positive

'deﬁnite)..all the nodes along the path are nonsingular and then the recurrence relationship reduces to

*(5.42), which is one of many given by Bultheel. The methods based on this relationship are special cases of

the MPADE algorithm.

For purposes of expressing the inverse of. H, » in terms of the new fl\ormulae (4.38), (4.39), (4.56)
and (4.57), the MPADE algorithm is particularly suitable. Singularity is detected with no additional effort.
When H,,. IS nonsmgular the necessary Padé forms (i.e., lhe solutions of the associated block Yule-
Walker equations) appearing in the formulae are ‘simultaneously avaﬂable on tcrmmauon The algorithm
has no resmcuons of normality. In addition, intermediate results enable the computation of the inverses of
any nonsingular pﬁncipa] minors. When the power series is normal, the cost is the same as that of previ-

ously mentioned algorithms.

-

Using fast polynomlal arithmetic in the normal case, Bitmead and Anderson [6] mdxcate that their
scalar algonthm based ona dmdc and- -conquer partitioning of the Hankel matrix, can be generalized to the
nonscalar case with a cost complexity of O(p3n logzn). Under somewhat relaxed normality conditions

(i.e., near-normality), Labahn [32] also gives an algorithm, an adaption of MPADE, with the same com-

plexity.
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In the'scalar case, one call of an algorithm given by Cabay and Choi [16] can be used to construct Lﬁe
inverse formulae (4.38), (4.39), (4.56) or (4.57) with cost complexity O(n logzn) under no restrictions of
normality. There are other methods (c.f. Sugiyama [44] for a survey) that also have the ;ame complexity »
and sﬁccecd in the abnormal case. In particular, this is true ;>f ’the scalar method of Brer -tal [8]. They
use two calls of a fast aﬁti-diagonal G(iD algorithm, EMGCD, to determine the two Padé 1s required by
the Gohberg-Sem‘encul formula (5.4). The algorithm succeeds immediately if both.H,, ~ and H,, . are

3

ﬁomingula;. If Hp oy is singular (but H,, , is not), then a nonsingular matrix H,, ., is first constructed.

~ Two additional calls of the anti-diagonal algori.thm are then made to yield the two Padé forms required by

Q@ . .
the second formula (5.27) of Gohberg and Semencul. By computing the inverse of H, , using formula

(4.56) or (4.57) their algorithm can now be altered so as to only require one call of their anti-diagonal algo-
rithm.
Another significant drawback in basing an algorithm on the inverse formulae of Gohberg and Semen-

cul has been observed by Bunch [15] . Because two distinct formulae are used to represent H,, _‘,., depend-

‘ing on the status of singularities of relevant minors, the results are subject to numerical instability. No

: . such problems are encountered with the use of the new formulae. &



- ’ ~ Chapter 6

Summary and Suggestions for Future Research

v

We have considered the problem of determining an adequate definition for a rational approximant Pf
a formal matrix power series and also, given a suitable definition, the problem of computing it.” We have

restricted our attention 1o square matrix power series.

In attempting to extenld the notion of Padé approximation to matrix power series, we have followed
the classical Lhc;,ory of Padé approximants for scalar pdwer series. We introduce the notion of a matrix Padé
form, which always exist bntlmay not be'unfque, and al-so the notion of matrix Pagié fraction, whic‘h 18
unique but need not exist. The definition of matrix Padé form is meant to be as broad as possible. By con-
structing all the matrix Padé forms of type (m,n), it is always possible to determine ones for which the

denominator is-invertible, should one exist.

The notion of ’a matrix power series remainder sequence introduced in chapter 3 is a generalization of
one given by Cabay and Kossowski [17] for scalar power series. The cofactor sequence, which is shown to
be associated wah the remamder sequence, ylelds dlrectly all the matrix Padé fractions at the nonsingular
nodes of a particular off-diagonal path of the mamx Pad€ table. By deterrmmng also the (unique) matrix
Padé form at nodes preceeding the nonsingular nodes, we are able to compute matrix Padé fractions itera-
tively from one nonsingular node to the next.- The resulting algorith‘m. MPADE, is at least as fast as other

algorithms for pompuﬁng matrix Padé fractions, and it is the only one that succeeds in the abnormal case.

The relanonshxp between matrix Padé forms and block Hankel matrices has also between investi-
gated in the study of the mvernbxhtv of such matrices. We show that a necessary and suﬁicwnt condition
for the-monsingularity ofa blopk Hankel matrix is the existence of four matrix Padé forms satisfying spe-
cial condilions. Furthennore,‘wh;an a l}ock Hankel matrix is nonsingular we hav.e presented a new set of
closed formulae for the inverse in ténns of these four matrix Padé forms. Unlike other inverse foriaulae, no
extra conditions are required for Lhése formulae to hold. The resulting fdnnlﬂae are pnacﬂCal since the

‘ required“matrix Padé forms can be calculated by the MPADE algorithm of chapter 3. Indeed, the iterative

~
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algorithm also calculates inverses of all nonsingular principai minors. It is at least as fast as other algo-
rithms for computing inverses in the block case and is the only one that i imposes no additional Wns
In the scalar case the required Padé forms can be calculated by the .off-diagonal algomhm of Cabay and
Choi [16] . The result is also an iterative algomhm that calculates inverses of some of the nonsmgular prin-

cipal minors and 1s§faster than existing a]gomhms

By using various Frobemus -type xdennnes for matrix Padé forms, the formulae of chapter 4 nge
additional inverse formulae. Spec1ﬁca11y, we have shown that the well known, more restrictive fonnulae of
Gohberg-Krupnik [24] , Gohbe;g-Semencul [23] and Gohberg-Heinig [25] follow from our closed fonnu-
lae. Thus our approach, using'rnatrix Padé forms, results in the unification of existing work on Hankel

inverses.

th regards to the study of mamx Padé forms, there are many areas that can be researched The
MPADE algorithm can be 1mproved in a number of ways We expect that the cost of the decomposmon of
T(s_1y,, in step 2.7 and consequently of § 1y, in step 3.1, can be achieved in time faster than Q(p 3s; _3), by
taking advantage of the special structure of Sylvester matrices. The algorithm wonld also experience an
improvement if it were possible to identify additional points between nonsingular nodes for which fheorem
3.5 is valid. This would improve the algorithm by decreasing the 5i; Tlus and in general the nature of
matrix Padé forms between nonsmgular nodes is a subject for further research Fmally, by appealing to
fast methods for polynomials, it isof i 1nterest to attempt to develop-a recursive dmde and- -conquer versnon
of MPADE, in a fashion similar to one developed by Cabay and Ch01 [16] for Lhe scalar case. This was

done in the matrix case by Labahn [32] but under the restriction. of near-normality.

Eo,r normal and nea:ly normal power series, pmgressmé from one nonsingular node to the nexs is
equivalent to power series division of the resxduals associated with the nonsingular nodes (because S (si=1) _,,.
in slep 3.1 of MPADE, with the exception of one column, reduces to a tnangular matrix). Thus, in this'case ‘

when m addition, A(z) and B(z) are matrix polynomials, there is a strong analogy between MPADE and

Euchd s algorithm (for the scalar case, see Cabay and Ch01 [16] ). Tt is thus of interest to use MPADE 1o
. ~ .



. assumed that by is nonsingular. More generally, we can follow the approach Qf'chapwréi to obtain closed
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calculate the greatest common divisor of two matrix polynomials.

s

The calculauon of a greatest common dmsors of two matrix polynomials plays an important role in

lhe study of minimal partial reahzauons of matrix sequences (c f., Gragg and Lindquist [27] ). The calcu! -

tion probiems in the matrix case, howeven, are s1gmﬁcantly more comphcated than the scalar case. Polyno-
mial division is not alwa‘ys possible, hence Euclid’s algorithm is not always applicable. - Furthermore, the

notion of relative primeness differs from the scalar case. Two matrix polynomials are relanvely prime if

minant (and hence, having a matrix polynomial as an inverse). Unlike the scalar case , trivial divisors (ie.,
: .,

unimodular polynomials) may have no )

‘actoring out a common divisor may result in a
rational expression having higher dég}e_ég ( though decreasing the degrees of the deter-
& .

minants).
At present. we have partial results wheft matrix Padé forms are used in thc study of the matrix GCD
problem. For example the numerator and denominater of a matrix Padé fraction occurring at a nonsingular

'J
node are relanvely prime. The only common factors of the numerator and denommater of a predecessor

Padé form must have a determmant of the form z*. If the (m,n) node of the Padé table of (A(z),B(z)) is non- -

i

singular, where A(z) axgd B(z) have degrees n and m, respectively, then A(z) and B(z) are rglativclypﬁme.

The closed inverse formulae presented opens up many new potential research topics. At present we

are also investigating closed inverse formulae for Sylvester matrices of the form (2.21) where .it:is not:

o

inverse formulae for matrices of the form

- ag ce.a, | by <o by
|-

ma = ! - : 6.1)
: I

Omsntl «  Omadnsl | Dmanit © Bominer

[l

'

that-is, of two Hankel-like matrices adjoined together to form one square matrix. Besides their use-in Padé
. iy :

a

their only common dlvxsor isa ummodular polynomial, i.e., a matrix polynomial having 2 consiant deter-
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approximantion, these matrices are also i 1mportant in"applying the Svlvester cmenon for the relatwe prime-

_ness of two polvnnm ials and for studying propagauon through layered media . Necessary and sufﬁcicnt

conditions for determination of the nonsmgulanty of such generalided Sylvester matrices in"the scalar case

. depends on the existence - of three Hermite-Padé approximants (c.f., Baker [4]°) for the pair
(A(z),é"f""B (2)). A closed formula for the inverse is then given i

- r,\'ﬁ\ L . ;
" mants. Unlike existing methods (c.f., Kailath et al [31]), our formpla requires only that §,, , is nonsingular.

terms of these Hermite-Padé approxi-

The approach taken essentially follows the methods introduced fin chapter 4. At present Lh\e formula has
" . ° . )
many favorable properties, especially in terms of storage requirehents and evaluation costs. s weyer, the

formula is long and unw1eldy s&@‘not yet fuhy understood In addmon there remains the ob:. m of
obtammg an eﬁicxem algorithm for the calculauon of the reqmred Hcrmne Padé approxlmants that ids. .
‘ unnecessary requxrements of nonsmgulanty of certairi submamces Existing recurrence relauonshlps (c. ?
Paszkowski [38J ) have strong mverubllty requuements A recurrence relation that does not reqmre exrra9
mvembulty has been obtat¥ed and an algonthm usmg a sumlar approach found wuh the MPADE algo-

N

mhm is in progress. It 1§”also expected that correspondmg formulae, sumlar to the scalar formulae, also

€xists in the block generallzed Sylvester case. &

“There is also the problem of obtau;@ng a closed mverse formula for sq,uare mamces of the form

, w : : . :
. ag - dy, | Ib0~--b~ '
. ' , \] [ -
Ha o= C I | - 6
<y | R N
where u ='n1 totmeyk -1, that is, in the case where Lhe matrix consists of k Hankel- like matrices

h ‘ whereiﬂs arbltrary Tlus isa problem in both the scalar and block cases Agam 1t is expected that neces-

- sary and“‘uﬁicmm conditions for the inverse will depend on the existence of certain Herrmte Padé approxx- :

7

mants (or block Hermne Padé apprommams) and ' that a closed fo%lula can be given in terms of these -

approxunams We note that this problem ranges from the very structured case (k = 1) to the totally unstruc-
tured (k=u) case.
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An interesting coroilary of any inverse formulae in the k Hankel-like case is that it will then provide

’

“ inverse formulae in the block Hankel matrix case where the blocks are no longer square matrices, but rather

matrices of a specific rectangular size. This follows from the ability to transform these block matrices into

other block k Hankel-like matrices. Forexample, if

ag ---
H, =
Apa
,w‘. ‘
. where the a;- are 1 x p vectors \\Q
a; = (bl
then H, can be transformed into
bO . bn |
|
H’n, n= |
bpw i

by a permutation of the columns. H, is nonsingular if and only if H', ... , is nonsingular. In addiﬁon, any

i Ci),y

an
6.3)
- Ap+in
e

/ (6.3)

1 Co -+ Cn '
: o ‘ 64)

" o Coprim |

4

closed inverse formula for the scalar mam'_k H’, ... o will provide a closed inverse formula for H,. When

the g; are q x p matrices, with q > 1, then H, will be transformed into a block matrix H,’,..'..._,;_ and so a

closed formula for the block matrix will provide an ir‘werse formula for H, in this case.

1

>



- ’ _ Chapter 7

l

Appendlx Valldlty of Initialization in MPADE Algorithm

It is reqmred to show, in the case where m < n, that the U1@).Vi(2)) computed by MPADE isa
RMPFr for (A(z),B(z)) at the first nonsmgula: node (ml,nl) along the m-n offdlagonal path of the right

matrix Padé table for (A¢z),B(z)). In afidition, we need to show that (P1(2).Q:1(2)) is the predecessor of this

g
noﬁsingula_r_node.

9

of (3.2), 502 n-m. -

To show the validity of the initialization step when m < n, we need
Lemma 7.1. (U(z),V(2)) is an RMPFo (RMPF) of type (m 1) for (A(z),B(2)) 1f and only if (z¥U(z),V(2)).

" is an RMPFo r) oﬂéype (m+k,n) for (z* A(2),B(2)) -

Proof: The result follows directly from (2.11).

When m < n, one complete,pass tlu'ough MPADE is required before (U z),V1(2)) are computed.
leen the initial values {(mg,n 0, (U o(z) Vo(z )) and (P ,Q0(z)) defined by steps 1.6 and 1.7 of MPADE

(note that (mq,n,) defined here is different from the mmahzauon glven in (3.2)), the resnduals compuLed in
"4

%

steps 2.5 and 2.6 then sausfy .

Roz) =B(z) . R c (7.1)
and ' '

Wolz) =2""4(2), . - - 128

where for convemence the modulo operatlon has been dropped. Let so be the smallest posttive integer in

step 2.lsuch that det(T(,,_l) _,_) #0, where T'u.-l) 5018 deLermmed from Ro(z) and Wo(z) Clea:ly, because

-

‘.‘ at - ) : . i

Let (U (z) V (z)) be lhe RMPFr of type (So'—}.-l'o) for (Wo(z),‘Ro(z)) compuled in’ step 3 1. Then,

from (7 l) and (7.2) and Lemma 7.1, n follows that U (z) can be expressed as

76
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: U'2)=2"""U" (o), - N (X))

where (U (z) V' (z )) is Lhe RMPFr of type (so+m—n ,50) for (A(z),B(2)) at the first nonsmgular node along
the m-n offmagonal path of the right matrix Padé table for (A(z),B(z))

Thus, it is required to show that (U (z),V(z)) computed by MPADE is equal to (U (z),V'(z)). But

step 5.3 yields .
Ui@)] [V P ] [re 0 ] [V@
Vi(z) Vo(z) Qolz)| |0 227 U’ (2)
" .
O zmbylfr o V'(z)
! I 0 0 21| [z LU (2)
U (z) .
= | . ‘ . (74)
- as required ; ﬁg«s 1and 5.2 yleld
m, =m0+so=s0+m—n i (7.5)
and
SN . .
nl—ll0+So—So, . R ‘ - . (76)
which specifies correctly the ftrst non51gular node along the m-n offdmgonal '
| In a smular fashxon it can be shown that (Pl(z) Ql(z D) computed in step 5. 3 is the predecessor of
(Ux(Z)Vx(Z)) -
' 9 - b4 s . ¥
- ' ¥ . 4
S e a . -
l‘i‘l‘\ \i .
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" This study was performed i in an attempt to galn understandung of the
'competrtlve adsorption effects of non- volatlle organic compounds on. XAD 2
resin in order to improve their recovery from water samples Slngle solute
isotherms were performed for the pesticide Lindane and the herblcnde Tnallate
. The resulttng Freundllch parameters were used to predict the competmve
adsorptlon effects in a bi- solute system with a computer model based on ldeal
;dsorbed Solutlon Theory Bi- solute |sotherms were experlmentally

: determlned and compared to computer predrctrdns The mode! was shawn to

predlct the trends in adsorption, but lmpremse lsotherm data lead to errors in the

i predictions. » The Equilibrium Column Model was used to predict column

breakthrough-in a bi-solute system. Column expe,rimentatlon si.owed
breakthrough to occur before 'predictions, since the model's assumption of no,

‘resistance to mass transfer was not valid for short bed contact times.
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1.0 Summary |

XAD-2 resin is commonly used in the »sampling of trace organic
contaminants in drinking water and source waters for ch/ryncal and biological
;testlng ThlS study was performed in an attempt to gain understanding of the
competmve adsorption effects of compounds associated. with health risk with
respect to.sampling methodology. The pestlcude Llndane and herbicide
Triallate were chosen as model compounds

Smgle solute adsorption expenments showed that resin which had been
prewously used in a routine sampling procedure exhibited no loss in adsorption
capacnty or rate of adsorption for Lindane. .

Two computer models were utlllzed in the study. A model based on Ideal s
Adsorbed Solution Theory was used to predict competitive behavuour in a bi-
-solute system from single solute \;lsotherm data. B|-solute isotherms were
conducted as e’xp‘erimental verification of the model's predictions. The model
predicted the trends in adsorption, but imprecise. isotherm data and non-
Freundlich adsorption behaviour resulted in erroneous predictions. The
predictions were less accurate for Lindane, the more weakly adsorblng
compound.

The Equmbrlum Qolumn Model (ECM) was used to predlct breakthrough |
of Lmdane and Trlallate in column adsorptlon expenments Column '
experiments performed at various resin contact times demonstrated that
resnstance to mass transfer is s:gnmcant resulting in |mmed|ate breakthrough at
short contact tnmes ECM predlctlons were in error since the model assumes no

mass transfer, resnstances. This assumption was not valid under the

experimental conditions tested.
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2.0 Introduction | _

Much study in recent years has been directed to the analysns of trace;v
‘organic ‘contaminants in water supplies and finished drinking water. The
detection and identification of more and more compounds has been facnhtated
by advances in analytical techmques and the knowledge of their presence has
sparked pubyc and scientific concern. Many studies have been performed to
identify some -of the compounds and to" gam more understandlng of the possnble
health effects associated with them. One means of screemng for potentlal
health risk is bactenal mutagenicity testing. | ’ ‘

| : Mutagenicity festing is a biological proced‘ufe which determi‘nes if
compounds present in the sample will cause genetic damage. Since the levels
of organics in-the water matrix are generally very low, a concentration step must
be employed prior to biological testing. One common means of achieving this
concentration step is by resin adsorption/desorption. The Amberlite® XAD
resins, especially XAD-2, have been utilized often in these applications. These
resins also provide one means of concentrating samples prior to chemlcal
testmg “

in resin adsorption/desorption, as with other methods of extraction,
certain groups of chemicals are extracted more efficiently than others. Many-
factors affect a compound's .extraction efficiency, including the compound's
A. affinity for the resin and solubility in the water matrix. Also, smce a limited
capacity for adsorptlon exists (adsorption sites), competmve adsorpt:on can play
an important role in the- extractlon efﬁcuency of a compound. ’

Computer models have recently been developed for activated carbon‘ v
adsorptlon, in which the competitive adsorption effects of organic compounds
can be predicted. Since few studies involving XAD-2 resin have dealt with the

, “» . .
development of a rational sampling {:otocol, this study involves the application

2
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of the computer adsorption models io gain a better understanding of competitive
adsorption effects on XAD-2 resin. | iy |
The objectives - *1is study were twofold: 1) to evaluate the application

-of the computer models, which were developed for use with activated carbon, to
the adsorption of non-volatile organic chemicals on XAD-2 resin,u 'an'd 2) to aid
in the development of a rational sar;bling protocol in ordér to improve the
extraction and hence detection of‘compeunds'associat'ed with health risk in

water.



1

3. 0 Scope of lnvestlgatlon ' '
At the beginning' o1 the study, a scope -of the investigation was
established. As a result the study was divided into five phases. ’
The- first phase consisted of 'a review of the literature and model

compound selection. Several-criteria were established and experimentation

performed in order to select compounds to be used in the adsorption

experiments. Phase 1 began in April, 1987 and ended in October, 1987 Some
overiap with Phase 2 occurred since adsorption experiments began pnor to
completlon of compound selection experimentation.

Single solute isotherm experiments were performed in Phase 2 of the
study, since the IAST computer model requires single solute isotherm data as

input. All isotherms were executed using. pure water solutions. -To determine

- the effects of resin re-use in routine sampling, adsorption experiments were

also performed with resin which had beeh'?lpreloaded with background organics
through repeated use in a prior study. -

Single solute experiments began in Septémber, 1987 and the last was
performed in April, 1988. Most of the study was épent attempting to improve the
quality of the single solute isotherm results. V‘ariousv difficulties were
encountered and many different modifications made to the experiments. The
results did improve, but even the last isoth:rms obtained were not of aé high
quality as originally hoped for. | o

Phase 3 involved obtaining - bi-solute isotherm results for use as
experimental verification of computer mode! predictions. Several bi-solute
isotherms were performed during March and April, 1988. | |

Phase 4 of the study consisted of using a computer model based on Ideal

Adsorbed Solution Theory (IAST) to predict the competmve adsorption effects

from smgle solute isotherm data, “and comparing these predlcnons to

4



experlmental bi-solute data. This phase began when bi-solute isotherm data

* became available, in April, 1988 and was completed in June, 1988. )

The last phase of the study, phase 5, involved use of a simple column
model, the Equilibrium Column Model (ECM) to predict column behaviour such
~as order of breakthrough And bed volumes-to- breakthrough Using the output
from this model, Columr{ experlments were designed and performed in an
attempt to experimentally verify the model predictions. All column work was
performed in May and June of 1988. | ' o |

F’igdre 3. h\gives a graphic representation of the time schedule for the five e

phases of the study.



4.0 Technical Background
4.1.  Introduction |

Despite recent advances in the detection an'd identification of trace
~organic contaminants in water, it is evident that only a small fraction of the
substances in waters have been characterized (Giabbai et al., 1983). Many
sourCe§ exist for the diverse ré;nge of natural and synthetic organic compounds
in water. Many studies have been performed td_ assess the potential health
risks that may be associated with exposure to these compounds. Initially, the
approach of these studiés was th identification of the compaounds present in
the water and review of the relevant toxicity data (Fawelll‘and Fielding, 1985).
The toxicity data Were relatively limited for this application, however, which led
. to a difficulty in establishing a practical significance of the chemical findings.
Therefore a different approach evolved which combined both chemical analysis
and genotoxicity tests (fbr example, bacterial mﬁtagenicity tests) in an attempt to
correlate potential health risk and chemical content. }

With the increased awareness of the health risk associated with organics
in drinking water, future trends for regulatory agencies include monitorihg and
reporting requirements for many orgénic _chemicéls, with special attention to
pesticides (Cortruvo, 1985). More synthetic organic chemicals are being
inclucied as rév_isior)S (v} drinking water standards occur in both Canada and the
United States (Toft, 1985). With thesé regulato& trends comes the need for
étandardized methods of recovery and analysis to be used in the monitoring of
3 drinking water supplies and finished waters. e
| Many different methods have been utilized in the analysis of organic
micropotlutants ih water. Some of these methods"inélude qudid/liquid
.extraction, _freéze drying, reverse 0smosis a‘nd adsorpticn/desorption on

activated 'carbon or synthetic resins. Each method has advantages and

6
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disadvantages, and as such some are more particuiarly suited to ac.com‘plish
specific objectives (Wilcox et al.,, 1986). In studies Wthh mcorporate
mutagenicity iestmg, the method of chouce has often been resin
adsorption/desorption (Dangnault et al., 1988), with the Amberlite® XAD resins
being used most frequently. This method has low initial and operating
expenses, is simple to use, and large amounts of water can be sampled
resulting in high concentration factors. A high poncentration factor is highly
desirable since the trace organics in water are usually present at extremely low -
levels and thus must be concentrated for biological testing, as well as chemical
analysis.‘ Some disadvantages of the method include extensive resin cleaning
procedures and artifact interferences. Also, due to the non-polar polymeric
structure of the XAD-2 and XAD-4 resins, generally non-polar compounds are
extracted while polar compounds are not (XAD-? hd XAD-8 are slightly more
polar than XAD-2 and XAD-4 in polyr’neric' structure). This is perhaps the most
seye; disadvantage, since the compounds extracted and the efﬁciency of.
ektraction depend on many parameters, ranging from the experimental
sampling conditions.to the water matrix being sampled (Daignault et al. 1988).

| In usi'ng resins, many researchers employ different experimental
adsorp’non and desorption conditions. Adsorptlon conditions include flow rate
. (contact time), water-to- resin ratio (resin capacnty) temperature and pH.
Desorpiion conditions include the specific organic solvent or mixture used as
eluant, the flowrate and the volume of eluant (bed volumes) used. As such,
” inter-study eomparisqns are often difficult due to the differences in the water
matrix énd experimental conditions (Wilcox et al., 1986; Noot et al., 1988).

While many researchers utilize their own experimental methods, there‘ is

little evidence in the literature involving mutagemcnty testing which suggests an

expenmenta.ly determlned samplmg protocol for resin adsorptlon/desorptlon
i



processes. For example., Van Rossurn'(1985) mentions that some compounds
may be displaced from the XAD resin during sa‘mplinfg.b’y mbre strongly
adsorbing s"ubstances, but does not test at different sample volumes to'
determine the effect. Therefore this study was devised to attempt to gain an
understandmg of the competmve adsorption effects between model cortpounds

and thereby aid in samplmg method design.

4.2  Technical Information on XAD-2 Resin

XAD-2 resin, manufactured by Rohm and Haas (Philadelphia, PA.) is'a
~ styrene/divinylbenzene 'drosslinked copolymeric adsorbent. This synthetic resin
is supplied in the form' of white beads in the 20- 50 mesh size fractlon Each.
bead consists of a large number of smaller mlcrospheres As a result of this -
macroreticular structure, the pore suze distribution is quite umform Other
characteristics mclude chemlcally homogenous non-jonic structure good
physical durability and large surface area. Although water readily penetrates,
the pores, it has been suggested that the materials being adsorbed do not
'. penetrate to a substantial amount (Rohm and Haas, technical bulletin, 1978).
This fact,kalong with the relatively weak physical adsorption (Van der Waal's .
forces)-}fa'cilitates the desorption of the adsorbed compounds by solubility
' changes:'~ (solvent changes). The physical characteristics of XAD-2 .resin are
given in Table 42.1. | v
4.3  Uses of XAD-2 Resin T ‘

. Amberlite XAD-2 resin has been used- in many different applications.
The following list is by no means exhaustnve but demonstates the diversity of

appircattons of the resin. '

- separatlon of proteins (Cheetham 1979; Dunlop, 1978)

-
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- vseparation/extr_ac,tion of drugs (O'Connor‘ 1975; Ibrahi'n"r et al., 1975;
Cantwell, 1976, ‘S.t.olman and Prani_tis',' 1977; Mohammed and
Canitwe |, 1978) | }' o

- drug analysis in forensics (Bogusz, 1982; Bogusz et aI 1978) ,

- stationary phase in TLC (P_r_etrzyk et_al. 1979 Rao and McLennon
1977) | | | | |

oo ‘statronary phase in HPLC (Kroeff and Pretrzyk 1978 Baum et al

7 '{980; Petrzyk and Chu, 1977; Hux et al!, 1982)

|on exchange (Khan and Cantwell 1985) ' _

o organics in air (Gluck and Melcher, 1980; Farwell at al., 1977)

- 'orgamcs in wastewater ;Glaze et al., 1973 Lawrence ‘and Tosme

o

'1976; Rogers and Mahood 1977) '

e

- organrcs in rain (Strachan and Huneault, 1984)

- mutagenicity testing (De Raat and Van Ardenne 1984 Huck et aI L

1987) | TR ._.,-__.v e s
¢ organe acids in Water (Rosenfeld etal, 1984)
R pestlcrdes and-other toxms in water éoburn et al., 1977 Levesque' .

and Mallet, 1983; LeBel et a| 1986)

One of the flrst studres in wh|ch XAD 2 resrn was. utrlnzed to extract"

neutral organlcs from drinking water was that by. Burnham et al. (1972) Snnce

then, many researchers have used XAD-2 resm for the anaiysrs of organlc e

contamlnants in water. The reader is referred to a recent review compuled by

Daignauit et al (1'988) whlch‘descnbes the use of XAD resins in organrc'

analysrs mwater One of the common uses of XAD 2 resm is the concentratlon A

of orga.ggs for mutagenicity testing. A recent ‘review on thls topic was comprled

o
by Noot et al. (1988).

RN ‘ v
N “
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4.4 TComputer Models

This section first descri-es the theoretical basis of the two computer
models used, an-d then revie - briefly the use of the models by others. The
models were originally obtained from Dr John C. Crittenden of Michigan‘
Technological University. Details concerning their runnlng on the UnlverSIty of

Alperta’s C.omputer system are provided by Huck and Andrews (1988).

4.4.1 Ideal Adsorbed Solution Theory

‘Ideal Adsorbed Solution Theory (IAST) was originally developed frém
thérmodynamic consideratiohs including idealu'gésw behaviour and Gibb's
equgfion rejating the amount of a substance adsort;éd to the change in surface
tepsion With the activity of the solution phase (Kong and DiGiano, 1986). -
‘ |nitially.it described‘adsorption from a gas phase to a solid.phase, and was later
exteénded to describe adsorption from‘ dilufe liquids. The theory ié useful in that
‘Corﬂpetmve adsorptlon in multn -component systems can be predlcted from
s,ngle solute data. The followmg five equatlons are Egsed in the pred|ct|on of

L

muul-component equullbna (Crmenden et-al. 19850)

- Ya, B
i=1 - o

q. ‘ o |
zZ. s—— i=1TtoN @
q ' ‘

C. < sz‘l’ i=17toN - D ¢
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“Equation 1 and 2 account for mass balance where

q g isthe t,,oial surface loading,
q; is the surface loading for component i, and

x ‘ |

z. is the mole fraction of component i on the surface.

Equation 3 is analogous to Raoult's law, where -

C, isthe eqUiIibrium liquid phase concentration, and

C? is the single solute equilibrium liquid phase concentration.

~ Equation 4 states that at the spreading pressure of the mixture, no area | |
change pér mole occurs from the single solute isotherms upon mixing. The
spreading pressure (TT) is ‘a measure of the decrease in'éurface tension caused
b-y'-the presence of sorbed phase' (Kong and DiGiano, 1986).
| Equation 5 equates the spreading' "pressures of the single solute

isotherms to that of the mixture, where |
‘Tm = spreading pressure of the mixture, .
| 'Ttio & 7Ej° = single"solute spreading pressures of individual
components, -
R= ide‘al gaé constant,
" T = absolute temperature, and

A = specific surface area of the adsorbent.
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If an isotherm equation is used to describe the data, equation 5 simplifies and

can be manipulated to eliminate C,. Typically, the Freundlich equation is used.

The model is then able to calculate both liquid and solid. phase concentrations if
~ the Freundlich parameters K and 1/n, the initial liqu | phase concentration and

the adsorbent doges are known (Crittenden et al., 1985c).

Ih predicé ‘ :
extrabolation of the single soluie isotherms to zero and high concentrations
(Crittendén et al., 19850). If thé<s'ingle solute isotherm is not lifiear in the range
tested, or ié not entirely accurate, then problems with the prediction will arise

~ since the errors in the single solute data are amplified as extrapolation .occurs.

A plot of (d In CT / din qf ) versus q;’ ~shows the range of extrapolated

B 4

“data used in the predictions, and therefore may be used to evaluate the extent

of the extrapolation of single solute isotherms.

Since |IAST was developed from ideal gas behaviour, it assumes that .the

activity -coefficients are unity in both solid and quUid phases. A non-ideal lower

activity may occur in the solid phase. No'satisfactory method is available,
however, to account for thiS_'effect (Kong and DiGiano, 1986).

| For the purpose of comparing the predicted solid phase concentrationé to
experimentally determined multi-component isotherm data, a calculat'. Jf the
Average Percent Errors (APEs) is used. This calculation includes division by
the observed (experiméntal) value, which results in a normalized estimate of fit.
. As such, APEs represent a supe-.ur means of ‘comparison over the Resiqqal
Sum ‘of- Squares method, for data of differ'i'ng magnitudes (eg. solutes with
- different adsorption behaviour). The following equétién is used to calculate the

APEs:

g multi-component adsorption, errors may occur from an

hY
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~

. 100 |observed value - predicted value|

13

APE =
. -z (6)

observed value

where N = number of sample points’

4.4.2 Equilibrium Column Model .

" The Equilibrium Column Model (ECM)j is a reiatively simple column
model in that it assumes no resistance to mass transfe_r.- The model, which uses '
IAST to predict competitive adsorption effects in‘multi—component solutions, may -
be used to predict the elution order, breakthrough and highest effluent
concentratidns (overshoot concentrations) of each component (Crittenden} etal.,
1987) The model requires Freundlich single solute isotherm parameters,
lnfluent concentrations and physncal adsorbent property data as input. Since no
resistance to mass transfer is assumed a square breakthrough wave is
predicted rather than the observed 'S shaped' curve.

in order to predlct breakthrough ECM divides the column into zones that
contain unique comblnatlons of the components the comblnatton dependmg on
their relative intensity of adsorption. The first zone at the influent end contains
all components, but mostly the most stro‘ngly ‘adsorbing. This compound is
present only in this zone. The second most' strongly adsorbed compound is
present only in the first two zones, but mostly in the second since the mosta
strongly adsorbmg compound competes more effectively in the flrst zone and

therefore displaces the weaker compounds. Similar arguments are made for all .

‘other components. As such, the most weakly adso"rbing‘ compound will be

present mainly in the last (near the effluent end) zone.
When b'reakthrough of all but the most strongly adsorbing compound

occurs, the efﬂuent,ooncen}tration will be higher than the influent'concentration'

&£

- |



14

due to its 'displlacement by stronger adsorbers. This high concentration is
termed the overshoot concentration. - - ‘ -
Output of the model includes’the bed volumes fed to breakthrough, the
velocity of the centre of mass. of each wavefront and the treatment capacity/for
each component, as well as the concentration in individual zones, the ayerage

t I

surface loadihg and single solute treatment’capac’ities.

| *
4.4.3 Use of the Computer Models by Others .
/ In a survey of the vlite‘rature, only one research paper was found to have
a’pplied‘ competitive modelling to synthetlic resin adsorptidn (K'ong an‘d»Di’Giano,
1986). In this study, resin (XE-340) and carbon adsorption of vqlatile
chlorinated hydrocarbons were compared. Based on k,i‘netics experiments, the‘
resin was allowed to equilibrate for 14 days and the carbon for 7 days. IAST
was used tc_’g\model the adsorption, which was fitted to the Singer-Yen isotherrﬁ
equation (shee Appendix 4). This three parameter equation is a modification of
the Freundlich equation and better describes the équilibrium data at very low
COncentrations. IAST was shown to predict some of the compétitidn on;the -
resin, but not for all compounds. For compounds with little difference in
competitiveness, the model predicted larger shifts from the single solute
isotherm than was experimentally observed in multi-component isotherms.
| van Vliet et al. (1980) compared phenol adsorption on two activated
carbons and eight synthetic adsorbents, among them XAD-2 resin. Adsorption
data were fitted to an isotherm equationdeveldped by the authors. Kinetics and
batch experiments were perform'ed té determine data required for column h

modelling. Experimental column breakthr&}gugh was shown to be predicted by a

fiked-bed adsofption model, which incorporated mass transfer considerations.

s

/.
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The IAST computer model (used in the current st'udy) was developed for
use with activated carbon. Crittenden et al. (1985c) observed that IAST
predictibns were satisfac';‘tory for one- and two-carbon chlorinated hydrocarbons
on three different acti\}ated carbons. Andrews et al. (1987) showed IAST to
successfi ily predict the Competitive adsorption’of trihalomethanes.  IAST was
also shown to predict multicomponent adsorption |n b“ackground mixtures of
unknown composition (Crittenden et al., 1985b).

Crittend‘en et al. (1987) used the ECM to predict pilot scale fixed-bed
adsorber breakthrough of volatile organics. The resuits indicated that for small
empty bed contact times, the effects of mass transfer were appreciable, a?nd the
actuél breakthrough occurred before the model prediction. Breakthrough of
trihalomethanes in full-scale carbon contactors was successfully r_npdelled
- using EEM (Huck and Andrews, 1988). ‘

| The adsorption of the pesticidé Lindan‘e on activated carbon was studied
with respect to bapkground dissolved organic matter (DOM, Smith.et al., 1987).
The kinetics and capacity of adsorption were studied and mass transfer
parameters obtained. The adsorp_tion of Lindane in a fi‘xed-bed adsorber was
predicted using the Michigan Adsorption Design and Applications Model
employing H’omogen}ous Surface Diffusion (M’;\‘DAM-HSD). Resulits showed
that the preén(ﬁe of DOM reduced the rates of trans‘po.rt of Lindane, resulting in
a decrease in the rate and capécity of Lindane adsorption. Lindane
breakthrough was successfully predicted by MADAM-HSD.

Othe‘r uses of the reéults from adsorption models include the design of

fixed-bed adsorbers (Crittenden et al., 1985é) and evaluating thé cost ahd. |

performancé of adsorption systems (Clark, 1987).



5.0 Materials, Methods and Development

5.1  Solvents

| All solvents used in the study (acetone, hexane, dichloromethane (DCM),
and methanol) were eirher pesticide grade or purchased as ACS grade and
then doubly dist_illad. The only exception was the methano! used for tha resin
- washing procedure (discussed later), which was used as ACS grade. Solvents

were purchased from Fisher Scientific and BDH Chemicals Canad(\’Ltd.

]
<

52  Model Compounds and Reagents
Lindane, Triallate, trans-Chlordane, Methoxychlor and p,p' DDE were
obtained indirectly from Standards and Information (Pestrcrde Laboratory)
Laboratory Services Division, Agriculture Canada These compounds were of
“high purity since they were intended for use as analytical standards. Tris(2-
chloroethyl) phosphate (TCEP)' was purchased from Aldrich Chemical
Company Inc. in 97% pure form. Hexachloroethane (purity not stated) was
obtarned from Terochem Laboratories Inc._ Dimethyl-2,3, 5,6-
tetrachloroteraphthalate (DCPA) was purchased from Alpha Products. Al
- compounds were used as received except DCPA. |
The stated purity for DCPA was 97+%, but GC/MS analysis re‘vealed
| that it was highly contaminated with Hexachlorobanzene (HCB), and thus
required purificafion prior to use. This .compo.und was purified by column-.
chromatography using florisil. The florisil was activated at 550°C for 2 ho-ursf"
and then deactivated with water (3%, w/w). Tha contaminated DCPA was
dissolved in DCM and diluted with hexane before application to a 50 g Florisil
column. The HCB was eluted wuth hexane and two other mrnor contamrnants

with 25% DCM in hexane. The DCPA was then eluted with DCM. The eluant

16 +
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composition was monitored by GC/ECD and those fractions containing the most
DCPA were pooled and rotary evaporated'to dryness. The residue was dried

overnight at 50°C. A soluticn of this DCPA showed a very clean GC trace.,

Anhydrous granular sodium sulphate (NasSOy4) was received from-

diff,ereﬁnt' suppliers during the study (Fisher Scientific, BDH Chemicals Canada

-Ltd.) and was heated to 550°C overnight before’ use as a water extractant from

organic solvents. ' |
Glass wool used as plugs in sodium sulphate. filters was washed

successively with acetone, hexane and acetone.

53 XAD-2 Resin
5.3.1 Rves‘in Purification ‘

XAD-2 resin was obtained from BDH Chemicals vCanada Ltd., and was
cleaned according to theAHeaIth and Welfare Canada ‘method (L | et él.,
1979) and suggestions from‘ the manufacturer (Rohm and Haas, technical
bulletin). This method consisted of first rinsing the resin .with distilled water to
remove resin fines and salts used to preserve freshness. Batches of resin were
stnrred wuth water, the resin allowed to settle, and the supernatant decanted.
This step was repeated until the fines had been remfz1ved Next the resin was
rinsed four times with ACS grade methanol, letting th@: soak for 15 mmutes
before decantlng The resm was then transferred to a i‘ntered glass funnel
using acetone, and was swirled in acetone and allowed to soak for 15 minutes.
The acetone was then removed (vacuum filtered) and a second acetone rinse
applied: iThé. same procedure was 'followed after this rinse vbgw hexxane,‘ DCM,
v ahd acéténe again (each 2 rinses). Ffom previoué éxperience with ihe resin, it

was found-ihat wetting the resin with clean water, and then rinsing with acetone,
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hexane and acetone further reduced the amounts of resin artifacts present
(Huck, 1986), so this step was also incorporated. Finally, the resin waé
iransferred to double distilled methanol and stored at 4°\TC.

Resin which had béen used to extract organics inv water treated at a pilot
scale drinking water treatment plant was collected. This resin became’
"discolored Tbrownish-yellow') aﬁer use. The resin was used to sample water
from the post-filter position for different oxi'dants, and had undergone many
samplif‘ig cycles consisting of adsorption, desorption, and regeneration. Even
though elution and regeneration'was performed for each sampling cycle, the
discoloration was not totally removed, suggesting that background o‘rganic'
matter had irreversibly (under the elution and regeneration conditions)
" adsorbed. (Resin was also prepared at the pilot plant which had undergone 1
and 2 sampling cycles at the post-filter position of non-disinfected water, but this
resin was not utilized in this study). This previc;usly used resin was stored in
doubie distilled methanol at 4°C and cleaned prior to use as described above,
except the salt/fines removal ste'p and the final artifact reduction step were
eliminated. The cleaning process was included to remove any artif_acis or
organics which may have desorbed during étorage. The term "preloaded" resin
is used from tﬁis point on td describe this previously used resin, alth‘ough some
of the organics not removed during elution and regeneration may have been
removed in the cleaning process.’ |

Prior to use, the resin (fresh and preloaded) was rinsed with

approximately 20 bed volumes of distilled water to remove the methanol.

For some experiments, XAD-2 resin which had been}suBmitted to the
cleaning procedure was crushed in a ball mill and wet sieved. The 100-200

mesh fraction was ciolleded'and rinsed thoroughly with methanol to remove
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very finjg;articles adhering to the larger particles. The crushed resin was then
submitted to the normal Health and Welfare cleaning procedure and was stored

in water until use in isotherm experiments.

5.3.2 Resin Drying Procedure

A procedure to partially dry the resin to a consistent water content was
found in van Vliet et al. (1980) and modified for use with our lab equipment.
Resin was placed in a small sintered gle_lss frit column and placed in an
International Clinical Cenfrifuge, model CL. A cap was placed on top of the
fritted column and the resin was spun at 3000 rpm for 2 minutes (switch on to
sWitch off). This procedure resultéd in an average. dry resin percentage of
56.6% with a standard deviation of 0.504 and a percent relative standard
deviation of 0.89% for all the data in the study (the maximum percent relative
stahdard deviation for an individual test group was 0.63%). This dry resin
percentage was extremely close to the value rep\orted by van Vliet et al. (1980)
of 56.3%. |

< The procedure was modified slightly for use with crushed resin of the

100-200 }.rnesh size.  Crushed resin was spun at 1000 rpm for 1 minute. The
average percent dry resin varied in two runs from 53.5 t0 46.1%. ,

The data for the percent dry resin test performed throughout the study are "

given in Table 5.3.1.

5.4 Water Preparati.on |

Water used for experimental work was prepared on two different Milli-Q®
sysfemé_. The first. system consisted of Urﬁvers.ity gistilled water passed through
a Filtrasorb 400 granular activated carbon cbIUmn, ;t_ljenjon to the four bow! Milli-

‘Q unit. This unit utilized the following Milli-Q cartridges; Super-C Carbon, lon-

N
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Ex, lon-Ex, and Organex-Q, followed by a Milli-Pak filter (0‘.22'um). Since this
system was suspected of having high total organic carbon (TOC) content, the
later experiments were performed with water from the second Milii-Q system.
This system again used University distilled watehf passed through a Filtrasorb
400 column and into a six bow] Milli-Q unit consisting of Super-C Carbon, lon-
Ex, lon-Ex, Organex-Q, Supe%%arbon and Super-C Carbon cartridges. This
water was then passed through a column of XAD-2 résin in an attempt to reduce
any XAD adsorbable TOC content (some experiments were pe:iarmed with
water from Milli-Q system 1 'which was also passed through the XAD column).
Appendix 2, which containé éabh isotherm's preparation and analysis
information: gives watef preparation details.

| Table 5.4.1 and 5.4.2 provide TOC data of water prepared by both
systems.
: All water used for equilibration experiments was buffered with 1 mL/L of a
pH 7.0 phvosph‘ate buffer and pH adjusted to pH 7.5. The phosphate buffer was
prep'a}red by adding 25.76 g of NaHyPO4:H20 and 41.84 g of KoHPOy4

(modified from Standard Methods, 408C) to one liter of water.

5.5 ° Distribution Coefficient Experiments |

Eduilibraﬁon experiments to determine the distribution coeffic':ients.(Kd =
éolid phase _concehtr‘ation (pg/g) + liquid phase concentration (ug/L)) were
perfqrmed by spiking 100 pL of an écetone solution of the compound into 1 L of
Milli-Q water buffered to pH 7.5. The concentrations of thé spiking solutions
were adjusted so that final concentrations woyld be 172 nanomolar (based on

50 pg/L of Lindane), and were as follows:
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n iking solution concentration (mg/L in olil
Lindane ’ 500
Triallate . | 520
HCE | - 407
p.p' DDE | " 548

Methoxychlor 592

Assuming no evaporation, fhe amount of acetone in aqueous solution as a
resﬁlt of spiking would.be 78 mg/L, or higher.than the concentration of analyte.
-This was unavoidable, however, since spiking the compounds into water with a
water-misciblesolvent is necessary to ensure dissolution in Athe water. Also, it
would not be expected that this‘amouht of acetone would cvompete‘ for
adsorption on the resin, although changes in the compound's solubility in the
' aqueous\phas’er would result. This wbuld be a minor effect, however, and as
aﬁréﬁ#ﬁ%ated, the addition of acetone was unavoidable, and some evaporation
would oeccur. ‘
5.5.1 Liquid Phase Analysis | -

- Liquid phases for Lindane, HCE and DDE were extracted with 100, 75,
50 miL of DCM, while Triallate and Methoxychlor liquid phases Were extracted
with 100, 75, 50 mL of hexane (see Results and Discussion, section 6.1.2).
| - All solvent extracts (for Kd determination and all experiments with liquid
- phase extraétion) were passed through a sodium sulphate fivlter’plugged with a
small wad of glass wool, to remove traces of water, intc;\'a round bottom flask.
Concentraﬁon via rotory evaporation was then performed. If DCM was the
solvent, it was taken to near dryness'.(‘~ 0.5 mL) and then 10 mL of hexane
added and ev\apqrat‘ed to ~ 1 mL This step was employed in an attempt to -

reduce the DCM:in the final sample to be injected on the EC vdetector, since it is
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~very sensitive to chlorinated compounds _.nd even a small amount of DCM
could upset the detector. Final samples were then made up by rinsing the
round bottom flasks with hexane or an acetone/hexane mixture and made up to

specific volumes.

5.5.2 Solid Phase Analysis

After equilibration, the resin was Collected by drai'nir-1g; the water/resin
from the 1 L bottles through a 1 L separatory funnel plugged w'ith a small wad of
glass wool. The bottles were rinsed several times with the liquid phasé to"
remove all resin beads. Excess water on the beads and wool Was blown out by'
nitrogen or e;ir flow. The resin was then eluted using\\the standard Health and
\/L;/elfare procedure, scaled down for these small amounts of resin. Three (3) mL
of the eluant mixture (15% acetbné in hexane) was added to the separatory
funnel and aIIowéd to d‘rain ihto a 125 mL sepératory funnel until the brganic
phase 'began to elute. The resin and eluant were then equilibrated for 15
minutes, after which anothier 2-3 mL eluant was ‘allov_ved to 'p'ass over the.résin.
The aqueous phase was discarded, and the organic phase drained through
sodium sulphate into volumetnc glassware. The 1 L separatory funnel, resm
small separatory funnel and sodium sulphate fnlter were then rinsed with about

10 mL eluant and the sample made up to volume (if reqwred) with hexane.

56  lsotherm Experimerits

5.6.1.7Isotherm Preparation | »
Isotherm water was prepargd by adding the phospha.te.buffer (1 m/L) to

the Milli-Q water. The pH of}this wéter was usuzg v =bdout 6.8, so the pH was

then raised to 7.5 by addiiion of 1% NaOH while being magnetically stirred. If

the pH was overshot, a 10% HCI solution was added to decrease the pH. The.

\
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water was then spiked with a solution of the compound made up in apetone,
and stirred overnight. Tﬁis solution was then dispensed ipto 500 mL bottles.
Resin which had been subjected to the drying procedure was rapidly
-welghed onto a teflon® or plastic we|gh|ng boat and added to the bottles by '
rinsing the boat with the spiked water. The bottles were then filled and capped
with teflon lined caps and placed in a rotory equuhbratlon apparatus which
turned at 28 rpm. All lsotherms werre equmbrated at 20°C. Equilibration 'umes |
varied from 7 to 17 days before analysis of both liquid and solid phase was
performed. Sample bottles were also included (2 or 3 for each isotherm) which
did" not coptaid any resin; these bottles were denoted as isotherm blanks. T‘he
liquid phase concentrations in these bottles were determined in order to obtain - -

the initial liquid phase concentrations.

5.6.2 Liquid Phase Extractions

~ Liquid ‘phase extractions were perforrﬁed using DCM and hexane. The
extraction procedure used in mos*‘othe’fm experiments was three sequedtial DCM - A’
extractipns. In-later experiments, an extra DCM -extraction was added or < final -
extractlon with hexane was performed (see Appendix 2 for actual method used for -
|nd|vudual experiments). - R \7/ R - -
'5.6.3 Solid Phase Elution

The resin used in early isotherm experiments (lsotherms .1 - 4) was eluted -

according to the Health and Weifare method, as discussed in section 5.6..2.‘ In later
isotherms (Isotheer?’ 5-16), ai modified elution precedure was used, which con‘sisted
of a small change in the Health and Welfare procedure. This change was 4.
implemented because for the higher resin dose Samplesi the. resin-clumped together

in the acetone/hexane mixture, and poor resin/eluant contact resulted from clumping

0 <
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and trapped air bubbles, Rather than using 15% acetone in hexane as the eluant, -
the resin was first rinsed with acetone to remove the water (and some of the analyte)
and then eluted with hexane. Both rinsings were collected in a small separatory,
-~ funnel so that the final ratio of acetone to hexane was 15% ~The mrxture was then
swirled vigorously, and the aqueous layer discarded (checks on the aqueous Iayer'
durmg development showed no analyte (Lrndane) to be present). The eluant was
then drained through sodium sulphate as before and the resin, separatory funnel
and filter rinsed with hexane ’ _

Fo‘r the crushed‘resm |sotherms a dtfferent procedure for separating the resin
from the liquid was developed The bottle contents were poured through a glass
. fritted column (about 2 cm dLameter, 7 cm height) and the liquid pulled through’into a
filter flask by vacuum. The bottle was rinsed several times with filtrate.to ensu're all

the resin was collected The resin was eluted in the frltted columns, and the eluant

- collected as before in a small separatory funnel. This method worked very well and

therefore was used for suosoquent bead resm |sotherms as well (see Appendix 2 for ,

~ specific method used in lndlwdual experlments)

5.6.4 lsotherm Data Reductlon | ‘

Once solid and liquid phase concentratlons were known the data were fltted _

to the Freundlich equatlon Qe=K*Cg'n }
E where. Q¢ = equmbnum solid phase ‘¢oncentration (ng/g)

| . Cg = equnllbnum liquid phase concentration (ug/L) |

" and K'and n‘are empin’cal constants (see Apperidix 4 for more

details about the. Freundllch equatlon)
- The Freundlrch parameters K and 1/n were determined by linear least squares

and by non- -linear least squares teenmqpes
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5.7  Column Experiments

‘XAD-2 resin column"s' Were" prepared in ga=s tubes of 0.56 and 0.7 crr1
dianieter. Resin was ’contained with glass wool pldgs. “The water_‘solutlon'was
magnetically stirred while being gravity fed to the column by teflon® tubing. Samples
of ;/eldmes ranglng from 50 to 250 mL were collected and extracted with DCM three
times (50 mL ‘each for ‘250'mL samvple.s and 15 mL each for 50 ml_ samples).
Samples were reduced in volume and internal standard was added for GC analysis.
58 GC Analysis |

The gas chrcmatograph '-('GC‘) used in this study was a Hewlett Packard S5790A
-’(serial # 2244A01560) equipped with an. electron capture detector (ECD) A
Hewleft-PacRard 3390A mtegrator (serlal # 2149A13990) was used for peak

- detectlon and mtegratlon

All |sotherm samples were splked wuth the internal standard t Chlordane the”
amount dependlng on the flnal make-up volume of the sample | Solid phase
~ samples and lovy—_resrn-dose Ilqurd phase samples were made up to 25 or 35 mL,
while other liquid phase samples were made Up to volumes ra}nging from 210 15 mL .
~ (as liquid phasve _COncentratioh decreased, the makde-up volume also decreased).
This was done since the rarige of concentrations in the liqdid phase varied by
se\}e_ral orders of magnitude, and the use of different make-up volumes reduced the
range of 'ar,ea co.unts cr area ratios. (ratiio of'sarhple"counts / internal standard counts)
encountered. Samples ‘and standards were injected using ,'rhe solvent was_h'
-*'techrlique," and th‘e} slope and y-intercept of the average area raﬁc Versus mass ratlc
for s‘tandardzplots were calculared. The mass ratio ol sample compound j_\tolnternal'
standard was then .calculated by:

mass ratio = (average area ratlo y- mtercept) / slope

~ The mass of sample compound in the sample was then calculated by
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mass of compound = mass ratio * ‘mass of internal standard added
For liquid phase samples, this mass was then divided by the volume of the liquid
phase extrac.ed (usually 0.5 L) to yield the liquid phase concentratlon in ug/L. For
solid phase samples, this mass was divided by the dry weight of resin, tc yield the
solid phase concentration in pg/g. ' '

‘ Where the‘standard plot was linear one slope and ln‘tercept were used for all
samples within that reglon Where the plot was non- llnear sample mass ratios werev -
calculated using the slope and intercept between the standard points where the
sample fell. Standards were. injected each day that samples were analysed. Two or
more replicate inj_eetions were used for each sample and standard.‘ Typical standard
calibfation plots are given in.Figures 5.1a and"5.lb, for Lindane, and Figures 5.2_a

and 5.2b for Triallate.

Dlstnbutlon coefﬁcnent and liquid-liquid extraction experlment samples did not
.:contaln internal standards. In these cases, the liquid phase concentrations were
~ calculated accordihg to: N

| Liquid Con_c. (\ug/L) = (aVe. area counts - y-intercept) / slope *
(lnjectlon vol. Std. / lnjectlon vol. Sample) / dilution factor
where dilution factor = volume extracted / flnal make- up volume
Similarly, the solld phase concentratlons (for Kd' s) were calculated as“’
Solid Conc (ug/g) ((ave. area counts - y- lntercept)/slope *
(lhy%’c‘tl’c?n vol Std.’ /lnjectlon vol. Sample)

flnal make-up volume) / dry resin weight

Q } Two GC columns were used in the course of this expenment lnmally a
Supelco SPB-1 column (0 25 mm ID, 0.25 pm film thlckness approximately 30 m
long) was installed and later a J+W Scientific DB-1 (0.25 mm 1D, 0.25 um film
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*iickness, approximately 20 m long) was installed. Both were methyl silicone
phases and performed similarly. However because of the ditferent lengths, the -
column head pressure was reduced for the DB-1 to establish a similar flow rate to the
SPB-1. Both'columns had béen used previbusly.
The GC conditions were as follows:
injector temperature 235 - 250°C
detector temperature _300°C
carrier ahd make-up gas 5%. Methane in Argon
septum purge flow 5 mL/rhin
split vent flow : 5 mL/rhin
column head pressure 20 psi for SPB-1 - |
12-psi for DB-1
Oven temperature | | |
isothermal range from 120°C for HCE to 280°C for
DDE (other com%m.mds arohnd 240°C)
program for liquid extr_'action experiments (SPB-1)
120° (0.5 min) - 10°/min - 265° (5.5 min)
program for bi-solute isotherms (DB-1)

170° (2 min) - 2/°/min - 290°
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%V%“\ Results and'DiscuSsion
. ’ .

As discussed previously, the study was divided into five sections or
~ phases. The first phase consisted of the Seleci'ion of the compounds to be used
for the vlabloratory experiments. . The second phase involved the generation of
single solute data. The third phase cdhsisted of the gen;ration of bi-solute
| data. The foqrth phase involved computer modelling of competitive adsorption
using IAST and the data collected in phases two and three. In the fifth and last
phase, the Equillibrium Coluhm Model was used with the single solute data and

column experimental data. Each phase is dealt with separately in this section.

6.1 Phasé 1: Selection of Experimental Modél CompoLmds
To aid in the selection of model compounds to be used for experimental
work, relevant literature was reviewed fo‘f organic chemicals identified in
drinkikng water and those studied on XAD-2 resin. The lists compiled are given
in:Appendix 1. The following'set of criteria Was established to be used in the
selection .of the model cqmpounds: P
1) chemical identified in drinking water
2) similar chemical structure aﬁd behaviour to muiagen(s), but F
- preterably non-mutagenic (due to h‘ealth threat witH handling)
3) less Volaﬁle chemicals should be used to reduce volatili_t'y losses
4) adéorptiye behaViour should be different for different compounds, i.e.
choose compounds with different adsorpti\}e strengths (relatively,
from.strongly to weakly adsorbed)*
5) meﬁodé of analysis éhould be relatively easyA ahd similar for all -
compounds | L |

6) chemicals should be easy to obtain

28
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Since the compounds of interest in actual drinking water samples are -
present at very low con’centratiohs, ihe same low range of concentrations
should be used to rhodel the adsorption effects. The compounds which are
strongly adsorbing onto XAD 2 resnn are non-polar in nature, and thus thelr
solubllmes in water would be very Iow For these reasons, it was decided to
select halogenated compounds to facnlltate the use of Electron Capture
Dete'ction (ECD), which is very sensitive to these compoounds, enabling low
concentrations to be used. A.lso, many chlorinated compounds are those
| oommonly associated with health risk, and therefore would satisfy the objective
of the study, namely to study resin adsorption in order to ultimately improve
recovery (for testing and analysis) of chemicals associated with health risk.

With these considérations in mind, a short list of ohemicals was compiled.
The followmg compounds weré obtained and prehmlnary testing was performed
to determine compound behawour with respect to analytical methods and resin
adsorption: ) ‘ |

- p,p-DDE (1,1;DichIoro-bis(4-chIorophenyl)ethylene)

Cy4HgCly  [72-55-9] |
organochlorine pesticide, metabolite of DDT, o,p-DDE non-mutagenic

- Lindane (y- BHC, 1,2,3,4,5,6-hexachlorocyclohexane)

CeHeCle [58-89-9] -
organochlorine pesticide_,A non-mutagenic but carcinogenic

- Hexachloroethane (HCE)
CoClg - [67-72-1]

used in industry (solvent, explosives, rubber vulcanizing)
. Tris(2-'ch|oroe&hyl) phosphate (TCEP)
CgH12CI3P0Oy4 [115-96-8]
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noh-mutagenib
* Dimethyl-2,3,5,6-tetrachloroteraphthalate (DCPA)
C1oHgO4Cls [1861-32-1]
pre-emergence herbicide, one of many phthlate este'rs found in water
. Methoxychlor (1,1,1-Trichloro-2,2-bis[4- methoxyphenyl)eth‘ane)
C16H15CI305 [1861 -32- 1] ¥
_ organochlorlne insecticide {used in Edmonton for mosquito control) .
. Triallate (S-2,2,3-Trichloroallyl dusopropyIthlocarbamate)
C10H1SCI3NOS [1861-32-1] o s

herbicide (Avadex BW)

All of these compounds are listed in the list of organic compounds
identified in drinking water (see Appendix 1) exbept for Triallaté” and
Methoxychlor. © Small amounts of most compounds ,were’ obtained for
preliminary testing from another laboratory, while Tris(2-ch|oroethyl)'phosphate
(TCEP) and Dimethyi-2,3,5,6- -tetrachloroteraphthalate (DCPA) were purchased
(Aldnch and Alpha respectlvely)

6.1.1 Liquid Extraction Experiments

Since . both the liquid phase, and solid phase would be analysed to
determine the mass balance for isotherm work, liquid extraction e‘xperir.nents‘
were performed to determinencompound, behaviouf in this analysis. Stock
solutions of four compounds (HCE, Lindahe, Triatlate and DDE) were made up
in acetone to facilitate dissolution- when spiked in’to the water. The first
extraction experiment consisted of four com'pounds'beingspiked into 1 L of .
- distilled/deionized water at the 10 pg/L Ievel; Three iOO mL dichloromethane’

(DCM) extracts were collected separately, rotory evaporated (rotovapped) to ~1
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mL and made up to 100 mL hexane. A check on rotovap losses was perfprmed
by spiking the stock solution into 100 mL DCM and folloWing the same
procedure as the extracts. The separatory funnel was also rinsed with DCM to
check for glass édsorption. A standard was made by spiking the stock solution
into 100 mL hexane, and all extrac‘ts’were compared to this standard. The -
results\jor this first extraction experiment are presented in Table 6.1.1. Triallate
was not détected in the(gxtracts as it is less sensitive to ECD than the other
compounds, and was belo‘if'v détection limits. The greater than 100% recoveries
in the rotovap check could be caused by a spiking error, but a more reasonable
>explanat|on is the GC quantltatlon method used. Firstly, no internal standard
‘was used so that .injection errors could have occurred, and also only one
~standard was used, i.e. the Slope and intercept passed fhrOughvthe standard
values angd zero. From subseque'nt GC work, it became evident that the GC
cé1ibration does not pass thfough the zero point, thus these errors aré most
likely explained by the poor GC quantitatio'n. The fésults indicated, however,
thé.t Lindane and DDE were well recovered and HCE was not. The results also
did not exhibit the expected ratios between extracts, i.e. each extract s’hlould
contain relatively the same percentagé f the liquid phase concentration prior to
| extréction, but this was not the case. | '{\ | |
Due to the problems with this %xperim'ent, subs:equen't" extraction
experiments were performed at lhigher 'spiked concentrations. The second
experiment was. performed at the 100' ug/L level for. five compounds
‘ (Méthoxychlor was added). The results are given in Table 6.1.2. In flhis éase,.
Lindahe and Triallate ere extracted well, but not HCE, DDE and Methoxychlor.
These compounds were also detected in the separatory‘funnel rinse, indicating
a problem with glaés adsorption Indeed glass adsorptlon is a common |

problem in studles involving orgamcs in water .

¥
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The improper extract ratios also occurred, which could possubly be
explalned by glass adsorption. If the DCM rinse was not sufficient to remove all
the glass-adsorbed compounds, then the initial liqutd phase concentration
would have been lower ‘th'an 100 ug/L prior to the first extract, and thus the
~lower percent recoveries in the second and third extracts would make more
senee. |

In en attempt to reduce glass gdsor_otion, and increase extraction
efficiencies, a third experiment was- performed using hexane rather than DCM
as solvent. The spiking level was supposed to be at 50 ug/L, b’ut due to a
calcullation' error, it was only ‘at 5 pg/L. A sixth compoond, DCPA, was also
added. Table 6.1.3 shows the results which indicated good extraction for all
compounds except HCE. Slnce this compound was the most volatile of the
- group, it is possrble that some was lost in the rotovap step. Since one of the
criteria for compound selection was ease of analysis, HCE was no longer
considered. Only one compound was detected"in the second extract, antj none
in the third since the initial liquid phase'concentration was only 5 pug/L. The
apparent loss of Methoxychlor in the rotovap check cannot be explained.

Due to the problems with the previous expenments ‘another extraction .
experiment was performed at 50 pg/L using DCM as the solvent The results,
: presented in Table 6.1.4, were similar to those of previous experiments with
' hrfespect to high rotovap checks, low recoveries for some compounds and
relative percent removals between extracts. Also, it was"noticed that the DCPA
was groé.sly contaminated with ‘Hexechlorobenzene (HCB) (determined by Gas
Chromatograpl"y - Mass Spectromemetry) As such, the recovery for this
compound was & also reported, but the exact levels of HCB and DCPA were not |

. known (athough they totalled 50 pg/L).
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Due to the calculation error in the third experiment, tr{is extraction with
the seven ‘compounds at the 50 pg/L level and extraction with hexane wés
repeated. The results in Table 6.1.5 showed greater accuracy than orevious
extraction experiments. This is evident in the rotovap check values, which for
most compounds‘ were very close to 100% recovered. This change over
previous experiments was probably due to the fact that three GC standards
instead of just one were used to quantitate the samples. Since some of the
compounds exhibited rather high negativeiy-interce'pts, the !us‘e of é calibration
plot changed the recovery values by a substantial amount. Also, the solutions
-vwith lower concentrations were made up to 2 mL and the'high concentration
s;olutions to 25 mL to reduce, the range of aréa counts, thus improving
ouantitation by reducing non-linear effects of the detector. ) ’-
o Most compounds were nearly totally recovered in the hexane extracts,
with HCE, DDE and Methoxychlor belng the exceptlons The volatility of HCE
makes this compound difficult to work with, but reasons for less than quantitative |
extraction of DDE and methoxychlor are not so clear. DDE showed a rat*vef
high ‘value in the separatory funnel rinse of 14%, and as a result 92.5% of t‘he
compound can be accounted for (this is much highek than previous extraction
-experiments). I'f glass ‘éds'orption was the main cause for Iow“recoVeries of
DDE, it is possible that the solublhty in water had been exdeeded although it
"~ was also recovered to a Iesser extent than the other comnounds in the thlrd
experiment (hexane extraction at5 Hg/L). The-low recovery of Methoxychlor is
difficult to explain, especnally in the low rotovap check. The raw GC data for
Methoxych|or showed ‘less reproducibility than for other compounds, with a‘
percent relative standard deviation of 27% while the other compounds showed
normal precision (the worst being 4% for Hexachlorobenzene others about

2°/o)
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The. behavnour of DDE and Methoxychlor in |IQUId liquid extractions and

GC analysis did not satisfy the criteria set forward for model compound
selection. Also, the solubilities for these compounds were found to be
approximately 40 pg/L (Vershuren, 19823). Since tests were performed at this
level and above, these compounds were not considered to be good candidates
for model compounds. In all extraction experiments, Lindane and Triallate were
. quantitatively extracted. Therefore these compounds were considered good
candidates for‘modevl_compoonds.
6.1.2 Distribution Coefficient Determinations

‘\T\he’ purpose of these experiments was to enable selection of the
compounds to be used as model compounds, based on the relative adsorption
characteristics on XAD-2 resin. Equi-molar squﬁons (172 namomolar)‘ of HCE,
Lindane, Triallate, p,p' DDE and_ Methoxychlor were prepared baséd' on
previous workvdone with L‘indane at 50 pug/L (.72 nM)"fj Solutions of the
compounds were equilibrated with XAD-2 resin a{ two different resin doses for
-each compound, with th_e'dos'es be'in'g the' same for ali compounds to allow
comparison. Unfortunately, d‘ifferént equilibration times were used for different
compounds, ranging from 5 days to 13 vdays since procedureé were béing ‘
developed. Values were available, however, for each compound at a Iong'
equilibration time. Triallate and p,p' DDE were extracted from‘the aqueouc |
solution using hexane, while Lindane, MethoxyChIor and HCE were extracted
using DCM.‘ This was done to improve {he compound extraction according to -
the results%"obtained in the liquid extraction experiments '(although for
multicomponent analysis, the use of one solvent was desirablé). The DCM
extracts of Met’ho;(ychlor and HCE were concentrated using Kuderna-Danish

evaporation to reduce the losses encountered during rotary evaporation. Three
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standards were used to quantitate the Kd samples. - The resin was elo‘ted as
described in the Material and Methods section 5.5. 4

The results of the distribution coefficient determination tests are given in
Table 6.1.6. The Kd values vshovx‘/n for Lindane were determined in previous |
experiments. The first lindane bottle listed.(#tt)' ¢ontained an initial liquid
phase concentration of 5 pg/L (17 nM). The results for M'ethoxychlor are not
listed as problems were encountered in detection of the compound in the liquid
phase extracts due to the reduced sensitivity of Methoxychlor (compared to-
DDE, Methoxychlor has one Iess chlorine atom and two oxygen atoms)

The variation in the values for Kd obtained at dtfferent resin ioadings
could have been caused by a non-linear isotherm and ‘variations in the total

amount of compound recovered. The total amount recovered for Lindane was

- rather variable and this, was most likely due to the variation in the GC

quantitation, since these samples were analysed at an earlier date (when fewer

standards were used and the GC was still being configured for optimum
performance) o _

Because of the variability in the Llndane values, it was decnded that the
d}ifferences in Kd for Lindane and HCE were not significant. However, the.
much larger values obtained for Triallate and to a lesser extent for DDE would
appear to be caused by a real drfference in adsorptron characterlstrcs
Accordmgly, Triallate was the most strongly ‘sorbed compound, and Lmdane'
and HCE were the most weakly sorbed compodnds, with DDE bemg
infermediately sorbed. ‘ |

Despite the variations observed, the experiment was still useful for
selecting compounds which 'were adsorbed to different extents. Volatility

problems with HCE made this compound a poor choice, so that Lindane was

___ chosen as the weak adsorber. Triallate was chosen as the strong adsorber.

v

£,
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These compounds were also well behaved in the liquid extraction experiments.

Isotherm work then began with these two compounds. (

Kd values had yetr to be determined for DCPA and TCEP. The compound
DCPA required puirification pribr to use (see section 5.3). Origlinal attempts at
the determination of the Kd for TCEP had failed due to the very low ECD
sensmvxty of this compound compared to the others. Rather than performing a
Kd experiment with 2 bottles, a prehmlnary isotherm was performed for TCEP
with 5 bottles, at an elevated initial liquid phase co'ncentration to allow detection
in thé liquid phase after equilibration. The 'Ii'quiq phase samples for both of
these compounds were extracted with DCM. | | |

The distribution cc;efficient data for TCEP and DCPA are presented in
Table 6.1.7. The results showed that DCPA was adsorbed < .roximately to the
same extent as Lundane The Kd for TCEP was much lower than that for other
Cdmpounds mdlcatmg that it was adsorbed Iess strongly. This was to be.
expected since the solub:hty in water of TCEP was Ilkely to be much higher than

“the other very. hydrophobic compounds tested. -

6.1.3 Summary

Several criteria were put forward with respéct to choosing }chemicals o
be used as modél compounds for the study. - Experiments to determine the
relative adsorption affinities of the compounds for XAD-2 resin showed the
compounds from weakly adsorbing to strongly adsiorbiné‘were: TCEP < HCE -
Lindane ~ DCPA' < p,p DDE < Triallate. Compounds which were ruled out
were HCE for volaﬁlity problems, and DDE for difficulties with quanititative
extraction from the liquid phase and low solubilities. friallate ‘was chosen as

the strong adsorber since‘its Kd was Iérgefand it was extracted quantitatively.



Lindane and DCPA both exhibited moderate Kd's, but Lindane was chosen
since isotharm work had already begun on Lindane before the Kd experiment
7 - h

for DCPA was complete. TCEP could have been used for the weakly adsorbing

‘compound, if time had allowed isotherm work on three compounds. Scme

problems may have arisen from its insensitivity compared to the other

compounds, and from significant procedural change for solid phase analysis

(see section 6.2.2). Therefore isotherm work was performed on Lindane ‘and

Triallate: o

6.2 Phase 2: Generation of Single Solute Data
b /,/’\ -
6.2.1 Adsorptlon Kinetics on XAD 2 Resin
~Before any equnllbra'uon experiments could be performed %he time -

zllowed for equilibration had to be decided. Andrews et al. (1987) used-an

equilibration time of 7 days to study competitive adsorption of trihalomethanes

on activated carbon: One study in the literatureya's found in which isotherm

work on'a resin was pen‘ormed (Kong and DlGlano 1986). In this study an
equilibration time of 14 days was used for lsotherms of volatile organlc
cheémicals on XE- 340 resin. Since no data were found on the adsorptlon of.

non-volatile compounds on XAD-2 resin, kineties studles were carried out. -

The' first kinetics experiment was to be perfor-med-»'at,an lmtual hquidh

phase}cohcentration of 50 ug/L but was ac*‘rually done at.5 ug/L vdue to a

calculation error. The results are given in Table #.2.1. The amount of resin

~ added was not enough to significantly reduce the Ii‘c’z‘fhid phase eoncentratilen at

" the 5 pg/L leyel, but it appeared that the solid phase concentration remained

appfoximately the same after 2 days:

Lo
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The experiment was repeated at the 50 pg/L Ievel.‘ The r.esults'/are
presented in Table 6.‘2.2. No samples were analysed between 3 and 7 days
since the equilibration was thought to occur within 2 or 3 days. The scattered
and low recoveries are probably due to GC quantitation error since an internal
- standard was not used at this point. A plot of the liquid phase concent‘ration
decreas'e with time is given in Figure €.2.1. From this pIot‘it can oe seen that
liquid phase concentration decreased only slightly between 3 and 7 days SO

that the equilibraziun time was taken to be 7 days.

6.2.2 Single Solute Isotherms

| Bench scale adsorption datze: were gathered oy using the bottle point
|sotherm method A solution of one orgamc compound in pure water. was
) drspensed into bottles to which vanous amounts of XAD-2 resin were weighed.
The pure water was. buffered to a pH of 7.5, which was the/a\/erage pH of the
settled water at the Rossdale pilot plant in Edmonton\Map(Lrary 1987 Bottles
_ of 500 mL volume were used for all isotherms. Once Ioaded, these bottles were
rotated at 28 rpm for various times, at 20°C. The resin was then separated from
'the Iiouid phase and the two ‘phases -analysed for residual concent‘ration

These solid and. Irqurd phase concentrattons were then fitted to the Freundhch '

. equatron and plotted on a log-log scale.

Over the course of the study, 13 single solute isotherms were performed.

In this section, the |sotherms are discussed. in chronologroal order, with

| dlscussmn of the problems encountered and methods developrnent which '

occurred with time. Al experimental details ab‘out each isotherm experiment

(9uch as equullbratron times, methods of extractlon etc.) have been complled in
o

' Appendnx 2. All F1 -undlich parar >ters for the lsotherms are glven in Table

6. 2 3 for easy compar ~n. Thrs table mcludes Llnear Least Squares (LLS) and
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Non-Linear Least Squares (NLLS) estimates, as well as the 95% confidence

interval for NLLS analysis. : ]

“Initially, only the solid ph'ase from each isotherm bottle was to be
analysed, and the li‘quid phase concentration was to be calculated from
average isotherm blank values (i.e. bottles containing no resin) less the solid
phase values. 'ln: the.'"case where both solid and liquid phases are analysed, the
isotherm blank value.is only used for a mass balance check, i.e. for calculation.
of percent recoveries.

The solid phases from the first adsorption isotherm of Lindane on XAD-2

were analysed, but the results were disappointing. Table 6._.4 shows the solid

_phase results where the liquid phase was calculated from the blank less the -

solid phase values. It can be seen that the solid phase concentration did not |

monotonically decrease with increasing resin weig‘hts. This translated 10 a high
degree of scatter, as the plotin Figure 6.2.~&demonstrates.y The numbers in this
~ figure corres‘pond to the resin Weightsvin the bottles, with the lowest resin weight
being bottle 1 and the highest resin weight»' lpe'ing bottle 20 (see Table 6.2.4). 1t
can be seen that,-.\for small changes in the resin weights between bottles, large
variations in solid and liquid phase concentrations were observed. The low
resin weight samples were in the proper region of the plot (upper right), .but the
calculated liquid phases for the high resir*weight bottles were not in the proper
region (lower left). Rather, they were shifted to the right, or towards higher liquid
phase concentrations. "lhis indicated that the "solid phase concentrations were
low, causing erroneously high calculated liquid phase concentrations
| Because of these poor resuits, the llQUld phases from this experiment
. were extracted. The results of both analysed solid and liqwd phases values are

\3r

given in Table 6. 2 5, and the plot is shown in- Figure é 33 These results were

f
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much better, although some scatter from linearity occurred in the Iow resin

balances were generally notvworse for points which appeared from the plot"s to
be outliers. | B | |

‘The Freundlich parameters for this isotherm are included in Table 6.2.3
The change in the parameters from linear to no*n-linear IeaSt squares shows the
inft’uence of the scatter upon the data. The parameters for the region consisiting
of the ten points in the middle of the isotherm (between the scattered points) are
also‘given ”

The scatter was initially thought to be & resrn size distribution problem. A

‘dry resrn sieve analysrs showed that the resin srze dlstnbutlon (after washing)
fell between 20 and 60 mesh (see Appendlx 3). Since about 85% of the beads '
were in the 20-28 mesh size, rt was thought that if beads of predomrnantly large

_ or small srze were weighed rnto the low resin weight bottles, the dlfference in

surface areas .could cause variations in adsorption capacity. Therefore a

separate experiment was performed in which replrcate bottles containing 20-28

mesh ‘beads and 28- 35 mesh beads were equrlrbrated with a Lindane solution

and analysed. The results showed no significant difference between adsorption

capacities for the two resin size fractions (see Appendix 3).

The next Lindane isotherm was run at the 100 ng/L level (up from 50

19
Y,

pg/L). It was hoped that this change would reduce the problem of scatter in the
low resm werght bottles Also, this change increased the range of liquid phase

concentratrons encodntered for the |s_otherm. The results for this experiment are

Ly
,FA/

‘given in .Table 6.2.6. Since the value for Oc | ‘es'~-free sample C) was much .’

Iower than that for 0a (and also lower than the amount recovered in SOIId phase

safmples 9-15), only the value for 0a was used for percent recovery compounds.

Ly

I :,1

- weight regron (upper right). In this and other isotherm: expenments, mass .

X



concentration was correspondingly low and vice versa). The variation in the
¢ . : o
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The non- monotonlcal decrease in solid concentratlon and increase in liquid

concentratlon was present in this jsotherm as weII ‘The Freundlrch plot is given
in Frgure 6.2.4. The Freundiich parameters were S|mllar to those in lsotherm 1

(see Table 6. 2, 3). The plot shows the?t the scatter rn the upper right reglorgymay

, haye been reduced compared to Isotherm 1. But the scatter was evident

L

ik
throughout the entire plot for Isotherm 2. The scatter was not caUsed by errors
&

c\"

lrr 'the analysis of the liquid or sclid phases, since geod total recoveries were

obtained (l._‘e. when a solid phase concentration was high, the qu"‘uid phase

mass balances was not large enough to account for the scatter in the isotherm.

ThlS was tested. by plottlng the |sotherm as determined only by liquid phase,'

analysis (and calculatmg the SO|ld phase values) therefore assummg 100%

_recovery. In this case the lsotherm was very similar to the plot where both ”solid

and liquid phases were used. Also, a de,viation of 5.0r 10% in a value does not

© cause a large shift in the pdsition on a log-log plot. Therefore it was thought that

the scatter may have been due to non-homogeneity withip-the resin. .

-
s

Th|s postulated resin non- homogenelty was also .used to explaln the .

scatter in the next two lsotherms performed with Tnallate lsotherm 3 was a

preliminary _|soth-e_rm performed to provrde estimates of the Freundlich

parameters for. Triallate ;adsorption,' to 'be; used in the design of a fuM’rial'Iate

isotherm. The results of Isotherm 3 are given in Table 6.2.7 and Figure 6.2. 5.

‘ The full Tnallate isotherm was Isotherm 5. The results are presented in

Table 6. 2 8 and Flgure 6.2.6. Thls expenment lncluded two pomts (resin

weights) which were replicated three times each ‘As can be seen in Tableﬂ _

6.2.7, two ot the low resin welght repllcates bottles 3 and 4, agree very well, but‘

bottle 5 is quite dlfferent. The deviation pomts to a difference in resin adso_rptlon

-
A
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and not an énalytical problem with one of the phases, since the percenvt..
recoveries for all tHree bottles were good. The other replicates were bottles 10,
11 and 12. While the solid phase concontrations for these bottles were sirhilar,
the liquid. phase values were all different. Figure 6.2.7 shows the plot in a
| different format’ with all the points numbered and the replicated‘bottle points
_ numbered in bold. |
The difference in Freundlich parameters for Triallate compared to
Lindane (larger K, smaller 1/n) conﬂrmed that this compound was more strongly

adsorbed.

The next step taken to reduce the scatter was to attempt to homogenize
the résin-_;by crushing it“into smaller particles. A recent paper on dynamic
(column) modeliling‘ with activated carbon (Weber and Wang, 1987) suggesteo_
using th_e 80-100 mesh ffactioo. This size was large enough to not yield effeots
such as pres""sore drop and flow chann’eling encountered with finely powdered

‘carbon yet small‘enough to yield comparable equilibration resuits with the fine
carbon. Also reported was the fact that particle size (rangmg from 16 to 325 -
mesh) had no effect on final adsorptlve capacity for the compounds studled It
was thought that if these principles could be applied to XAD-2 resin, then

' perhaps crushing and‘sieVing the resin would providé more satisfactory results.

Isotherm 6 was pe}rformed-.at the 100 pg/L tevel using 100-200 mesh

| res‘in. This size fraction was chosen as the smallest fraction which would not
cause practical difficulties in separation from the liquid phase. The résults are
given in Table 6.2.9. Replicate bottles were 3,4,5and 10, 11, 12 The high
resinﬂweight‘ replicates' solid phase concentrations agreed very well, but the

liquid phase value for # 11 was élightly different than the others. Two of the low
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isotherm procedure details).”
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gwfh weight samples replicated extremely well, but bottle # 3 was different in

oth solid and liquid phase. The high percent recoveries in the high resin
weight bottles pointed to incomplete extraction of the high liquid phase

concentration samples (more Lindane was recovered from the resin in the high

, resin weight samples than from the resin-free samples). As a result, future

,isotherm liquid phase samples were extracted with larger volumes of DCM,

more -extracts, or DCM followed by hexane extracts (see Appen%‘ﬁ 2 for

Q?:ugure 6.2.8 shows that the scatter in this isotherm was reduced, but was.
still evident'in the low resin weight region. In the high resin weight 'zdne, the
plot looked very good Aas it was quite linear and the points were edually spaced
(the isotherms 'were designed to produce equal spacing petween r{oints; see
Appendix 5). A large gap then separated the points 7 and 8 (see Figure 6.2.9
for plot with bottle points numbered, replicates in bold). This effect can also be
seen by the jump in qudid phase concentrations from sample # 7 (17.4 ug/L) to
#8 (0.96 pg/L) in Table 629, |

A possible explanatlon for this Jump was that some component( ) of the
total organic carbon-(TOC) remaining in the 'pure’ water were preferentlally
adsorbing onto the resin, thereby competing for adsorption at the low resin
weights Measurements of TOC in the Milli-Q water had been on the order of

1QO pg/L,; which was the same- initial liquid phase concentration used for

t) ao

:mhdane and Triallate in the isotherms.: M-this compaetition existed, the Lmdane .
adsorptron plot would be shifted to the right and down (lower sohd phase_

concentration and hrgher liquid phase concentratron) as is the case in this

. experiment. |f the resin weight between bottles 7 and 8 was enough to fully -

remove the adsorbing TOC then ‘a sharp decrease in liquid phase

concentratior could occur since the 'extra’ resin in the bottle would now adsorb

~ -
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Lmdane Also the vanatron in scatter from isotherm to lsotherm could have
been caused by the changmg condition of the Milli-Q cartridges. This
postulatron did not explaln the scatter, however, since a competmve adsorbent
should simply displace the plot, and not scatter it. , -

The increase in the value for the Freundllch K in this experiment

J

:','compared to bead |sotherms for Lindane pomted o either a greater capacity of

the crushed resin or faster adsorptron kinetics. Smce there was no evidence for

the former, the latter explahation is more likely. N

The results of the preliminary Tris (2-chloroethyl) phosphate_ (TCEPt
isotherm (Isothe'rm_4)' were also in agreement with the TOC competition
) postulation. The initial liquid phase concentration of this isotherm was
increased since the ECD sensitiJvity for this compound‘was lower than for other
compounds, and as such, the Kd experiment for this compound had not been
successful. The isotherrn,results are given in Table 6.2.10. Bottles 4 & 5 were
replicate bottles, and they agreed extremely well. The percent recoveries were
low, but very simtlar invvaIUe. The Freundtictg plot is given in Figure 6.2.10. The
plot is very linear, with very little scatter o :

The fact that this rsotherm v/as very linear was encouragrng It was
‘ thought that this expenment may have been successful ‘since the concentration
was high enough to reduce TOC competition.

The Freundlich K for this compound ‘was much lower than for Lindane
and Tnallate and the 1/n value was higher, indicating that th:s compound was
adsorbed less strongly than the others (see Table 6.2.3).

Problems wrth compound ectabrllty, however were encouysie '

-the low Itqurd phase concentration samples. Also, smce TCEP is moYid':‘;'olubIe

in water, 'extra’ samples consrstmg of the aqueous layers in the elution.,_ '

8y
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procedure (which was normally discarded) wére collected 'and analysed. TCEP
was detected in significant amounts in all of thes'é ‘extra’ samples. Solid phase
".;concentrations were then calculated as the sum of TCEP recovered from the
““resin elution and the aqueous layers. Due to these 'analysis problems, it was
decided not to perform mqg@pxperiments with TCEP.

' -/

/

K

In an attempt to reduce the JOC of the isotherm make-up water, the Milli-

Q prepared water was contacted with XAD-2 resin. Water was contacted in"a
batch mode and;a‘lSo ih a column mode. The results in Table 6.2.11 show that
both modes increased the TOC of the water. .:I’_his increase could have been
caused by. small amounts ofrorgarUC solvent fr ¥ the resin washing. p.r,ocedure

. still presenf on the re’éin, which wasarinseij off into the water. In any‘ case, it was
hoped that the TOC adsorbable"qnuthe fésin would be removed, and .the water
pre;;ared by column mode was used in Isothérm 7. 'The results of this Triallate

- .isotherm are presented in Table 6.2.12 and the plot is given in Figure 6.2.11.

" Even thdugh the w‘ater,s filtered through resin and the initial liquid phase

concentration was incré

ased from 100 to 500 pg/L, the non-montonic
E ‘progression and scatter still persi‘sfed. Thé Freundlich‘ parameters for this
isotherm (Table 6.2.3) showed increas_e'd' adsorption-cab\acityv (larger K). This
occurred because of the initial liquid phase concentration increase, w‘hich_.
caused the driving forbe for adsorbtion to increase. Since the increased
“gauilibrium. Therefore the equilibration time was increased in the next isotherm
experiment. | | ) IR ‘,\
Isotherm 8 consisted of Lindine on cru.éﬁed resin at the 500 pg/L level.

The equilibration time of this isotherm was'9 days. ,The results in Table 6.2.13

indicate that the replicated bottles (8, 8 and 10) demonstrated excellent

f
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agreement. The plot in Figure 6.2.12 exhibited monotonic progression and
relatively lgood' linearity.

From these'results, it was decided to perform another kinetics experiment
at the increasved initial concentration and for a longer duration. Bottles were
loaded with 500 pg/L Lindane and eq.oilibrated for various times. Fresh and

ol

also preloaded resin (resin put through many sampling cycles see section 5.3)
was utili$8d in order to compare the krn tics between them The results are

presented m@'rable 6‘?’14 'The plot of |d phase decrease with time is shown '
7 " ;.
"f- wsﬂh;at equrlrbratron Wnot achieved at 7

& .
days,’ ‘but thgt 14 days. woqu be a. betterj

.drfference was observed between fresh and’ preloaded resin.

As a result of the kinetics experiment, the next single solute isotherms

were equrllbrated for 1X«days (14 day times were planned but théy could not be

f) analysed at that time). All isotherms after Isotherm 8 were performed with resin

2

@
beads, since crushed resin did not yield better results and also crushing

preloaded resin may have aItered its adsorption characteristics

3

| Isotherm 12 consrsted of a Lindane isotherm on fresh resin. The results
are given in Table 6.2. 15 and Figure 6.2.14. This isotherm exhibited less
scatter than previous single solute'isotherms. There appears to be, however, a
curving character to the isotherm/. “In the high resin weight region (lower left on
plot), the data plot in a linear fashion, but then the plot seems to- curve down in
the upper right region corresponding to low resin weights.

This effect' was, also noticed. in Isotherm 13, which was loaded at the
same time as Isotherm 12 (i;e;,same make-up water). Isotherrn 13 was the
same experiment as Isotherm 12 except thatpreloaded resin was used inste‘ad'
of fresh. The data are given in Table 6.2.16 and the plot in Figure 6.2.15.

These last two isotherms are COmpared in Figure 6.2.16. It can be seen that

\

perrod Also, no substantial
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these two isotherm plots very nearly replicate themselves, at least within thé |
variation seen from earlier experiments. | |
The last Lindane isotherm performed was Isotherm 16. This experiment
was meant to be a check on the reproducibility of the two-wéek isotherms.. The
results are given in Table 6.2.17 and Figure 6.2.17. This plot é@o has some
curvature, but the curving starts at a IoWér liquid phase concentration, than the
plots for'lsot_he-r‘_r‘ns 12 and 13. This type 6f curvature could be explained by the

TOC interference postulation, that is if a small émount of preferentially

‘adsorbing background compound(s) was present, the adsorption curve iri;""fkéhe

low resin weight rejion would be shifted down due to competition» Another
possible explanation is that the Freundlich equation simply does not describe
the adsorption of Lindane on XAD-2 resin over the concentration range
encountered, suéh that plotting the‘data in the Iinearized form of the equation
does not result in a linear plot. To determine if the data was better described by
another isotherm equaiion, the data for Isotherms 12 and 16 were plotted using
the linearized from of the Langmuir equaﬁon' (see Appéqdix 4 for a brief )
discussioh g? this equation). Due ‘to the very large co;ibentration fange
(isotherms were designed for plotti'_ng with the. Freundlyich equation), two plots
must be used for each isotherm. Figures 6.2.18 and 6.2.19 show thé Langmuir
plots for Isotherm 12, and Figukes 6:2.20 and 6.2.21 the Langmuir plots for
Isotherm 16. These plots were relativelyylinear. Small curvatures in the lower
iéft of Figures 6.2.19 and 6.2.21 occurred becagse the lowest resin weight
sample poihts for both isotherms (upper._right on Freundlich plot) showed some

departure from the curv'ing't'rend on the Q versus C plot. If the curvature in *'

Freundlich plots was actually caused by a limit being approached for the  Liid

phase concentration, then the departure from the curving trend for the owest

resin weight bottle (largest liquid phase -Concentration) would be ¢ .culi tc
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explain. Indeed, the solid phase concentration should theh flatten out in this

region. But rather, it did not flatten out, but appeared to increase again at the-

‘approximate slope of the high resin weight region, especially for Isotherm 16.
. This would suggest that the shlftlng of the curve was caused by competitive
adsorptlogg A similar shlftmg was aﬂso seen in the crushed resin Isotherm -8

(Figure 6.2.12).

A long equilibr~tion time isotherm for Triallate was also performed. The
results for Isotherm 14 are presented in Table’6.2.'18 and Figure 6.2.22. This
plot exhipited a systematic departure from linearity, which apparently did not fit

the Freundlich equation. This type ‘of plot is typical of adsorption isotherms
which exhibit multn -layer coverage on the adsorbent.” One adsorption equatron
Wthh takes multl layer adsorption info account is the Brunauer-Emmett-Teller
(BET) equation (see Appendix 4). This isotherm was plotted in the linearized
form of the equation with the high C/Cs points given in Figur.e 6.2.23 and the
low C/Cs points plotted ln Figure 6.2.24. These plots also were not Imear

suggesting the adsorption does not fit the BET equatlon

I
/

6.2:3 Summary o J“\_\/\’/
‘Much of the study was spent attemptmg to obtagxsm Jolute isotherm
parameters of good quality for use with the computer models Isotherms

showed a large degree of scatter. Sample analysis was precluded as the

sourge of errors since good total recoveries were obtarned Many different

experimental modlflcatlons were attempted such as modufymg the extractlon’

.and elution procedures mcreasmg the initial |IQUld phase concentratlon

. | . | a8

utilizing crushed resin, attempting to further purify the make-up water and

lncreasmg the equnhbratron time. Inthe end, the single solute data were not of
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the auhlity hoped for at the beginning of the study. The low resin weight region
of the isotherms showed the largest degree of scatter and non-linearity. One |
5bé,sible explanation is the fact that thé concentrations used in this study were
relatively low, even though they exceeded thé‘actual concentrations of these
" types of compounds in real water 'sar‘nplevs. Many problems can océu} in the
analysivs of low level organics, as was also seen in this §§{"de. Another possible
explanation i‘s that small amounts of resin may have dried dUring weighing into
the isotherm bottles. A brief test showed thét dry resin exhibited an increjased
v adso‘rption capacity (see Appendix 3). More experimentatic_ﬁn is required,
however, to further investigate this éffect. |
Many different values for the Freundlich pararﬁeters were gathered for
each of the two compoynds. The values for the 9ar1y resin beads experiments
are not reliable since the bottles were analysed prior to reachihg equilibrium.‘“
" The Lindane isotherms using 100-200 mesh resin showed the highest capatity
for the adsorption of Lindane. Figure 6.2.25 shows the Lindane Isotherm p]ots
for Isotherm 8 and 12. Isotherm 8 wasvequilibrated for 9 days with crushéd v
resin, and Isotherm 12 was equilibrated for 17 days with beaded resin. The plot
show‘s that the crushed resin exhibited a higher capacity than the bead resin
‘ .(hugher solid phase concentration). The différénce between the plots for
|sotherms 8 and 12 is much Iarger than the dlfference between the plots for
Isotherms 12 and 16 (see Flgure 6 2 26), which is an estimate of the

mrepr;odumblllty or vanabmty of the expenments This suggests that at the

A

This large dlfferencerrs also evident from the table of Freundhch parameters, for
all smgle so!u%e nsotherms (Table 6.2.3).
| One explanatlon of the mcreased capacity is that by crushing the resin,

imuch more surface area is exposed for adsorption. This iS in contrast to the.
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results for activated carbon.of Weber and Wang (1987) who stated that the
capacity for adsorptlon was the same for different size fractions. The average

or 0.009

pore size for XAD-2 resin is \/éry uniform and small at 90 Angstro
um (Rohm and Haas technical bulletin). In granular activated carb n, the pores
cover a Iarge size range, typically from 10 to 400000 Angstroms {Montgomery, -
1985). In the case of the granular carbon much of the pore structure is
available for adsorptlon whereas for the resin, the small pore size can exclude

the organic molecules for pore ‘adsorption (Rohm and Haas, technical bulletin).

-Indeed, stymne/divinylbenzene cross-linked polymers "are used in size

exclusion chromatography.  Much more study would be necessary however, to
determine if the compounds used in this study were actually adsorbed only on
the surface and not in the pores.

Another possible explanation for the increased capacity is that the
beaded resin had possibly not reached equilibrium. Srnce pore duffusron is

often a very slow step, this explanatlon rs more probable. When sthe resin is

‘ crushed the kinetics may increase - due to the increase tn surface area of

adsorbent readlly available in solutlon In thls case, the analyte need only

diffuse through the statlonary liquid fltm about the resin pamcle and any pore'

o dtst%nces which must be traversed are considerably shorter Therefore the resin

‘sed in the bead form did not appear to reach equilibrium, even in the two-week

‘ equuhbratlon times.

Another factor which may have reduced the adsorption'kinetics for

- beaded resnn was the fact the tumbling divice used to turn the bottles may have

‘been spmnmg at a high rotational speed. At 28 rom, the resin beads may have

been ' centhfuged" out'towards the-bottle cap, and not actually mixed in solution
The crushed resin, however, may have remained - in solutlon as a fine

suspensron thus contactlng the liquid phase more efﬂcrently
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- Figure 6.2.27 allows cdm‘parison of the plois from both final single solute
isotherms fdr Lindane (Isothermv12) and Triallate (Is'oth‘erm 14). |t cén be seen
that the plots converged in the low resin weight region of/;the_plot, but-diverged
in the high"résin weight zone. For this reason, the values of the Freundlich K
(which are obtained at a §iquid phase concentration of 1 ug/L) wére larger for
Triallate, since at the |mt|al liquid phase concentratlons used,- large resin
.welghts were requ1red to bring the liquid phase concentratlon down 0 1 ug/L
| (see Table 6.2.3 for Freundlich data). Alsq, }he Trlaljate plot had a low slope.
This means that the isotherm for Triallate was very favorable for adsorption, that
is, the solid vphase éoncentration was/r/naintained quite high over a large range
of resin doses. As such for a givén resin dose, Tri:alla';a was removed from the
- waterto a greater extent. | \

Anothér set of isotherm plots which is interesting tb note is presented in-
Fxgure 6.2.28, which contains the plots of Isotherm 2 L)dane ) and Isotherm 7
(Tnallate) It i is mtngumg to see that the scatter in the plots was almost identical,
following the same pattern and also scattering in the s%me region of the plots.
v Tm§ could be pure coincidence. No explanation for this‘phenomenon can be

given.

6.3 Phase 3: Generation of Bi-solute data

6.3.1 Bi-solute Isotherms
Once 'single solute Freundlich p_arameters"were obtéined, the IAST
model was used to predict competitive adsorpiio’n. " In order to verify these’

predictions, bi-solute adsorption isotherms were performed.
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Three bi-solute isotherms were conducted. Isotherms10 and 11 were

~

replicate experiments except for equnllbratlon times which were 7 and 14 days

' respectlvely The |sotherms were Ioaded at initial liquid phase concentratlons

of 500 ug/L Llndane&and 523 ng/L Triallate (equi-molar concentratlons of ~1.72

umole/L) The results for Isotherm 10 are .given in Table 6.3.1a for Llndane and

6.3.1b for Triallate, and the Freundllch plot i is shown in Figure 6.3.1.

The results for Isotherm 11.are given in Tables 6.3.2a for Lindane and

6.3.2b for Triallate, and the Freundlich plot is shown in Figure 6.3.2. These
isotherms were ve.ry similar except for a shift in the 14 day plot :to higher solid
phase and lower liquid phase concentratlons ‘Figure 6.3.3 shows the Llndane
plots, from these two lsotherms and anure 6 3. 4 shows the Triallate plots It can
be seen that srgnlflcant adsorption occurred in the second week of equnlbratlon
These data, along wnth the kinetics'data generated at the same tlme as these

experiments, showed that eguilibration times of 14 days were required.

Whenbthese bi-solute plots ‘were oompared to the 2 week equilibration

single solute isotherm plots, it was apparent that the amount of shift due to

competition was small. Figure 6.3.5 shows the Lindane single solute data from N

Isotherm 12 and the bi-solute data from -lsothermll. Figure 6.3.6 shows the
Triallate single solute data from Isotherm 14 and the bi-solute"da?a from
Isotherm 11. '

Due to the small compéﬁtive effect, another bi-solute isotherm was
performed with the initial liquid phase 'co'ncentration of Triallate 'being

: approximately five times that of Lindane (on a molar basis) The resuits of this

'lsotherrn (Isotherm 15) are presented in Tables 6.3. 3a tor Lindane and 6.3.3b

: for Triallate. The Freundlich plot is given in Flgure 6.3.7. Some problems wrth
scatter occurred agaln wrth this experlment wnth the pattern of scatter being the

- same for both compounds (as such, analytlc_al errors cannot be ruled out as the
' be

X
7
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ar N . .?" .
cause, i.e. if :ome of a sample was lost, then both compounds would be

P
S
Kt

affected in the same way). AT L
.,-‘&?a, .
The plots from the bi-solute Isothegm 15° are compaared to the srngle

2

solute isotherm plots in Flgure 6.3. 8 for Llrzdane ‘and Figure 6. 2 9 ior Tnallate
R

For both compounds, the bi-solute plots w;e_ge dlsplaced from thelr respectlve M

. single solute plots in the low resin weight zoné of the plot. Lmdane hogvgver‘fa‘?y

l-

" was dlsplaced to a greater extent than Tnallate W’l‘hese Were the expected

v

al mk'

‘compound (Trlallate) competed more effectrvely for the resrns active sites.

Also, for high resin welghts, the adsorptlon behaviour a_pproacheq,smgle solute
adsorption, since the large amounts of resin available reduced competition

effects. R

6.3.2 Summary

Three bi-solute isotherms were performed in the latter part of the study

-
(/*

.The results from Isotherm 10 were not used for modelllng purposes since the
: equnllbr"atlon time was too short Isotherm 11 was performed at eqU| molar

initial I|qu1d phase concentratlons wh|le Isotherm 15 was. performed at an

approxumate 5 to'1 molar ratio (Tnallate to Lindane). The competmve shrft in
adsorption was more evident in lsotherm 15. This points to the fact that even
though the single solute Freundlich parameters for the two compounds were

srgnmcantly different (rndlcatmg different adsorptlon strengths) the difference

| was not great enough to show large competmve adsorptron effects. The .

cor‘npetmve shlfts from %ngle solute data occurred only in the low resin welght
‘bottles lf two compounds of very different adsorptlon strengths had been
chosen, then a shiff over a larger range of the isotherm could have been

expected.
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- A large degree of scatter was present in the Iow resin weight region of

Isotherm 15 for both compounds.
6.4 Phase 4: Modelling Using Ideal Adsorbed Solution Theory

6.4.1 The Use of Llnear Least Squares Estimates of K and 1/n

Once the bi- solute Freundllch isotherms were completed, the

experimentally determined data were comycomputer model predictions

of the competitive adsorptioh IAST wds used to predict the SOmpetitive
adsorptlon effects from the single‘solute Freundlich parameters used as input.
Initially, both linear least squares (LLS) and non- -linear Ieast squares (NLLS)
.estimates of the parameters K and 1/n were used. As seen earlier, for most
. isotherms there was a relatively large difference between LLS and NLLS
estima_tes, indicating that some curvature-waspresent (see Table 6.2.3). Also,
7 curvature is evident in the Freundlich plots for isotherms 12 (Lindane) and 14 -
(Triallate)'. Since these two isotherms were deemed to most accurately‘
represent the "‘si'n'gleg,solute adsorption of these two compounds onto beaded
: resirl, the parameters from 0these isotherms were used for IAST input. To
determine which estimates more accurately represented the data, the single
solute data along WIth the LLS and NLLS best-fit lines were plotted on one
graph Figure 6.4.1 shows the plots for Isotherm 12 (Lindane) and Figure 6.4.2
for Isotherm 14 (Triallate). It can be seen ﬂ.l?t the two high concentration (I‘iquid
‘and solid) sarrtoles in Isotherm 12 influenced the NLLS to a large extent, which
) caused the NLLS llne‘_to deviate conside'r_ably in the lower concentration region
| \v/ (lowe‘r left of the plot). The LLS best flt Ii‘rite did not deviate rnore_ i,n"one region
than another, artd therefore better represehted th_e actual data. The difference

between the LLS and NLLS lines is less _sevekre for the Triallate plot.
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Since there was a large discrepancy between the LLS andNLLS'
estimates for the Lindane isotherm, both estimates were used in the model to
determine whrch values produced a better prediction. Figure 6. 4.3 shows the
IAST predrctron for Lrndane competmon with Triallate as determmed in the bi-
soluté Isotherm 11, using LLS single solute parameters, while Figure 6.4.4
shows pre’d'iét,i.onsi using: NL‘LS parameters. [t can b‘e seen that for LLS
estr.maies .the prediction was approximately ‘parallel to the single solute line,
whereas for NLLS the predictiovn crossed the single solute line. Where the .
prediction crossed the single solute line, the moder predicted that the capacity

“of the resin for Lindane was higher with Triallate presenf th'an without it . . This
‘incorrect result' occurs in the same high resin weight region where the NLLS
line deviated from the actual isotﬁerm dara. These results indicated that the
NLLS estimiat'es were -unsatisfactory for the Lindane prediction (similar results
occurred for Triallate, except that the prediction with NLLS values crossed the
single solute line in the low resirl weight reg'ion - data not shown). Therefore
the LLS estimates of the Freundlicp'_parameters.were used for all modelling in

the study. o “

]

6.4.2 IAST Predicions < |
IAST predlctrons were generated for b| solute isotherms 11 and 15 for-

both Lmdane ahd Tnallate In Isothem 11 the: compounds were spiked at an
approxrmately equi= molar mmal liquid phase concentration.  Since the

- competitive dlsplacement was not very Iarge Isotherm 15 was performed at an
approximately 5 to 1 molar mmal ratio (Tnallate to Llnda)ne The single solute
parameters used |n the modellmg were those from Isotherm 12 for Lindane. and

| Isotherm 14 for Tnallate The Average Percent Errors (APEs) of the' solid phase

predictions compared to the bi-solute data were calculated to aid in evaluation

J
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of the bredictions These values are presented in Table 6.4.1 for both
compounds and both isotherms.

' The plot of the Lindane prediction for Isotherm 11 was previo“Ust given in

~ Figure 6.4.3. The ftgure shows that the pre'dicted curve was shtfted ‘down and to

the right of the actual bi-solote data: The model pregsjcted a Iarger displacement

for‘Lindane than was exoerimentally determined. The APE for this prediction

was 18.4%. The solid phase values for high .resin weights (loWer left region)

were predicted relatively well, but indhe low resin weight region, the predicted

| values were lower than the experimental data. As such, this region was

responsrble for the relatively high APE. It can be seen, however that the

3

- f‘* “,Fe ct&d and actual curves were ve S|m|lar in shape with a leveling off in the
e 3 ry

) *lupﬁer'hght reglon An explanatlon for this curving is that at low resin doses the
Tnallate competed more effectively than Lindane, and therefore the Lindane
was dlsplaced. more. When the resin dose increased, the competitioh was less

v’severe due to the increased surface area for@dsorptlon and the Lindane
agsorption became more Irke single solute behaviour. This can be seen in the
bi-solute data in this figure.

Althooghthe gurves were similar shape, the prediction covered av-“s‘rnaller
quuid phase range than the'bi-soluté data. This was consvistent with thew"'rnodel
_-predlctrng a larger dlsplacement in that the liquid phase- concentratlon of the
h;ghestwresm welght sample is predlcted to be larger than what was
| experrmentally determlned

The fact that the bi-solute isotherm shows a’ shghtly higher capacrty than'

“the smgle solute isotherm in the high resin welght region is a resuit of using the

linear least squares best fit line for Isotherm 12\(smgle solute). It can be seen,in

Figure 6.2.15 that the low resin w_éight samples deviated from the linearity in the
‘. : . - 3 g
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high resin weight samples, which caused a dvecrease in the slope .of the best fit

line. : |

The IAST prediction for Isotherm 15 is given in Figure 6.4.5. ' The bi-
solute data for this isotherm exhibited a large degree of scatter, but the
prediction followed the sameltrend as with isotherm 11. The prediction was
again shifted down and to the right, and covered a smaller lic,id phase range
thah the bi-solute data, indicating that the model predicted a larger
dieplacement. The soliq phase eencentrations were predicted relatively well
with the exception of th‘e T@o lowest resin weight samples. These points were
primarily responsible for the APE of 17.1%. ‘_

' The IAST predic/tion'for Triallate in Isotherm 11 is shown in Figure 6.4.6.
Visually, the prediction appeared to be much better than for Lindane, but in fact
‘the APE of 19.6% was vefy similar. This was primarily due to the lower solid "
phase concentrations than predicted in the low resin weight zone of the plot.
Since -Triall\ate was the sironger adsorber, the predicted and actuel'
'displacement\'fro'm single solute behéviqur was less than that of Lindane.

FiQUre 6.4.7 shows that the predicted displacement from éingle solute
_ adsorptioh of Triallate in Isotherm 15 was less than in Isotherm 11. This is
reasonable since the initial liquid ehase concentration of Lindane was
4 decreesed in Isotherm 15, resulting in Iess‘competition for Triallate. The large .-
degree }of sc‘atter in the bi-solu'te datd for Isotherm 15 makes a compafison of
the prediction to experimental data very difficult. No bi-solute data points were’
present in the middle region ot the plot but rather were concentrated at the
ends of the plot. This behaviour was also seen in some smgle solute nsoth
and the cause is unknown. The h;gh APE of 45.2% was pnmanly caused by the

scatter in the low resin welght bi- solute data points.
. gﬁ
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The observation that IAST predicted larger displacement compared to
observed data was also found by Kong and DiGiano (1986) for compounds
~ which did not exhibit very different adsorption strengths.

It becomes evident that 'good quality' smgle so{(me and bi- solute
isotherms are requrred to adequately, predlct and verlfy competitive adsorptlon
effects. To demonstrate this, Lrndane ~adsorption was predicted for bi-solute
Isotherm 15 using the smgle solute data from Isotherm 16 lnstead of lsotherm
12 (Isotherm 16 was a check on the reproducrblllty oj the two week lsotherms
and gave lower scatter as seen by a value of R2 of O 977 for lsotherm 16 -
compared to 0.900 for Isotherm 12). Flgure 6 2«26 |llustrates ‘that the two
‘isotherms appeared to be reproduced relatlyely wellw But the small change
between these two |sotherms caused a S|gn|f|cant dl‘fference ln the rnodels
prediction. Flgure 6.4.8 shows the predlctlon and rsotherm data lt can be seen B
“when comparlng to Figure 6. 4.5 (prediction usmg smgle solute lsotherm 12)
that the shape and relative position of the predrc‘tlon curve has changed Less

leveling in the low resrn weight reglon occurred, and the fine was shifted in

slope in keeping with the shift in sIope from lsotherm 16 to 12 The result is a

Iower APE of only 10. 9% compared to the prewous APE of 17 1%. Th|s
lmprovement in prediction with a relatively small change in the single solute
isotherm indicates the high dependence of the model on input data.fluctuations.
As such, snngle solute isotherms must be very accurate for the model to produce
| accurate predrctrons | |

" One’ possmle source of error when usmg lAST is the assumption that the ~
experimental single solute Freundlich parameters can be extrapolated to zero_
and hlgh,concentratroln-s. IAST often requires larger sungl_e solute solld‘--phase
concentrationsvthan obse‘ryed in multi-component isotherms, especially for

weaker adsorbing compounds (.Crittend’en et :al., 1985). If the isotherm shows
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deviation from linearity in the range tested, and IAST extrapolates to a.larger
range, these outlying values may be very far from the actual adsorption
}behawour in that. reglon This w1|l Wusly ca'Jse errors in the predictions.
The fact that the |sotherms used for modellin: show either scatter or curvature,

points to th[s asa probablevcause of the errors ‘n the predictions.
To defermine ‘if the single solute isotherr~- were a possible source of
error due to IAST extrapolationl,. a plot of (d In C‘i’ / din q‘i’ i.e. the slope of
the isbtherm) versus q? was genefated to show the range of extrépolatea

data used in the predictions. Values of qi used in IAST were obtained from the

model's output, and G (the solid phase concentration of the single solute at

-the same spreading pressure as the bi-solute) was calculated as follows:

noo b
ot

g’ = X qjnj /' n; forj=.1to 2 (fortwo componehts)

The results of vthis calculation yield the solid phase concentration at each
: resin‘dose&used by IAST. The range of these results fgr the predictions of bi-
solute iéotherms 11 and 15 are given in Table 6.4.2. Also given are the ranges
for the single solute isotherms 12 and 14. (the parameters of which were used
for modélling). A piot of all data poiknts used in IAST as well as the two range
, dpoints_, for the single solute isotherms is-given in Figure 6.4.9 fovf predictions on
:,;l_sotherrh 11, Figufe 6.4.10 show these results for Isotherm '15 predictions. It
can be seén that the model has extended the single solute isotherm for Lindane
-~ by alarge amiount. The range of solid phase concentrations used for Triallate,

. however, w'ajs within the experimental single solute isotherm data. :
Thus thek'effors in the predictions can be attributed to three factors: 1) the
single ,,solute,"iSo,f'&?ue,r‘ms"; exhibited scatter and showed somr lack of fit

A _ o . _ _

A/r u‘



. : 60

(systematic departure) from the Freundlrch equation in the reglon tested, 2) for

“Lindane the IAST model extrapolated the single solute Values and 3) the bi-

solute isotherm data also showed scatter and therefore may not be entirely

- accurate.

The lack of fit and scatter in the single solute lsotherms in the range
tested causes errors since a. degree of uncertainty in actual adsorption
behaviour i is present The correlatlon coefflcrent Ft2 for the least squares linear
regression m Isotherm 12 was 0.900 and for Isotherm 14 was 0.848, indicating
the relatrvely poor fit of the data. The cause of this scatter is, however, not
known (see sectron 6 2. 3 for possible explanatlons)

- For Llndane, the single solute tsothe’r‘m was extrapolated to higher solid
and liquid phase concentration's b"y vthe .model. * It is probable that the
extrapolated data do not reflect actual adsorption behavnour in the extrapolated /
range since the model draws upon the poor quallty single solute estimates.

For Trlallaté/ the IAST model used a range that was experimentally

' ‘,,determrned and therefore extrapolatlon was not the cause of predlctron errors.

Rather, one source of the errors was the poor single solute isotherm data. The

single solute plot for lsotherm 14 in Frgure 6.2.22 showed a high degree of

curvature This is also seenin the low R2 of 0.848. Since the data do not fit the

- Freundlich equation, errors are .generated when using the model which.

assumes’ Freundlich behavrour. _ '

| Another source of the errors in the predictions was the scatter in the bi-
solute isotherm data. l’hese data were subject to the same sort of scatter seen
in single solute |sotherms which when compared to the evenly spaced model

predlctlons lead to high APEs.
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6.4.3 Summary >

T'he@IAST computer model was used to predict the competitive adsorption
of Lindane and Triallate. The trends in the competltlon were predicted, but
differences between actual bi- solute data and predrctlor?s were observed. The
model predicted a higher displacement from single solute adsorption than was
~‘ctually observed The APEs for all predictions were less than 20% except for

_""‘,‘jllate in Isotherm 15. Model predictions are in error because of inadequate

-~ and curvature, which caused poor precision and accuracy of the
Freundlich parameters. "It is not known, however, whether the cause of the
curvature was actual adsorption behaviour or experimental error (presence of
TOC or resin drying for example). When IAST extrapolated the isotherms, it is
most probable that the adsorption behaviour in the extrapolated zones was not
accurate. This points to the fact that accurate isotherm data and good
Freundlrch behaviour is essential to- the models ability _to predlct multr-
component adsorptlon }.’
Since the predictions are compared to experimental bi-solute data, any -
scatter or inaccuracy in the bi-solute data caused differences from the predicted |
behaviour. ‘The bi-solute Isotherm 11 showed less scatter than bi-solute
Isotherm 15. The largest APE was generated for the prediction of Triallate in’
Isotherm 15. The cause was scatter in’the low resin weight samples of' the

isotherm.

6.5 Phase 5: Column Modelling Using Erquvilibrium Column Model

6.8.1 Column Experiments
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The computer model ECM was run with the appropriate input data to

obtain predictions of column breakthrough for a Lindane and Triallate mixture

R

(1:5 molar ratio). The surface loading wag determined from the flow conditionégéf:;sﬂ,
il

of XAD-2 column‘sam'pling at the Rossdale Pilot Plant in Edmonton.ll A column’
experiment wés designed from the model onput data, and the experimént '
performed with certain fractions of the effluent being collected and extracted for
analysis on GC. The results, given in Ta"le 6.5.1, shb\‘/v that immediate
breakthrough of both Lindane and Triallate oc urred, at approiimately 75% o';f-;
the influent concentration. A plot of the effic conceqtration divided b)\/ the
influent concentration (C/C®°) versus 'the'volur‘ of solution passed is given in
Figure 6.5.1. Also plotted is the flow rate, normalized to fit on the sarhe scale.
The solution was gravity fed and the flow rate changed with time due to flow
restrictions in the column; most probably cause’d by air bubbles which fdrfned
~within the resin bed.. The Triallate curve showed two large .drops in effluent
concentration, which was probably an analysis problem. Si’nce another
éxperiment was‘performéd, ‘the samples around these points were not
analysed. | | \‘
~ A second colurﬁh experirhent was performed since immediate
breakthrough o}cpurred in the first experiment. The.column used in the first
experiment was 0.56 cm diameter X 1.4 cm height, (height-to-diamefer ratio of
2;'5). The height-to diameter ratio was increased to 6.7 (0.7 X 4.7 cm) in the
second experiment in order to inCrease the émpty bed contact time (EBCT) of
the solution within the resin bed. The surface loading was kept thé same as in
the first experimént. The resﬁlts for the second experiment are presented in
- Table 6.5.2, and the breakthr'ovugh‘plot is given in Figure 6.5.2. Immediaté
breakthrough was again noticed, although at much lower normalized

concentrations than the first experiment. it was seen that the Lindane
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bréakthrough curve was always at higher concentrations than that of Triallate.
This was 1o be expected, since Lindane was the more weakly adsorbing
compound and“as such, was displaced by Triallate. The increase in EBCT was
shown to dramatically‘ affect the adsorpti.o,n of the two compo‘uhds. .,Tlhis
suggested that the kinetics of adsorption were relatively sléw, and that the
EBCTs used were inadequate for quantitative removal of these cempounds
from Water. The importance of EBCT was also seen in the decrease in
normalized concer -ation of the last two samples. The Lindane and Triallate
curves decreased as the ﬂdw rate decreaséd due to redL;ction in head pressuré.
The decrease for Triallate was more pronounced since it was the more strongly -
éld'sorbing compound and as such, was more affected by flow (‘EB‘CT) changeso.
In ordér to fq’rther investigate the effect of EBCT on column adsorption, a
third experiment was performed using the same column -dimensions and
influent concentrations as the second expériment, but at a flow rate reduced by
a factor of eight. ‘"The results aré given in Table 6.5.3 and Figu;re 6.5.3. Both
- Lindane and Triallate were detected in the first effluent sample collected, but at
very low levels compared to previous experiments. After approximately 11.5 L
“of solution passed, the effluent Coincentration of Lindane was 21.9% of the
| influent, and Triallate was present at only 7.9% of the in‘fluent level. It should be
noted that the normalized concentration scale in Figure 6.5.3 does not extend to
unity, but only to 0.35 in order t9 expand the breakthrough cuweé. The
decrease in effluent concentrations with a reduced flow rate was evident at 3.5
'L of soluti‘on‘passedk.' The overall effect of the increased EBCT from thét of
experiment 2 was a dramatic decrease in effluent concentrations. '
The plot in Figure 6.5.1 showed the Lindane and Triallate normalized
effluent concentrations to be similar, but the plot in Figure 6.5.2 displays a large

difference between the two compounds. These results suggest that the EBCT in
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experiment 1 of 0.82 second was so short that competiti\{e adsorption effects“
were negligible. At the intermediate EBCT of 2.7 seconds)m experiment 2, the
effects of competition can be seen in the lower Triallate normalized efﬁuent
concentration compared to that of Lindane. The same competitive trond also
app\eared toward the end of experiment 3. Therefore, the EBCT within the resin
bed isan extremely'important parameter in multicomponent systems.

. "6.5.2 ECM Predictions

. The computer model ECM was used to predict the breakthrough for the

conditions of these expenments The expenmental conditions as well as the

- volume of solutlon to breakthrough. predrctrons are given in Table 6.5.4. The

breakthrough predictions for the first experiment of over 10 L were obwously L
error compared to experlmental results, since 90% breakthrough was reached
ats L of solution passed This demonstrated the importance of resistance to
mass transfer considerations at such short EBCTs, WhICh the model does not
htake into account. It is dlfflCUlt to determme the accuracy of the model's
predictions for the second and third experiments smce full breakthrough
con'centrétions were not obtained for the volurhes of solution passed. ltis clear,
however, that as the EBCT increased, the adsorption efficiency also increased.
For longer EBCTs in which equilibrium is more closely approached within the
column, the model becomes more accurate since ‘the" mass transfer
considerations become less. ihﬁpqrtant. This result vfor -ECM was . also
demonstrated by Crittenden et al.'(1987) for different EBCTs in activated carbon
contactors. | | |

The mcrease in the predlctlons of volume of solution passed to
""breakthrough from expenment 1 to expenment 2 was due to the increased bed

volume of resin since the surface loading was held constant. An rncrease in the
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resin capacity predlc’uons between experiments 2 and 3 also exusted a..d was
due to the decrease in flow rate (mcrease in EBCT)

The assumption of no resistance to mass transfer was not valid under the
‘experimental conditions tested. ECM has advantages, h0we,v‘er, over other
colurﬁn models which take mass transfer resistance considerations into

acbount, due to the reduction in experimentation required to detfrmine the

necessary input parameters.

5

\

The results of these experiments demonstrate the importance of ‘the

-:6.5.3 Comparison to Other Resuits

EBCT for samp'l'ing efficiency. For comparison purpoSes,_the EBCTs used-by +

different reseérchers in the use of XAD-2 and XAD-4 resin is presented bglow;

research paper EBCT application-
N (seconds) -
8.1-11.9 pesticidev sampling
from water
2.0 - 3.4 trace organics analysis
in water -
LeBel et al., 1987 L) 19.5 trace organics anaiysis
‘ , in water
van Vliet et al., 1980 128 phenol column_.
. o L adsorption on XAD-4

The diversity in methods used by different researchers is evident from
these data. The shortest EBCT of 2.0 - 3.4 seconds used by Junk ét al. (1974)

resulted in quantitative recoveries for some compounds. and recoveries as low
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as 47% for others. The short EBCT may have been a factor in the low
recovenes espeC|ally for multlsolute systems

 The longer EBCTSs used by Coburn-et al. (1977) and LeBel et al. (1987)
would be expected to yield better recoveries. The long EBCT of 128 seconds

used by van Vliet et al (1980) was used in research> column modellrngr

experiment. The use of such long EBCTs in routine sampling procedures would

be impractical, however.

6.5.4 yéu‘mmary ‘

A d

The computer model ECM was evaluated in the’ predlctron of

br%@through of a bl solute system on XAD 2 resin. At a short EBCT, resistance
»

to mass transfer effects were |mportant and the model did not predict the" _ j,

experlmentally determmed breakthrough At. longer EBCTs, the full =

breakthrough concentrations were not experimentally observed, a'nd thus,

v

model predictions could not be verified. As the EBCT increased, resistance to

- mass transfer considerations becamnie less important as time was allowed -for
. * . .

equllibr,ation to oceur. The model would be expected to be ‘more accurate

' 'under these conditions.

?if'gthe rdeal breakthrough curve is to be obtamed for the condltlons used

o

in the expenments a smaller resin size may be requnred ThIS would reduce the

'fllm dtffusnon rate, since the stationary liquid film about th\e partlcles decreases

- m*thlckness as the partlcle snze decreases. Practical dlfflcultles wtth head loss

may be encountered with smaller partlcles however.

. “«The hlgher_normallzed effluent concentratlon for Lmdane over Tnallate

lndlcated the lrnportant role- of EBCT upon compeutlve adsorption effects The

'results showed that the more strongly adsorbtng compound (Tnallate) was ‘/

»

) ' v S e
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:retained.to a higher degree on tne column, while the mkore weakly adsorbing
compound (Lindane) was displaced. 3 ‘ ‘ [

In comparing the resu:l'.'ts, to sampling conditions used by ot.her
researchers, a large range in EBCTs was observed. In establishing sampling
procedures, the EBCT is restricted by practlcal hmltatlons but should be long

. enough to allow equmbra’uon

6.6 Recommendations
3 b \ ,‘{
. N w7
‘Several recommendations can be made as a result of the findings in this

study. - | R /

- Similar modell_ing studies should use mode! co'mpou'nds which -exhibit
larger differences in thejr adsorptive behaviour. For the more weakly
-adeorbing 'compound the single solute isotherm should be

. experlmentally determined to- hlgh concentratlon/eglons in order to
jreduce extrapolatlon by IAST Slnce_many |sotherms-d|splayed
curvature when plotted in the linearized fo{'m of the’Fr’eundIion equation,

different lsotherm_'eqUations such as the Langmuir or fhe Singer-Yen

)

I3 . ‘ - DY .
should be incorporated for use within the computer models.

Be]
f

: Long EBCTs should be used for resm column expenments For routlne
sampllng of a _specitic water matnx the EBCT should be vaned to¢
B '.determl‘ne the Iongest practlcal EBCT,.in"order to ensure equmbratlon. B

within the resin bed. This will improve extraction effioiency.
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- The effécts of drying the resin should be investigated fL ther since
preliminary tests‘shpvy that the effect may be a useful or 2 in imzroving
sampling recoveries.- A | |

The kinetics of adsorption of non-VO,I_atiIe organics on bez " resin as Well
~as crushed resin should bé' further investigated. It may & >ossible to
increase adsorption éfficiencie.s by utilizing a smaller size of resin
particle. A trade-off between increased ‘adsorption «<inetics and

increased head loss would likely have to be made for column adsorption

tests. /E_

b
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' 7.0 Conclusions

The following conclusions may be drawn from this investigation of the

adsorption of non-volatile organic compounds on XAD-2 resin:.

Resin which had been preyt ~used in routine sampling procedures

exhibited neither loss in dsorptive capacity nor reduction in the_rate of

-adsorption for-Lindane, the only compound tested in this regard.

The computer model based on |IAST predicted the trends in‘competitive

N adsorption between Lindane and Triallate. . A larger displacement from

single solute adsorption was predicted for -bi-solute systems than was

experimentally observed. Errors in predictions Were caused by imprecise
single solute and bi-solute data. IAST extrapolated the imprecise Lindane
single solute isotherm data which then magnified the error. As such, the
model's application to resin adsorption cannot be dlsputed nor verified.
The computer n‘lodel ECM did not predlct adsorptlon breakthrough in bi-
solute column experlments as mass transfer parameters cannot be |gnored
in'the range of resin empty bed contact tlmes experimentally encountered
The scatter assocrated with the, isotherm data cannot be explalned Many

\
drfferent expenmental modlfrcatlons were employed to reduce scatter but

.were unsuccessful L S
"The drfference in the adsorptlve capacrtres for. Llndane and- Tnallate was
not large enough to cause srgnmcant dlsplacement of the rsotherms |n

brsolute expenments The demonstration of a clear effect of competmon.

was also comphcated by. the scatt”er |n the lsotherms whrch resulted in a

l.degree of uncertalnty |n adsorptron behavrour if compounds exhnbmng a

larger drfference in adsorption behavnour were used the scatter for. each

69
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isotherm would become r‘elatively- less important, and the competitive

adsorption effects would be more "S"ronounced,

Crushed resin in the 100-209 mesh size fraction s-,howed‘a high,erq capacity
for Lindane than resin beads, at the equilibrium times used. ’ ‘Thisvwas |
attributed to fasfer adsorption kihetfcs for smaller particles.

The kinetics of ads‘orption on resin beads was relatively slow. Isotherm
bottle should be turned at a rotational speed of less than 28 rpm, to reduce

a "centrifuge" effect. Extensive kinetics vstudies, should be performed to

accuréfevly-determine the rate of adsorption. Studies using XAD-2 resin v

beads should allow for longer than 14-day eqqilibra,tion times. .

The adsorption of Triallate was more favorable-jhan that of Lind'a'he.. Thi/s_:’
was indicated by a larger Freundlich K, and a lower Freundlich 1./h’(slope)"7'
A lower slope indicates that at lower Inqund phase concentrat!ons a hlgher
solid phase concentratlon is mamtamed

The relative adsorption affinities on XAD-2 resi}l for the compounds .févsted

were as follows: TCEP < HCE ~ Lindane ~ DCPA < p.p' DDE < Triallate.



Table 4.2.1 Physical Properties of XAD-2 Resin
' (modified from Rohm and Haas, technical bulletin)

Property * Amberlite XAD-2
Appearance . hard, spherical opaque
. o | beads - -
Solids . 51 to 55
Porosity (mL pore/mL bead - dry basis) 0.40 to 0.45
Surface Area (m2/g - dry basis) 330
Effective Size (mm) - | 0.30 to 0.45
Harmonic Mean Particle Size (mm) ' 0.45t0 0.60
Average Pore Diameter (A - dry basis) 90
‘True Wet Density ig Distilled Water (g/mL)  1.02
Skeletal Densiiy (g/miL) S 107
. Bulk Density ¥ (Ibs/ft3) . 40 to 44
| ‘ 06410070
&
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Table 5.3.1 Percent Dry ‘Resin Data for Entire Study

g

~ # of Mean Percent Standard  Percent Relative
Date samples - Dry Resin Deviation Standard Deviation:

W

©

_Fresh beads ‘ ,
56.7 0.31 ' 0.54

_July, 1987 11
Oct., 1987 6 56.9 0.079 - 0.14
Feb., 1988 6 55.9 0.35 . 0.63

March, 1988 4 ~56.4 0.32 O.Sfﬁ ‘

March, 1988 5 56.5 . - 0.45 ‘ 0.80

. April, 1988 6 56.5 0.39 0.70

.‘ 4

Preloaded beads
Aug., 1987 2 | 55.2 - -

March, 1988 7 56.6 . 0.31 0.54
April, 1988 : 6 - 56.48 0.39 ‘ 0.70

Seived Beads (Oct., 1987) | -

20-28 mesh 2 575 - -

28-35 mesh 2 55.6 - -

o

Crushed Fresh Resin (100-200 mesh)

Jan., 1988 ' 5 “53.5 0.96 1.80
March, 1988 : 8 46.1 - 2.01 4.37



_Table 5.4.1 TOC Data for Milli-Q System 1

; e L . TOC (ug/L)
Sample’ - Date, 1988  Jan.-.27 .=~ Feb. 1 Feb. 2
Mili|Q. - L 84 T 107 162
Buffered Mili-Q. . 112 -
" Batch contacted” _ . 187A o 218M
',' “Co‘lumh“‘contacted* | ) L. 658Mn 186
- buffered Milli-Q water contacted with XAD-2 résih '
" one day equilibration, magnetically stirred
Ar - three day equilibration, rotor stirre
AAMinitial column rinse
Note: values reported are average of 2 or 3 replicates
Table 5.4.2 TOC Data for Milli-Q System 2
| ) TOC (uglty
Sample N_v,gDatﬁ(JQBB) Mar.29 ~  Apr.5
Mii-Q - Y 122 '
~  Resin Filterejv .' S 122
Biffered B - DI 139
" Note: values reported are average, of 3 replicates "

73
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1

Table 6.1.1 Solvent Extraction Results - chhloromethane (10 ug/L)
Average area counts and percent of total for 4 compounds l
- HCE Lindane Triallafe‘ p;p' DDE
Standard .129524 25041 1388 31219
Rotovap check 124770 29579 1678 35796
, 96.3 117.9 120.9 114.7
- Separatory ND* ND ND ND
~ Funnel rinse
Extract1 | 71523 22003 ND 23522
o 55.2 87.9 753
Extract 2 9828 5008 ND - 3956
& 7.6 0.0 12.7
| Extract3 N 691 ND 1002
g 2.8 3.2
Total % recovered 62.8 110.6 91.2
in Extracts
‘-..;.‘:',‘“9';:‘ !

Y
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Table 61 .2 Solvent Extraction Results - chhloromethane (100 ug/L)
Average area counts and percent of total for 5 compounds F

HC_E Lindane Triallate ' p,p DDE Methoxychlior
Standard 2059975 1288250 37606 .~ 1301775 150558
Rotovap 58000 1319900 38139 1355400 145610
check 95.0 102.5 101.4 104.1 96.7
Separatory 38121 " ND ND gz 100484 5416
Funnel rinse - 1.9 T 7.7 3.6
Extract 1 1237550 - 1278500 33616 500130 87487
'60.1 99.2. 89.4 38.4 58.1
Extract2 -7 ' 5998 7979 ND 28734 ND
0.3 06 2.2
Extract 3 ND ND ND 19717 ND
| 1.5
Total % recov- 60.4  99.8 - 89.4 42.1 58.1

ered in Extracts

* ND 'dénotes Not Detected

™.
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Dichloromethane (50 pg/L)

Table 6.1.4 Solvent Extraction Results
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Ta'ble 6.1.5 Solvent Extraction Results - Hexane (50 ug/L)'

Area counts and percent of standard for 7 compounds

(50 pg/L each except HCB and DCPA*)
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Table 6.1.6 Dustributlon Coefficient Determination for Lmdane
B HCE Trlallate and DDE.

Compound Dry Resin - Equnllbnum Concentration Kd Percent
_(equil'n time) Dose (g/L) Liquid (ug/L) Solid (ug/g) (L/g) Recovered
Lirdane - < :
o 12 0.1142 0.16 * 38.81 247 91.9
' 5 0.6244 0.51 63.87 - 126 80.8
5 1.0733 0.67 62.32 93 135.1
" Hexachloroethane (HCE) _ . v
13 0.6232 0.18 1 64.27 356 98.8
3 0.7384 0.17 50.02 293 . 9141
Triallate. o
12 0.6230 0.0056 - 87.17 156672 103.6
.12 0.7391 0.0039 - 68.36 17421 96.4
p,p' DDE : -
12 0.6243 0.069 72.45 1053 82.8
12 ¥ - 0.7380 0.071 66.62 1,(932 90.0

-~
A

Table 6 1.7 Distribution Coeff|c1ent Détermlnatlon for DCPA

and TCEP >
Compound. Dry Resin - Equilibrium Concentration Kd Percent
(equil'n time) Dose (g/L) Liquid (ug/L) Solid (ug/g) (L/g) ' Recovered |
Dimethyltetrachloroteraphthalate (DCPA) ¢
7 0.5727 4 0.38 99.0 260 100.1
- 7 0.7385 0.24 72.3 304 94 1
Tns, (2- Chloroethyl) phosphate (TCEP)
: 7 0.1194 149 3428 23.0 76.4
7 0.4475 475 - 1288 27.2 85.4
7 1.5987 9.94 395 39.7 . 877
7 45432 3.21 138 42.8 85.9
7 4.5456 3.14 139 441 86.7

i
.
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Table 6.2.1 Adsorption Kinetics of Lindane at 5 pg/L

CONCENTRATION (ng/L)

Bottle #  ResinDry ~Equilibration . Liquid Solid Total
- : ~ Weight (g) _Time Phase ~ Phase* Recovered
T4 1 0.0111 24'hrs 4.3 0.4 4.7
2 0.0119 . - 47 hrs 3.9 0.9 4.7 |
3 - 0.0116 5 days 4.4 1.0 5.3
S - 0.0120 6 days . 42 - 1.0 - 5.2
6 0.0116 - 7 days 4.4, 1A 5.5
Blank = . 0o 5 days 5.1 - 5.1
Preloaded 0.0119 6 days 4.7 0.5 5.2
Preloaded 0.0119 . 6 days 4.6 . 0.5 5.1
*_Concentration if the solute on the resin was made upin 1 L. “
} - 4
4
~ - Table 6.2.2  Adsorption Kinetics of Lindane at 50 pg/L
B B.ot'tvle. ¥ ResnDry Equilibraton — Goncentration o “Percent
, Weight (g) Time Liquid (ug/L) Solid (ug/g) - Recovered
1 0.4562 Shrs 371 . 432 - 86.0
2 . 0.4574 - 24 hrs 16.9 99.7 - 947
3 0.4575 2 days 67 - 1102 - 865
4 0.4573 . 3days 4.0 . 1262 936,
¥ 5 0.4579 -~ 7 days 0.32 108.6 916% -
Blank a 0 ~  3days . - 66.0 , -8
Blank b O Togs 547
v i 4 \

* Blank a used for bottles 14 and B_%nk ‘b‘for bottle 5



Table 6.2.3 Freundlich Parameters for All Isotherms

N

Isotherm Description Linear Least Squareé- ~Non-Linear Least 'Square"s"

Number * K 1/n K . "1/n
1- Lindane - 233.25 0.4478 °  121.7  0.6747
(7) 50 ppb, beads . \ " (292.8 - (1.083-
- -49.45) 8 2667)
2 .Lindane 279.03 0.449 . 343.6 0.3932
(8) 100-ppbs-beads 564.5 - (0.5528 -
- \122.6) 0.2336) -
3 Prelim. Triallate 566.18 0.3011 882.9 0.208
(7) 104 ppb, beads - ‘ (2222 - (0.6317 -
. . g : -456.0) - . -0.2157)
. -0 ) y; N . o E ’
4 Prelim. TCEP 54.47 0.8279 51.9 . 0.8372
(7) 500 ppb, beads (59.6 - 0.8672 -
g S : 44.19) '0.8072)
5 Triallate 590.38°° " 0.162 582.2 . 0.1887
(7) 104 ppb, beads o ’ (1126 - (0.4465 -
: : ' : | 38.45) .. -0.6897)
6 " Lindane . 811.96 0.4905 932.8 0.4465 .
(7) 100 ppb, crushed (1471 - (0.6210 -
394.0) 0.2719)
7 . Triallate 980.11 0.4389 1744 0.3172
7y * 523 ppb, beads . - (3464 - 0.5190 -
_ = 23.47) . 0.1154)
8. Lindane . 1299.06 . 0.5781 291 0.8524
(9) 500 ppb, crushed . ) (742.8 - (1.127 -
‘ ' -160.7) 0.5779)
-9 . Lindane, 500 ppb  368.51 0.4317 . 909.7  0.2569
o+ {7)  Preloaded beads ' . (2563 -7, (0.5773 -
e : [ -743.2) -0.0636)
.10 Lindane-(bi-solute)  763.49 03732 | 847.2 0.3535
© (7). ¢ 500 ppb, beads B : ‘ (1338 - (0.4562 -
SEARR L U S . 356.6) - 0.2509)
10" " Triallate (bi-solute) 1638.41 0.272 . 1419 0.3046
(7) =~ 523 ppb, beads . (2610 - (04577 -

227:3) 0.1515)

N
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Isotherm Description Linear Least Squares  Non:Linear Least Squares®®
Number * L K 1/n K. - 1/n

11 Lindane (bi-solute)  922.65 0.4163 1116 0.377 .
(14) 500 ppb, beads (1550 - (0.4471 -
: ‘ 681.7) - 0.307)
11 - Triallate (bi-solute)  2833.1 0.2446 2705 ' 0.2551
(14)" = 523 ppb, beads (3986 - (0.3439 -
- 1424) 0.1663)

.12 Lindane 538.39 . 0.5811 1474 0.3487 '
(17) 500 ppb, beads ~ (2396 - “(0.4610 -
. S . .. 550.8) - - 0.2364)
13" Lindane, 500 ppb  618.37 . 0.5469 1659 03165
(17) - Preloaded beads - : (2688 - - (0.4287 -
« . j 630.3)  0.2043)
14 . Triallate 3761.25 0.3032 3289  ~ 0.3499
(17) . 523 ppb, beads - (12320 - (0.8634 -
. . a g ~ 5744) . -0,1637)

- . 15 Lindane (bi-solute) . 473.83 0.3291 439 . 0.3595 i
(16) 100 ppb, beads  ~ _ (810.7 - (0.5819 -
‘ ) ‘ 67.36) 0.1372)

45 ' Triallate (bi-solute) 2858.37  0.1621 2737 . 01826
(16) 523 ppb, beads . Y 4 (4867 - (0.3384 -
o K 607.8) 0.0268)
16 Lindane : ,393.52 0.6908 - 180.3  0.8173
(16) - 500 ppb, beads o (526.1 - (1.148 -
- : -165.6) . 0.4865)

L&

* equilibration time in days given.in brackets
** 95 % confidence interval given in brackets

‘
N
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Table 6.2.4 Isotherm ‘1 Solid Phase Results - Lindane
‘Solid phase analysed after 7 days equilibration

" Botle ¥ Dry Resin  Equilbrium Conceniration
Weight (9)  Solid (ug/g)  Liquid (ug/L)

0a - 51.5 ¢
ob ; : ] | 51.1
oc ; | . '51.0
1 0.0044 - 1261  40.1
2 0.0053 1746 32.5
3~ 0.0068 780 - 405
4 00085 1054- 33.2
5 0.0109 622 . 376
6 0.0133 1021 24.0
7- . 00173 ., 647 28.8
8 ,  0.0220 518 283
9 0.0277 602  17.8
10 . 0.0337 418 230
11 0.0426 . 445 13.2
12 -~ 0.0544 - 371 10.8
13 0.0681 321 - v 7.49°
14 0.0849 215 14.7
15 0.1089 148 1§§o
16 0.1350 158 - 8.58
17 0.1694 97.8 18.0
18 0.2167 . 96.0 9.57
19 0.2700 85.0 5.28
20 0.3414 60.9 9.57




TabLe 625 lsothermx~1 Results - Lindane

Both phases analysed after 7 days equ;hbratlon .

"»1.“_Bo,tt‘lﬁe o Dry Resm | Equmbnum Concentratlon
_# ~Weight (9) L|qund (pg/L) Solid (1g/g) .

0a 0 i ,51.‘5 o B

ob ~+ - 0 . 511 . =

Oc : o .. - 510 . -

1 0.0044  ~ 40.3 . 1261 -
~ 2 .0.0053 828 % 1746
'3 0.0068 v 40:.5 - ¢ 780 -

4 00085 308 1054

5 0.0109 -~ . 358 . .. 622 .

6 0.0133. 248 - - 1027

7 -+0.0173 29.0 . . = 647

8 0.0220° .. - 26.1 518

9 0.0277~ . 17.3 602

10 0.0837 229 - 418

11 ¢ 00426 " 107 445

12  0.0544 . 530 - 371

.13 0.0681 . 2,74 - 321
~ -14 . 0.0849. 217" - 215
‘15 . 0.1089. .  1.21 148
16- - 0.1350. 0523 - 158

, ;17_ -0.1694 . 0.326 - . 97.8 .-

18 o 2167 0.199° . 96.0
19 0.2700 - 0.180 - .850 .
200 0.3414 Q177 - 609
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~ Table 6.2.6 lIsotherm 2 Results ->Lindane
. : Both phases analysed after 8 days equmbratlon

~  Bottle — Dry Resin  Equilibrium Concentratnon “Percent
# Weight (g)  Liquid (ug/L)  Solid (ug/gq) Recovered
0a - 96.6
Oc - 85.1 -
2 0.0041 73.9 2360 96.7
3 0.0062 735 - 1941 100.9
4 0.0111 ~ 68.9 1068 95.9
5 0.0128 © -50.4 ' 1778 99.2 -«
8 7 0.0446 916 ° 907 . 933
9 - 0.0625 - 2.42 738 97.9
10 0.0866 1.89 530 96.9
11 0.1200 2.60 385 98.4 .
12 0.1745 0.596 271 o984
13 0.2412 0.520 195 - 97.7 -
14 0.3455 . 0.934 133 . 96.3
15

0.4933 0.116 95.8 - 979

o

- Experimental Note: botties Ob, 1, 6'}7& 7 lost due to breakage.

Table 6.2.7 Isotherm 3 Results - l;frellmmary Triallate
Both phases. analysed after 7 days equnhbratlon

Bottle 'Besm Dry  Equilibrium Concentration _,Percent .
# Weight (g) Liquid (ug/L)  Solid (ug/g) ‘Recovered
B1 - 100.6 . -

B2. - 100.9 C -

B3 100.8 R

13 0.0082 412 3451 . .97.3

14 - 0.0133 69.8 956 94.6

15, 0.0250 10.1 1843 1014
16, 0D.0487°  14.0- ‘_ - 902 . 1011
18 - . 0.1594" 0018._ 316 " 100.1

20 - 05088 . 0035 - 939 - 94.8
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Table 6.2.8 Isotherm 5 Results TrIaIIate
Both phases analysed after 7 days’ equulnbra’uon :

Bottle - Dry-Resm Equnllbnum Concentratuon Per_cent.
# . Weight (g). Liquid (ug/L) Solid (ug/g) Recovered _
B - Y A% B
- B2 So.o . %42 -
-~ B3 - .98 ) - "
1 .0.0082 = 475 2855 98.0.
‘ ~ 0.0127 -~ 66.1 . 1067 965 . .
3 0.0161 . - 646 973 99.4
4 0:.0161 . .- 653 . 875 96.8
5 . 0.0164 . 490 1516 - 102.3-
6 00225 . 465 - 1118 10057
7 0.0287. ~553. - 683 981"
8.~ 0033 . . 276 - 1026 100.2
9 - 0.0472 . - 120 -~ 923 ' - .1028"
10 - - 0.0595" 740 773 102.8 -
11 0.0603 - 4.54 743 976
12 - 0.0591 . - 123 . 720 -..101.0
13 . 0.0800 ¢ - 192 . 602 - .101.9
14 00985 | -0.232 . 500 - 1023
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Table 6.2.9 Isotherm 6 Results - Lindane on
‘ 100-200 mesh resin ' '
Both phases analysed after 7 days’equilibration

Bottle Resin Dry  Equilibrium Concentration Percent
# Weight (g) Liquid (ug/L) Solid (ug/§) Recovered
Oa . , - 91.8 -

Ob- ~ - 91,5 -

Oc - . 93.4 - :

1 0.0043 '43.0 5042 94.0
2 0.0058 37.7 4592 ‘984
'3 0.0079 16.6 4877 -~ 101.8
4 0.0082 246 4162 - 100.6
5 0.0082 + 24.5-. 4153 100.8

6 -0.0137 17.2 2772 . 101.0
7 0.0215. 17.4 . 1756 100.8
8 0.0361 0.96 1318 - 104.1
9 0.0542 0.65 878 - 104.0
10 0.0817 _ 0.39 585 104.1
11 0.0815 ~ 0.51 587 -104.2
12 0.0823 0.39 580 103.9 -
13 0.1313 0.27 368  105.0
14

0.2719 0.14 ' 173 . 102.4

* Some of this sample's solid phase may have been lost

<

~

Table 6.2.10 - Isotherm 4 Results - Preliminary TCEP
‘ " Both phases analysed after 7 days equilibratidn -

Bottle Dry Resin  Equilibrium Concentration -+-Percent

# Weight (g) Liquid (ug/L) Solid (ng/g) ‘Recovered.
- 0a , - 747 -
S .0b - - 714 - | -

1 0.0597 149 . 3428 . . 764

2 0.2237 = 475 1288 -  85.4

3 0.7993 . 9.94 395 87.7

4 2.2716 . 321 138" 859"

5

2.2728 __3.14 139 . 86.7




Tablé 6.2.11 TOC Results for Isotherm 7 Water Preparation
: TOC in ug/L (average of 2 or 3 replicate ~injection_s)

Sample ~ Date  Jan. 27 Feb. 1 Feb. 2 .
Milli-Q ; Y64 107 162
. _ ‘ |
‘ {
Buffered Milli-Q - “112
Batch Coﬁtacted' ' 870 218M
Cpiumn Contacted” ‘ : 6587/ 186

* buffered Milli-Q water equilibrated with XAD-2 resm
A one day equilibration, magnetically stirred. .

A three day equilibration, rotor stirred

AAA-Cinitial column rinse

Table 6.2.12 Isotherm 7_~Results - Triallate
Both phases analysed after 7 da)ys equilibration

-Bottle Resin Dry Equilibrium Concentration = Percent
# Weight (g) Liquid (ug/L) Solid (ug/g) Recovered
Oa ’ - _ 440.2
Ob - 455.7
Oc - 458.7
1 0.0087 165.2 14843 93.6
2 .0.0127 266.8 - 6776 97.2
3 0.0203 80.8 . 9126 - 100.1
4 0.0206 971 8710 - 100.9
5 - . 0.0206 - 197.1. 5896 97.4
6 0.0328 61.8 6117 102.5
7 0.0549 14.8 4013 100.9

8 0.0863 2.56 2754 105.8

1P 0.2220 1.89 1095 108.1
11 - 0.2232. 2.36 : 1070 106.3
12 0.2238 - -0.61 1108 - 1100
13 0.3712-- 0.49 - 669 110.2.
14

Expenmental Note totﬂe #9 broke in the equnhbrator'

- 0.5629 : : -0.69 437 - 109.2

88
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| ' Table 6.2.13 Isotherm 8 Results:- Lindane on
’ : 100-200 mesh resin .
Both phases analysed after § days equuhbratlon

Bottle..- Resm Dry Equullbnum Concentratlon Percent
# Weight (g) Liquid (pg/L) Solid (ug/g) Recovered .
Oa C - ‘ 448.1 f
~0b : - " 450.1
Oc : 458.8 ~
1 0.0010 341.7 47189 - 95.7
2 0.0039 234.6 27310 98.6
-3, 0.0060 186.9 - 20871 97.1
4 - 0.0091 143.9 16161 97.0 .
5 ©.0.0159 - 46.9 12781 100.3
6 0.0228 20.0 "~ 9365 98.7
7. 0.0516 . .. 62 . 4299 995
8 0.0961 197 2352 .100.4
9 0.0969 177 - 2333 - 100.4
10 0.0945 176" " 2427 101.8
11 0.1835" 0.98 ‘ 1286 - 104.6
12 - 0.3003 0.66 804 106.9

13 0.5871 0.30 . 402 104.5 .
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Table 6.2.14 Kihetics Experlment - Lindane on Fresh
. “and Preloaded Resin Beads

Bottle ~ Resin Dry Equilibrium Concentration Percent
# Weight (g) . Liquid (ug/L) Solid (1g/g) Recovered (
Oa - 610
Ob - 560 '
. IF 0.0433 251 4078 103.3
oF 0.0427 125 5553 102.3
3F 0,0427 50.6 . 6372 101.6 !
4F - 09423 - 32.4 - 6558 100.3 ~
1P 0.0424 238 4043 99.3 '
2P 0.0428. 134 5313 ~100.7 \
3P ©0.0425 74.1 6108 101.5 o
4P 0.0422 - 25.8 6543 98.8 \

g <€
\ ' : - P |

Note: some of sample 4P (liquid phase) was lost (<10%)

Table 6.2.15 Isotherm 12 Results - Lindane on Fresh Resin
' Both phases analysed after 17 days equilibration

“N

Bottle Resin Dry  Equilibrium Concentration Percent
# Weight (g) Liquid (ug/L) Solid (ug/g). . Recovered . -
Oa . o14 )
0b - - . 507
Oc - 499 E
1~ - 0.0043 - . 41 11882 101.0
2 0.0107. =290 10194 100.6
3* 0.0342 25.1 7043 100.0
4* 0.0685 . 9.16 3629 10..0
5* 0.1766 = . . - 3.10 1425 100.0
6 7.3366 * 1.88 - = 743 99.1
7 0.5675 1.091 449 .100.8

8 1.4130 0.435 182 101.4

* Solid phase calculated from ﬁquid value since s.ne‘solid'phase was iost_
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Table 6.2. 16~ Isother 13 Results - Lindane on Preloaded Resm
Both phasgs analysed after 17 days equilibration

Bottle Resin Dry Equmbrlum Concentration Percent:
# Weight (g) gliquid (ug/L) - Solid (ug/g) Recovered
I 4 2 ,
0a - - " 514
0b -~ - 807 - . - :
Oc . - 499 - ' , .
1 0.0048 413 - 10599 101 8
2 - 0.0104 301 10034 100 7
3* 0.0330 26.6 7265 - 100.0
4* 0.0668 7.93 . 3731 100.0
5* 0.1690 - 2.66 1491. 100.0
6 0.3484 1.34 729 190.5
7 - -0.5705- . 0.900 449 £1.3
8 1.4169 0:334 "~ - 180 13008‘

L ]

bod

/ Sclid Phase calculated from liquid value since some SO|Id phase was lost

\

! ' B ‘
Table 6.2.17 Isotherm 16 Results - @epeat of Llndane Isotherm
' Both phases analysed after 16 days equnllbratron ,

Bottle Resrn Dry Equilibrium Concentratlon Percent

# Welght (g) quurd (ug/L)  Solid ‘(ug/g).” Recovered E
- 1 0.0031 345 ' - 22368 94.2 - .
2 0.0151 186 -~ 10828 . 100.0 -:
3 0.0515 2518 4702 . .99.7 -
4 0.1774 - 3.522 - 1335 .. - 932
5 0.4871  1.294 - 495 - .. 945 = ..
6 1.3388 - 0.493 - . .168 . 880

* some of.;;samp(e? 4 - liquid phase (s10'%) was Jost )
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Table 6.2.18 Isotherm 14 Results. - Triallate
. ~ Both phases anglysed after 17 days equilibration

- Bottle ‘Resin Dry - Equilibrium-Concentration Percent

# Weight (g): Liquid (ug/L) Solid (pd(E) Recovered
0a - 461 !

Ob - - 506

%1/ 1 0.0032 248 38572 ~ 97.3
' 0.0088 228 13712 927
3 0.0145 172 . ™ 10014 91.5
4 0.0307 . 6.40 8106 99.6
5 0.0566 - 0.398 - 4632 \J10%3.8
6 '0.0978 0.123 .2645 - 102.
7 0.1705 0.0720 -~ 154. 104.0
8 0.2815 © = 0.0594 . 873 - 97.1

 Table 6.3.1a

‘Both phasé$ analysed after 7days equilibration

-

PaN

Biébiut_‘é Isoti.2rm 10 - Lindane Results
Equi-molar solutign of Lindane and Triallate

. I
- Bottle Resin-Dry . - Equilibrium Concentration Pﬁrcent
# .- - Weight (g) Liquid (ug/L) :-Solid (ug/g) . Regovered
~0b- U L S
1 0.0031 471 - 8107 - 989
2 00093 . 30 - . 7283 - 99.8
3 0.0175 - 320 © 5252 . 956
4 00311 = 165 - - - 4877 © = 89.0
-5 0.0496 .- 771 = 4554 1004
6 00757 827 - 3218 988
AN 0.1166 -13.63 2162 98.3
8 0.1874 7.78 ' 1363 .98.5

92
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Table 6.3.1b Bisolute Isotherm 10 - Triallate Results
Equi-molar solution of Lindane and Triallate )
Both phases analysed after 7 days equilibration

1321

Bottie Resin Dry  Equilibrium Concentration Percent
# - Weight (g) Liquid (ug/L)  Solid (ug/g) Recovered
| '
Oa - 451 L
Ob - 392 S
1 0.0021 407 9521 103.3
2 0.0033 - 305 10065 109.3
. 3 + 0.0775 279 5795 - 106.9
4 0.0311 - 137.8 5112 101.0
-5 0.0496 46.13 4677 - 113.1
6 0.0757 - 9.429 3215 110.1
7 0.1166 1.718 2133 110.7
8 0.1874 0.655 110.0

-Tabl_e 6.3.2a Bisolute Isotherm 11 - Lindane Results

Equi-molar solution of Lindane and Triallate
-Both phases analysed after 14 days equilibration

Bottle Resin Dry

4 Weight (g)' Liquid (ug/L)

- Equilibrium Concentration

Solid (ug/g)

Percent
Recovered*

Oc -

0.0045
0.0077
0.0174
0.0298
0.0493
0.0763
0.1184
0.1826

m\lmmhwl\)—ﬁg

since some of sample 0d was lost, percent recovered calculated with Oc

494
428
399
368
229
108
25.8
156.2
8.07
4.09

11429
9834
8123
6445
4833
3234
2068
1356

101.6
105.1
103.7
99.4
101.7
103.0
100.7.
101.1

93
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i{Table 6.3.2b . Bisolute Isotherm 11 - Triallate Results
. - Equi-molar solution of Lindane and Triallate
Both phases analysed after 14 days equilibration

Bottle Resin Dry  Equilibrium Concentration Percent

# Weight (g) Liquid (ug/L) Solid (ug/g) Recovered*
Oc - 451
od - 392 ‘
1 0.0045 356 12743 104.4
2 0.0077 - 279 -~ 12920 - 105.9
3 0.0174 182 8260 104.4
4 0.0298 69.3 6624 - 102.8
5 0.0493 - 288 4722 103.9
6 0.0763 1.061 3113 1056 ¢
7 0.1184  (0.188. 1975 1103.8
, 8 0.1826 0.0866 1280 - 103.8
* since some of sample 0d was lost, percent recovered calculated with Oc
K g’ : '

N

Table 6.3.3a Bisolute Isotherm 15 - Lindane sesults
: 1 to' 5 molar ratio solution of Lindane and Triallate
Both phases analysed after 17 days -equilibration

Bottle Resin Dry  Equilibrium Concentration Percent

# ‘Weight (g) . Liquid (ug/L) Solid (ug/g) Recovered
Oa - 86.1
Ob - 87.2
-1 0.0043 71.5 2267 104.9
-2 0.0088 _, 47.7 2317 102.1
3 0.0137 56.0 1359 107.
4 - 0.0256 27.3 1239 104.
5 0.0323 21.1 1041 - 101.9
6 0.0559 1.76 825 - 108.5
-7 0.0892 1.161 527 109.8
8 0.1379 0.823 334 107.3

i

Note: from sa--ple #7, the maximum Lindane recovered was 95.1 ug/L




Table 6.3.3b Bisolute Isotherm 15 - Triallate Results = -
1 to 5 molar ratio solution of Lindane and Triallate
Both phases analysed after 17 days equilibration |

Bottle .. Resin Dry Equilibrium. Concentration Percent -
# - Weight (g) Liquid (ug/L) Solid (ug/g) Recovered
0a - \ 333 T
0b - 335 - '

1 0.0043 264 - 8902 101.8
2 0.0088 166 . 9812 . 101.4

-3 0.0137 - 198 5135 - . 101.2
4 0.0256 ~  90.8 4976  103.4
5 0.0323 =~ 673 ° .~ 4294 = 1033 -
6 0.0559 0.143 - . 3252 108.9
7 0.0892 0.0879 . 2032 ~.108.6
8 0.1379 0.0838 . - 1268 1047

Note: from sample #6, the maximum Triallate recovered was 363.7 pg/.L .

Table 6.4.1 Solid Phase Average Percent Errors -
for IAST Predictions

Compoun:  Single Solute Bi-solute Solid Phase
Modellec Isotherm Data  Isotherm = APEs

. | ¥
Lindane 12 .M 18.4
12 15 174
16 15 | 10.9 '
Triallate 14 11 196
| 14 15 \ 45.2
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Table 6.4.2 Solid Phase Concentration Range for Single Solute -
~ lIsotherms 12 and 14 and for IAST Predictions

" Prediction of .. Sihgle Solid Phase. Concentration Range (1g/qg)
~ Bi-solute ~ Solute o .
' Isotherm  lIsotherm -~ Compound Single Solute . IAST ..

11 12 Lindane  182-11882 . 4072- 45367

44 Trialate  873-38572 2125 -23671

15 12 lindane  .182-11882 = 2862 - 50433
14 Triallate 873 -738572 1493- 19218

Table 6.5.1 Column Experiment #1 Results
- w.°.  EBCT=0.82seconds |

Sample — Mid-pomi ~ Efluent Concentration (C/C°) Normalized

Number ~ Volume (L)  Lindane ~ Triallate. . Flow Rate
1 0.125  0.768 C0.726™ 1 1.10
2 . 0375 0823 0.701 = .~ 1.24
6 : 1.375 -+ 0.832 - 0.807 ©1.27
11 . 2.525 . 0.873 - 0.857 - 1.24
16 . 3.875. 0.904 0.890 1.24
21 5125 ° 0928 - 0.922 1.28
26 ~ 6.375 0.916  0.945 1.24
3t 7.625° 0.960 0.973 1.31
36 - 8875 0969,  0.873 1.25
41 . 10.125 0.887 0.385 1.20
46 11.375 0.988 0.920 - 1.27
51 - 12.625 0.936 0.748 1.20
56 13.875 0.963" - 0.794 1.32
61 15125 - 0.937 0.748 1.25 /
66 16.375 ~0.981 - . 0.481 1.24

A 17.625 . 1.026 - 0.829 1.29

75Blank (C°)  18.625 1.000  1.000

3



Table 6.5.2 ‘Column Experiment 2 Resulfs
EBCT =2.72 seconds

‘gSampIe“ Mid-poiﬁt ‘E'fﬂue'nvt Concentration (C/C°) Normalized

Number  Volume (L)  Lindane Triallate -~ Flow Rate

Blankia = 0 1.006 0.996

Blank 1b 0 1.014 1.000

Blank 2a 6.5 1.000 1.027

Blank 3a 17.1 0.979 0.977
1 0.025 0.304 0.232 0.76
2 0.075 0.380 0:331 0.89
4 0.175 0.412 0.370 0.88
6 0.35 - 0.509  0.449 1.16
9 0.875 0.493 0.416  _ 0.99
12" 2.475 0.560 0.438 0.98
15 4.725 0.592 0.432 0.91
17 6.225 0.649 0.462 1.01
20 9.475 0.704 0439+ = 116
22 11975 0.741 0.438 1.09
24 14.475 0.718 0.439 / 0.96
26 1(@75 0.672 - 0.305 0.87

—

49
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Table  6.5.3 Column Experiment 3 Results
v - EBCT =21.7 seconds

Sample Mid-point  Effluent Concentration (C/C°) Normalized-

Number Volume (L) _Lindane . Triallate Flow Rate
1 . 0.025 0.033  0.022 0.27
2 ©0.075 0.020 - C.019 0.28
3 0.125 0.021 0.021 . 0.28
4 0.175 0.018 . 0.020 0.25
5 0.225 - 0.016 0.018 _ 0.23
6 0.275 0.022 0.022 0.28
7 0.35 0.035 0.030 0.33
9 0.85 0.040 0.028 0.28
11 1.05 0.049 0.032 0.32
17 3.407 0.044 0.025 0.24
25 4.85 .0.096 0.043 0.32
32 6.35 0.119 0.048 0.33
38 11.42 0.219 - 0.079 . 0.33

Blank 0 . . 1.000 - 1.000 -
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Table-6.5.4 Shmmafy of Column Experiment Data ‘

Column Expe'riment 1 2 3
Column Diametek' (cm) 0.56 0.7 0.7
. Bed Length (ém) 1.4 4.7 4.7
Average Flow Rate (mL/min) 25 40 5
~ EBCT (min) 0.82 2.72 21.7
influent Concentrati;)ns (ng/L)
Lindane : 92.7 54.1 '54.5
Trialiate 430 467 441
Computer Predictions -
. Volume of Solﬁtion
- to Breakthrough (L) :
Lindane 10.1 54.4 .56.8
Triallate 12.4 61.2 64.9

99.



Time Schedule for the Five Phases of the Study

Figure 3.1
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Figure 5.1a Total Lindane Calibration Piot for Isotherms 10 & 11
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Figure S5.1b Partial Lindane Calibration Piot for Isotherms 10 & 11
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Figure 5.2a Total Triallate Calibration Plot for Isotherms 10 & 11
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Figure 5.2b Partial Triallate Calibration Plot for Isotherms 10 & 11
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Figure 6.2.1 Adsorption Kinetics of Lindane on XAD-2 Resin
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Figure 6.2.3 Isotherm 1 - Both Phases Analysed
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Figure 6.2.4 Isotherm 2 - Lindane on Fresh Resin
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Figure 6.2.5 Isotherm 3 - Preliminary Triallate on Fresh Resin
o, 100001
\ p
S -
3 Isotherm 3 . , 5
- Triallate :
o
= . :
< i
L 1000;
'_ -
z
(ve]
O
z
)
O .
B 100 o
< ]
= ] LABORATORY PARAMETERS
a | Milli-Q Wahr; =7.5, Temp=20°C
- Fresh XAD- 2Ruln
6' Equlllbruﬂon Tlmo 7 Days .
(V)
10 T rrTvvlr] T IT_YIIVI] T T llllII[ Y Y lll'll] Y Ty
0.01 1000 .
. uouno PHASE CONCENTRATION u,g/L
Figure 6.2.6. Isotherm 5 - Triallate on Fresh Resin
o 100003
N ] .
e 4 .
3 .Isotherm 5
g Triallate o)
= N
é 1000+ 4 O_,__a-——’O’O"Q
= ] M © °©
z
[¥Y ] : .
b .
Zz
o
Q -
[¥1) 0-
W 1001
< 3 .
T " ”LgBV(I)R'ATORY PARAMETERS <
- ater = emp= :
=) Fresh XAD—2 ResimP 8
, C_)’ Equilibration Time: 7 Days ‘
S .
) 10 X LR e et A LGRS v—fvlrr] T Y xvrr--l g T rtllv!, T Ty
0.01 C.t 1000

HASE CONCENTRATION, p,g/L

s Sy



- 106-

Figure 6.2.7 Isotherm 5 - Replicates Samples Numberet in Bold
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Figure 6.2.8 Isotherm 6 - Lindane on Crushed Resin

»

o, 10000
P
3 Isotherm.6.
- Lindane
=z
o
—
< ]
< 10004
o ]
z
L
O
5
O e}
[%4] 4
% 1ooE |
T “LABORATORY PARAMETERS __ | :
Milli—Q Water: pH=7.5, Temp=20°C}
=) 100=200 mesh XAD—2 resin
614 . Equilibration Time: 7 Days
n L :
10 S ———————rT Po—p——p—————rr ey Yorry e p——T p———
0.01 0 100

¥ T it
LIQUID PHASE CON

e .
CENTRATION, f2g/L




107

Figure 6.2.9 Isotherm 6 - Replicate Samples Numbered in Bold -
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Figure 6.2.10 Isotherm 4 - TCEP on Fresh Resin
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Figure 6.2.11 Isotherm 7 - Triallate on Fresh Resin
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Figure 6.2.12 Isotherm 8 - Lindane on Crushed Resin
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Figure 6.2.13 Kinetics of Lindane Adsorption on Fresh and
Preloaded Resin
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Figure 6.2.14 Isotherm 12 - Lindane on Fresh Resin
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Figure 6.2.15

Isotherin 13 - Lindane on Preloaded Resin
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Fig_Ure 6.2.17 Isotherm 16 - Lindane on Fresh Resin
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Figure 6.2.18 Langmuir Plot of Isotherm 12
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Figure 6.2.19 Partial Langmuir Plot of Isotherm 12
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Figure 6.2.20 Langmuir Plot of Isotherm 16
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" Figure 6.2.21 Partial Langmuir Plot of Isotherm 16
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Figure 6.2.22 Isotherm 14 - Triallate on Fresh Resin
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- Figure 6.2.23 ° Partial BET Plot of Isotherm 14 (high C/Cs)
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Figure 6.2.25 Comparison of Crushed and Fresh Resin in Lindane
Isotherms 8 & 12
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Figure 6.2.26 Comparison of Lindane Isotherms 12 & 16
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Figure 6.2.27 ﬁmparison of Lindane and Triallate Single Solute

therms 12 &14
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Figure 6.2.28 Compafison of Lindane and Triallate Single Solute

Is_otherms 2 &7
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Figure 6.3.3 Comparison of Lindane Plots in Bl-solute

Isotherms 10 & 11
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Figure 6.3.5 Comparison of Lindane Adsc ption in Single Solute
Isotherm 12 and Bi-solute Isother_m 11
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Figure 6.3.6 Comparison of Triallate Adsorption in Single Solute
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Figure 6.3.7 Bi-solute Isotherm -15 - Triallate and Lindane at 5:1
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Figure 6.3.9 Comparison of Triallate Adsorption in Single Solute
~ Isotherm 14 and Bi-solute Isotherm 15
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Figure 6.4.1 Compa;isbn of Linear Least Squares to Non-Linear
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"~ Figure 6.4.2 Comparison-of Linéar Least Squares to Non-Linear
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Figure 6.4.4 IAST Prediction of Lindane in Isotherm 11 - Noh-
Linear Least Squares

10° 3
] o Bi-solute Isotherm 11
" =®= |AST Prediction
] ~-= Single Solute
4
. ] / (o]
i O/ «— ~
4 o_~— / )

Y
A

~ SOLID "HASE CONCENTRATION, ug/q

X /‘/ |  LABORATORY PARAMETERS
4 . Milli~Q Water:pH=7.5, Temp=20°C
~ XAD-2Resin beads
] Equilibration Time: 14 days
102 L) 1—|'II7Tr T 1} T l‘llll] ML ¥ LI | Ir.ll|. T v 1Ty
10" SR (o) 10" 100 ()

LIQUID PHASE CONCENTRATION, ug/L

Figure 6.4.5 IAST Prediction of Lindane in Bi-solute Isotherm 15 .
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| Fioure 6.4.6 IAST Prediction of Tyjallate in Bi-solute Isotherm 11
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Figure 6.4.7 1AST Prediction of Triallate in Bi-solute Isatherm 15
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Figure 6.4.8 \IAST Predlctlon of Lindane in Bi-solute Isotherm 15
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Figure 6.4.10 Solid Phase Concéentration Range Used in IAST
Predictions for Bi-solute Isotherm 15
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Figure 6.5.2 Column Experiment #2 Effluent Concentration
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Chemical Lists and Information

Appendix 1

Organic Compounds In Drinking Water

A1.1

Jarepn Bunjug ui spunodwo) owebio

S apAyapiejadeoiojydlL] b €

S apAyapieiadeoiolyaiqg| €€

2l JuswIpas apAysqiezuagjAylo-y 10.-| Z €

T luawipas ~_8pAyspiezuaqgiAuisN-z| L €

€119 (19huswipss \ apAyaplezuag| 0 ¢

£l A apijoipunoeopAyial 62

/7. '99 A auousaydojaoy| g2

02 '9p ‘L€ ‘€l V4'VH (0g)+ {z8)- ajuuolade0IoILL| L2

£2'0G /¥ ‘LE'EL vd4'vH (e2'05)+ 8jluol@de0IOIYDIQf 92

T . 8ju)luoj8deOIOjyIoWoOIqIdl S 2

£2°LL'EL V) POV d1AINS'vH (e2)+ 8|isjluojadroio|yowo.g| ¢ g

0S ‘g {05)- 8|111uojadeoIoly]| €2

n A ajunuoleoeauazuag| zz

8¢ auojaoeoso|yoexaH| L2

29 '8¢ (29)vH - (29)+ BUOIBJB0IOYIBIUSL| 0 2

I . auolaorosolyoenat-£'e' 1’1l 61

/999 (29'yHA)A BUO}8OB0IOIYILL-L L' L] 8}

8¢ ‘0t (8€)VH d (o1) . auo}adeoso|ydIg-e' L L1

29 VH , a|qissod < 8UO}B0BOIOIYDIQ-1 L[ 9 L

el K N ’ pioe onaoejAuaudl S |

L A : d?@.%ommcmNmn _EEE eydje-AxoipAH-eyde| ¢ |

29 '9v '/E'El YH (29)- . [ ~_pioe oneoeosojyou| €1

29 ‘op ‘LE 't VYH (29)- 7 pIoE DijedeOIOOIA] 2 ¢t

29 .~ VH - ajejaoeosolyouiAIa] L L

29 BT - ] 8]e180e040[yaIp|AYI| 0 L

29 VH : ajeyaoeoolydlAyig| 6

29 VH - aielaoeoiojydIplAyIoN| 8

29 (VH) p1oy ojwnH - aieladeoso|yolAuie | £

89 L (89°2)K o _ suaylydeusoy| .9

‘. . m

; , P-avx uoo Agissod ‘ou ‘sak  g-qQyx uo sjqequospe ., | ¢

oluaboulosed 1o (sanejal) buons 1o ajelpewsiul ‘yeam ‘aalisod ‘sagebau , | ¢

, 4

ERIVEIEIEY SjusWWoId ..2-avyXx [,omabeinw punodwo)|
3 a. fo) g v

s

139



140

181leM Bumuug ul spunodwo) owebiQ

Gv auazuaqAylawWLL-4'2'L] 99
Gb , suazuaqAylew]-e'2'1| 69

82 '19 luawipas (82)- auazuaqihylawg-2'L| v 9
Gp suazuaqiiyielg-v'L| £9
Gv - ~ 7 suazusqiAyielg-e'L} 29
LIS SY (A _ euezuaqiAuig| 19
Ll A - auazuaqikdoidauaiiylaw- t-0s0iyD-df 09

Ll A auazuaqiAyiewip(iAiy1aoiolyd-1)j 6§

0/ 'Sy ‘82 (02)- (g2)+ 8uU8zuaqoNIu-p-010|yD-i| 8 S
0L'Sy , (02)- 8UszuaqoNIu-Z-010juD-L] LS

. S¢ auazuaqolojyoul-p‘2'L| 96
v'EL'Y A 8uazuaqolojyoll} 6§
I 82 ‘st (82)- auazuaqoojydig-v'i| v S
82 '89 'Sy (89)A (82)- 8UB2zU8qoJOJYdIQ-E'L] EG
‘89 'Gh ‘8¢ (89)A (82)- auazuaqoIolYdIg-2'L| 2§
gl A auazuaqosoiyoigl L S

114 2 auazuaqoioiydl 0
€S . 14 sauazuaqoiojyd| 6 ¢

e v J8]S9 8jeladelp ‘auazuaqAxoipAylposojyolil| 8 v

15 v4 19)S8 aeiaoeIp ‘auazuaghAxolpAuipedolyoiql Ly

£ v4- 10159 aeaoelp ‘suazuaqhxoipAyipowolqigl 9 v

€S ‘L {(p)A seuazuaq AV S v
€2 'LL"1S A (g2)o suazuaq| v v
, 58 4

L A spAyapezuaqiiyla| 2 v

14 apAyspiezuaghxoipAy-p-1Aing-1-1a-6'gl L ¥

Z d 3 suadsesqiue(jAylawoIoud)q-0L‘6l O ¥

€S B 14 SauyiueoliN| 6 €
014 2 aulueoIooll| 8 €
£G 1% ; SauljluBoIOlUD| L€
€6 - 14 S gt S8uljiuy| 9 €
SY o 7 02'61%T-G1'21'11'01D soueqv[ ¢

8 .,,. m, . N

ERVETEIEY ~¥S)uUBWWod ..2-avX [,owabeinw punodwon| |

3 a o) g o




141

J9IBM Buniuug ui spunodwon o_cm?mu

_ ) 86

L1 R auouaingjAuaxayolojAylawii| z 6

G ‘Sl v4 8U0-2-usINg-g-0I0jyoejuad| 9 6
-G 9U0-g-UsING-g-0I0|yoeNa | S 6
A 8u0-2-using-g-0i0|yy-¢j ¥ 6

) 8uo-g-using-g-o10lyo- 1| €6

A i eusingjAyiswolioy D] Z 6

luawipas susing- |-|Ayiewn-g'e'2] 1 6

. > [eusingoio|yaiql 0 6

8uUouBING-Z-0I0|yoUL-€*1" i | 6 8

v4 8UOUBING-2-010|ydLL-1°1 L[ 88

V4'VH o euoueIng-g-010|ydig-g'el 28

. 8uoUEBING-2-0J0jYdIa-£'1[ 9 8

V4 8uoueIng-g-0JojyalQ-1-i1| s 8

8uouelng--0I0|y9-g| v 8

oy + , ___8uoip-¢'z-ueingl g8
oY ) + - , aueinqowoig-i| zg-

2 & d M . sueingAxod3-g'1| 1 g
G ¢ jeueingoJoyou1j 08
. bl . A ‘ aualpeinqolojyoexaH| 6 2
91 . ajozeiyiozuaq(oynAytey)-z| 8 2

| R £S5 14 _ auouaydozuaq{ouiwelAylawiq)siq-dd| 2z
= 0L ‘€S 'Sy ‘82 (vely (02'82)- B _ 8uszuaqollIN| 92
2 d M . . " apuojyo |Azueg| g 2

g § d | ~_epuwoiq jAzueg| v L

L A auazuaq(jAdosdAxoyisw- 1)--|;Auieung-v'2| € 2

L A ausazuaq|Adoidos|{ z 2

Li A auazuagAxoylew-g-([Ausing-g-jAylewnq-e1)-1| 1 Z
Gp suazuaqlAylewens]-s'v'e 1| 04
Sy sudzuaqiAylewela -G'e'2 1] 69
Gv suazuaqjAylawens-v'e'z || 89
Gp suazuaqiAyiswil-62Z'Lf 2 9.

, ~ - } 4

CEIEIEIEIN SJUBWIWOD 5-AVvX |.ouabeinw punodwod|.- |

3 a o) g L4




142

1arep Bunjuug ur spunodwog aiuebio

Z : d M auawAs-d-owoiglog L

2 d M ausw/ho-d-os0lyoigi6e L

SP suswio-digz L

Gb , suswn)|lel

/S ‘€1 vd. suadoidojoAoosoyoensl jog L

L1 R auo-|- cmeao_o»o.m (1Kuaipeiuad-¢*2)-2-1AUISN-€iS T L

A juawipas suejuadopfo-jAylswn] -g 1 LipZ L

2l juswipas aurjuadojohojAylew-g-|AxeH-LIg 2 L

A Juswipas jouejyuadojohojApey-2-suenjzez L

. . auolpauajuadojohooiouoLffL e L}

61L'9v ‘LE'62'EL 'Y aAnIsuas 1yby A (82'28)- aualpejuadoldoAc0Lo|yoexaH|0Z |

91 N . auatpejusdojpfaiglé L L

2t _ Juawipas auo- |-uaxayojoko-z-|AyioN-gi8 L L

A uswipas ‘ 8uo- | -uaxayoAojAylawig-s'eiL L L

2 ELS | M apIX0 auaxayooAD|a L L

9l s auoIp-¥*|- mcm_umxm:o_oa G'2(lAng-1)sig-9°z[s 1 L

4 Juatuipas suejday[o’ | vJoAoiqiAing-Z|b L L

9L % ) . .q.cocmxmca 1 'g)0j0AdIq(IAinqos)siq-G' L-IAylewig-gele L b

v Z3auouexay(0’ | ')ojohoiqiAyiswip-G'e-|Aing-1-1a-G'L{g L b

FA juawipas auenqo|oAolAyiaig-g 1-s1ojL L i

A Juawipas aued3apopo|dAdlo L L

ov = 0 _81e1qyoj0|60 ¢

2 _ d ! apIx0-9'G-auasAiy)|go L

[ A auasAiyo|Lot

29 €2 (29)VH (c9'e2) , < {eoydjeot

[ juswipas L |oJ81s8loyD|So L

Al uswIpas I areuoidoud |Ajjsuoiniy 0 L

oy 2 8|0ZeqiED|E0 L

21 uawpas jonsedwen|zol

N (]

L/ '97 99 WG 'LE 9V 'EI V4'VH A - w.0j0J0[yJ100 ¢

€¢'LL'El '8C vd . (e2'82)+ ruiojowogl 6 6

4
ERNEIEIEY SUEINe5] ..2-avX |,oabeinw : punodwo)n| 1

3 a 2 g v




143

181BM .mc_xc_._o ul spunodwoy ouebio

€9 14 8soon|bauoiaoeIqiz oL

- , 19t

! auoue.nj-(He)2-1Aylawip-6's-oipAuiafog L

0t s SUoUBINy-(HG)2-AxOIpAU-G- (IAyrawoioiyaip)-4-010lyQ-[6 6 |

Gy auoyoua4-p[gst

£G . _spioe AeqlLst

T~ - last

€S ‘L. ~ 13yle (jAdodosioloyo-z)siglss 1

0f T+ 1aya (|Aysoiolyo-g)sialv s i

82 ‘15 (82)- ausjAyisoioyoenal |Gt

2t euoueylsjAuayd-ilzst

£2 '99 ‘16 ‘08 (€2)0'+ (08)- eusjAyisoioyou]fLg L

0S ‘IS (0g)- ausjAyjgolo|yoig-z' L{os L

Ll auoueya: |Auaydifyiewigle v ¢

£2 ‘9 ‘82 ‘€1 (e2)o (83)- BUBYI90I0|YOBXaH|8Y |

99 (82)- aueylaolojyoenal-g2 L LLb L

(0] 4 o'+ : aueylaoiojyoensjov i

ov 0 8uBYlB0J0ydLL -2 L LG L

0¥ N BUBYIB0IOIYILL-L L L|p Y L

€2 ‘IS x] 1(€2)o+ 8uByla0Io|yAa-2'LiEY L

£2 1 (g2)+ aueyisopoifz v ¢

£¢ (e2)+ — eueyeowoig|Ly t

Lt apixoda’jAuayd-g-jAylsy-glov L

no . 6E€1L

2l T ED JouBjUODRLOF- LIBE L

R Ll Al v A A auouedspoqize L

2l "§Rjuswipas |louedapop-|-[AyisN-2lo g L

€2 '82 L (e2)a (gz)- euexoig-¥'LISE L

ol usuipas auouedaq-vive L

Ll _ % A S18WOS! PUE Ul[edap jAylawigieE |

1 K / s1aulos| pue auAipeosp-ge-lAnawIg-2 2z e L

~ JLEL

, 4
ERIFENETEY) - SJUBIWOD —o-aVvX |,o1usbeinw ’ ‘punodwon]

E] a o) g v




144

T

1818 M Bunjuug w spunodwo) oiuebio

Gy, sueylswiAuaydul v 6L
0y G SUBIOUIONIUGIONILL[E 6 1
vl A A aueydw-(Axoyleoiojyn-g)-siq|z6 k|
(4} oPLoIYIBY UoqIEeDd Q. . aueylawoiojyoensiir el
€292 '99 ‘IG ‘€1 v4 A (g2)+ aueylawgJojyoow0iqiajo6 ¢
€2 'L1'9L'99 ‘1S ‘06 ‘€L v A (e2)+ {08)- sueylaufoIo|ydIpowoigi6 8 L
€2 B (ez)+ eueylawoliojyoowoigigg i
LE A 7 aueylewolojydig|Le L
. ‘ 981l
£l A suoioydosiisg L
2 Juswipas [oyoole |Ao0os|{v g8 L
2l luawipas - |OYIUBWIOSIOON-OlE 8 |
b , ajesAinqosiipjoip-¢' L-eluadiAyiswing-+'2'2|28 L
/ slowos! g A i auspuijAulonN{L 8 L
L A - susputolpAulg-g'2-1Aiv[08 L
L A auspuioipAyig-e'2i6 L L
L A auapuligLl
£6 4 _euepuifzzy
- 9/l
2l juaunpas auouexay-g-1Aylsw-g-AX0IpAH-v{S L L
A juswipas |0-g-UdXa8H-1|v L}
Z1 JUBWIP3S - jouexay-|-|jAy13-g|e L
A JuswIpas joyiauexeH-g|c Lt
21 JuswIpas auexeylluylewg-g'elL L L
2l Juswipas oy [euexaylAylan-vi0L L
2l luswiIpas JouBO8peXeHi69 |
Ll A auo-z-ualdaylAyien|g 9 L
Zt Jusuiipas auouelday-z-jJAyleN-9|29L
Z1 JuBWIPas auouelday-g-Axoyl3- {99 |
91 - auozQ “jeueidaHisg )
- {rot
2 d ! epAyopepidAInlegt
. . : Z
ERREIEIE) [SUEINe%) | A-qvx {,omabeinw punodwon|
-3 a o) g v -




145

e

183eM Bunjuug u spunodwoy owebio

_0cmcao‘_o_cot. 1-9'v‘2

€e 'ov ‘L€ (9¥)VH (€2 - 9ze
€ v4 Ja)sa eejage ‘lousydowoiqu] fczz
e v4 19159 ajejaoe ‘lousydolsojyoipowoiglyze
€6 v sjousydpifivjez e
L1 K - 8uo-z-usjuad-y-1Aglenw-glzz e
2t “Juawipas ; - euouejued-g-jAyien-glLzez
A Juawipas suoueuad-z-|Aylaw-p-AxoipAH-v{0Z 2
£ "2 suoueluad-g-010|ydid-2°2[6 L 2|
2L luawIpas ~__Jouryuad-g-lAylIsN-zi8 L 2
A juswipas . 7 eueluadiAulowena]-y'seelir e
£2 (e2)+ auejuadow0qiq-6‘ Lj9 L e
Ll . K . _1eousjuad-y-|Aede-z-1Auigls L e
2t Jusuipas auoueospejuad-g-jAylswul-y1'01°9lp L E
) 4 * gLe
€S ‘1L (esly ajopuixojAyiswil-g'e' 1|21 2
2k juswipss |0-1-ua100-9-|Alewiq-2elL 1L g
[ . d M auejoQ Axodaig-g'Z'2'tjoL e
¢t Uawipss [eusdapelnn-L11602
2l jusuwiipes [eusdspelon-ci(80e
2 luswIpas , - -leoz)
Lt QGe# 89S I 1s1} aesedas eas ‘sapioiisad snosoydsoyd-ouebiplopz|
Sb 'Ly C1E# 89S 1s1| a1esedas eas ‘sapronsad sunopo-ouebiglsoz
: - [v02
[4 Jjusuwipas [EUBUON-ZIEDE
gl juawipas |OIpBUBUON-6‘L|202
S Juawipas A‘ [euedspeuoN|L0Z
z d _ __euseyydeujAylewoioyd-1[002
£l LLE# SHVd 88s A ausreyiyden|66L
g 861
2 Liwe)Axre p,usboje d I preisnyy usboninize L
01 [IOHO-XW M . ploe JLOYI0INNIG6 L
i R joueyiswauazuaq |Aylauiig-eyde‘eydieise 1
v . . (4
ERIVEIEIEY] SjUBW WO ..o-aVvX |,ouabeinuw punodwon|
3 a . 2 g v, :




146

1BIEM m:_xc\:o ut spunodwoy oluebio

019y ‘el (oG# se swes) vH _ + auouedoid-2-0J0jydill-1'L'L|862
0l 'ov ‘€l V4'VH - + auouedosd-g-0J0[ydIg-1°L|LSE
0L 'Oy ‘/E _(01)VH .t auouedosdoIolydig-e'+|952
9y ‘LE {9¥)vH | - euouedosdosojy]-L[SGe
! A jouedoid-z-owoiqig-€'1|v G2
Ll A pioe oiouedoideuszuagiAyiowens €62
91 suedoidoiojyoipowoiglz sz
oy + S auedoidowoug-[Lse
. L& + reuedoidoiojyon1lose
L LE v + , (euedoxdosoyoiale v
£C sg0d A . . sifuaydig pajeulojyoriodigy
L) - A i - pwoe deyiudonIN-E{Ly 2
£2 'Sy (g2) o'+ . eereyiyd jAxeyjiAyie-z-iglave
T - oreeyyd (Aizusqiling-g'L|sv e
14 _ srejeqiyd 1Ad01aiv b 2
Gy alejeyiyd |Adoidigie v g
ot + areeyiydifyiawiglz v e
: 114 ‘erejeyyd (Ainqosiialive
£2 '89 '19 'Sy (19)uswipss (89)A (e2)+ _orejeyiyd (AyLiglove
€2 ‘99 ‘sp (99)A (g2)+ sjejeyiyd (Ainqigleee
! . A = . siawos! eieeyiyd 1Anqia|gee
Lt , A arejeuiyd Ayiawifusydiiing|zee
! A suipnadid(jAusxayoldAo-1)- 1|9 €2
. GEZ
24 Qcvi# 89S . 151| o1€IEd0S B0s ‘SJalsal ejeydsoud|v €2
Ly //C# 23S s 1s1| 8jesedas 838 ‘SHYJ|EEC
. LS [A XA
£S (epioiqiay) g-+'2 14 pioe oloueyeAxouayd 0i0iyoig{LEZ
£6 (sp1oigiay) VdOW v — pioe ojoueyeAxousyd 0I0jyoouon[0EZ
¥ owo.q aq Aew _ jousydiAyiaur cstiwe-4-1AAng-1-10-9'|6 2 2
=S¥ ;= jouaydiiuoN-plgze
Ll A jousydiAyiawenal|Lze

= : z

ERVEYEIED Sjuawwoo ..2*avx [,ouabeinw punodwon|

3 a o) g v .

&
L




147

Jarepn Bunjulig ul spunodwon. oluebip

2 BUEINRERE [euedsspens) (o6
o . 0 m_émcaé paieunojydAlodlege
) SIM "08|0W SNOLBA b : - spiouadiaj|gge
' CFe 18¢
L1 K- snyding Jejnosjowioge
£ v i - sauoydinglcgz
194 14 mu_Emcoca_zm suazuaqlAing-ulpy g2
.2 , - d | 8pixo auailigliegz
€2 ‘19 (19huawipas _ K ~(eg)o'+ . susifiglzge
£l K - asoquos-q-suoiadeiqglL ez
. 082
Ll A . auouinbozuaqg-4*1-1AING-1-10-9'2[6 L2
gt euljouinbjAylewli(gLe
9} suouinbjAylawinophuiglrLe
9l auljouinbjAyiswiglg e
L 612
2 d S apixo-G‘y-ausiAdlefozuagly L2
LE'El vd 8]111usuadosdolo|ydlL €22
LECL V4 ejuyusuadoidoiolydigiz L2
2 d 1 “apixo- auadosdosojyouj -ge'elr sz
21 MENER auadoid- | -Axodoid-g]0 L2
LE'EL V4 {28)+ ) guadoidolojyorlua4l69¢
Y + suadoidosojydigleoe
_ 0L'9y ‘€ (L¥'9¥)VH (£¥'9p) feuadoidoJojyol)-€'€'2|L9;
019 /EEL ViV + leusdosdosolyaig-c'elg9e
L€ - + |euadosdosofyoig-g‘z(s9e|
6 '8€ ‘/E (9¥'8E)VH _ (9p)+ [euedcoidololyD-giv 92
Ly A mcocmaoa L-1Auiow-g- A;cmﬁ;zs ¥)-1-010y0-2|€92
oL ‘9 ‘€1 VH ) _ + - suouedoid-g-oiojyorijuadlzez
01 '9v ‘gl VH , + ' 8UOUBG0.d-Z-0I0|yoBABL-E'E' L' 1{L 92
6.'€L - VYH- - , ‘duouedoid-g-olojyoenal-g'L'1'1{092
0! ‘9¢ . vH v + i mcocmaohao.o_co_._.r eL'Ll6se
Z
ERTEIEIED SJUBWWOD o-avX |.owabeinw - punodwod]
I a o) =] v :

2
i




148

Jo1eM Bunjuug ul spunodwod owebio

Ly A _ auan|0j0JoYIL 1 -G'y'2|2ZE
82 ‘v K " (82)- . audzU8qoIOyOLL-G'E'L[LZE
82 ‘L A {82)- 8u8zuU8qoJojydlL-£'2'1|0ZE
82 ‘Lv A (82)- %y . 9u8zuaqoIolydIg-+* L{6 L E
82 ‘I _ , A (82)- auazuaqoIo|ydig-2'L[8LE
82 'Sy ‘I¥ auepu| A (82)- . QHE-ewweb[z L g
Y ETY A - OHB-e1eq|9 L €
9L'Gy ‘I¥ A OHE-eydie[s L€
Ly . A . uuplviv L €
\ . sapionsad suiiojyd-ouebiQle L'E
™ - * AT
\ LLE
, _ 0LE
v et A 8s0]Ax-g-auo0ladeiq{6 0 ¢
{w+o)9/ ‘16 ‘sp SENGHIEETNENE A BuajAX|g0o¢
B . : LOE|
2l - JUBWIP3S . 8UaIpRoSpIL-21‘L|90¢E
89 'Sy , . (89)A . -auan|oloNula-y'Z|S0 e
0. 'SY '82 . {02'82)- . ~ @uanjoloNIN-Z|r 0 €
% A apnunjo)-d/wleo g
GP auan|oljAyi3-v|20¢
Gy N suanjo)Ayi3-g|L0E
SY ~ auanjolAyi3-z{00E
9299 'ILS A . auan(o1l662
3 V4 - suaydoiyioio|yoensL|g62
L€ auaydoiyioiojyou1|L6e
€ V4 - aueydo1oWwoIqensa] |962
£ v4 & auaydoiyjoiojyoouwolgis6 e
] A _ auaydoiyiozuag-g'2iv 62}
L A sauaydoiylozuaq |Miv{e6 2.
Ll K ERENLEITTe] (X4
Ll A ulenalAyIenN-S| 1L 6 2
Z
20us18)8l Sjuswwoo 0" aVX .o_cwmmuaE U::OQEOO 8
el a 0 g : v <
3 _



149

._wzm>> Buyunq ur spunodwoy oebio

.

»

° vse
_ gsel
L A auaiAjsolojyoeloQlzs e
Gy ~.8ueyuadlise
Ly A B xaJiwoloydjos €
02 'Ly S (05)- XQIW[6V E
Sy ‘1v £ apixode JojyoerdaH|gv €
Sy 18 solyoeidayyjLb €
GH , ‘ __uupuilgye
St = , . 2-uejinsopu3ic e
Ly A uejnsopu3-eleqly v £
T ] K ‘uejinsopu3-eydiele v ¢
82 ‘'S¥ ‘I A (82)- uupielalzy
Gt ‘¥ - 1ag-adjivel
Gy ; 1aqa-dojove
Sy ‘Iv . . \ 3a0q0-d'dfece
02 ‘St (08)- 3agg-d'ojgee
Gp ~ gag:ddjseg
Gy agg-d'wjogg
02 ‘Sp (0g)- agag-dojsgg
Gy vdod aie[eyiydalaloloyoenel-g's'ez-lAgiswigly € €
S _ _ : auspioyn-ewweblece e
Gp 9uspIo|yD-eleq|z e e
Gp auspiojyD-eydie{Lee
Sy ‘L A _auep1o|ydAxploee
Sy "Iy E A . - euepiojyp-ewwebjez ¢
02 'Sy ‘I A £, 48wos! 0g) suepiojyp-eydiejgz e
L b X |[Ausydiqowoiqexeq|zz ¢
82 ‘'Gv . (g2)- 8U9ZUBsqOJIUOIOjYIBIUSd[9Z €
82 ‘89 ‘Gv (89)A (82)- auszuaqolojyoexaHlsee
82 ‘I K (82)- 8uUazuaqoIo|yoRLB1-G'EC L[V 2 E
82 ‘b A (82)- auazuaqgolojyoens ] -v‘e'2 1[ez e
, , _ 2
ERVEIEIEY SjuBLIllod o-AVX |.Owabeinu punodwon| |
3 . a o) a Y




150 )

s

N

ey

9L 'ty . > , auouinbeiyuy(9 g€
; B z . . d s auaoeiiue(jAy1awo10|yd)ig-01'6]SBE
B T " 8usdeJYlUBjAYIBN-6|V 8 €
T oLy S —_eusdeIyluE[AYIBN-Z|E8E
vl S A suadelyjue[y'elozueqiqiz 8 €
= T - R A _~eauaoeiypuelelozusglige
0S'92°89 ‘b .- (89)A (0g)+ , ausdelyiuy|08E
L , & : A , ] aug|Aydeusdy|6 L€
. Op. 17, ‘auajAyydeuaoe + suapeyiydeusoy|g L
e £ SHVYd suoqJed0IpAy onewole JegpnuAiodlLLe
% _ loze
Wy s, ) GLE
- 17 . I’ . v.lt
Ly IR uolyIILIELE
Ly , . epioeidng|zLe
Ly = , T ~_8usny|LLE
Ly ETE] Y
Ly . uopiweydsoHd|{69 €|
Ly auojesoyd{goe
82 ‘v (82)+ uolyieled|z9¢
82 ‘'t . (82)+ uoigiBredifyien(g g e
82 ‘¥ (82)- uolyieleN|s9 €
| Ly ._ . - __ueplwjly9e
N34 : . UOIYIoANIUB4|EQ E
Ly uoiyi3fz g lﬁ
Ly - Nd3|L9€
82 Iy (82)+ , . . - . Uegsingloge
T B 5 eleoylewigleSE
] Ly ) ... : uouzeig(8s¢e
Y jAylsw-soyduizy| /G €
sepionsad snosoydsoyd-ouebiQjaG e
GGE
. Z
EREIEIET S EITHT k) ..2-avX |.oueabeinw punodwon| 1
3 a 2 g v S

=
Tkt

——




151

Jarem Bupuug ul mnc:anoo ouebip

gLy

, i Liy

82 ‘It~ ’ (82)- ’ auaqing-suenfg L ¢

82 ‘9L ‘I¥ (82)- 8u8qINS-sIoIG L

9.'89 'Ly (89)A sualAdly L

£2 (g2)+ suasyleuaydiAylen-6|¢ L v

€2 (g2)+ ] suaiyieusydiAyisy-z(z L

€2 (e2)+ susJyieuaydiAyion- L1 L

LL'9. 'Ly auaJyjueusydio L v

Ly “audjeulydeujAylawin1-9'c'Z|6 0 v

9. ‘L . suareyiydeulAylown1-G'e'Z[g oy

Ly austeyiydeufAppewng-e'2l2ov

Ly suajeyiydeujAyiswig-s 1[0y

% : ausieyiydeujfyrowig-v*iL{sov

Ly B auajeyiydeujAyiswig-e'L[p O v

A Ly ausreyydeujfyiawig-z1lcop

X3 aualeyiydeujfylan-zjz o v

€2 '2'9L"1y ()R (e2)+ auaieyiydeulfiay-1{Lob

Ly ausieyiydeulfyi3-z{od v

Ly - ausieylydeulfi3-Lle 6 €

L A sauaewyiydeu |Axiv[g6 e

L'9.'89°0S Iy | (89°2)A (0G)- eususeyiyden|z6 €

9/ ‘I ) suouasoni4-6 96¢

€2 (e2)+ ) auasonplAyieN-6156 £

L K , euaJon)-He[v 6 €

9/'89 ‘I (89)A euaIoni4|£6 €

€2'9/ 'Ly -(g2)+ ausyueson|Jlze¢

m K N lAuaydig(jAyidw 10 [AReig)L 6 €

Ly - |Auaydiqifyiewia-#'v[06 €

9Ly : lAusydiqifytewig-£cle 8 €

82 ‘9. ‘Iv (82)-- |Ausydigigg €

9. 'Iv e IAzusqig|z 8¢
ERVEYEIEY SjuUsWWo? o-AvX |,0muabeinw punodwod| |

3 a -2 g - v R

%
o
p)



152

Jorep Bujuug ur spunodwo) owebio

N

e

. - A )
5% : , C . — .. eeydsoud [AiAx-p'g-ULISEY
34 i N - - @reydsoyd jAj01-w-ullv e
‘82 Iy \ksa10=|4j0} (82)- . = sieydsoyd Ajo1-0-uL[EEY
92 : v T < 7 -eeydsouyd|Adoid|zEY
9L '\p- - _ : , - oreydsoyd jAuayduyjL ey
iy - _ : ch%oca 1AuaydipifuaydiAdoidosi-o[o € ¢
Iy : , T ch%oca jAuaydipjAxayiAui3-2l6 e v
9Ll i _ o S j sieqdsoyd |Ayiau ] |82
Bz'9L - \floy=Asar0 | (82)- , ___ejeydsoyd |Asesoullle Yl
‘06 2L 94 LY , {og)+ | . sieqdsoyd (jAdoJdolojyoIp-g' 1)suL{9Z ]
‘82 9L "Iy _ (82)- — ereydsoyd (jAyieciojyo-gjsul(sZy
120 a0 —seydsoud (Ausydipifusydiiing-uel-diye v
9/ 'ty 3 . . . . areydsoyd |AyleAxoinqulieg Y
9/'99'sy "Iy .| ) (99)A A ayeydsoyd jAanquilzz v
€6 _ K - ~ sajeydsoyd |AjeuLitey
_Sdvv.l — 7 slojse ajeydsoud|ozy
‘ 6Lv
Z
ERVEIEIEY . SJUBWIWIOD ..o-avx |[.,ousbeinw| , punodwo)|
N a o g . v




Chemical Lists and Information

Appendix 1

Compounds Studied on XAD-2 Resin
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Appendix 2 Detailed Experimental Isotherm Information

Isotherm ‘1

Date run:
Equilibration Time:
Compound: '
Resin:

Initial Spiking:

Water Preparation: -
Analysis: - Liquid:
| Solid:

Isotherm 2

Date run:
Equilibration Time:
Compound:

Résin:

" Initial Spiking:

Water Preparation:
Analysis: -

Solid:

Liquid:

Sept. 17 - Sept. 24, 1987

7 days

Lindane _

Fresh beads _

1.5 mL of 500 mg/L into 15L = 50 ug/L

overnight stir

- System 1

100, 50, 50 mL DCM

5 mL 15 % ,acetone/hexane + 5 mL hexane

Nov. 24 - Dec. 2, 1987

8 days

Lindane

Fresh beads . |

2.mL of 500 mg/L into 10 L = 100 pg/L
2 hour §tir |

System 1, then boiled the water-

100, 50, 30 mL DCM

15 % acetohe/hexane, stirred resin while eluting

161
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Isotherm 3 (Preliminary Isotherm)

o
Date run: Nov. 26 - Dec. 3, 1987
Equilibration- Time: 7 days
Compbund: Triallate
~ Resin: ~ Fresh beads
- Initial Spiking: 1.2 mL of 520 ‘mg/L_r into 6 L = 104 pg/L s
overnight stir | .
Water Preparation: System 1 '
Analysis: Liquid: 100, 50, 30 mL DCM
Solid: 15 °-/o acetone/hexane, stirred resin while eluting,

acetone rinse following elution

< Isotherm 4 (

" Date run:  Dec.1:Dec.9, 1987
vKuiIibrationv Time: 8 days D

- Compound: TCEP
Resin: " Fresh beads . |
Initial Spiking:. 50 pb of 500 mg/L into each‘SOO‘-\m‘L bottle
Water Preparation: vSystem T
Analysis:  Liquid: 100, 50, 30 mL DCM

Solid: 20 mL 15 % actone/hexane



Analysis:  Liquid:
o gRolid:
Date rt.m'

' Water Preparation:-

Date run:

S

Equiiibration Time:

" Compound:

Resin:

Initial Spiking:

, Water Preparation:

Equnllbratlon Tme

Compound:

* Resin:

Initial S.p'tking?“ i

. Analysis:  Liquid:

~ Solid:

# Lindané -

100,50, 30 mL DCM

163

Dec. 16 - D ec. 17 1987

7 days

Ttiallate

Fresh beads - _

1:mL of 1000 mg/L into 10 L = 100 pg/L -

overnight stir

- System 1, boiled under vacuum @ room temperature

100, 50 30 mL DCM : L

modmed (acetone first, then hexane)

Jan. 12 - Jan. 19 1988
%

17 days : -

e

Fresh, crushed (100-200 mesh)

" 2mL of 500 mg/Linot 10 L =100 pg/l. © ~

~ overnight stfr

System 1

modified, in gla;is fritted column
e

\
)
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Isotherm 7 ;

Date run: Feb. 2 - Feb. 9, 1988
Equilibration Time: 7 days

Compound: Triallate |

Resin: . ‘ Fresh beads (vacuum suctioned to remove gas bubbles)’
Initial Spiking: 5 mL (blown down to ~ 1) of 1'0'00 mg/L into fO L |
- =500 pgrL, 2 four sti \

Water Preparation: S{yétem 1, through XAD-2 resin column

Analysis:  Liquid: 3 x 100 mL DCM + 20 mL rinse

N ot

. A B
Solid:  madified, in glass fritt‘é’% column

/

Isotherm 8

Date run: © " Feb. 20 - Feb. 29, 1988 __ |
Equilibration Time: 9 dayé o _ _ | /
Compovund: - 1‘ .Lindaﬁe o

Résiﬁ: F-resh, crushed (100-200 mesh) |

Initiél Spiking: | 10 mL (blown down to ~ :.5)'01‘ 500 mg/L into 10 L;;
y o

3

_ _500 ug/‘L‘, overnight stir - . - ..
Water Preparation: ~ System 1, t.hrough‘ XAD-2 resin column
. Analysis: ‘Liquid: = 100, 75,50, 50, 50 mL DCM

Solid:  modified, iri glass fritted column

Y



Isotherm 9 (Preliminary Isotherm) | .

" Date run: .

| Equilibratiori Time: .

Compound:
Resin:

Initial Spiking:

Water Preparation:

Analysis— Liquid:

Solid:

lggj_hgrm" 10

-Date run: .

Equilibration Tlme:
Compound

Resin: - .

Initial S"pik'in‘g‘:

%

Water Preparétion:

Analysis:  Liquid: -
" ~ © Solid:”

rmodmed in glass fritted column ., . L

‘March 8 - March 15, 1988 ,
"7 days

Lindane
Preloaded beads

0.35 mL of 10 mg/mL into 7 L = 500 pg/L

. overnight stir

System 2, through XAD-2 resin column

100, 75, 50, 50 mL-DCM + 100 mL hexane
N .

modified, in glasgfrined column

o«

Ma@ 8 - March 15, 1988

- 7 days

" Lindaner & Triallate

Fresh beads

055 mL of 10 mg/mL Lindane into 11 L = 500 ug/L |
055 mL of 1047 mg/mL Triallate into 11 125;523 ug/L

overmght stir i '. A

System 2, through XAD 2 resm column
100, 75 50 50 mL DCM- + 100. mL hexane

A



Is. thgrm\ 11

Date run:
Equilibration Time:
Compound: |
. Resin:

Initial Spiking:

i

. Water Preparation:

“Analysis: Liquid:

Solid:

Date run:

-

Equilibration Time:
Compound |
Resia: ,

Initial Spiking: *
Water Preparratlon

" Solid:

166

March 8 - March 22, 1988
14 days .

Lindane &-'Triallate

- Fresh beads

0.55 mL of 10 mg/mL Lindane into 11 L = 500 ug/L
0.55 mL of 10.47 mg/mL Triallate into 11 L = 523 ug/L
overnight stir | |

System 2, through XAD-2 resin column _

100, 75, 50, 50 mL.DCM + 100 mL hexane

modified, in glass fritted column

March 30 - April 16, 1988
17 day,s' '

Lindane , . "~ _.

' Fresh beads

750 uL of 10 mg/mL into- T5 L= - 500 ug/L )
overnight stlr

System-2, through XAD 2 resm column : !

_Analyens, | quu1d:;_ ,:100 75,50 mL DCM + 100 mL hexane

modtfled “ins glass fntted column - R



Isotherm 13

- ‘Date run:

Equilibration Time:
Compound:

Resin:

Initial Spiking: -

Water Prepa-ation:

Analysis: Liquid:

Solid:

Isotherm 14

Déte' run,
Equilibration Tn_me:

Compound:_ A

- Resin:".

Initial Spiking:

W,at;_ar~ Preparation:

. Andlysis:  Liquid:
T " 'Solid:-

H

March 30 - April 16, 1988
17 days
Lindéne

Préloaded beads

750 uL of 10 mg/mL into 15 L = 500 pg/L

overnight stir

System 2, through XAD-2 resin column
100, 75, 50 mL DCM + 100 mL hexane

- modified, in glass fritted column

March 30 - April 16, 1988
17 days |

Triallate

Fresh beads ’ T

500 L of 10.47 mg/mL into 10 L = 523 pg/L

overnight stir

‘System 2, through XAD-2 resin é:olumn

100, 75, 50 mL DCM + 100 mL hexane

: ‘rho_diﬁed,‘,ig glass fritted colu_mn«i” o,

e .
O .
’
- 4

167
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Isotherm 15

Date run: © April 5 - April 21, 1988
Equilibration Time: 16 days

Compound: - 'Lindane éf"Triallate
Resin: Fresh beads . ’
. Initial Spiking: 100 pb of 10 mg/mL Lindane into 10 L = 100 pg/L

500 pL of 10.47 mg/mL Triallate into 10 L = 523 ug/L

overnight stir

-ﬁy\ Water Prééaration: . System 2, through XAD-2 resin column
. Analysis:.” ~ Liquid: 100, 75, 50 mL\CM +100 mL hexane

Solid: modmed in glass fntted column

1“7;;4;:‘ S ‘ . ,‘,{‘Efl\
Isotherm 16

s e 5 ,

~ .Date run: s Apn’l 5 - April 21,.1988
Equilibration Time: . 16days ~ . .
Compound: N ) Lmdane .
,: = Resm ce Fresh beads
iR j‘»\;” Initial Spiking: 500 pL of 10 mg/mL lnto 10 L-=500 ug/L

_overnight stir C
Water Preparatnon System 2, through XAD 2 resm column
| Analysns - Liquid:» - 100, 75, 50-mL DCM + 100 mL hexane |
o _' Sq]fd: ‘,' ',_'modmed in giass fritted column . |
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Appendix 3 Extra experiments on XAD-2 Resin

4

©

A3.1 Resin Size Distribution

A sieve analysis of XAD-2 resin was performed to determine the size

distribution. The resin had been subjected to the cleaning procedure and the
was dryed. The results in the following table (Table A3-1)\sho‘w that about 85%

of the resin fell between the 20-28 mesh size and about 12% bejween the 28-

35 mesh size. This sieve analysis may have been in slight error since the dry -

resin clings to the seives by static charge. In order to minimize this effect, a
large amount of resin was used. ‘Also, once wetted, the beads may increase in

size.

r
i

B

Table A3-1 Sieve Analysis of XAD-2 Resin

=cs

Sieve Size Weight (g) - % Resin
(mesh) . '  Sieve Sieve & Resin Resin Retained
20 - 420.88 422,50 162 0.8
28 . 41155 576.39 = - 164.84 85.4
35  373.03 395.50 2247 11.6
60 ~ 360.20 364.26 © - 4.06 2.1

100 .388.33 - 38844 .- 0.11 0.1
L o Wsum . 1931 |

)

x..[‘ e

AT wl
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A3.2 Effe’cts of Resin Bead Size on Adsorptlon' Capacity
As aresult of scatter m the srngle solute |sotherms partlcularly in the low

resrn welght reglon, a. test was performed to- determlne the effect of resin bead

s srze upon adsorptlon capaC|ty Wet resm was sreved lnto two size fractions, 20-

28 and 28-35. mesh Rephoate bottles contammg 50 ug/L Lindane and the
- same resin welghts for the two size fractlons were equnllbrated for 7 days. Both
phases were then analyséd The results in the folIowmg table (Table A3-2)
'show that oot of the three repllcates, two samples agreed'and._one was quite
different Because the liquid and'solid phase values for the two size fractions
~ wer¢e qurte close, and also due to the devratlon within rephcates no S|gnmcant

drfference in the adsorption capacity between the size fractlons was observed

>
)

Table A3 2 Effect of Resrn Bead Size on Adsorptlon Capacrty
Both solid and liquid phases analysed

Sieve ... Dry - Equilibrium Concentration - Total .
Bottle #  Fraction #esitWeight — Liquid Solid - Percent
. (mesh) *  (g) - Phase (ug/L) Phase (ug/g) Recovered
2 & 2835 0.3316 0.2  67.3 89.7
. 3. 28-35 ~ 0.3315 - . 0.20 61.7 - 82.2
4 28-35 0.3322 = - 1.03 852 - . 887
13° 2028 .- 03318 018 655 87.2
16 = = 20-28 0.3321 0.57 . .. 63.1 - 85.0
017 -

19 - 20-28 0.3319 £ 68.0. + " 907
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A3.3 'Co'mpar'lson of Adsorption on Wet and Dry Resin
ln order to determine the effect of dry resin on the adsorption capacnty,

test to compare the adsorptlve capacity of wet and dry resln was performed In ~

: A:-thlS test, four bottles were loaded with replicate resin weights. Two of the bottles

“were then dryed at 110 °C for 2 hours.” The bottles were.then filled with a 523
pngfl Tnallate solutlon and equnllbrated for 10 days. The results in the following
table, (Table A3 -3) show that the adsorptron capacity for Triallate -was much
greater for dry resm than wet resin. The Triallate in the liquid phase samples for »
dry resin was hrgh enough to detect but smce it was expected that the
- concentration would be much hlg{ter a large amount of internal standard was
A added maklng quantltatlon dlfflCUl% |

‘This is an mterestlng result\% A possible explanation may mvolve a
resnstance to transfer accross the llqurd fllm surroundmg the wetted beads.

More study is required, however,.ln order to further clarify the results of this test.

Table A3-3 Comparlson of Triallate Ai s¥pption on Wet
and Dry Resin
Both phases analysed after 10 days equnhbratlon

Bott.le " . Resin Dry Equmbnum Concentra’uon Percent
# 000 Welght (9) quwd (pg/L) Solid (ug/g) - Recovered

i

Wet1 . 00142 224 7608 84.0
Wet2 = .0.0136 326 8096~/  104.6
Dyt . 00143 - . nd" 18460 101.1.

Dry2 = - 00144 - nd* 18331 - 101.2

" nd denotes not detected

Vot
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A3.4 Characterization of Modified Elution Method : ;oo

4
/

In order to determine when Triallate was eluted in the modified. elution

I4

procedure, the different eluant fractions of the solid phase analysis fof‘é" sample

in the test above (A3.3) were collected and analysed separatély. Firét about 1.5

_ mL acetone was passed to- strip the water from the resin, then three fractions of

6, 4 and 10 mL hexane. The aqueous layer that forms upon mi'xingﬂt,h_e acetone
and hexane was also collected frorit another sample and analy‘sed.‘éﬁlé; results
in Table A3-4 show that most of tHéJ.Tri‘éhi'léte was eluted in the acetone rinse. A

detectable but low amount was also recovered from the aqueous phagse,

_probably due to the siéﬁiﬁcant amount of acetone pr’ééent in this phase.

These results appear to indicate that acetone alone would be a good.

eluant. Some means of re‘l‘noving the water, however, would then need to be

devised.

Table A3-4 Characterization of Modified 'Elutioh Method

«

Elution "Mas$ Triglfate Percent
Fraction - in Fraction (ug) of Total
1.5 mL acetone i 104 . 96.6
6 mbL hexane : - 3.55 ' 3.30 -
4 mL hexane - 0.099 - 0.09
10 mL hexane 0.018% . 0.02
Aqueous layer =~ 0.036 - - 0.03 \

~




Appendix 4 Brief Description of Selected Isotﬂé}r;grp Equations

A4.1 Freundlich Equation %

e
“-r

The Freundlich equation is an empmcally derived adsorptlon eguatnon

which |s often useful in describing actual adsorption data. It attempts to acciunt -

KL .
LUTVR ey

for differing energres of adsorption due to heterogeneity in surface actrve sites
and the degree of coverage. The equation has ihe form:

g, =K C1n ‘ ‘
- where g and C are the solid and riquid phaee_equilibrium concentrations,
respectively, and Kand 1/n are empirical constants describing adsorption
oapacity and adsorption intensity, respectively. Isotherm data are fitted to a
~ logarithmic linear form: ) |

log g¢ =log K +.1/n log C

where plottjng log ge versus log C results'in a slope of 1/n and an intercept

oflog . at C=i.
The Freundlich equation usually fits experimental data over moderate
concentration ranges, but it does not reduce'to a linear adsorption expression at
low liquid phase c:oncentrations. .

(Montgomery, 1985 and Weber, 1972).

A4.2 Langmuir Equation ) | o

The Langmuir equation can be deduced' from physical considerations’

(kinetic or thermodyna_mic) and generally fits a broad range of experimental

data. The Langmuir equation has the, following form:
9e = (Q°DC) /(1 + bC)

o where Qe and ¢ are as descrrbed above, Q%s the moles of solute adsorbed

per unrt werght of adsorbent in a complete monolgyer surface coverage and b

\

T
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‘is an emﬁ;irical constant related to energy of adsorption. Two linear forms ére
common: |
Clge = 1/6Q° 4 C/Q°
where a plot of C/qg versus"C“yieIds a slope of 1/Q° and an intercépt of
_1/bO°,'or. ‘ |
1/gg = 1/Q° + (1/6Q°) (1/C) |
whére a plot of 1/g, versus 1/C yields a slope of 1/bQ° and an intercept of
1/Q. |
Underlying assumptions include constant energy of -adsorption (homogenous
surface) and that maximum adsorption corresponds to a monyolay'er of vsurface'
Q}overage. As such, the typical Langmuir plot shows a »'Vleveling off' of the
T%otherm at high solid and liquid phase concentrations. Also, at low liquid

phase concentrations, the equation reduces to a linear adsorption relationship.
jat . .

(l\ébr_\tgoméry, 1985 and Weber, 1972). . o
&y
A4'% Brunauer, Erﬁmett;'fa;p@;_,Tell_er (BET) Equation: L

The BET equation ié similaf_,tg the Langmuir equation‘exc_ept that it accounts
for multilayer coverage, v?)ith' the Langmuir equation describing each Iayé‘r. ‘
- Assumptions include constant éne'rgy of adsorpﬁon, and that one Irflyer need not.
be complete i)efore the next l‘ayer forms. The equatidn has the form:
ge=(BCQ®)/ (Cs-C) [1+(B- 1) (C/C)]
where all parameters afe as descr’ibed{above and B is a constant related to -
the_diffe'renc.:e" in energy-of adsorbate in diﬁérent}_ layers. - | |
lsothérms_!described by the BET equation show a characteristic backward 'S’
shape. o -

(Montgomery,.1985 and Weber, 1972).
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A4.4 Singer-Yen Equation | _

The Singer-Yen equation consisits of a modification of the Freundlich
equation An extra term is added which- enables better description(bf adsorption
data at very Iow concentrations accordlng to Henrys Law (Imear adsorptlon)

The equat\on has.the followung form , w

l0g C = log (a/ax).- (nf 1) (1-a/ax) /110 + nt log(axke)

where q and C are the solid and liquid phase equilibrium concentrations,

respectlvely, and Kf, N¢ and gy are statlstlcally determined from experimental

data. : , - | /

(Kong and DiGiano, 1986). |



Appendix 5 Isotherm Design Procedure
. (

1., Values must be known for the following parameters:
Freundlich estimates of K.and 1/n
» Minimum liquid phase concentration, Ce min (1g/L)
* Volume of equilibration bottles, V (L)
Number of bottles, b
Minimum adsorbent weight, Mmin (mg)

2., Usethe fé‘tlowing equation to calculate Ce miax for a given initial liquid.
phase concentration, Cg, at the minimum adsorbent dose by iteration:

[Co — Ce] * 1000
M = :
[K " Ce'M]

Sb .
ie. iterate until the calculated M = Min. ¥

. This procedure will yneld the |IC]Uld phase concentratlon (ange
'Ce,min to Ce,max-

3. . Calcuiate the range of adsorbent doses required | to give eqﬁal spacing
on the Freundlich log - Jog plot. This is done by first calculating the maximum

adsorbent dose, Mmay using the above equation with Ce min. Then, the °
- < . o
logarithmic dose increment can be calculated by the following equation:

log increment = (log(Mmax) - 109(Mmin) )/ (b- 1)
The doses can be equally spacyj on a log plot by addirg the logarithmic

‘,'dose increment to log('Mmin ) for b - #times, .and then converting each value ;
. back. Note: these adsorbent doses are given in dry, wei‘ghts_andiherefore must

be cor)vertedlto wet weights (if applicable).

"

4. With all these data, Cé for each bottle can be calculated and the
~ theoretical isotherm plotted. h
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~Appendix 6 'Comp"o'uvnd Structures and .Information for Lindane, Triallate
and TCEP : S N

d

Lindane . 1,2,3,4,5,6-hexachlorocyclohexane  [58-89-9]

2 -
™
¥
‘C6H6Cl6' ’
Molecular We‘ight 290.85 Solubility in water 10 mg/L @ 20 °C

Melting Point 112.5 °C - S
L J o -/
Source: Ag‘r'ochemical_s Handbook, Royal Sdbiety;of Chemistry, University of

~Nottingham, England, 1983. : : : h
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Triallate S-2,3,3-TrichIordallyldiisoprop)(l thiocarbamate [2303-17-5]
— ’Z/_- ¥ N
' CH,
| . Cl | )
CHy—CH O - Cl
N A
N — C — S — CH — C=2C
- N
CH,— CH
.
CH3 /
C10H16CI3NOS |
. Molecular Weight 304.66 : Solubility in water 4 mg/L @ 20 °C
Melting Point 29-30 °C Boiling point 117 °C @ 0.4 mbar

S Source Agrochemlcals Handbook, Royal Socuety of Chemlstry Unuversuty of -

Nomngham Engtand 1983



{

Tris(2-chlorgethyl) phosphate (TCEP)

~

RS

 CtrOcie

" Melting Point 29-30 °C

~

| \37:"MOI§<":QIar Weight 28549

Cl

\)\_

Density 1390 C .
Boiling point 330 °C -
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