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ABSTRACT

In this thesis we discuss two separate topics from the theory of Banach 

spaces. One comes from the local theory of finite dimensional spaces (Part I), 

the other from infinite dimensional Banach spaces (Part II).

Part I is concerned with the study of certain structural properties of finite 

dimensional normed spaces. It is shown that a finite dimensional Banach 

space has the Euclidean distance of maximal order if and only if it contains 

a proportional dimensional subspace (and a quotient of a subspace) of a very 

special form. This is joint work with N. Tomczak-Jaegermann and R. Anisca 

and was published in Houston Journal of Mathematics.

In Chapter 1 we recall basic concepts in Banach space theory as well as 

more specific results from Local Theory. Chapter 2 contains the main result 

of this part of the thesis.

Part II is of a infinite dimensional nature and presents a new result on the 

asymptotic structure of Banach spaces. We prove that if a Banach space is 

saturated with infinite dimensional subspaces in which all special n-tuples of 

vectors are equivalent, uniformly in n, then the space contains asymptotic- 

lp subspaces, for some 1 < p < oo. The proof reflects a technique used by 

Maurey in the context of unconditional basic sequence problem and extends a 

result by Figiel, Frankiewicz, Komorowski and Ryll-Nardzewski.

In Chapter 3 we introduce typical infinite dimensional concepts and discuss 

in more detail the notion of asymptotic structure. Chapter 4 is devoted to the 

main result.
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Part I 

Structure of normed spaces 

w ith extremal distance to the 

Euclidean space

1

R e p r o d u c e d  w ith  p e r m is s io n  of  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e r m is s io n .



Chapter 1 

Introduction, Finite 

Dimensioned Banach Spaces

The Local Theory is the part of Banach space theory that investigates 

the structure of finite dimensional spaces and the connections between infi­

nite dimensional Banach spaces and their finite dimensional subspaces. Since 

the isomorphic classification of finite dimensional normed spaces is trivial, 

with two normed spaces being isomorphic if and only if they have the same 

dimension, meaningful results in Local Theory are quantitative in nature. Fi­

nite dimensional methods involve the study of certain isometric invariants and 

their behavior as the dimension grows to infinity.

In order to describe our main result of this part of the thesis let us recall 

the fundamental notion of the Banach-Mazur distance. For two n-dimensional 

normed spaces X  and Y, the Banach-Mazur distance between X  and Y  is 

defined as the infimum of expressions ||tt;||||u;-1|[ over all isomorphisms w : 

X  —»• Y . It follows from a classical result of F.John that for any n-dimensional 

normed space X  there is an isomorphism w : X  —» 1% such that ||u;||||w'':i|| <

2
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y / n ,  thus the Euchdean distance of X  (which measures how fax the isomorphic 

structure of a space X  is from Euclidean space), denoted by d x ,  satisfies 

dx < y / n .  Well known examples for which this estimate is sharp are q  and 

/^ . In fact the class of spaces for which dx =  y/n is much larger. In this 

thesis, we first introduce a family of spaces for which the Euchdean distance is 

maximal; the construction is described in Example 2.1. We also consider the 

isomorphic version of this situation and study n-dimensional normed spaces X  

for which dx > C y / n ,  where c is an absolute constant (hence independent on n). 

We show that a space satisfies this conditions if and only if the space contains 

a large part which "resembles” the family of spaces previously introduced in 

Example 2.1. But first we shall put the problem into a wider perspective.

Since for any normed spaces X , Y . Z  we have that d{X, Y ) < d(X, Z)d(Y, Z) 

we can find an upper bound for d(X, Y) by first bounding the distance of an 

n-dimensional space from q.  Therefore we have that

d(X, Y) < d{X, q)d(Y, q) <  n1/ V / 2 =  n.

Although this estimate seems somewhat crude, since the Banach-Mazur dis­

tance between X  and Y  is estimated by going through q,  it is, in fact, close 

to being the best possible. In 1981 E.D. Gluskin proved that there is a con­

stant c > 0 such that for every n there are n-dimensional normed spaces X n 

and Yn with d(Xn. Yn) > cn. At the time the result was extremely surprising; 

the proof was based on a probabilistic argument which since has become an 

important tool in Local Theory.

As we mentioned before, the estimate for dx obtained from F. John’s The­

orem is sharp; it can be checked that d^ = d^  =  y/n for any n. What can be 

said about subspaces and quotients? Given an n-dimensional normed space

3
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X , can we get “closer" to the Euclidean space by passing to subspaces or quo­

tients? More precisely, given X  and e, for which k  does there exists a subspace 

£ C l n with dimension k and an ellipsoid D C E  such that

(1.1) D c B x n E c  {1 + e)D

where B x  is the unit ball of X I  A celebrated result of Dvoretzky answers this 

question.

Theorem 1.1 (Dvoretzky). Let X  be an n-dimensional normed space and 

s > 0. There exists an integer k > c(e) log n, with c(s) > 0 depending only on 

e, and a k-dimensional subspace E  o fX  which satisfies dg < 1 + £.

This estimate is the best possible in general. It can be shown that for 

X  = l^  the log n bound cannot be improved. However, if the unit ball of X  

is, in a certain analytic sense, far from the cube then Figiel, Lindenstrauss and 

Milman showed in [F-L-M] that the estimate can be improved to c{e)na for 

some a >  0. More precisely, if X  has cotype q (2 < q < oo) with constant C 

then this holds with a = 2 /q and c(e) depending only on £ and C. The most 

interesting case is the case q = 2, hence a  =  1 for which we find an answer to

(1.1) with k proportional to n. In particular, this covers the case X  = I™ for 

1 <  P <  2. We mention in passing that the notions of type and cotype are very 

important in Local Theory and they have been developed in close connection 

with the geometry of Banach spaces. We shall not make use of them here and 

for more information and a detailed presentation of type and cotype we direct 

the reader to [TJ], Section 4.

By duality, (1.1) implies that B°x , the polar of B x, admits a projection onto 

E  which is (1 +  s)-equivalent to an ellipsoid. Namely, if Pe is the orthogonal

4
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projection from X  onto E, we have

(1.2) (1 +  s ^ D 0 C Pe (B°x ) C D°.

Since Bx  is arbitrary, we can replace Bx  by Bx  in (1.2). Thus, Dvoretzky’s 

Theorem says that for any n-dimensional normed space X , the unit ball B x  

admits fc-dimensional sections and fc-dimensional projections which are almost 

ellipsoids. However, in general k is small compared to n.

One of the striking discoveries of Milman [Mi] (known as Quotient of a 

Subspace Theorem) is that if we consider the class of all projections of sections 

of B x  (instead of either sections or projections), then we can always find 

a projection of a section (equivalently, a quotient of a subspace) which is 

(1 +  c)-equi valent to an ellipsoid and has dimension k  =  c{e)n, with c(s) > 0 

depending only on e > 0. Thus we find again k proportional to n, but this 

time without any assumptions on X .

At the other end of the “spectrum” we have the n-dimensional normed 

spaces that are as far from the Euclidean space as possible: their Euchdean 

distance is asymptotically of order y/n, as n —> oo. For example, if we consider 

the space Z£. it can be easily shown that it contains isometric copies of /£, with 

k  —> oo as Ti —>• oc. Milman and Wolfson showed in ([M-W]) that this is true 

in a more general situation.

Theorem 1.2. Let X  be an n-dimensional normed space such that dx = y/n. 

Then X  has a k-dimensional subspace E. with k > clogn, which is isometric 

to 1 / Here c is a universal constant.

The estimate is exact, since Z£, contains an Z£ with k  not greater than 

log2 n. In the same paper, Milman and Wolfson also proved an isomorphic 

version of this result.

5
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T heorem  1.3. Let 0 < a < 1. There exists c > 1 such that every n- 

dimensional normed space with dx > cty/n contains a k-dimensional subspace 

E, with k —» oo as n —» oo, such that d(E, Z*) < c.

The original estimate for k was k ~  log log log n  and was later improved 

to the best asymptotic estimate k ~  logn through work of Kashin, Bour- 

gain, Tomczak-Jaegermann (see [TJ], Section 31 for details). What about the 

proportional-dimensional structure of such spaces? Using a deep combinator­

ial results of Elton [E] and Pajor [Pa] it can be shown that if the n-dimensional 

normed space X  is of type 2 and dx is of maximal order then it contains a 

copy of li with k proportional to n.

We will show in this part of the thesis that the proportional-dimensional 

structure of spaces with Euclidean distance of maximal order (without any 

additional assumptions on the space) is surprisingly regular as well and it 

contains subspaces (and quotients of subspaces) of a very special form. This 

is joint work with N. Tomczak-Jaegermann and R. Anisca and appeared in a 

paper [A-T-TJ] published in Houston Journal of Mathematics.

We shall briefly describe the organization of this part of the thesis. Sec­

tion 2.1 brings a few comments about spaces whose Euchdean distance is 

equal to y/n. It is easy to see that the spaces X  = I™ and X  =  Z£, satisfy 

this condition (the unit balls of these spaces are the octahedron and the cube, 

respectively). An interesting example shows that any space X  whose unit ball 

is squeezed between the cube and an octahedron spanned by an orthogonal 

system of vertices of the cube, also satisfies dx =  y/n.

Section 2.2 contains the main result of this part of the thesis, Theorem 2.2. 

It shows that X  has the Euchdean distance of maximal order if and only if X  

contains a subspace (and a quotient of a subspace) of proportional dimension

6
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which is an isomorphic analogue of the above example of a space squeezed 

between the cube and an octahedron. Our main theorem follows from a more 

general result, Theorem 2.5, on spaces whose Euclidean distance is large, but 

not necessarily of maximal order. Apart of basic properties of operator ideals 

related to ^-factorizations, the main ingredient in the proofs is the Bourgain- 

Tzafriri restricted invertibility theorem ([B-T]).

For the remaining of this chapter we recall basic concepts in Banach space 

theory as well as more specific results that we will be using in Chapter 2.

1.1 Basic Concepts

A normed space is a pair (X, || • ||), where X  is a vector space over M or C and 

|| • || is a real valued function such that the following conditions are satisfied 

by all vectors x  and y of X  and each scalar a:

(i) IMI > 0 , and ||xj| =  0 if and only of x =  0;

(ii) ||as || =  |a |||x ||;

(iii) ||x +  y|| <  ||x|| +  ||y|| (the triangle inequality);

Every normed space is a metric space with the induced metric given by 

d{x,y) := ||x — y||. The induced metric in turn, defines a topology on X , 

called the norm topology.

Let (X, || • ||) be a normed space. A subspace of (X, || • ||) is a linear 

subspace Y  of the underlying vector space, endowed with the restriction to Y  

of the norm on X . A subspace is closed if it is closed in the norm topology.

A normed space is called a Banach space if it is complete as a metric 

space, i.e. if every Cauchy sequence is convergent: if (xn)n>i C X  is such that

7
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Il^n — Xm\\ —*• 0 as min{n, m} oo then (xn)n>i converges to some point rro 

in X  ( i.e., ||xn — rco|| —»• 0). It is easy to see that a subspace of a Banach space 

is complete if and only if it is closed.

If X  and Y are two normed spaces over the same field we define a linear 

operator from X to Y to be a map T : X  — ► Y  such that

T { \ \ X \  +  A22J2) =  AiT'(xi) +  \ o T ( x 2 )

for all Xi,X2 € X  and scalars Aj, A2 . A linear operator T  : X  — > Y  is bounded 

if there exists M  > 0 such that

||T i|| < M||x||

for all a: € X . The smallest constant M  satisfying the above inequality is 

denoted by ||T|| and is called norm of T.

Two normed spaces X  and Y are said to be isomorphic if there is a one- 

to-one operator from X  onto Y such that T  and T -1 are both bounded. In 

this context T  is called a (linear) isomorphism. We call X  and Y isometrically 

isomorphic if there is a linear isomorphism from X  to Y such that ||r(x )|| =  

j|m|| for all x  in X . For isomorphic Banach spaces X  and Y the Banach-Mazur 

distance is defined by d(X, Y)  := inf ||T|| ||T_1|j, where the infirrmm runs over 

all isomorphisms T  from X  onto Y.

Two norms, || • ||i and || • H2 , on the same vector space X  are said to be 

equivalent if they induce the same topology on X . Alternatively, the two 

norms are equivalent if there are constants C,D > 0 such that

(1.3) 011*11, < M b <  -DM i

for all x  £ X .  The equivalence of norms has an intuitive geometrical inter­

pretation. Let Bi and B 2 be the closed unit balls in (X, || • ||i) and (X, || • H2 ) 

respectively. Then (1.3) holds if and only if Bo C (IJC)Bi and B\ C DB 2 .

8
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Among the first "classical” Banach spaces to be studied were the sequence 

spaces lp and Co- For 1 < p < oo the space lp consists of all scalar sequences 

x  = (zi, X2 , ■ - -) for which

c \  Vp

Y  \Xi\P I <  OO.
J=i J

The norm of an element x  e  lv is

/  oo \  Vp

iwip=  ( Isl\
, 2=1

The space consists of all bounded scalar sequences with

IMloo =  sup |*4| 
i

and Co is the space of all scalar sequences tending to 0, with the same norm 

Hxlloo- Among all Banach spaces, the Hilbert space h  is the “nicest” and most 

“regular” . It provides a natural generalization of the n-dimensional Euchdean 

space ^ •

1.2 Finite Dimensional Normed Spaces

If we consider just the crude classification of norms, finite dimensional normed 

spaces are very simple in the sense that any two norms on a finite dimensional 

vector space are equivalent. Moreover, every finite dimensional normed space 

is complete. In particular, if Y  is a finite dimensional subspace of a normed 

space X , then Y  must be closed in X .

An important characterization of a finite dimensional normed space is the 

fact that a normed space X  is finite dimensional if and only if B x = {x E X  : 

11® 11 <  I}? the closed unit ball in X  is compact. It can also be easily proved 

that every linear map on a finite dimensional normed space is continuous.

9
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To quote N. Caxothers [C], every finite dimensional normed space over 

R is just “Rra in disguise”. To see this, suppose that (X, || • \\x) is a finite 

dimensional normed space with basis xi,x%,. ■ - ,x n and let e\, e%,. . . ,  en be the 

standard unit vector basis in Rn. We define a norm on Rn by setting

II X ^ aiei|| =  ! l ] P aiX ilbc

i= l z=l

where a\, ao,. . . ,  dn are any scalars in Rn. It is easy to see that the basis-to- 

basis map Xi \— > e* extends to a finear isomorphism from (X. || • \\x) onto 

(W1, | j  • ||) and these spaces are isometrically isomorphic.

We consider the standard Euclidean norm on R71, that is,

I M k : =  ( E k !2)V2
i= 1

for x = (ai) 6 Rra. By we denote the corresponding unit ball and by (•, •) 

the corresponding inner product. By an ellipsoid we mean a set of the form 

£  = w(Bo) for any one-to-one operator w : Rn —»■ Rn. As noted before, for any 

n-dimensional normed space X  we can always identify X  with Rn by selecting 

a basis in X . We shall then write X  = (Rn, || • ||x) or (R71, Bx)-, depending 

whether we would like to emphasize the norm or the unit ball in X . and we 

call it a position of X  (or of Bx)- Of course for every X  there is a multitude of 

such positions. In particular for any position X  = (Rra, Bx) and any ellipsoid 

£  on Rra we can apply a linear invertible operator which takes £ into Bo - it 

then takes Bx into some Bx, which is another position of Bx (so the spaces 

(Rn, B x) and (Rn,B x)  are isometric). Conversely, if B  is a compact convex 

symmetric subset of Rn with nonempty interior (in the sequel we will call these 

sets simply balls), and if we denote by || • \\b the Minkowski functional of B  

then the space Rra equipped with || • \\b  is a normed space having B  as its unit 

ball. For a ball K  we denote by Vol(JT) the Lebesgue measure of K  in the

10

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e r m is s io n .



appropriate dimension.

It will be useful to geometrically identify the balls of subspaces and quotient 

spaces of an n-dimensional normed space X  having unit ball B x  C K71. This is 

intuitively clear for subspaces: if Y is a subspace of X  then the section B x  H Y 

can be viewed as the unit ball of the normed subspace Y. If we consider the 

quotient space X /Y ,  geometrically this corresponds not to sections of B x  but 

to linear projections of Bx- Indeed, let P : X  — ► X  be any linear projection 

such that kerP  =  Y and let Z  be the range of P. We equip Z  with the 

norm that admits P (B x) as its unit ball. Then Z  is isometric to X /Y .  In 

particular, if we use the orthogonal projection PY± onto Y L (orthogonal with 

respect to a inner product on X , fixed in advance) then Pyx(Px) can be 

naturally identified with the unit ball of the normed space X /Y .

Let || • ||x be a norm on Rn, and X  be the corresponding Banach space. 

Every isomorphism u : 1% —> X  induces an inner product [-, •] on X  defined by

(1.4) [x.y\ = (u~1x,u~ 1y) for x ,y  E X  

and the Euclidean norm | • I2 on X defined by

(1.5) \x \2 = [x.x]xl2 = {u~lx ,u~ lx)P2 for x  E X .

Then the ellipsoid £  =  {x E E  : |ar|o <  1} is equal to u^B^). Conversely, every 

inner product on X  determines an isomorphism u  : 1% —■► X  such that (1.4) 

holds.

Given an inner product [•, •] on X  and K  C R71 we define the polar of K  by

K° = {y [x, y] < 1 for any x  E K }

K° is convex and if K  is symmetric then K°  is symmetric as well and

K° = {y:  |[or, y]\ < 1  for any x  E K )

11
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For any given inner product [•, •] on X ,  there is a natural identification between 

the dual space X* and Rn. More precisely, if X  =  (Rn. B x) then X* = 

(Rn, Bx)- We also have the following natural identifications for all subspaces

Y  C R n:

(Y  n  Bx)° = Py {B°x ) (Py(Bx ))° = Y n  (B°x )

1.3 More specific concepts and facts

Since all finite dimensional spaces of the same dimension over the same scalar 

field are isomorphic, for results on finite dimensional normed spaces to be 

meaningful they must be of a quantitative nature. The Banach-Mazur distance 

is of central importance in this context.

Recall that for isomorphic spaces X  and Y  the Banach-Mazur distance is 

defined as

(1.6) d(X, Y)  = inf{ ||T ||||r-1 ||}

where the infimum rims over all isomorphisms T : X  — ► Y.  Let M n denote 

the set of all normed spaces of dimension n. If X  and Y  are in M n a  simple 

compactness argument shows that the infimum is attained in (1-6), in partic­

ular X  and y  are isometric if and only if d(X, Y)  = 1. The relation X  and

Y  are isometric is an equivalence relation on M n. If we denote by M n the 

set of all classes modulo this equivalence then it is not hard to check that M .n 

equipped with the metric log d(X, Y)  is a compact metric space, called the 

Banach-Mazur compactum.

Estimating the distance of an n-dimensional Banach space X  to i? is of 

particular interest. In the sequel we denote d(X, 1%) by dx- From the definition
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of Banach-Mazur distance it follows that there exists an ellipsoid £ such that

S C B X C dx £

Such an ellipsoid is referred to as the distance ellipsoid. The following impor­

tant theorem of F. John (1948) shows that one can obtain a good upper bound 

for dx  by considering the ellipsoid of maximal volume contained in Bx . By 

compactness the existence of such an ellipsoid is clear, but F.John also proved 

its uniqueness and, more importantly, characterized it.

T heorem  1.4 (F. John, 1948). Let (X , || • ||) be an n-dimensional Banach 

space. Then there exists a unique ellipsoid Smax of maximal volume contained 

in Bx . Furthermore, if we denote by [, ] the inner product and by | • [2 the 

Euclidean norm induced by Smax, then there exists vectors Ui, it2, . . . ,  ux  and 

constants Ci, C2 , . . . ,  cx  such that

(i) INI < M 2 f orx  e  X

(ii) j|Ui|j =  |wi|2 =  |M |* =  1 for i =  1 ,2 , . . . ,  N  

(Hi) x  =  Ci[x.Ui)ui for any x  € X

It follows from the John’s theorem that Bx  C y/nSmax which implies imme­

diately (since £max Q Bx  by definition) that dx  < y/n. The estimate is sharp 

in the sense that for the n-dimensional cube and n-dimensional octahedron we 

have

d (!" ,l |)  =  d(!J,!;) =  v5L

The theory of absolutely summing operators was developed mainly by 

Pietsch in the late sixties, although the idea was present in the work of 

Grothendieck [G] under another name. Let u : X  — ► Y  be an operator
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between Banach spaces and let 0 < p < oo. We say that u is p-summing if 

there is a constant C such that, for all finite sequences {xj} in X  we have

(L7) ĵ l/(zi)lP̂ f € B x -

The smallest constant C satisfying (1.7) is denoted by 7rp(u) and we denote 

by IIP(X, Y)  the set of all p-summing operators u : X  — > Y . It is easy to 

see that, if 1 < p < oo, ttp is a norm on IIP(X, Y) which turns this space in 

a Banach space. If 0 < p < 1 it is only a quasi-Banach space. Moreover, 

the pair (IIP(X  Y), ttp) is an operator ideal, that is if u : X  — > Y  is p- 

summing and if V\ : W  — > X  and v\ : Y  — > Z  are bounded operators 

between Banach spaces, then the composition vouvi is p-summing and we 

have rtpiviuvi) < IfyalKpMIMI-

If X  =  (Rn, 1| • ||x) and Y  =  (Rn, || • ||y) are two normed spaces, we adopt 

the notation Ix y  (or Ix y  ■ X  —> Y )  for the formal identity operator from X  

to Y .  We shall also write I2x  : l2 X  and 1x2 '■ X  —> l2 instead of Iq X and 

Ixq -  Let (X, || • ||x) be an n-dimensional normed space and consider Smax the 

ellipsoid of maximal volume contained in Bx- Without loss of generality we 

can assume that Smax = B2 and we have the following important property (cf. 

[TJ], Proposition 15.5)

~ 2 { h x )  =  x 2 ( I x 2 )  =  y / n .

In general extremal ellipsoids may be very far from distance ellipsoids. In 

searching for an ellipsoid that would be “closed” to both we obviously need 

to relax the extremal conditions and replace them by conditions involving 

equivalence, up to universal constants. It is known that for any n-dimensional 

space X  =  (Rn, || • ||x) there exists an ellipsoid £  which combines properties 

of the distance ellipsoid and the ellipsoid of maximal volume (cf. e.g., [TJ],
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Proposition 17.2). Assuming that £ — B%. the precise properties axe the 

following:

In the sequel we will also make use of results concerning 2-factorable op­

erators. We say that an operator u : X  —» Y is 2-factorable if there exists a 

Hilbert space H  and bounded operators Vi : X  H  and v-z : H  —> Y such 

that u =  voVi. Let

where the infimum runs over all possible factorizations. We denote by r 2 (W. Y) 

the space of all 2-factorable operators from X  to Y. It is not hard to check that 

7 2  is a Banach space norm on r 2 (X, Y)  and that (T2(X  Y), 7 2 ) is an operator 

ideal. For more properties of standard operator ideal norms, the 2-summing 

norm, 7t2(-), and the 2-factorable norm, 7 2(-), we refer the reader to [TJ], 

Sections 9, 10, 13, 15 and 17. In particular, fundamental connections between 

these norms as well as to the ellipsoids of maximal and minimal volume can 

be found there.

The next definition is less standard but it is very convenient in our context. 

It was first introduced in [P] (see also [TJ], §27 for more information).

D efinition 1.5. Let X  be a Banach space. For k > 1 the relative Euclidean 

factorization constant ek(X) is defined by

(1.8)

(1.9)

(V2dx ) 1||n ||2 <  | |x |U  <  V 2 IMI2 for x  6  M71; 

^{hx)  < "\/2n, X2) <  V2n.

72 (u) = i n f { | M | M }

ek(X) = sup{e(E.X)  : E  c X ,  dimE  < k }

where

e(E, X)  =  inf {7 2 (F) : P : X  —> X  projection onto E}.
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It is easy to see that for an n-dimensional Banach space X  we have en(X)

dx-
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Chapter 2 

Structure of Banach spaces with 

extremal Euclidean distance

2.1 The isometric case

Let us start with a few comments about n-dimensional spaces with the max­

imal Euclidean distance. It is easy to check that spaces X  = I™ and X  = 

satisfy dx  =  y/n. (The unit balls of these spaces will be denoted by B™ 

and respectively.) It is also easy to come up with other spaces with the 

maximal distance which may be small perturbations or combinations of these 

two basic examples. In fact, the class of spaces with the maximal Euclidean 

distance is much larger.

The following example which is a version of a result by Bourgaan ([B], see 

also [TJ], Proposition 27.5), introduces an interesting new family of spaces with 

the maximal Euclidean distance. This example was known to N. Tomczak- 

Jaegermann in the early 1990’s, and it was also observed independently by B. 

Maurey ([Ml]) at about the same time.
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Exam ple 2.1. Let n be a natural number such that there exists a system of 

mutually orthogonal vectors X i , . . . , x n in Rn of the form x* =  YJk= 1 ®k,iek for 

1  <  i < n, with 6 k,i = ± 1  for 1 <  i, k < n. Set Ki := conv({±xi}^_1). For 

any space X  =  (Rn, Bx) such that K\ C B x  C B 7̂,  the Euclidean distance

P ro o f Let u : 1% —* 1% be an operator defined by u&i =  x*, for 1 < i < n. 

Then clearly n~l/2u is an isometry of In particular, for all (oj) € Mn we 

have

Let £  be any ellipsoid such that £  C B x  C d£, for some d > d x . Since B^ 

is the ellipsoid of maximal volume contained in and £ C B7̂  we have that

From the fact that B% is the ellipsoid of minimal volume containing B™

Combining this with the previous two inequalities we get d > s/n. Passing to 

the infimum over all £  it follows that d x  > y/n, and hence d x  = y / n .

m

Treating the vectors {r,} as columns of a matrix, we obtain an n x n  matrix 

with ± 1  entries, whose columns are mutually orthogonal. These are so- 

called Hadamard matrices which exist for many values of n (cf. e.g., [H]). In

satisfies dx =  y/n.

(2 .1)

Vol(£) < Vol(5? ).

and u{B™) = Ki it follows that u(B^) is the minimal volume ellipsoid for K\. 

Since K x c  B x  C d£ we have

Vol(u(B£)) < Vol(d£) =  <TVol(£).

Since n l^2u is an isometry then

Vol(u(J3£)) =  nra/2Vol(52n).
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particular, for n = 2k, such a matrix can be taken as (an appropriate multiple 

of) the Walsh matrix corresponding to the Walsh system on { 1 ,..., 2fc}. In 

this case it is also clear that assuming by relabeling that - .. ,£& are the k 

Rademacher functions and letting E  =  span {sq,. . . ,  z*;}, we get the subspace 

(E, || - ||x) of X  isometric to lk.

Let us recall that an analogous fact is true in general, namely, as shown in 

[M-W], any n-dimensional space X  with dx  = y/n  must contain an isometric 

copy of lk for k >  clogn, where c > 0  is an absolute constant.

Some further properties of spaces with the maximal Euclidean distance 

were known at the beginning of the 1990’s to several people working in the 

area (Arias, Komorowski, Maurey and Tomczak-Jaegermann). In particular 

they showed that spaces with the maximal Euclidean distance have a unique 

distance ellipsoid, and that the only 3-dimensional spaces with the maximal 

distance are the obvious ones, X  =  If and X  = Maurey also proved 

([Ml]) that if for an n-dimensional space X  a distance ellipsoid is not unique 

then there exists an (n -  l)-dimensional subspace Y  of X  such that d y  =  dx-  

It follows that if an n-dimensional space X  satisfies dx  >  y/n  - 1  then the 

distance ellipsoid is unique. Furthermore, every finite-dimensional space X  

has a subspace Y  such that d y  =  dx  and Y  has a unique distance elhpsoid.

Example 2 . 1  has a counterpart for spaces with type and cotype proper­

ties, which was the original aim of Bourgain’s result. Let 1 < p < 2  and let 

q =  p /ip —1)- Replacing by the ball B 1/  of Z£, and Ki by Kp := n~1/qu(B£) 

(where u  is as in the proof of Example 2.1), we get a class of spaces X  sat­

isfying dx =  n1//p“ 1//2. Taking X  as the interpolation space between V/ and 

(Kfy Kp) we get a  space with type s and cotype t  constants independent of 

n, for appropriate values of s and t, namely 1  =  | ( |  +  1 ) and \  = | ( |  +  ^).
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Note that in this case dx  =  n ^ s~1̂  which was the main point of Bourgain’s 

construction (for details see [B], see also [TJ], Proposition 27.5). The original 

arguments for the lower estimate for the distance used extra symmetries which 

an interpolation space inherits from the end spaces.

At the end of this section it is worthwhile to note that Example 2.1 does 

not use the full strength of the assumption on the orthogonality of vectors 

{xi}"=1. The proof works as well if equality (2.1) is replaced by the analogous 

lower estimate for the norm. Thus the example remains true if the normal­

ized vectors {n~1/f2Xijf= 1 merely satisfy the lower h  estimate (defined in (2 .2 ) 

below) with constant 1 . This additionally supports an expectation that a 

characterization of all n-dimensional spaces with maximal Euclidean distance 

might be in general involved, if possible at all, although it might be perhaps 

possible for some particular values of n (or for series of n).

2.2 Spaces w ith Euclidean distance of maxi­

mal order

Now we pass to the isomorphic case of n-dimensional spaces whose distance 

to lo is of the order y/n, as n  —» oo. First note that if X  is such a space, with 

d x  >  Sy/n, then for example, a direct sum Y  =  X  © 2 1% is a 2n-dimensional 

space with d y  of the maximal order as well, d y  =  dx  > (<5/V2)VdhnF; at 

the same time Y  contains an n-dimensional Euclidean subspace. This means 

that in considering the isomorphic case we can only expect a structural result 

on subspaces (or quotient spaces, or quotients of subspaces). We shall show in 

this section that isomorphic analogues of spaces considered in Example 2.1 can 

be “almost” reconstructed as subspaces (or quotients of subspaces) of propor-
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tional dimension inside every space with the Euclidean distance of maximal 

order.

Let us recall that vectors in Rn are said to satisfy the lower I2

estimate with constant c > 0  whenever for any sequence of scalars we

have

ii m / m \ 1/2
(2 .2 ) 2 > c ( j > | 2) .lo tr;

i=1 z=l

The following classes of convex bodies will play an important role in the 

structure of our spaces. Given a subspace E  C Rra and £ 1, . . . ,  xm G E  we let

Koo{{xi}iLi, E) := {z € E  : \{ z ,X i) \< l  for all i =

#i({*t}£=i) := conv ( { ix i} ^ )  C span ({ ^ } ^ 1).

The main result of this chapter is the following characterization of spaces 

with the Euclidean distance of maximal order.

T heorem  2 .2 . Let X  be an n-dimensional normed space. The following con­

ditions are equivalent:

(i) dx  > 6 y/n. for some 5 > 0 independent of n;

(ii) there exist 0  < b < a < 1 and 0  < c < 1 independent of n, a position

X  =  (Rn. || • ||x) and a subspace E  C Rn with dimE =  [an"|, and there 

exist vectors y\an\ £ E  and z \ , 2 2 , . . . , G E. each set of

vectors satisfying lower I2 estimate with constant c, such that

C  B x  H E  c

(iii) there exist 0 < b < a < 1 and 0 < c <  1  independent ofn, a position X  =  

(Mn, || • ||x) and subspaces F  C E  C Rn with dimE  = [an] and dim F =

2 1
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\bri], and there exist vectors j/1? y2, . . . ,  y\an-\ £ E  and z1 ,z 2, . . . ,  z ^  £ 

F. each set of vectors satisfying lower U estimate with constant c, such 

that denoting by Pp the orthogonal projection onto F we have

K 1 c  PF(BX n  E) c

First observe that BX C\E is the ball in E  treated as a subspace of X , so (ii) 

is a condition for the existence in X  of a (proportional dimensional) subspace 

with a structure mimicking the construction from Example 2 .1 . It could be 

noted however that the body K ^ ^ Z i } ^ , E) may happen to be unbounded 

(it is definitely so if. for example, \bn\ < [an]). This “unpleasantness” is 

removed by condition (iii). Here observe that the space (F ,P f (B x  H E)) is 

a quotient space of (E .B X H E), and hence a quotient of a subspace of X . 

Then is a linear image of the cube (since by the lower

l2 estimate the vectors z f s are linearly independent), and K i{ { s /n P p y i} ^ )  

is a projection of an octahedron in E.

Theorem 2.2 will be an easy consequence of a more general result valid 

for spaces with large Euclidean distance (but not necessarily of the maximal 

order). To formulate this result we need a few more specialized notions and 

some preliminary facts.

We shall need the following lemma similar in spirit to [P] and [TJ] (Lemma 

27.10).

Lemma 2.3. Let X  be an n-dimensional Banach space and let k < n. For 

any projection P  : X  —> X  with rank P > k  we have

en( X ) < l 2 (P) + en. k(X).

Proof Let P : X  —*• X  be an arbitrary projection with rank P  > k . From 

the theory of 2-factorable operators ([TJ], Theorem 27.1) it is enough to prove
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that for every v : 1% —* X  such that 7r2(V) =  1 we have

X2 {v ) < 72(P) +  en- k(X).

Fix v as above and without loss of generality assume that v is one-to-one. Let

denote by Pi : X  —*• X  a projection onto v(H ±) such that 7 2 (Pi) < en-k(X).  

Let Q : 1% —> 1% be the orthogonal projection onto H. Then

The next to the last inequality is one of basic connections between the norms 

7 2  and 7r2 (cf. e.g.. [TJ], Theorem 13.11). Similarly, denoting by I  the identity 

on I2 we get

7t2(v (I  -  Q)) =  7r2(P it;(/ -  Q)) < tt2 (Piz;) < 72(Pi)tt2(^*) < en_fc(X).

Since Z? =  H  ® H 1  the conclusion immediately follows.

■

We shall also need the Bourgain-Tzafriri’s restricted invertibihty result 

([B-T], see also [B-S], Lemma B, for a convenient statement and a short proof)

Lemma 2.4. Let xi, xo, ■.., xn G Z2 and a >  0 be such that

(i) ||z j | |2  < 1 for all j .

(ii) |(xj. ej)\>  a for all j .

Then there exists a  C {1,2, . . . ,  n}. \o\ > cn. such that, for all scalars (tf)j

H  be a subspace of v 1 (PX) of dimension k. Then dim u (P 'L) — n — k and

7T2(vQ ) =  772{P vQ) < 7r2 (Pu) < 72(P)7T2(^*) < 72(P).

where c = c(a) depends only on a.
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Our approach to study the structure of spaces with large distance to Z? 

works in a more general context, when the distance dx  is equal to a certain 

function <p(n). Thus <p(ri) < y/n and the case of the distance of maximal order 

can be described as tp(n) > 8 y/n, for an absolute constant <5 > 0.

Theorem 2.5. Let X  be an n-dimensional normed space in a position X  =  

(Rn, |H|x) such that the Euclidean norm | | - | |2  satisfies (1.8) and (1.9). Suppose 

that the Euclidean distance satisfies dx = en(X) = <p(n) and that there exist 

constants 0  < dx < 1 and 0  < 8 2  < 1 such that e^in](X) < 8 2 <p(n).

Then the following condition (*) is satisfied for some 0 < b < a < I, 

0  <  c < 1 depending on dx and 82  only.

(*) there exist a subspace E  o /R n with dim E  =  \an\, and two sets of vectors 

t/i, 2/2 , - • ■ - y\an] 6  E  and z1} z2, . . . ,  e  E, each set satisfying the 

lower l2 estimate with constant c, such that

(2.3) C Bx n E c

Conversely, let X  = (Rn, || • ||x) be an n-dimensional normed space in 

an arbitrary position and suppose that there exist constants 0  < b < a < 1 , 

0 <  c < 1 such that (*) is satisfied. Then

dx > c?y/b/aip(n).

Proof Set m  := [(1 — dx)n]. Since ek{X) is increasing in k, then by 

Lemma 2.3 and our hypothesis we obtain, for any projection P : X  —► X  with 

rankP  >  m

<p{n) = enP 0  <  1 2 (P) + er«ml W  ^  72(P) + 8 2 <p{n)

and hence

72(P) >  ( 1  -  8 2 )<p(n).
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Thus for any orthogonal projection Q : 1% —*• 1% with rank Q > m  we have 

the estimate lo ih x Q Ix i)  > (1 -  d2 M n ). Since, by (1 .8 ), ^ { h x Q Ix i)  < 

WQIxiW \\hx)\ < y f t W Q I x i l  we get

Next we will present the construction of K \ and K ^ .

Construction of K \. The vectors yi will be constructed in two steps. The 

first is an induction. Assume that 1  < j  < [dxn] and that 2/1 , . . . ,  yj_i 

have been constructed, let P  : Uf —*■ 1% be the orthogonal projection onto 

(span [yi,. . . .  t / j - i ] ) - 1 .  Then rankP > m  and hence there exist yj G  X  such 

that ||j/j|| =  1 /<p(n) and ||P % ||2 >  ((1 -  S2) / V 2 ) .  Let hj =  P%/||P%-||2. This 

procedure gives us vectors yi, . . . ,  y\sin] with \\yi\\x =  1 f(p(n) and orthonormal 

vectors h i , . . . ,  h ^ in] such that

We also have

Now, Bourgain-Tzafriri’s restricted invertibility result yields that there ex­

ists a set a c  {1 , - . . ,  [din]} with cardinality |u| > an such that, for any choice 

of scalars (az-}i we have

Here a > 0 depends on <5X and d2 only. Assuming, by relabelling, that a D 

{1 , . . . ,  [an]} we clearly have

WQixA >

(2.4) K ,({ 9 (n)y,}S 1) c B x n E
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where E  =  span [yillY? .

Construction of K x : Since the definition of K x  involves vectors Zi acting as 

functionals on E  (with the unit ball B x  H E) rather than on X  itself, it is 

natural to consider our arguments restricted to the appropriate subspace of 

X .  Thus denote the space (E, |j • ||x) by Y  (so that By  =  B x  n  E), hence 

making Y  a  subspace of X . Let H  := (E, || • ||2). Then the formal identity 

operators Ihy : H  -* Y  and Iyh  '- Y - + H  are just the restrictions (both in 

the domain and in the range space) of the operators h x  and I x 2 , respectively. 

In particular, it is easy to check that both these operators satisfy estimates 

(1.9).

Note that H* =  H  and let v : =  ( I h y ) *  ■ Y* —» H  to be the formal identity 

operator on E. The vectors Zi€ E  will be constructed in two steps analogous 

to the construction of the y f  s. First assume by induction that 1  < j  < (a/2)n 

and that z i , . . . ,Z j - i  have been constructed. Let P  : H  —> H  be the orthogonal 

projection onto (span [2 1 , . . . ,  Zj-i])1' C E.

Consider the operator T  := ( P v ) ( I y h ) * • As an operator on H, T  is clearly 

an orthogonal projection with rankT =  rankPu =  rank P. Thus, by (1.9) and 

our earlier remarks we have

rankT  =  tiT *  <'K2 ((Pv)*)'K2 (Iyh)

< (rank (Pu))1/,2 ||(Pu)*|j\/2n =  (rankT)^2 ||P?;||v^n.

We also used the fact that an arbitrary operator S  : H  Y  can be factored 

through the subspace F  = (ker S)1- c  H  as S  = S\fQf, where Qf is the 

orthogonal projection onto F ; so that

M S )  <  7 T 2 ( Q i r ) | | 5 | F | |  <  V d i m P | | 5 | | .
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Therefore our main estimate implies

I M  >

Now recall that rank P  > (a/2)n and a depends on 6 1 , 8 2  only. Thus 

there exists Zj 6  Y* such that ||zj||y- =  1 and ||F 2 j | |2  >  Va/2. Let hj =  

Pzj/\\Pzj\\r  This procedure gives z i , . . . ,  2 [on/2i - i  £ Y* with [|zj||y. =  1 and 

orthonormal vectors h i , . . . , /ifan/2i - i  such that

(zu hi) > for all i =  1 , . . . ,  fan /2 ] -  1 .

By condition (1.8) we have ||m||y < v ^ ||x ||2 for x  € Y  (recall that for 

x  € E, jjx||y =  \\x\\x ). Therefore, by duality,

M 2 <  y- =  V2

for all i =  1 , . . . ,  fan /2 ] — 1 . Using again Lemma B in [B-S], there exists 

a' C {1, . . . ,  fan/2] — 1}, with |cr'[ >  bn, such that for any choice of scalars 

{aj}j we have

||£H U f(£w 2)1/2-ie<7' iear'
Moreover b =  b(Sj, 6 2 ) > 0 depends on §i,52 only. By relabeling we may 

assume that o' = {1 , . . . ,  f&n]}. Also, for any 2  e  B x  n  E  = B y  we get

i(2,Zi)| <  \\Zi\W- \\z\\y < 1,

and hence

(2 -5)

Combining (2.4) and (2.5) we conclude the first part of the theorem.

Next we wifi prove the converse part of the statement.
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Let E0 := span [zi]j^ and let Peq be the orthogonal projection from E  

onto Eq. Then

and

Thus (2.3) implies

(2.6) K , ({*>(«) PaJ/i}fcf) C Peo(Bx  r \E ) c  ^({zjgJ.-Eb)

Set Z  := (E0, i^oo({~i}[^i\ Eq)), and Ho := (Eq, || • ||2). We shall show that 

the formal identity operator satisfies

(2-7) tt2 (Izh0 : Z ^ H 0) <  v T H /c -

Fix any orthonormal basis in Hq and define the operator u : Ho —*■

H q  by ufi =  Zi, for % =  1, . . . ,  [fen]. Then the lower /2-estimate for { ^ } j^  in 

(2.2), is equivalent to ||u-1|| <  1/c. On the other hand, if B ^  := {z G E q  : 

K ,̂ f i ) \  < 1, for i =  1, . . . ,  \bri]} (so that is a cube in E q) then an easy 

calculation shows that

£ 0) =  M -'.Boo.

Indeed, for z £ Eq we have equalities

|((u*)- 12 , 2 i)| =  \(z,u~lZi)\ =  \(z,fi)\.

This means that for any 2  G Eq, the condition (u*)~lz G H ^ ({ z i} l^ , Eo) is 

equivalent to 2  G B ^ .

Now, B% fl Eq is the ellipsoid of maximal volume for B ^ ,  and therefore, 

£  := (w*)- 1 (i?2 H Eq) is the ellipsoid of maximal volume for i^oo({^}[^i, Eq).
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Thus the formal identity operator Izs  : Z  —- (Eq, S) satisfies

tt2 ( I z s )  =  -v/dim^o =  \ / [ 6n].

On the other hand, since S  C ||(u*)- 1 ||jB2 fl E q C (1/c)S£ D Eq, then the 

operator I sh0 satisfies

\\IsH0 ' (Eq,S )  —> Hq\\ < 1/c.

Since Izh 0 = Ish 0 Izs-. putting together the last two estimates we immediately 

get (2.7)

Now we are ready for the proof of the required distance estimate. Set 

W  : =  (Eq, P e 0( B x  H E )) .  We will first show that

dw  =  d(W,4H ) >  \/bJatp(n).

Recall that for every m and every operator w : I™ —> W  we have the 

estimate 7t2 (u;) <  dw^2 (w*) (cf. [TJ], Proposition 27.1) (in fact, dw is equal 

to the smallest constant satisfying the above inequality for all m  and all w).

Clearly we can take as w  the operator Ih0w  - Hq —> W .  Also consider two 

operators IHoz  : H0  —> Z  and IWz  W  —> Z. Note that, by (2.6), \\Iwz\\ < 1- 

Since I h 0z  =  h v z  Ih 0w-  then, by (2.7) we have

7Tz(w) =  tto(Ihqw) >  7r2(IHow)\ \Iwz \ \  >  t t2 (Ih0z ) >  ^ ( I zhq) -1  >  Cy/fbn] ,

Next observe that the dual operator w* = (Ih0w)* is the formal identity 

from W* to (Hq)* =  Hq. The unit ball Bw- is the polar (Peq(Bx H E))° 

which in turn is equal to (Bx  n  E)° ft Eq. All this follows from the basic 

general theory and is easy to check directly. If we set Y  := (E, B x  H E) 

(as in the proof of the construction of above), then it follows that W*

29

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e r m is s io n .



is a  subspace of Y*. Thus the operator (Ih 0w )* is a restriction of the formal 

identity operator v := I ^ Y :Y*  -*• H. Thus

7T2 (w*) = 7T2 ((IHow)*) < n2 {v).

Also observe the duality between the balls K \ and K 00. Precisely, letting 

Xi = tp(n)yi for i =  1 , . . . ,  [an], we have

In the language of normed spaces this means that if V  := (E, , ^ ) ) ,

then V ' = ( E ,

Now we are ready to finish the estimate for ir2 ( ( I h 0y ) * ) -  With the notation 

above we have

7T2 ( v ) =  TT2{ I v H  I y - v ) <  ^ 2 { I v h ) \ \ I y ' v \\ <  7T2( I v h )-

The last inequality is implied by ||iy-v|| =  ll^V-y II <  1, by inclusion (2.3). 

Finally, by an argument similar to (2.7) we get

M I v b )  -

Putting these estimates together,

/ ^  y/on
T2(M > *  5 5 5 -

Since n2 (w) < dwn2 {w*) it follows that dw > cr^b/a^p(n). Since dx > dw, 

this completes the proof of the second part of the theorem.

■

Now the proof of Theorem 2.2 is very easy.

P ro o f  [Theorem 2 .2 ] (i) (ii) Set <p(n) =  dx- Since (X) <  V k  for 

all 1 <  k < n, then setting, for example, 5\ = 5/2 we get the assumption of 

Theorem 2.5 satisfied with <52 =  1/2. Then (ii) is the same as condition (*).
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(ii) => (iii) is trivial by letting F  := span [ z ^ }  and Pp to be the orthogonal 

projection onto F.

Finally (iii) => (i) was shown in the proof of the converse part of Theo­

rem 2.5.

■

Remark 2.6. A closer inspection of the proof of Theorem 2.5 shows that the 

same conclusion follows if in the hypothesis we replace the condition esin(X) < 

5 2 (p(n) by a weaker condition that there exists 0  < <5i < 1 and 0  < 6 2  <  1 

such that for any projection P : X  —> X  with rank P > 5in  we have 7 2 (P) > 

52 <p{n).
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Part II 

Stabilization and Asymptotic 

Structure of Banach Spaces
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Chapter 3 

Introduction, Infinite 

Dimensional Banach Spaces

This part of the thesis is devoted to the study of certain structural prop­

erties of infinite dimensional Banach spaces.

From the early days of Functional Analysis the objective of the classical 

theory of infinite dimensional spaces was to investigate the linear-topological 

structure of Banach spaces. Many problems along these lines are concerned 

with finding subspaces with a “nice” structure. Old questions raised by Banach 

in the early 1930’s remained open for a long time and they turned out to be 

very important in the development of the infinite dimensional theory of Banach 

spaces. To name a few: Does every infinite dimensional Banach space contain a 

subspace isomorphic to one of the classical spaces cq or lp for some 1  < p  < oo? 

If a Banach space X  is isomorphic to every infinite dimensional subspace of 

itself, does it follow that X  is isomorphic to l-p- Is it true that every Banach 

space is isomorphic to its hyperplanes?

The solution to the first question is particularly important for the de­

velopment that followed. In the early seventies Tsirelson [T] constructed a
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counterexample, more precisely lie constructed a Banach space that does not 

contain any isomorphic copy of cq or lp for 1 < p <  oo. Tsirelson’s space 

was the first example of a space where the norm is defined by an inductive 

procedure that forces a specific property to pass to every infinite  dimensional 

subspace, and this saturation prevents the space from containing Co or any lp. 

Figiel and Johnson [F-J] gave an analytic description for the norm of the dual 

of Tsirelson’s space, and their example is denoted nowadays by T. The idea 

behind Tsirelson’s space, to define the norm implicitly, led to the construction 

of many variations that answered a multitude of questions in Banach space 

theory, most of them being counterexamples (cf. [C-S]). About the same 

time as Tsirelson’s example, Krivine [K] proved what can be considered a fi­

nite dimensional counterpart, that however goes in the “opposite” direction 

and roughly says that every Banach space contains s of an arbitrarily large 

finite dimension n.

In the early 1990’s Schlumprecht [S] constructed a space which, while a 

modification of Tsirelson’s space, has much more pronounced geometric prop­

erties. It is nowadays called by his name and it has initiated a series of 

spectacular results in Banach space theory. For Gowers and Maurey [GM], 

Schlumprecht’s space was the starting point for their famous construction of 

a space without an unconditional basic sequence. Their space has in fact a 

stronger property, it is hereditarily indecomposable (H.I.), which means that 

no closed subspace can be written as a topological direct sum of two infinite 

dimensional closed subspaces. The connection between H.I. spaces and spaces 

having unconditional basic sequences was clarified by Gowers in [Gl]. His 

famous dichotomy theorem states that every Banach space has an infinite di­

mensional subspace with an unconditional basis or has a hereditarily indecom-
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posable subspace. In particular, combined with a result of Komorowski and 

Tomczak- Jaegermann [K-TJ], it provided the positive solution to the homoge­

neous space problem: if a Banach space X  is isomorphic to all its infinite di­

mensional closed subspaces, then X  must be isomorphic to U. Schlumprecht’s 

space was also instrumental in the solution to another old problem, known as 

the “distortion problem”. All these results and examples had a great impact 

on the understanding of the structure of infinite dimensional Banach spaces 

and of the classical notion of a “nice” subspace. Quoting from Maurey, Mil- 

man and Tomczak- Jaegermann [M-M-TJ], “it has been realized recently that 

such a nice and elegant structural theory does not exist. Recent examples (or 

counterexamples to classical problems) due to Gowers and Maurey [GM] and 

Gowers [G2 ], [G3] showed much more diversity in the structure of infinite­

dimensional Banach spaces than was expected.”

On the other hand, in the last three decades there has been deep devel­

opment in the Local Theory of Banach spaces; structural properties of finite 

dimensional subspaces of Banach spaces and related local properties have been 

well understood. This theory has an asymptotic nature: as the dimension 

increases to infinity, surprising regularities of finite dimensional spaces axe 

revealed (cf. [M-S]). In general, asymptotic methods in the theory of infinite­

dimensional Banach spaces look at stabilized information of finite nature by 

going “far enough” in the space, “at infinity” .

The first stabilization of this type was the construction of spreading models 

by Brunei and Sucheston [Br-Su] in 1974, which is based on the combinatorial 

Ramsey’s theorem. They showed that in every Banach space every normalized 

basic sequence {xz} has a subsequence {yi} on which the norm of any linear 

combination of n vectors of {?/*} stabilizes (they span the same finite dimen-
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sional space) provided that they are sufficiently far along {?/*}. Consequently, 

the iterated limit

.lim . . .  hm || V V jf e J
21—00 2fc—00 k

exists and it defines a norm on the linear space of finite scalars coo- The space 

coo with this new norm is called a spreading model generated by {yi}. This 

new object behaves relatively “better” than the original sequence {yi}. For 

example, the unit vector basis {e*} of a spreading model has the “spread­

ing” property, which means that || £ * = 1  || =  || J2 i=i aiemJ| for all scalars

(oj)f=1, n i < . . . <  nk and mi < . . .  < mfc. Moreover, the basis is often 

unconditional. Roughly speaking, starting with an arbitrary basic sequence, a 

spreading model provides subsequences of finite (but arbitrary) length which 

have “nice” properties.

However, information on subsequences is not enough to reflect properties 

of all subspaces of a Banach space. An old result of Bessaga and Pelczynski 

states that every subspace Y  of a space X  with a basis contains a further 

subspace Z  “very close” to a so-called block subspace (for the precise definition 

of this and other unexplained notions see Section 3.1). It follows that in 

many problems it is enough to consider just block subspaces instead of general 

subspaces. Therefore one has to look at blocks of a basis, rather than its 

subsequences. Gowers [Gl] proved a block Ramsey theorem that provides 

stronger stabilization results than that of spreading models and used it to prove 

his dichotomy theorem mentioned above. On the other hand, in a striking 

contrast with the finite dimensional situation, infinite dimensional phenomena 

may not stabilize, the primary example of this being a distortion (as shown in 

a breakthrough result of Odell and Schlumprecht [OS]).

In order to bridge the gap between finite and infinite dimensional struc-
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tures, Maurey, Milman and Tomczak-Jaegermann [M-M-TJ] have introduced 

a new type of stabilization that gave rise to new notion of asymptotic struc­

tures. The theory studies the structure of infinite dimensional Banach spaces 

by looking at finite dimensional spaces that appear arbitrarily far away and 

arbitrarily spread out in the space. Such spaces are called asymptotic spaces. 

We will briefly explain this notion; the precise definitions and more detailed 

explanations will be given in Sections 3.2 and 3.3. For subsets I  and J  of the 

natural numbers N, we write J < J  if m ax / < min J. If X  is a Banach space 

with a basis {u2} 2 and x  =  G j U j  is a vector in X  then supper is the set 

of i such that a* is non-zero. A block vector is a vector with finite support, 

and blocks are successive, and we write Xi < x2, if suppxi < suppx2. If E  

is an n-dimensional space with a fixed monotone normalized basis we

say that E  is an asymptotic space for X , and we write E  <E { X } n , if for any 

£ > 0 , and for any ni we can find a block X\ with rii < suppxi, such that 

for any n 2 we can find a block x2 with n2 <  suppx2 and so on, such that 

after n steps the blocks Xx,X2 , . . . , x n are successive and ( 1  +  £)-equivalent 

to the basis {ei}”=1. The asymptotic structure of X  consists of all asymp­

totic spaces of X , for all n. From Krivine’s theorem it follows that for some 

1 <  p < oo, lp € {X}n  for all n, hence {X}n is never empty. If there exists 

1 <  p < oo and a constant C such that for all n  and all E  € {X}n the basis 

in E  is C-equivalent with the unit vector basis of Z”, then we say that X  is 

an asymptotic-lp space. It was shown by Milman and Tomczak-Jaegermann in 

[M-TJ2] that the asymptotic structure can be further "stabilized” by passing 

to a subspace. Stabilized asymptotic-Zp spaces appear naturally in connection 

with some developments we mentioned before. For example, Tsirelson’s space 

T  is a stabilized asymptotic Zi-space.
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In Chapter 4 we prove the main result of this part of the thesis. We show 

that under certain regularity conditions imposed on a Banach space X , one 

can find a subspace Y  which is saturated with stabilized asymptotic-Zp spaces, 

for some p. More precisely,

T heorem . Let X  be a Banach space with the following property:

For any infinite dimensional subspace Y  C X  there exists a constant My 

such that for any n there exist infinite dimensional subspaces Ui, U2 , ■ ■ • , Un 

o fY  such that

 ̂ n n  n

^  II II -
Y i= l  i= 1 i=  1

for any norm one vectors Xi.yi in Ui and any scalars 0 4 .

Then there exists p € [1,0 0 ] such that X  contains a stabilized asymptotic-lp 

subspace (stabilized asymptotic-co whenp = 0 0 ).

To better describe the result and its motivation it is worthwhile to recall 

an old theorem of Zippin [Z].

T heorem  (Zippin). Let X  be a Banach space with a normalized basis {en}n. 

Assume that {en}n is equivalent to all its normalized block bases. Then {en}n 

is equivalent to the unit vector basis in Co or in some lv, 1 <  p < 0 0 .

Let us compare the hypotheses from the two theorems. Note the particu­

larities of our hypothesis: the space X  is saturated with a certain geometric 

property, finite in nature but of an arbitrary length. It is, in a certain sense, 

an asymptotic version of Zippin’s. We impose a similar condition on finite se­

quences (instead of infinite sequences) with the equivalence constant uniform 

in n. This theorem is a generalization of a result by Figiel, Frahkiewicz, Ko- 

morowski and Ryll-Nardzewski [F-F-K-R]. They obtain the same conclusion
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under much stronger conditions; the finite sequence of vectors considered in 

the hypothesis were already equivalent to the basis in a space with a norm 

prescribed in advance (for example lp).

We shall briefly describe the organization of this part of the thesis. In 

Chapter 3 we present some fundamental facts in Banach space theory and dis­

cuss in more detail the notion of asymptotic structure. Chapter 4 is devoted 

to the main result. We start by presenting in Section 4.1 a few essentially 

known stabilization techniques which will be used in the subsequent sections. 

Sections 4.2 and 4.3 contain the proof of our theorem. The proof is rather com­

plicated and it is divided into several parts to emphasize the factors involved, 

which are of independent interest. We use both analytic and combinatorial 

techniques. In particular, the argument in Section 4.3 has its roots in Maurey 

proof of Gowers dichotomy theorem.

3.1 Basic Concepts

In the following chapters, all spaces will be considered to be real, separable 

Banach spaces and all subspaces will be closed. We shall denote by X, Y , . . .  

infinite dimensional Banach spaces and by E, F ,. . .  finite dimensional Banach 

spaces. The sets of natural numbers, rational numbers and real numbers are 

denoted by N, Q and R, respectively.

Let X  be a Banach space and let {£n}n be a non-zero sequence in X . We 

say that {xn}n is a (Schauder) basis for X  if, for each x € X , there is a unique 

sequence of scalars {an}n such that x  =  anxn, where the sum converges 

in the norm topology. Clearly, a basis for X  is linearly independent. Moreover,
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any basis has a dense linear span. That is, the set

f nspan{xi : i € N} =  < ^  a ^ j : ax,. . . ,  On 6  R, n  6 N 
U=i

is dense in X .  In fact it is easy to check that

n

y :  diXi : a i , . . . ,  O n  G Q, n G N
i= 1

is dense in X .  We say that {xn}n is a Sasic sequence if {rcn}n is a basis for the 

closure of its linear span.

The basis projections of a basis {xn}n defined by aixi) =  Y^=i aixi

for n =  1 , 2 . . .  are uniformly bounded linear operators and the supremum of 

the norms of these basis projections is called the basis constant of {xn}n. If 

the basis constant is 1, the basis is called monotone. A sequence {rn}n is 

called normalized if for each n we have that ||xn|| =  1 .

A basis {xn}n is said to be unconditional if for every x  G X  its expansion 

a n X n  converges unconditionally. Being unconditional is equivalent to the 

fact that there exists a constant C > 0 such that for all scalars {on}n and signs 

en =  ± 1 , we have

11 ^  "j £nhn.3?n.H ^  C | |  ^   ̂Q n^nll-
n n

The smallest C is called the unconditional basis constant of {xn}n.

Two sequences {xn}n and {yn}n, possibly from different Banach spaces, 

are said to be equivalent if we can find constants Ci and Co such that for all 

scalars {an}n, we have

C3 -1 ) <  l lX ^ O n y n l l  <  C 2 || ^ OnXn \\.
1 n n n

Let C  =  Ci Co. The infimum of C satisfying (3.1) is called the equivalence 

constant and in this case we say that {xn}n and {yn}n are C-equivalent.
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A basis {xn}n of a Banach space X  is said to be symmetric if, for any 

permutation 7r of positive integers, {a;w(n)}n is equivalent to {xn}n. It is stan­

dard to see that every symmetric basis is also unconditional. A basis {xn}n is 

called subsymmetric if for every increasing sequence of positive integers {pn}n, 

{xPn}n is equivalent to {xn}n. Note that a subsymmetric basis is not auto­

matically unconditional. As an example, the summing basis of c, the space 

of converging sequences of scalars, is equivalent to all its subsequences but 

it is not unconditional. Some authors require a subsymmetric sequence to be 

unconditional. However, if {xn}n is bounded and subsymmetric then it follows 

from [Rl] that either it is equivalent to the unit vector basis of l\ (hence is 

unconditional) or is weak Cauchy, hence the difference sequence {xn — £n+i}n 

is unconditional and subsymmetric.

Let {xn}n be a basic sequence in a Banach space X . Given an increasing 

sequence of positive integers pi < P2 < Pz < .. -, let yk = Y^^pk~i be any 

non-zero vector in the span of xPk+i, xPk+i , . . . ,  xPk+1. We say that {yk}k is a 

block basic sequence of {xn}n. It is easy to see that {ytc}k is indeed a basic 

sequence whose basis constant does not exceed that of {xn}n. When {xn}n is 

fixed, we’ll simply call {j/*}* a block basic sequence, or just a block basis. The 

usefulness of this notion rests very much on the following result of Bessaga 

and Pelczynski (cf, e.g. [L-T]).

P roposition  3.1. Let X  be a Banach space with a basis {£n}n and let Y  

be an infinite dimensional subspace of X . Then Y  contains a basic sequence 

equivalent to a block basis of {xn}n.
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3.2 Asym ptotic Spaces

We introduce first some more notations which axe specific for the study of 

asymptotic structure of infinite dimensional Banach spaces. Let X  be a  Banach 

space with a basis {un}n with a basis constant equal to K. For a vector 

x  = Q-iUi, the support of x, supprr, is the set of i for which a* is non-zero. 

For two vectors x  and y in X  we write x  < y (and we say that the vector y 

starts after the vector x ) if maxsupprr < minsuppy. For subsets I  and J  of the 

natural numbers N, we write I  < J  (and we say that these sets are successive) 

if max I  < min J . In particular for n  E N, n < J  if n < min J.

Let B be the family of all tail subspaces of X  with respect to the basis 

{un}n, that is the family of all subspaces of the form X n =  span{wj}i>n for 

some n <E N. It is easy to check that the family B satisfies the following 

filtration condition

For every X i, Xo E B, there exists X 3 e  B  such that Xz C X i fl X 2.

By M n we’ll denote the space of all n-dimensional Banach spaces with a 

fixed normalized basis having the basis constant no greater than K . Even 

though M n depends on K, our notation does not lead to any confusion since 

the constant K  is fixed once the Banach space X  is fixed. Given two such 

spaces, E  with basis {ej}"= 1 and F  with basis we’ll denote by db(E, F )

the basis distance
TL 71 71

MB, F) = inftoCi : 4-11 £  0,̂ 11 < IIY ,  “i/ill s  c 2II 2 > e i||,
1 i= 1 i= 1 i =  1

for all {ai}i C R}.

Note that db(E. F) is the equivalence constant between the basis {e^}^ and
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as defined in (3.1). It can be shown that log<4 is a metric on M n 

which makes it in a compact space.

The language of asymptotic games was introduced by Maurey, Milman 

and Tomcazk-Jaegermann in [M-M-TJ] and it represents a convenient way for 

describing asymptotic structures. Two players S and P  play this game, with 

respect to a fixed family B. in the following way. In the first step player S picks 

a subspace X i £ B and player P  chooses a vector Xi £ S(Xi), where S (X 1) 

is the unit sphere of X x. In the second step player S picks a subspace X 2 € B 

and P  a vector x2 £ S (X 2). They continue in this way choosing alternately 

subspaces in B (player S) and vectors (player P). Player P  must also ensure 

that at any step the vectors x i,x 2,.. . ,X k  form a basic sequence with the basis 

constant smaller or equal than 2 . Additional rules will guarantee that the 

games will stop after a finite number of steps given in advance and also will 

dictate the strategy of each player.

Fix a space E  £ M n with a basis {e^ }”= 1  and e > 0. In a vector game 

associated to E  and s player P  tries to pick vectors Xi such that after n moves 

the vectors {ziKLi are (l+c)-equivalent to {e;}”=1. If she succeeds we say that 

P  wins the game. Of course, S tries to prevent P  from winning by carefully 

choosing spaces Xi from B. We say that P  has a winning strategy for E  and 

s  if, regardless the strategy of S, P  can win every vector game as above. Also 

note that the smaller the space player S chooses from B , the worse is the 

chance for player P  of finding a good vector. Therefore, from the filtration 

condition, we can assume without loss in generality that X k + i  C  X k  for every 

1  <  k < n.

A space E  £ M n with a basis {e*}* is called an asymptotic space for X  

if for any s > 0. player P  has a winning strategy for E  and e in any vector
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game. In other words, for every s > 0 we have

VXi G B 3®x € S{X x) VX2 €  B, X2 c  Xi 3x2 G S{X2) . • -

. . .\/Xn e B ,X n C X n- i  3xn € S(-Xn) such that

{®i,x2 , . . . ,xn} ~£ {ei,e2 , . . . , en}.

The set of all n-dimensional asymptotic spaces for X , with respect to a 

fixed B, is denoted by {X}n. It is not hard to check that the set {X}n is 

closed in A4n. As it was showed in [M-M-TJ] this set can be described in 

terms of a different asymptotic game, called a subspace game. Even though 

it will be not used in the sequel, we present it here in order to build a better 

intuitive understanding of asymptotic spaces.

Fix a family T  C M n and e > 0. In a subspace game associated to J- and 

e player S tries to choose spaces Xi from B  in such a way that after n  moves

the vectors {xj}?: resulting from the game are ( 1  +  ^-equivalent to the basis

in some space from T . If she succeeds we say that S wins the game. The 

filtration condition implies that S can always choose spaces from B satisfying 

Xk+i C X k for 1 < k < n, since by restricting the choices of P  it increases her 

own chance to win.

We say that S has a winning strategy for T  and e if, regardless of P  strategy, 

player S can win every subspace game as above. In other words

BXx G B V®! G S T O  3AT2 e B :X 2 c  X 1 Vx2 G S(X 2) . . .

. . .  3Xn G B .X n c  X n- i  Vxn G S (X n) such that

3F  G T  with basis { /1; / 2, . . . ,  f n} and {®1} ®2, . . . ,  xn} {/i, / 2, . . . ,  /„}.

It is proved in [M-M-TJ] that the set {X„}n is the smallest subset T  C M n 

such that, for every s > 0, S has a winning strategy for T  and e.
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Recall the famous Krivine’s theorem [K]:

T heorem  3.2. I f  {£n}£Li is a basic sequence in a Banach space, then there 

exists 1 < p < oo so that for every k and e > 0  there is a block basis {? /n } £ = 1  

of {xn}^= i of length k which is ( 1  + s)-equivalent to the unit vector basis of I*.

Moreover the proof of the theorem yields that the sequence {yn}*=i can be 

chosen according to the following scheme.

Vni e N 3y1 e  span{a:n}ra with yi > xni

Vno € N 3y2 G span{xn}rt with y2 > xn2

Vnk € N 3yk e  span{rrn}n with yk > xUk

so that {yn}n=i is (1 +  c)-equivalent to the unit vector basis of /£. It follows 

immediately that for every Banach space X  we can find 1 <  p < oo so that 

for all n, Vf e  {X}n. therefore {Xn}n is non-empty.

It is natural to ask whether it is possible to obtain a higher level of sta­

bilization for the asymptotic structure of X , while keeping the same set of 

all asymptotic spaces? Milman and Tomczak-Jaegermann showed in [M-TJ2] 

that this can be done by passing to an appropriate subspace. More precisely, 

there exists an infinite dimensional subspace Z  of X  with a basis {z*}* such 

that for every e > 0 , any n successive blocks of {zf\i starting after zn are 

(1 +  s)-equivalent to some asymptotic space, while all asymptotic spaces of X  

appear also as asymptotic spaces of Z.
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3.3 Asym ptotic-^ Spaces

Let X  be a Banach space with basis {w*}*. Then X  is called an asymptotic-lp 

space, for 1 < p <  oo, if there is a constant K  such that for every n and every 

E  £ {A}n we have d^E , Z£) < K . In other words, an asymptotic Zp-space has 

a simple asymptotic structure: there are no other elements in { X }n except 

the ones whose existence follows from Krivine’s theorem. An interesting and 

nontrivial result proved in [M-M-TJ] shows that for p > 1 one only needs to 

assume that the Banach-Mazur distance d(E, Zp) < K  for some K , meaning 

that in the asymptotic setting the more general condition of isomorphism 

already implies the equivalence of the natural basis. It is still open whether 

this is true for p =  1 .

Clearly any lp space is an asymptotic-Zp space (asymptotic-co for p =  oo). 

An example of an asymptotic Zp-space which is not isomorphic to Zp is the 

infinite Zp-direct sum (Y2n ©  En)v of any finite dimensional Banach spaces En 

with the dimension growing to oo as n goes to oo.

Let the Banach space X  with basis {wi}i be an asymptotic-Zp space. As 

explained at the end of the previous section, we can further stabilize the as­

ymptotic structure of X  by passing to a subspace. The subspace Z  with basis 

{zi\i will have the property that there exists a constant K  such that for all n, 

we have that any n successive blocks of {zi\i starting after Zn are iiL-equivalent 

to the unit vector basis of Z”. A space with a basis satisfying the above property 

will be called a stabilized a$ymptotic-lp space.

A very important example of a stabilized asymptotic-Zp space, which was 

the cornerstone of many fundamental discoveries of the last decades in Banach 

space theory, is Tsirelson’s space [T], We recall the definition of this space. 

Denote by coo the vector space of finitely supported sequences with the norm
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|!(zi)i|!o =  maxiXj. For x G cq0 set

where {Ei}f=1 axe successive subsets of N and E{X denotes the restriction of x 

on the set Ei. Note that this is an implicit definition and the existence of such 

a norm follows by induction (cf. eg. [L-T]). The space T  is the completion 

of (coo; || ‘ Hr)- This is actually the dual of Tsirelson’s original example and is 

due to Figiel and Johnson [F-J].

The (dual of) space T  was the first example of a reflexive Banach space 

not containing any copy of lp for 1 < p < oo or Co- It can be shown that 

any n-blocks of the basis supported after n are equivalent to 1™, hence T  

is a stabilized asymptotic Zj-space. The Tsirelson-type norms have become 

common place now and, among other things, they provide a more sophisticated 

class of examples of stabilized asymptotic-/p spaces not containing isomorphs 

of lp.
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Chapter 4

Stabilization and Asymptotic 

Structure

4.1 Stabilization techniques

In this section we introduce some more terminology and present a few essen­

tially known stabilization results that in particular reflect the techniques used 

in [M2], [F-F-K-R]. Let X  be an infinite dimensional Banach space. On the 

set of infinite dimensional subspaces of X  consider the following partial order

(4.1) Y  =$ Z  <=>■ Y  C Z  + F, for some finite dimensional space F.

We shall need the following easy lemma.

Lem m a 4.1. Let Y . Z  be infinite dimensional subspaces of a Banach space 

X . I f Y  =4 Z  then Y  D Z  is infinite dimensional.

P ro o f From the definition of the partial order there exists a finite dimen­

sional space F  such that Y  C Z + F . Let W  := Z + F  and let P  :W  — > W  be 

a projection (not necessarily bounded) onto Z. Since Z  is finite codimensional
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in W  we have that Ker P  is finite dimensional, hence Id —P is  & finite rank pro­

jection, where Id  :W  — * W  is the identity on W . In particular (Id — P )(Y ) 

is finite dimensional. Since Y  is infinite dimensional and (Id — P)(Y) is fi­

nite dimensional it follows that Ker (Id — P) C\Y = Z  f ) Y  must be infinite 

dimensional, as required.

■

Lem m a 4.2. I f  {Yn}n is a sequence of infinite dimensional subspaces of X  

such that Yn+i =<I Yn for each n then there exist an infinite dimensional subspace

Y  of X  such that Y  =$Yn for any n.

P ro o f The proof uses a so called diagonalization technique. Define, for any 

n,

(4.2) Z „ =  f |  Y‘-
1 < i< n

Using Lemma 4.1 it can be proved by induction that each Zn is infinite di­

mensional. Indeed, (4.2) is trivially true for n =  1 . Assume that Zn is in­

finite dimensional: then Zn+i =  Zn fl Yn+i and it can be easily checked that 

Yn+1 =<: Zn. Applying Lemma 4.1 for Yn+i and Zn it follows that Zn+i is infi­

nite dimensional. Now, since each Zn is infinite dimensional, we can build by 

induction a linearly independent sequence (yn)n such that yn € Zn for each n. 

Denote by Y  the closed linear span of (yn)n- Also note that, since Zn+i C Zn 

for any n, we have that for any n and any k > n, yk G Zn. Then it follows 

that, for any n ,Y C  span{?/i,. . . ,  yn- i}  +  Zn and from Zn C Y n we have that

Y  ^ Y n.

U

Lemma 4.3. Let cp be a function defined on the set of all infinite dimensional 

subspaces of X  taking values in [0, oo]. I f  cp is monotone with respect to the
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;partial order =4 then for any Y  infinite dimensional subspace of X  there exists 

Z, an infinite dimensional subspace o fY , such that for any infinite dimensional 

subspace Z' o fY  with Z ' =4 Z  we have that p(Z') = p(Z). In other words, the 

function p  can be stabilized by passing to a subspace.

P ro o f We can assume without loss of generality that the function p  is in­

creasing (otherwise consider p' =  l/p ).

Fix an infinite dimensional subspace Y  of X  and assume the conclusion is 

false for Y . By transfinite induction and diagonalization we shall construct 

so that

(4.3) (3 < a  = >  Za =4 Zp and p(Za) < p{Zp)

Recall that the set {a < is uncountable and well ordered by “ < ” and 

note that relation (4.3) establishes a bijective order preserving correspondence 

between {a  < a;i} and a subset of [0,0 0 ] with the natural order on R. But this 

is a contradiction since [0 , 0 0 ] cannot contain an uncountable subset which is 

well-ordered with respect to the natural order on R.

Suppose that for any subspace of Z  of Y  we can find another subspace Z' 

of Y  such that Z r =4 Z  and p(Z') < p{Z). For a =  0 put Zq =  Y . Take a  to 

be an ordinal, a < u i,  and assume we have defined Zp for all ,8  < a.

If a  is of the form 0 + 1 ,  then from the above we can find Za subspace of 

y  such that Za =4 Z 3  and p(Za) < p{Zp).

Otherwise, a  must be a limit ordinal and since a < ui, a  is the limit, 

of some increasing sequence of ordinal numbers {on}n. From the induction 

hypothesis we have that

^  Zct-n ^  ‘ Za 2  Zax
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and

• < ip(Zan) < tpiZan-J < < <p(ZQ2) < <p(Zai)

From Lemma 4.2 it follows that there exists Za infinite dimensional subspace 

of Y  such that Za =<; Zan for any n. Since <p is increasing we have, for any n, 

that (fl(Za) < ip{Zan) < ^(ZQn_1) which ends the construction.

■
The next Lemma establishes that a countable family  of monotone functions 

can be stabilized by passing to a subspace.

Lem m a 4.4. Let {pn}n be a family of functions defined on the set of all infinite 

dimensional subspaces of X  taking values in [0, oo]. I f  each pn is monotone 

with respect to the partial order =$ then for any Y  infinite dimensional subspace 

of X  there exists Z , an infinite dimensional subspace of Y , such that for any 

infinite dimensional subspace Z' of Y  with Z' =4 Z  we have that <pn{Z') — 

<pn(Z) for any n.

P ro o f Fix an infinite dimensional subspace Y  of X .  By applying Lemma 4.3 

to Y  and cpx we obtain Zx an infinite dimensional subspace of Y  stabilizing 

for (px. We apply now Lemma 4.3 to Zx and cp2 to obtain Z% stabilizing for 

P2 - Repeating this procedure we obtain an infinite sequence {Zn}n such that 

Zn.)-i C Zn for any n. From Lemma 4.2 it follows that we can find an infinite 

dimensional subspace Z  of Y  such that, for any n, Z  =4 Zn and since Zn is 

stabilizing for <pn we have that Z  is stabilizing for ipn. This concludes the 

proof.
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4.2 Main result

In this section we prove our main structural result.

Theorem 4.5. Let X  be a Banach space with the following property:

For any infinite dimensional subspace Y  C X  there exists a constant My 

such that for any n there exist infinite dimensional subspaces Ui, Uo,- ■ ■ . Un 

o fY  such that

(4-4) <  H^To^U < MyW^OiXiW
Y i= 1 i=1 1

for any norm one vectors x i: yt in Ui and any scalars ai.

Then there exists p £ [1, oo] such that X  contains a stabilized asymptotic-lp 

subspace (stabilized asymptotic-co whenp= oo).

We’ll prove a slightly different statement from which our result will follow. 

But first another definition is given.

Definition 4.6. A basic sequence {xn}n is said to have property (P) if there 

is a A  < oo such that for every n  the following holds: for every sequence 

(-A)"= 1  of finite mutually disjoint subsets of N such that min (Jf A* > n, if 

Vi, zi G span{xj : j  € Aj} for i =  1 . 2 . . . .  .n  are two finite sequences of norm 

one vectors then {yi\i is A-equivalent to {zi}7).

Theorem 4.7. Under the hypothesis of Theorem 4-5. the space X  contains a 

basic sequence with property ( P ) .

We show first how to derive Theorem 4.5 from Theorem 4.7.

Lemma 4.8. Let {xn}n be a basic sequence with property (P). Then the 

closed span of {xn}n is a stabilized asymptotic-lp space, for some 1 <  p < oo 

(stabilized asymptotic-co fo rp  = oo).
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P ro o f Let {xn}n be a basic sequence that has property ( P )  with constant K. 

We’ll show first that for all n, any two normalized block sequences of length 

n  of {a;/;}* that start after xn are A^-equivalent. Indeed pick two normalized 

block sequences of length n starting after xn, call them (z/i, y^,. . . ,  yn) and 

(zi, Z 2 ,  . . ., zn). Pick now a third block sequence (ti, t 2, - - • , t ra) that starts 

after xn and has the support disjoint from the previous two block sequences; 

that is, for any i and j , suppt* fl suppz/  ̂ =  0 and suppfj n  suppzj =  0. For

any i = 1 , . . . .  n  define .4* to be the set

A i  : =  { j  6  N  : X j  6  supp z/j U  supp £*}

Then (4*)* satisfies the conditions in the definition of property (P), so it 

follows that (z/i,z/o, • • -,yn) and (£i, ti , . . . ,£n) axe iT-equivalent. Similarly

(z i .z2, • • • ,zn) and (t\, t2. . . . , t n) are if-equivalent. Hence (z/i,z/2 , • • • ,yn) and

(zi, Z 2 ,  ■ ■ ■ ,  zn) are A-2-equivalent.

From Krivine’s Theorem it follows that there exists 1 < p < oo such that, 

for any n, we can find normalized blocks W\, wo, ■ ■ •, wn of {xj}j that start as far 

as we want, such that W\, W 2 : . . .  ,w n is 2 -equivalent to the standard unit vector 

basis of lp. Since any two normalized block sequences that start far enough are 

AT2-equivalent then they must be 2 AT2-equivalent to the standard unit vector 

basis of lp. Hence the closed span of {xj}j is a stabilized asymptotic-/p space.

■
Theorem 4.5 follows easily now. From Theorem 4.7 we have that we can 

find a basic sequence { r i } i  with property ( P )  in X  and from Lemma 4.8 we 

conclude that the closed span of {xi}, is a stabilized asymptotic4p subspace 

of X.

Note that if a space X  satisfies the hypothesis of Theorem 4.7, so does 

every infinite dimensional subspace of X . Therefore it follows that every infi-
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nite dimensional subspace contains a further stabilized asymptotic-/p subspace, 

possibly for different p’s.

Remark 4.9. As this thesis was completed we realized that the previous re­

sult can be improved. Under the same hypothesis as in Theorem 4.5 we can 

obtain that the stabilized asymptotic-Zp subspaces we obtain also have an un­

conditional basis. More precisely the proof can be modified such that the 

space X  contains an unconditional basic sequence with property (P), thus 

strengthening Theorem 4.7, from which the conclusion follows. Observe that, 

in particular, the hypothesis implies that the space X  cannot contain any H.I. 

subspaces, therefore, by Gowers dichotomy, there exist unconditional basic se­

quences in everj- subspace. Our proof blends Maurey’s approach to Gowers 

dichotomy with the argument from the proof of Theorem 4.7 to build these 

unconditional basic sequences in such a way that they also have property (P).

We are also investigating whether it is possible to relax the hypothesis 

of Theorem 4.5 and obtain the same conclusion under the hypothesis that 

relation (4.4) holds only for vectors with equal coefficients.

4.3 P roof of Theorem 4.7

Now it remains to prove Theorem 4.7. First we introduce some new notations 

that are convenient for the proof.

Let X  be a Banach space. Denote by A the set of all pairs of n-tuples of 

vectors x =  (x l , . . .  ,xn), y = (yu . . .  ,yn) with the property that ||Xi|| =  \\yi\\ 

for any i < n  and any n > 1 . If Z  is a subspace of X ,  A (Z) will be the subset 

of A consisting of all pairs (x, y) of n-tuples of vectors from Z, for any n > 1. 

Given U =  (Uj, . . . ,  Un) where U\ , . . . ,  Un are infinite dimensional subspaces
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of X  and u — (ui , . . . ,  un) an n-tuple of vectors we write u  G U if Ui G Ui for 

1 <  i < n. Then set

A(U) =  {(zT,fT) G A : u e U ,v e U } .

This notation makes possible a more compact formulation of the hypoth­

esis of Theorem 4.7. Namely, for any infinite dimensional subspace Y  of X  

there exist a constant My such that for any n there exist infinite dimensional 

subspaces U\, Uo, ■ ■ • , Un of Y  such that

<4 -5) i s r 11! ! 1 ' 11 ^  n E » i i  < M ' i i i > n
Y  i= 1 i = l  i=  1

for any (x , y) € A(C7), where U = (Ui, . . . ,U n).

It is standard in this setting to pass to vector spaces over Q in order to 

use the countable structure of such a vector space. Without loss of generality 

we can assume that the Banach space X  has a basis {en}n. Let X 0 denote 

the set of all vectors of the form Y%=i aie* for n G N, {ai} ”= 1 C Q. Then X q 

is a countable vector space over Q. Moreover, since X q is dense in X ,  it is 

enough to prove the conclusion of the theorem in Xo. Therefore, from this 

point onward, our argument will take place in Xo-

If Y  is an infinite dimensional subspace of X0, then we denote by E(T) the 

set of all infinite dimensional subspaces of Y  and by E /(y ) the set of all finite 

dimensional subspaces of Y . By “ =4 ” we denote the partial order defined in

(4.1) restricted to E(X0).

For any n > 1 and E  =  (Ei, Eo, • • • , En), where Ei, Eo, •••E n are finite 

dimensional subspaces of X q, and for any Y  G E(Xo), set s ^ Y to be the 

supremum of all e for which we can find Ui, ■■■Un G £(Y) such that for any
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(«i, • • • un) G U, (vi, • • • vn) € U, (ei, • • • , en) € £7, (A, • ■ • , / n) e  E, with the 

property that (u +  e, v +  / )  € A we have that

(4.6) e l l ^  +  eOII < | | £ > +  /,)!! < (l/s)||/ >  +  e*)||
i= l i= l i= 1

Note that the condition (u +  e,v +  / )  G A simply means that Hu* +  |[ =

I!Vi + / i | |  for any 1 < i < n. For any n, by 0n we understand the n-tuple 

({0 }, {0 } , . . . ,  {0 }). in other words the n-tuple of finite dimensional subspaces 

of Xq in which each entry is the trivial {0} subspace. For a fixed n, compar­

ing (4.6) with (4.5) observe that (l/£g y ) is simply the “best” constant M y 

appearing in (4.5) for this particular n.

Next, using the stabilization techniques from the previous section, we will 

stabilize the invariant s ^ Y-

Since Xq is a countable vector space and E  are finite tuples with entries 

from T,f(Xo) we have that the family {c^ .} of functions on S(Ao), indexed 

by E  is also countable. We show next that each £g y  is increasing in Y  with 

respect to the partial order ^  on E(Ao). To this end, f i x l  =  (Ei, E2, .. -, En) 

and let Y\ ^  Y2. Pick any £ that satisfies (4.6) for the definition of E g y  It 

follows that we can find U i , - U n G S(yx) such that for any (u1; • • -un) G 

U, (v i,---vn) G U, (ex, • • • ,en) G E, ( / i ,---  , / n) G E  with the property 

that (u + e, v + / )  G A, relation (4.6) holds for e. For any 1 < i < n let 

U'i := Ui n  Y2. Since Ui is a (infinite dimensional) subspace of Y\ and Y\ =<! Y2 

we have that U\ Y2. Applying Lemma 4.1 for Ui and Y2 it follows that 

U- = Ui fi Yo is infinite dimensional. Also note that for any 1  <  i < n, U[ is an 

infinite dimensional subspace of Y2. Let U' = (U'v . . .  ,U'n). Therefore we can 

find U'1,---U'n G T,(Y2) such that for any ( i n , • • • u n ) G U \ (vi,---vn) G U’, 

(ex, • • • , en) G E, { f i , - - - , f n ) € E  with the property that (u + e,v + f )  G A, 

relation (4.6) holds for e. But this means exactly that e satisfies (4.6) for
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the definition of Eg<yv Taking the suprexnum over all these £ it follows that 

£e,Yi — £eyo- I161106 £e y  '1s increasing in Y .

From Lemma 4.3 we have that there exist a subspace Z  £ E(X) stabilizing 

for the entire family {£g }. In other words we have that there exists Z  such 

that cg Z, = £g z  for any infinite dimensional Z' subspace of Z  and any E. 

From this moment on we proceed with the argument inside this subspace Z. 

Since the subspace Z  is stabilizing we can drop the subscript Z' in £g z ,\ the 

argument will take place in Z  so the notation £g will be unambiguous.

From the hypothesis together with (4.5) and the definition of £$n it follows 

that
1

inf £$n > -7-7-  > 0
n Mz

and < 1 for any n.

Pick £ 0  satisfying the following two conditions

(i) 0  < £ 0 < infn £5n

(ii) For any E. £0 ^ £ g .

The following definition is very important in the logical structure of the 

argument. Consider the subset A  C A(Z) defined by

^  ^  A  := {(£,£) € A(Z) : || 5 ^ a*|| < eollEiZ/ilK or

I I E * ® i l l > ( l / e o ) | | E i J f c | | } .

In other words. A  consist of all (£, y) £ A (Z) which are not ( l/c 0)- equivalent.

We shall use the following suggestive terminology, similar to the one in­

troduced by Maurey in [M3]. Let E  = (Ei, • • • ,E n), where Ei e  E /(Z) 

for 1  <  i < n. We say that E  accepts a subspace Y  £ S(Z) iff for 

any Ui, - - - .Un £ S(F) we can find (ui,---un) £ U, (vi,---vn) £  U and

57

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



(ei, • • • en) G E,  (/i, • • • f n) e  E  such that (u +  e, v +  / )  € A. We say that 

E  re jects Z  if it doesn’t accept any subspace Y  of Z. The following Lemma 

clarifies the dichotomy between “accepts” and “rejects” .

Lem m a 4.10. For any Y  6  S (Z) we have that E  accepts Y  iff E g  < £q-

P ro o f Indeed, if E  accepts Y  then for any ■ ■ ■ , Un € S(Y") we can find 

(ui , - - -un) € U, {vi,---vn) € U and (ei,-*-en) € E, G E  such that

II +  ei)|| <  e0|| J 2 ( Vi +  /Oil or

i=l i= l

| | ^ ( « i +  ei) l l > ( l / £ o ) i l £ f e + / i)ll-
i= 1 2=1

It follows that £o does not satisfy the condition described in (4.6), hence 

££y — £o- From stability and from the fact that £q ^  Eg we have that

=  £e  y  ^  £ 0 -

Conversely, if co > £g =  c ^ y , then £q is not in the set of s ’s from the 

definition of £g.y  This means exactly that E  accepts Y.

U

From Lemma 4.10 we derive the following important remark.

Remark 4.11. If E  does not accept Z  then it does not accept any subspace of 

Z, hence it rejects Z. Therefore we may simply say accepts or rejects without 

creating confusion.

In the sequel we shall also use the next simple remarks.

Remark 4.12. For any n > 1 , if E  =  (ify • • - , En) accepts (rejects) then so 

does E-r := (E^i),---  ,^(w)) where tt is any permutation on {1,2,••• ,n}. 

Indeed, from the definition of e^  z we can easily show that Eg = £g_ and the 

conclusion follows immediately from Lemma 4.11.
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Remark 4.13. For any n > 1 , if E  = (Pi, ■ ■ • , En) rejects then for any e = 

(ei, — ,en) G P , /  =  (/i, — , / B) € P w i th (e , / )  € Awe have that (e,/)  £ A. 

Indeed, from the definition of the term “rejects” it follows that we can find 

Ui, -"  ,Un £ £(Z) such that for any u =  (wi,• • • Un) G U, v =  (t;i,• • • vn) G U 

and e =  (ei, • • • en) G P , f  =  (/i, - • • / n) G E  with (u +  e, v +  / )  G A we have 

that

Eoll +  e*)ll 2  II i >  +  /oil <  (l/eo)ll +  eOll-
i=l i=l i= l

Our claim follows by choosing u and v as the n-tuples of null vectors.

The connection between the terminology introduced above and property 

(P) becomes clear in view of the following simple observation which follows 

immediately from the previous remark and the definition of property (P).

Remark 4.14. Suppose (Xj)j is a basic sequence in Z.  Fix n > 1 and let (Aj) ”=1  

be as in Definition 4.6. Let Ei := span{£j : j  e  for i =  1 , 2 , • • • , n. To say 

that property (P) is satisfied with constant (1/sq) is equivalent to saying that 

for any n > 1 any such E  = (P1: • • • , En) rejects.

We shall build by induction a basic sequence {xj}j  that satisfies the condi­

tion equivalent to property (P), presented in Remark 4.14. But first we prove 

a key lemma for the inductive step.

Lem m a 4.15. Let n > 2. I f  E  = (Pi, • • • , En) rejects then for every infinite 

dimensional subspace W  of Z there exists an infinite dimensional subspace W ' 

of W  such that for every w' G W ' we have that (Pi +  span{ur}, P 2 , • • • , Pn) 

rejects.

P ro o f Assume that the conclusion is false. Then by Remark 4.11 there 

exists W  G E(P) such that for any U G S(W), we can find uo G 1/ such
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that if Fuq := E\ + span{u0}, then (FUQ, E2, . . . ,  En) accepts. Thus, for any 

C/2, C/3 , . . . ,  Un G E(W) we can find

u = (u, U2, u3. ■ . ., Un) G U x C/2  x C/3  x • • • x Un

v =  (v, v2, v3, . . . ,  vn) G U x U2 x C/3 x • • • x Un

and

e =  (eU0, e2, e3, .. -, en) 6  Fuo x E2 x £ 3  x • • • x En

f  = Uuo-. / 2 , h , - - - J n ) € F uox E 2 x E 3 x - - - x E n

such that

(u + e,v + f )  € A.

Since eUo € FUo and f uo G Fu0 we can write euo =  ei+cra0 and f Uo = fi+ P u0 

with a, ,8 G Q and ei, / 1  G ^i- Hence we have that for any (U, U2, . . . ,  Un) G 

(E(W))n we can find {ui,u2, .. . ,u n) € U x U2 x x Un,{v\,v2, . . .  ,v n) G

U x U2 x ■ • • x C/n and (ex, e2, • . . ,  O  € £ 1  x E2 x  ■ • • x £ n,(/i, / 2, . . . ,  /„) G

Ei x E2 x x  En such that

(4.8) ((mi, u2, . . . ,  un) +  (ei, e2, . . . ,  en), (vi, u2, . . . ,  vn) +  ( / 1 , / 2, . . . ,  / n)) e  4̂

Indeed, we can take (u2, W3 , ■ • •, *0 ,(^2 , ̂ 3 , • • -,«»), (ei, e2. . .  en),(/i, / 2 - - • / n) 

as above and put := u +  nuo and Vi = u + (5uq. Then the pair in (4.8) 

is exactly (u + e.v + f ) and it belongs to A. This means that (E i, . . . ,  En) 

accepts. But this is a contradiction since (E i, . . . ,  En) rejects W.

■

P ro o f  [Theorem 4.7] We shall build inductively a basic sequence {%j}j having 

the following property
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(*) For any n > 1 , and for any disjoint finite subsets Ax, Ai,  ■. - ,A n of 

{n — l , n , . . .} ,  if Ei := span}#.,- : j  G Ai} for i =  l , 2 . . . , n  then 

{Ex, E 2 , E n) rejects.

By convention, span{0} =  {0}. Once we build such a sequence it follows from 

the Remark 4.14 that the sequence {xj}j  has property (P) and this would 

conclude the proof.

To have a better intuitive understanding of the proof that will follow some 

more explanations and clarifications are in order. First note that from Remark 

4.12 we have that it is sufficient to check (*) assuming additionally that the 

sets {A,}” satisfy the following two conditions: (1 ) if Ai = 0  then Aj  =  0  for 

all i < j  < n, and (2 ) if Ai ^  0  and Aj ^  0  for i < j  then min A < minA,-. 

Another important observation is the following: we can always assume that 

min U;<n A-i — n — 1 ; indeed, otherwise if min |Ji<n Ai := k > n — 1  we 

add the empty sets An+i , . . . ,  A*,, Afc+i to the existing sets A i , . . . , A n and 

the new family {A, } ^  will satisfy the assumption and it is a “valid” family 

since min (Ji< fc+1 Ai >  k. To exemplify, instead of considering the family 

Ai =  {4,5} and A2 =  {8,11,13} for n =  2, we consider the family A\ =  {4.5}, 

A2 =  {8,11,13}, A3 =  A4 =  A5 =  0 for n = 5.

The fact that {xn}n will be a basic sequence follows from a standard ar­

gument. At each step the choice of Xj will be from an infinite dimensional 

subspace. Choosing the vectors “fax enough” along the basis {en}n and using 

the well known gliding hump argument (cf. eg [L-T]) we can obtain that the 

sequence (xn}„ is equivalent to a block basis of {en}n, hence it will be itself a 

basic sequence.

An important first remark is that, from the choice of £ 0  we have that 0„ rejects 

for any n.
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Step 1 : Since O2 rejects, from Lemma 4.15, we can pick xi € Z  such that 

(span{xi}, {0 }) rejects.

Step 2 : Next, since O3 and the previous pair reject, we can find an in­

finite dimensional subspace Wo of Z  such that for any w € Wo we have 

(span{xi, w}, {0 }) , (span{zi},span{ii>}) and (span{w}, {0 }, {0 }) reject (by 

applying Lemma 4.15 three times). Take as x3 any such w, with the provi­

sion that x i must be also chosen according to the gliding hump procedure, as 

explained before. We now have that tuples

(span{xi}, {0 })

(span{x1; X2}, {0 }) (span{xi}, span{x2 })

(span{x2}, {0 }, {0 })

all reject.

Step 3 : Since all the previous tuples and O4 reject, we can find X3 such 

that by adding x3 to any coordinate we obtain tuples E  that reject. That is, 

in addition to the ones in Step 2, the following tuples will reject.

(span{xi,x3 },{0 }) (span{xi},{x3})

(span{xi,x2, x3}, {0 }) (span{xi, x2}, {x3})

(span{xi, x3}, span{x2}) (span{xi}, span{x2, x3})

(span{x2, x3}, {0 }, {0 }) (span{x2}, {x3}, {0 })

(span{x3}, {0 }, {0 }, {0 })

The inductive idea is clear now. Suppose we have picked xi, X2 , . . . ,  xn such 

that the inductive hypothesis holds. Let <Sn_i be the set of “acceptable” tuples 

E  built in Step n  -  1 , from xi, X2 , . . . ,  xn. We have that for any E  G 5n_i, 

E  rejects. We shall find a vector xn+i such that any E  E Sn rejects. For a
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vector y  G Z  denote by Sn-i,y the set obtained by adding y to every entry 

of every E  G <Sra_i. Since the set <Sn_i is finite and 0n+i rejects, by applying 

Lemma 4.15 repeatedly, we can find an infinite dimensional subspace W  such 

that for any w G W  we have that any E  G <Sn_iiUJ rejects and the (n +  l)-tuple 

F  =  (span{w}, {0}, {0},... , {0}) rejects as well. Choose any xn+i G W  which 

is “good” in the gliding hump procedure. It is easy to see now that any tuple 

E  G Sn belongs either to <S„_i or to «Sn_i^ B+1 or is F, hence rejects. This 

concludes the inductive step and the proof of Theorem 4.7.

■
Remark 4.16. Note that each xn is chosen subject to a finite number of condi­

tions, this is why an “acceptable” decomposition must start far enough. What 

we cannot do in every inductive step is, having a vector (E\, E2, . . . ,  En) that 

rejects, to find such that {E\, E2, E n, span{a:n+i}) rejects as well. As 

it turns out, this is not a mere technical difficulty but rather an genuine ob­

stacle, since there are known example of spaces having a basic sequence with 

property (P), yet  they do not contain lp , for any 1 < p  < oo, or c q .
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