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Abstract

Multiple-input multiple-output (MIMO) systems, charadi#ed by multiple antenna
transceivers, add a ‘space’ dimension to signal procegsmngireless communi-
cation. Conventionally, the degrees of freedom (DoFs), itee number of inde-
pendent data streams that can be transmitted or receivadalde in the space
dimension are utilized to improve the quality-of-servicel dhe data rates. In other
words, the spatial DoFs are exploited to gain diversity andtiplexing benefits.
However, these DoFs may be used for other purposes (ingudiriticasting, du-
plexing, and multipath resolution), which are conceivajien the emerging trend
of accommodating more and more antennas in wireless telsniDaveloping new
physical layer signal processing techniques to realizb son-conventional bene-
fits and ascertaining their viability through performannalgsis are the main goals
of this thesis. GSVD beamforming, which generalizes eigesertransmission and
zero forcing beamforming techniques for two-user MIMO dénkchannels, and
spatial multipath resolution, a unique application of saignal processing to mit-
igate multipath fading, are proposed here for the first tiereover, beamforming
techniques for physical-layer multicasting and spacesdivi duplexing are devel-
oped in detail; the exact performance of channel inversmmgp allocation over
eigenmode transmission is characterized. This thesidaeveach of those contri-

butions in detail.
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Chapter 1

Introduction

1.1 Background

Led by the growth of cellular networks, wireless local/rogwlitan area networks,
and personal area networks, wireless communication téopies are providing
ubiquitous access to information, revolutionizing vitty@very aspect of our lives.
For example, most consumer electronic devices, from sniemhégs, tablets, and
notebooks to cameras, printers, and televisions, haveibuilireless connectivity.
Central to these technologies is the ability to transmiadiatm the source wireless
terminal (known as, the transmitter) in the form of a radgnsil (i.e., data mapped
as symbols onto radio waves) and reliably recover the datiaeatiestination ter-
minal (known as, the receiver) from the noisy and possibdyaited version of the
signal received. Depending on the radio propagation enment, variousignal
processingechniques are utilized to satisfy the end-user requirésrsuch as the
desired minimum data rate and the tolerable maximum erter Bandwidth and
transmit power are the major resources in wireless comnatioit, both are expen-
sive, and bandwidth is scarce and needs to be shared amootmgtkisting wireless
systems. Consequently, efficient resource utilizatiomigr@ortant consideration
with signal processing techniques.

Developing novel signal processing techniques is cruoideep abreast with
the increasing demand for faster, reliable, and seamles$ess connectivity. The
ITU IMT-advanced requirements|[6] for the fourth-genesatcellular systems (e.qg.,
the 3GPP LTE-advanced [7] standard), for instance, call&ba rates up td Gbps



for fixed/nomadic users arid0 Mbps for mobile users. Several new signal process-
ing technigues, including multiple-input multiple-outgIMO) [8] and orthog-
onal frequency division multiplexing (OFDM) [9] technolieg, have been funda-
mental to achieving such data rates, which are an increaselars of magnitude
over the third-generation peak data rates (2 &bps and384 kbps for nomadic and
mobile users, respectively) a decade ago. Given the incedsanand for higher
data rates[[10] and improved quality-of-service, the rgteration wireless sys-
tems will require similar advancement and, hence, the dpweént of new signal
processing techniques.

A communication system has a layered architecture, pexdeas a stack of
‘layers’ encompassing different functionalities. (Theeapystems interconnection
model [11] is an example of such architecture.) Phgsical layellies at the bottom
of this stack and defines the system’s interaction with thesjglal communication
medium, for example, in terms of modulation, channel codargl beamforming
techniques. Since the interaction between the layerstd&teow the system func-
tions, the physical-layer techniques and other intermedayer techniques are de-
signed and optimized to suit the application layer, whickides at the top of this
stack and defines the end-user experience of the services.

This doctoral thesis focuses on developing novel signatgssing techniques
for the physical layer of MIMO systems, which are wirelessnocaunication sys-
tems with terminals supporting multiple transmit and ree@intennas. The remain-
der of this section explains the technical background;dhewing sections present

motivation, thesis outline, and the contributions of thisdis.

1.1.1 Wireless Channel

A wireless communication system comprises wireless taatsiand the wireless
channel[[12, Ch. 2] — or simply, thehannel(Fig.[1.1) —the radio wave propaga-
tion medium existing between them. The channel and thededwvess (i.e., trans-
mitters and receivers) attenuate and/or amplify the sjghalcumulative effect of
which is manifested as a complex channel gain. MoreoveiQwsiphenomena re-

lated to the wireless medium and the radio transceiveritiyccorrupt the received



Wireless Channel

Terminal 1 Terminal 2
(Transmitter) (Receiver)

@,

&)
< v

(]

Figure 1.1: A basic wireless communication system.

signal by introducing noise. Therefore, the received dignaorresponding to a

transmitted signat may be mathematically modeled as
y=h-X+n, (1.2)

whereh andn, respectively, denote the channel gain and the additiveendiere,
x represents the data mapped onto symbols by using a modusatieme [13, Ch.
5]. The additive noisa arises mainly due to the thermal agitation of electrons; it
is uniformly distributed across the entire bandwidth anddeereferred to as white
noise, and thus denoted as additive white Gaussian nois&ge4 2.2]. The gain
h reflects the channel state. The receiver uses the chamatelistormation (CSI),
an estimate of gained through the channel-estimation process, in sigtattion,
i.e., to determin& from y within a level of reliability dictated by the noise statcsti
and quantified in terms of the symbol error rate (SER), or httenothe received
symbols get detected incorrectly. The average&ﬁl%t wireless system typically
improves with the signal to noise ratio (SNR) [12, Egn. (B.@hich is the ratio
of the average signal power to the average noise power. Teefamprovement
depends on the system and the channel, and relates to thsityiveder (see Sub-
section_1.113). Moreover, the channel has a maximum SNR+aEmt data rate
achievable with an arbitrarily small SER, known as the cleacapacity [12, Ch.
5]. Wireless systems rarely operate in isolation; theesforterference caused by
other wireless systems as well the electromagnetic imarée caused by various

external sources gets addedytin (L.1). In many wireless systems, including the

1The qualifier ‘average’ is implied where it is subsequentlyitted for brevity.
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cellular networks, such interference has a more detrinheffiect on the systems’
performance than noise.

The channel state itself is random. The random, small-gkattiation of the
channel gain, due to reflection and scattering caused bylsiades in the radio
propagation environment, is known as fadihgl[12, Sec. 2Bdding is flat (or,
frequency flat), if all frequency components of the signal affected alike so as
not to significantly distort the transmitted symbols. Theagte, the frequency
selective fading condition, results from delayed receptbthe signal over mul-
tiple signal propagation paths and affects the frequeneypoments differently,
causing the symbols to spread in time. Because of spreagand, symbol inter-
feres with the reception of subsequent symbols, an effemt/kras the inter-symbol
interference (I1SI), making symbol-by-symbol signal détatimpossible. Equal-
ization [14, Sec. 10.2] and OFDM are among the techniqued teseitigate the
ISI.

Channel estimation, which consumes additional bandwidthteansmit power,
is typically performed once per each block of symbols; loriiieck lengths are de-
sirable provided that the variation of the channel withinreblock is insignificant,
given the amount of fading. The block fading assumptionsl usgerformance
analysis thus regard the channel as not varying within akbddsymbols, simpli-

fying the analysis and simulation of wireless systems.

1.1.2 MIMO Technology

Receiver
(Nr=2)

Transmitter
(Nt = 3)

Figure 1.2: A2 x 3 MIMO system.



Conventionally, each transceiver is equipped with a siagieenna. The cor-
responding channel is designated as single-input singiesd. A multiple-input
multiple-output(MIMO) channel (Fig.L1.R) arises when each transceiver stpp
synchronous data transmission/reception over multipleraras|([8, 15]. It can be
represented as a matdt ¢ C V>N of complex numbers, wher®, and N, de-
note the numbers of transmitter and receiver antennasgctygply. The element
h.; = H(i,j) represents the channel gain between jttetransmitter antenna,
1 < j < N, and thei*" receiver antennd, < i < N,.. Theh, ;s are not necessarily
independent; however, they fluctuate randomly, becausadaid. ThereforeH is

modeled as a random matrix and analyzed by using randomxntia¢ory [16].

Additive n

i Noise 1 3
Data i ‘

X e (X) md H | b () et (X) b y

1 MIMO Channel T Signal to
i i Detector
W o /R
Transmitter Receiver
Processing Processing

Figure 1.3: The basic MIMO system model.

Under flat fading, the channel output is modeled (Fig] 1.3)Je®endent only
on its present input and the stde Thus, for a transmitted signal ¢ C ">, we

get a signay € C™*! of the following form as the detector input:
y = R(HWx + n). (1.2)

n € C "1 represents the additive noise. Signal processing is tipiassumed
to be linear, and, therefore, the matridds ¢ C V> andR € C ™" represent
the transmitter precoding and receiver reconstructiomatjmas, respectively. The
choice ofx, W, andR is central to many MIMO signal processing techniques (see
Subsection 1.714).

However with frequency-selective fading, (1.2) becomeiserdte convolution,
since the corresponding channel output depends on bothekend and past inputs.
Chaptef # investigates such a MIMO system.
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1.1.3 Fundamentals
(DoFs, Virtual Channels, Diversity, Multiplexing, and Mul ticasting)

Each independent data stream that a wireless terminal raagrit and/or receive
corresponds to a singliegree of freedortDoF) [17]. The spatial DoFs thus dic-
tate the maximum number of data streams that may be accontedodahe space
dimension alone. Depending on the communication systeenDtiFs may exist
over one or more orthogonal dimensions, such as time, frepispace, and po-
larization. The total number of DoFs in such cases is theymbdf those along
individual dimensions.

With transmitter and receiver signal processing techrédbat may be broadly
categorized as channelization schenvasyal channelgVCs), i.e., multiple logi-
cal channels, each conveying an independent data strearbeagalized over the
physical wireless channel. Accommodating multiple datasshs over a channel
is known agmultiplexing whose extent is quantified by the multiplexing gain! [18]
that is information theoretically defined as

. R(p)
1 :
pucd log (p)

(1.3)

R(p) in (L.3) is the data rate achievable with a SNRFor instance, zero forcing
(ZF) [19] and space time block codes (STBCs) [20] are two nkémation schemes
for space-division multiplexing (i.e., for multiplexing ispace dimension). The
multiplexing gain is limited by the DoFs at each terminalspace-division mul-
tiplexing, the rank of theeffectiveMIMO channel the terminal has with the other
terminals limits this gain. The rank is typically the minimwf the numbers of
transmitter and receiver antennas; it is lower in rank-dgitcchannels (e.g., key-
hole channels [21]). The end-user requirements couldcegirther the utilization
of the available DoFs for multiplexing.

Noise, interference, and fading are responsible for thebsymrrors occurring
in wireless communication (see Subsecfion 1.1.1). Thendeirtal effects of fad-
ing can be alleviated by sending the same information ovétipleiindependently
faded paths so that the reliability of reception improvdsisBpproach is known as

diversityand may be implemented over one or more of the aforementidineeh-
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sions. The diversity order (or diversity gain) quantifies ttumber of independently
faded replicas of a transmitted symbol the destinationivese It may be techni-
cally defined[[22, Eqgn. (3)] as

i 108 (Ze(p))
p=oo log (p)

(1.4)
whereP,(p) is the SER corresponding to a SNNRHigher diversity orders are gen-
erally desired. A zero diversity order implies that the SER%Inot improve with
the SNR; i.e., interference is dominant, not noise. Dependn the channelization
technique, each spatially multiplexed data stream betwwerterminals may ex-
perience the same or different diversity gains. Moreoveliyvarsity—multiplexing
trade-off [22] exists in many communication systems.

Multicasting[23] is transmitting the same information to a group of reees
known as a multicast group (MG). Subjected to the DoFs at &nggpating termi-
nals, more than one concurrent multicast communicatioringaossibly overlap-
ping sets of receivers, can be facilitated. Unicastinglwve®having one receiver in
a MG, while broadcasting corresponds to a MG constitutihthalreceivers. With
the ever increasing end-user demand for wireless multinsahitent, multicasting
is becoming a core capability of wireless networks. Foransg, the IEEE 802.11-
2012 standard_[24], the latest revision of Wi-Fi, supporsadcast/multicast and
unicast data delivery. The phrase ‘broadcast channel’i26%ed in a loose sense
to designate a single source terminal unicasting diffemegdgsages to multiple des-
tinations. There, the emphasis is on the broadcast nattine eainderlying physical

wireless channel and not on the unicast nature of the indaldCs.

1.1.4 Beamforming

Beamforming techniques [26] are channelization schensstypically use linear
signal processing at the transceivers, relying on theatviditly of the CSI to accom-
modate ideally non-interfering VCs in the space dimensitach VC being single-
input single-output, the modulation, coding, and resoaittmcation techniques for
single-antenna systems can be applied unaltered on thetM@stendering beam-

forming techniques attractive. Beamforming may be acliddfieough transmitter



processing, receiver processing, or joint transmitteeiker processing. Given the
MIMO channelH in (1.2), beamforming involves choosing the transmit pceco
ing and receiver reconstruction matricdsandR, also known as the transmit and
receiver beamforming matrices, such that the pro®REEW has the desired di-
agonal structure. Eigenmode transmission [8] and [ZF [18]tan examples of
beamforming techniques; eigenmode transmission usesritelar value decom-
position (SVD) to jointly computd® andW, whereas ZF uses the pseudo-inverse
of H as one of them (and an identity matrix as the other).

Most beamforming techniques require CSI at the transmitteequivalently,
feeding back the transmit beamforming matrices computeatieateceiver to the
transmitter. Despite the resulting complexity, such jerahsmitter—receiver pro-
cessing allows optimal performances. For example, eigelertransmission achie-
ves the MIMO channel capacityl[8, Sec 3.1] by aligning the \&&mg the spatial
directions corresponding to the eigenvectors of a MIMO clehn

Multi-user beamforming is required where more than two teais are in-
volved, as with a source terminal, e.g., a base station, aomoating with mul-
tiple user terminals. ZF can be used for beamforming in tieadicast channels as
well. Also known as multi-user MIMO decompositidn [27], blodiagonalization
(BD) [28] is a more effective generalization of ZF for mudtitenna receivers. The
source generally does not have sufficient DoFs to accomrmaa@dlahe users. As a
result, additional consideration for user-selectiongana-selection, and schedul-
ing [29] is required with multi-user beamforming.

Some linear beamforming techniques accommodate a ceetzhdf interfer-
ence between the VCs to, for example, minimize the overaR $&J] or opti-
mize other criteria [31]. Moreover, non-linear and iteratbeamforming/precoding
techniques that yield optimal performances with respegatmus criteria also ex-
ist [28,32+34]. However, the focus of this research is oadmand non-iterative

beamforming techniques that facilitate interference-frkannelization.



1.1.5 Relaying

Since wireless communication is inherently of a broadcasine, terminals other
than the intended destination can receive and detect timalsigsuch terminals
may act as relays [35], improving the quality-of-servicenofeless communica-
tions by forwarding thus received signals. Relaying encassps conventional
infrastructure-based relays as well as the emerging catiperelays[[36], and pro-
vides benefits including spatial diversity, increased cage, and transmit-power
saving. Relay processing algorithms include amplify-&avard (AF), decode-
and-forward, and code-and-forward [37] techniques. ARy=lforward the re-
ceived signal after amplifying and possibly beamformindpilesthe decode-and-
forward relays forward data regenerated after signal tieteand error correction.
Code-and-forward relays do further processing after reggion, employing cod-

ing techniques to, for example, improve the resource atilimn.

1.2 Motivation

Conventional wireless terminals used to have no more thanamtenna. Even
where multiple receiver antennas were used to improve Wergity, as in diver-
sity combining [18, Ch. 7], signal processing (e.g., sigtkedection) was more
or less single-input single-output. However, with the adheament of electronics,
synchronous transmission and reception via multiple ar@tgrhas become pos-
sible even in hand-held terminals, and MIMO systems havergede Exploit-
ing the spatial DoFs, MIMO systems may support data ratesaagdality-of-
service unmatched by single-antenna systems using cobipaesources. Hence,
MIMO technology is becoming ubiquitous, with the latest L{&g., 3GPP TS
36.201 [38]), Wi-Fi (IEEE 802.11-2012 [24]), and WIMAX (IEEE802.16e([39])
standards as well as the emergiitigGHz systems (e.g., IEEE 802.15.3c[[40]) em-
bracing it. Given the higher achievable data rates, MIMOitetogies are also an
essential component of the evolved multimedia broadcaktaast services (3GPP
TS 36.300([41]) of the LTE and LTE-advanced standdrds [42].

The statistical characterization of the wireless chanasldertain similarities in



the space, time, and frequency dimensions. For instaneedtions of coherence
distance, coherence time, and coherence bandwidth [12.Chindicate that spa-
tial DoFs have subtle similarities with their temporal anelguency counterparts.
Currently, the diversity and multiplexing benefits of MIM@eabeing exploited to

achieve higher data rates without compromising the qualitgervice. Many other
possibilities (including multicasting, duplexing, and ltipath resolution), which

the aforementioned similarities imply, remain unexploréthe main reason for
their low appeal for the research community and the consedaek of related

work in the research literature was that a terminal couldsess only few spatial
DoFs, given the difficulties of physically accommodatingaegge number of an-
tennas at a terminal and supporting the increased signakpsing requirements.
However, the advancement of electronics and the gradufatewiards higher fre-

guency bands are increasing the availability of spatial ©ofFor instance, refer-
ence [43] describes H-antenna in-package design féfr GHz systems, embody-
ing all the antennas and the complete transceiver circoitra44 mm? semicon-

ductor wafer. WiGig alliancd [44] is already promoting theelof the unlicensed
60 GHz industrial, scientific, and medical (ISM) band forhrigpeed wireless com-
munication alongside the other ISM bands. This emergingdtraakes the afore-
mentioned non-conventional uses of spatial DoFs viable. rided to develop new

signal processing techniques to facilitate them motivétiedresearch.

1.3 Thesis Outline & Contributions

Chapter§1236 of this thesis deal with either unexplored arisgly studied issues in

spatial signal processing, establishing a backgroundéveork for future research.
Chaptef¥ presents the conclusions;the bibliography amdpendices follow.

e Chapte 2 introduce&SVD beamformingwhich the author has proposed for
two-user MIMO downlink channels [45, 46], and investigatesharacteristics.
The SER performance of applications in multicasting, ARy#lg, and physical-
layer network-coded two-way relaying is examined via seioh to gain further

insights. Distinguishing between the private and commos ¥ad exactly char-
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acterizing the VC gains of certain configurations are alseeho

In Chaptef B, a beamforming schernel[47] pbrysical-layer multicastingPLM)
is presented. By employing a divide-and-conquer stratexpeth on the novel
notion of multicast antenna groups (MAGS), the scheme cg@heiment, through
non-iterative beamforming, all the point-to-point and rgetio-multipoint VCs
corresponding to an arbitrary VC-to-User mapping (proglidefficient DoFs are
present at the terminals). This ability makes the schemguenamong non-

iterative PLM techniques; its feasibility is demonstratiedugh SER simulation.

Chaptet# is ospatial multipath resolutio(SMR), a unique use of spatial DoFs
to combat multipath fading, proposed and explored in thisaech[[48,49]. SMR
uses the space dimension to extract multipath componetite oéceived signal;
they are appropriately delayed and combined to flatten feetafe MIMO chan-
nel. The benefits and drawbacks of SMR are investigated glv@ER simula-
tion for STBC and beamforming applications. Moreover, teadfits of partial

and adaptive SMR are shown with respect to the STBC appiitati

Although presently impeded by practical hardware limitasi, space division
duplexing(SDD) is recognized as a technology with the potential tobd®u
the spectral efficiency of wireless systems. Recent exgatiah evidence [50]
demonstrating the ability of SDD to achieve a duplex separaif over45 dB

has brought it back to the limelight. Chapkér 5 discussedamepnting eigen-
mode transmission on top of SDD as investigated in [51] amyides useful
insights about the corresponding SER performance. Foanost the role of
low analog-to-digital converter (ADC) resolution behirgktlimited achievable

duplex separations is identified.

Chaptef b investigates the feasibility of using the chammedrsion (CI) power
allocation scheme on top of eigenmode transmission. A madltieal framework
for performance analysis of MIMO CI is developed; new clogamuin results
characterizing the received SNR and the SER are derivedgitlris process [52].
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Chapter 2
GSVD Beamforming

This chapter introduces the fundamentals of GSVD beamfugma non-iterative
beamforming technique proposed in this research for tves-omulticast channels,
providing detailed insights into its performance and higjiting its potential appli-
cations. GSVD beamforming, given its ability to facilitdteth common and private
virtual channels (VCs), may be applied in multiple-inputltiple-output (MIMO)

relaying and physical-layer multicasting.

2.1 Introduction

Beamforming techniques (see Subsedtion 1.1.4) for théesinger MIMO channel
are well-characterized. For instance, eigenmode trassonigichieves the MIMO
capacity [8, Sec 3.1] by aligning the VCs along spatial dioexs corresponding
to the eigenvectors of the channel. However, beamformiolgnigues for multi-
user MIMO multicast channels, where a single source (elzasa station) spatially
multiplexes transmissions to multiple users/destinatiane not as well developed.
In fact, before GSVD beamforming, only iterative beamfargtechniques for fa-
cilitating point-to-multipoint VCs (for multicast data)ere mentioned in the lit-
erature. Block diagonalization (BD) [28], the best knowmfiterative multi-user
beamforming technique, for instance, produces only pifgeint VCs; it also re-
quires that the source has more antennas than those of adéing® combined, even
if implementing a mere fraction of the realizable VCs. Thdsyeloping novel

multi-user beamforming techniques is of great interegieeilly for meeting the
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demands of multicasting and relaying applications. Sireeheuser brings in a
distinct channel matrix, joint matrix decomposition is #ey to such techniques.
GSVD beamforming, proposed by the authorin [45,46] is basegeneralized
singular value decomposition (GSVD) [53], a joint matrixxcdenposition technique
from linear algebra. Although not as popular as the singuéine decomposi-
tion (SVD), the GSVD has been used in different wireless iappbns, including
multi-user MIMO transmissior [31, 54], MIMO secrecy comnmation [55/56],
and MIMO relaying [57], but, before the studies presentef$)46], GSVD had
not been exploited for beamforming, despite being a naggakralization of the
SVD for two matrices and mentioned |55, p.1] in a slightlyfeliént context, as

potentially useful for beamforming.

User U,

(M, antennas)

Source
(N antennas)

Figure 2.1: A two-user MIMO multicast configuration.

Although restricted to two-user MIMO multicast channelsg(A2.1), GSVD
beamforming is a non-iterative multi-user beamformingralative to BD. Unlike
BD, it produces common virtual channels (CVCs), which argfptm—two point
VCs from the source téf; andis,, in addition to private virtual channels (PVCs),
i.e., the conventional point-to-point VCs from sourcé#oor ;.

GSVD beamforming places no restriction on the number ofrarde at any of
the terminals. However, the numbers of CVCs and PVCs it presldepend on the
spatial degrees of freedom (DoFs) at the terminals. In faethnumbers maximally
exploit the DoFs at all three terminals for multiplexing.rim N-antenna source

catering to user terminald; andi, having M; and M, antennas, respectively,
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GSVD beamforming yieldsiin (M;, N)+min (Ms, N)—min (M; + M,, N) CVCs
andmin (M; + M, N) —min (M_;), N) PVCs for eaclds;, i € {1, 2} under rich
scattering. Moreover, GSVD beamforming can be interpratea generalization of
zero forcing (ZF), in the sense that the MIMO channel betweersource and the
user terminals is effectively inverilih‘respective of the numbers of antennas at the
terminals. These facts make GSVD beamforming worth ingastig.

The chapter is organized as followsSectior 2.R introduces the GSVD, high-
lighting how GSVD beamforming implements the VCs. Seclidh ¢haracterizes
the VC gains. It also derives, for systems with only CVCs,dkact joint probabil-
ity density function (PDF) of the gains under independentidentically distributed
(i.i.d.) Rayleigh fading. In Sections 2.4 ahd]2.5, trangmoMver normalization and
the dependence of the numbers of PVCs/CVCs on the spatiad BixaFexamined,
respectively. The numerical results for the symbol errte (8ER), including those
for elementary multicasting, amplify-and-forward (AF)agng, and two-way re-
laying applications, are presented in Secfion 2.6. Thelositn follows (Section
[2.7); the proof of Theorem 2.1 is presented in Appendix A.

2.2 Signal Processing

In the literature, the GSVD is found in two forms: the orididafinition by Van
Loan [53, Thm. 2] (Definitiof 2]1) and a generalization bygesand Saunders [568]
(Definition[2.2). Each form is given below, and its charastéss’ relevance to
GSVD beamforming is highlighted.

Definition 2.1 [Van Loan form] Consider matricesl; € C ™" with m > n and
H, € CP*", which have the same numbeiof columns. Lety = min (p, n).

H, andH, can be jointly decomposed as
H; = UXQ andH; = VAQ, (2.1)
where

I.) UeC™™andV € CP*P are unitary,

L In fact, GSVD beamforming reduces to transmit ZF when the@has more antennas than the
two users combined.
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ii.) Q € C™™is non-singular, and

i) X =diag(oy,...,0,) € C"™" g, > 0and
A= diag()\l,...,)\q) € Cpxn’)\i Z 0.

o
Suppose thaH; and H, in (2.1) represent the MIMO channels — ¢/, and

S — U,, from a sourceS to userd/; andi,. Assume block fading and perfect
channel-state information (CSI) dd; andH, at all S, U;, andif,. With a trans-
mit precoding matrix Q' and receiver reconstruction matridg$’ /p andV* /p,

we getq non-interfering broadcast (common) VCs, each cateringth the users.
The factorQ in (2.1) facilitates joint transmit precoding, while thefarsU andV
enable receiver reconstruction without noise enhancenidra diagonal elements
of ¥ and A represent the gains of those VCs. Siri@as non-unitary, precoding
causes the instantaneous transmit power to fluctuate eidtris a drawback, and
the transmit signal needs to be normalized to maintain teegatklevel of average
transmit power. (The coefficieptrepresents transmit power normalization.) Thus,
GSVD beamforming is applicable for two-user channels. &ihds three-terminal
configuration appears in various MIMO subsystems, GSVD lheaning has the

potential to be a useful tool.

Definition 2.2 [Paige and Saunders form]Consider matrice$l; € C™*" and
H, € C»*", which have the same numbeof columns. Lett, = (H;", HQT)T,
k = rank (Hy), r = k — rank (H,), ands = rank (H;) + rank (Hy) — k. Unitary
matricesU € C™™ V € CP*?, W € C*** andQ € C"*" can be found such

that

H, = U-%; - (W"R, 0)Q" and

H, = V-3, (W'R, 0)Q”, (2.2)
where

i) 3, € C™* 3, € CP** have block-diagonal structures:

Il 02
> & S, andx, £ S (2.3)
0, I,
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ii.) R € C*** is invertible and has the same singular values as the nonzero

singular values oH,,
iii.) 0 C**(=k) is azero matrix,
iv.) I, € C™ andl, € C *k-m—9)x(k-r=) gre identity matrices,

V) 0, € Cmr=s)x(k=r=5) and 0, € C P~*+7)x" are zero matrices possibly

having no rows or no columns, and

vi.) S; =diag(ay,...,as) andS, = diag (f1,...,0s) suchthal > a; > ... >
as > 0anda? + 2 =1fori e {1,...,s}.

o
If matricesH; andH, represent the wireless channels corresponding te U4,
andS — U, as before, the beamforming matrige$Q},.,, R"'W at the source
andU* /p, VH /p at the respective usets, U, reduce the effective channels be-
tween the source and the user&ipand3,, respectively.

Each column of2; (andX;) corresponds to a VC from the source.

e Thesetsof column§l, ..., r} and{r+s+1,...,k}, if non-empty, produce,
respectively; and(k—r—s) PVCs forl; andi,, each PVC catering to just

one user and having a unit gain.

e The columngr +1,...,r + s} corresponding t&; (andS,) yield s point-
to—two point CVCs. The corresponding amplitude gains erpeed bylf;
are given bya; for i € {1,...,s}. Likewise, theg;s represent the gains

experienced by,.

Any subset of VCs may be selected by appropriately leavingenain columns
from the transmit beamforming matrix and the correspondows from the re-
ceiver beamforming matrices. Wheank (Hy) = rank (H;) + rank (H,), s be-
comes zero, and the scheme reduces to transmit ZF. Thisgsricthe essence of
GSVD beamforming as a tool for multiplexing private and/onsnon data streams

catering to two users.
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2.3 Characterization of Virtual Channel Gains

As outlined in Sectioh 212, the GSVD of channel matrigkse C ™*" andH, €
Cr*", corresponding to uset$ andif, is of formH; = U, (W¥R, 0) Q¥
andH, = VX, (W#R, 0) Q”. All PVCs have unit gains. The gain experienced
for thei® CVC: CVC; by U, is given bya; € diag (X;), a; € (0, 1), a non-trivial
diagonal element oE, fori € {1,...,s}. Sinces; = /1 — a2, eacha; also
characterizes the gain experiencedhyfor CVC;.

Let P € C (mt»)x(m+pr) he the matrix formed with the left singular vectors of
H, = (H,", HQT)T andk = rank (H,). Theq;s are non-trivial singular values of
them x k submatrixQ = {{P}C(lzk)}R(lzm)’ the trivial ones being or 1 [58, Eqn.
(2.7)]; thus, we havéa;|o? € eig(Q”Q) — {0,1}}. The eigenvalue distribution
of Q7 Q is not known in general. However, it can be found under centank re-
strictions wherP is a Haar distributed random unitary matrix[16, Sec. 2.1T4js
scenario corresponds i, andH, undergoing i.i.d. Rayleigh fading, because the
singular vectors of a complex Gaussian matrix produce a Hia&ibuted random
unitary matrix when concatenated. The eigenvalue digidhulepends only on the
ranks ofH;, H,, andH,, or, in other words, on the spatial DoFs availablé/at
Us,, and the source. This observation is not surprising, sineéaictorR~''W of the
transmit precoding matrix effectively inve,, the MIMO channel the source has
with the users. This inversion is also why GSVD beamformiduces to transmit
ZF where the source has more antennas than the users combined

The eigenvalue distribution of x v (square) truncations @it + v) x (u + v)
Haar distributed unitary matrices has been examined integrature [59, 60] for the
case ofv < u; however, the results are not general enough to charaet&&/D
beamforming. The eigenvalue distribution of thelacobi ensemblé [61, Ch. 5]
is more relevant because whenexer> k andp > k, the squaredy;s follow the
same joint distribution as the eigenvalues of théacobi ensemblé [62, Prop. 1.2]
for 3 = 2. Applying the variable transformatioy = o? on the joint PDF[[6B, Eqgn.
(5)] of the ordered eigenvaluess of the-Jacobi ensemble (fo¥ = 2), we get
Propositiol Z.IL. Note that the conditiarin (m, p) > k restricts it to configurations

supporting only CVCs (witht = s).
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Figure 2.2: The joint PDF ofy;s in Definition[2.2 for(m,p, k) = (2,5,2)
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obtained analytically by using Propositibn12.1 againstibepoint Monte Carlo

Fig.[2.2 compares, for the cage, p, k) =

simulation results. The figure reveals the exact agreenfé¢he@nalytic and simu-

lation results, which also conform with the fact thate (0, 1). Propositionh 2.11 can

be used for performance analysis of configurations supmpdnly CVCs; Theo-

rem[2.1 on the diversity orders exemplifies this propossiasefulness.

18



symbol error rate
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Figure 2.3: The SERs and diversity orders of the CVCs in(tNeM;, M) =
(2,3, 4) two-user multicast configuration. The gradients of the SHRe&s at high
SNR correspond to diversity orders DQ(2, 3, 6, 8}. QPSK modulation is used.

Theorem 2.1 Diversity Order for the Casemin (m,p) > k

Consider GSVD beamforming over MIMO channéls € C ™*" andH, € C?*",
corresponding to useid; andi, undergoing i.i.d. Rayleigh fading. Suppose
rank ((H;", Ho")) = k < min (m,p). Then the diversity order ofVC, for
U, isgivenby(m —r+ 1)(k—r+1)forr e {1,...,k}.

Proof: See AppendikA. [ |

The diversity orderém —r+1)(k —r+ 1) for CVC,.,r € {1, ..., k} are intuitive,
since thex,s are the sorted singular values ofrarx k£ matrix. In fact, the diversity
orders are the same as those corresponding to eigenmodmisaion between the
source and{, (orls) alone. For > k, they exceedm — k + 1), which is the diver-
sity order of the CVCs that ZF reception provides. FofAnM,, M) = (2, 3,4)-
antenna two-user multicast configuration involving ugérsis, and corresponding
tok = 2,m = 4, andp = 4, Fig. [2.3 verifies that GSVD beamforming yields
a diversity order of 3 — r + 1) x (2 — r + 1) for eachCVC,,r € {1,2} of U;.
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Likewise, a diversity ordef4 — (3 —r) +1) x (2— (3 —r)+ 1) is observed for
eachCVC, of U,. 10%-point Monte Carlo simulation with00 quadrature phase
shift keying (QPSK) modulated symbols per VC per channdizaigon is used to
obtain the SER curves.

Numerical analysis based dn (2.4) is inherently simpleegithe finite range
(0,1) of y,i € {1,...,k}. Because standard integral expressions used in wire-
less performance analysis typically assunie,ac) range, the finite range could,

however, complicate most exact analyses.

2.4 Transmit Power Normalization

The numbers of PVCs and CVCs realizable for a given systemrakepn the spatial
DoFs at all the terminals. Suppose the transmitted datavect C 1“1*!is mapped

to an arbitrary combination 9L | private/common VCs; the columns Bf, andX,
whose indices are ig represent the VC gains. Such mapping can be realized with
a transmit beamforming matrix{Q},.,, R"' {W}. ., wherep is the transmit
power normalization coefficient ensuring a desired avetaig transmit power.

Thus, we have

p= ng{H{Q}C(M) R {W}C(ﬁ)xHi} . (2.6)

Generally,p needs to be computed numerically. Nevertheless, furttsghits can
be gained as follows for special cases.
Assume uncorrelated data and equal energy modulation oWithloss of gen-

erality, we may sef, {xx} = Ito obtain
2 Hp -1 H -1
P =p S{trace <{W}C(£) R {Q }R(lzkz) ' {Q}C(lrk) R {W}C(ﬁ))}
- p28{trace<R_2 {(Wew {W}C(E)H)}. 2.7)

The produc{W}. ., {W}C(ﬁ)H is an identity matrix wherC = {1,...,k}, i.e.,
when all the VCs are in use. For that case only, and using thelfat the squared

singular values oR are the non-zero eigenvalues BfH,” product, we get a
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configuration # CVCs # PVCs

S—)Lll,l/{g S—>U1 S—)UQ
m>n,p<n P n—op 0
m<n,p>n m 0 n—m
m>n,p>n n 0 0
m<n,p<n,(m+p)>n|m+p—n |n—p n—m
n = (m+p) 0 m p

Table 2.1: Numbers of CVCs and PVCs realized through GSVDnfeaning for
antennasn, m, p) at the source and usdis, Us, respectively.

simplified expression:

P P
P= \/5{trace(R—2)} - J 5{Zf:1 )\i—l}’ (2.8)

where)\; € eig(HoH,") fori € {1,...,k}. By using [16, Lemma 2.10], Eqn.

St for i.i.d. Rayleigh fading.

(2.8) may be further simplified; e.qn,=

2.5 Numbers of Private/Common Virtual Channels

As outlined in Sectiof 212, GSVD beamforming on the chankBlss C ™*™ and
H, € CP*" corresponding to uset$ andif; yieldss CVCs,r PVCs fori;, and
(k—r—s) PVCs forld. The numbers of VCs add up ko= rank (H,), indicating
full-utilization of the spatial DoFs at the source for mpléxing.

The numbersk = rank (Hy), r = k — rank (Hy), ands = rank (H;) +
rank (Hy) — &k are governed by the MIMO channel ranks. Where the channels ar
not rank-deficient as with rich scattering= min (m + p,n), r = k — min (p, n),
ands = min (m, n) + min (p, n) — k depend on the number of antennas at the three
terminals. Consequently, the numbers of VCs depend on tie@aa configuration
(see Tablé€ 2]1). The ensuing lack of flexibility can be cirgented by using addi-
tional transmit and/or receiver processirigr rank reduction, i.e., by reducing the

effectivenumber of antennas, as highlighted in Exaniplé 2.1.

2 Antenna selection is a less attractive alternative.
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Example 2.1 Letm = n.+n,, < m,p = n.+n,, < p, andn = n. +
ny, + ny, < n be the effective numbers of antennas required, respegtael
userslf;, U, and the source, to realize the desired numbers of VCLVCs
andn,, ,n,, PVCs catering td/,, U,. These numbers are achievable as follows,
providedk = rank (Hy) > 7.

Supposdl; = U, A, V.7, Hy, = UyA, Vo7, andH, = (H,”, H,)" =
UyAV," are the SVDs. Defin&, = {U,"}, | . X, ={U,"} . and
Xy = {Vo}e(1.z)- Then, compute the GSVD as follows:

X HiX, = U-%; - (W'R, 0)Q" and
XWX, = V-5, (WIR, 0)Q”. (2.9)

The beamforming matricesX, {Q}(,.,, R"'W at the source, ant?X, /p
and VEX,/p, respectively, at uselg; andis,, yield the desired numbers o
VCs. Note that the productX,H,;X, and X,H,X, in (2.9), acting as the

effective matrices for the GSVD, are of reduced dimensiohemcompared tg

=

the original matrice$; andH,. °

2.6 Numerical Results

This section uses Monte Carlo simulation of the SER to gasighits into GSVD
beamforming. A two-user MIMO multicast configuration is sadered first; a sim-
ple AF relay configuration is investigated next; and a nekvemded two-way relay

configuration thereafter.

AssumptionsBlock fading is assumed0 uncoded QPSK modulated symbols
are simulated per VC per channel realization. The SER cluakesbtained by
averaging ovet(° channel realizations. The average total transmit powegli h

at1, and the noise variance is adjusted to reflect the signalisematio (SNR).
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Figure 2.4: The SERs of the PVCs and CVCs(M, M;, M,)-antenna two-user
multicast configurations. QPSK modulation is used.

2.6.1 Application in Two-User MIMO Multicasting

Consider a simple two-user MIMO broadcast/multicast caméigion (Fig. [2.1)

corresponding to a sourcg catering to the user®; andif,. Being the simplest

possible GSVD beamforming application, this system islifteagaining insights

into PVC/CVC performance and the effect of channel-esiimnarrors and channel

fading on it.

Figs.[2.48E2.4d depict the SER curves for different anteonéigurations. It is

assumed that i.i.d. Rayleigh fading affects both the users.
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e Fig.[2.4& corresponds to th&, M, M) = (4,2, 2) configuration, where the
source has four spatial DoFs, i.e., just as many as the tws’usambined.
As speculated in Sectidn 2.3, GSVD beamforming yields idahPVCs as
with transmit ZF. (In the other three cases, correspondirigds.[2.4b=2.4d,

the source does not have sufficient antennas to perform ZF.)

e Fig. [2.4B corresponds to tHeV, M, M,) = (4,3,2) scenario. The single
CVC utilizes one of the DoFs at the source; the remaining Daéiitate the
PVCs. Clearly, this CVC and PVC allocation yields the highmesltiplexing

gain, as always is the case with GSVD beamforming.

As speculated in Sectidn 2.2, the PVCs show identical SEfompeance,
while the CVC performs worse. Notably, the two users expeeedifferent
SER performance with respect to the same CVC. This observatdicates
that coding techniques for the single-antenna broadcastrnei [25] can be
employed to exploit the capacity of a CVC.

e The(N, M, M) = (4, 3, 3) antenna configuration, whose SER performance
is shown in Fig.[2.4c, is even more interesting, for each efttho CVCs
imparts different SERs upon its end users. The statistigahsetry in the
S — U; andS — U, MIMO channels (i.e.M; = M, and the channels are
i.i.d. Rayleigh fading) makes the SER experienced#yor CVC; identi-
cal to that experienced iy, for CVC,. Similar observations can be made
regarding,’s experience foCVC,; andif;’s for CVC,. The SER degrades
from CVC, to CVC, for U, while it improves foil4s; this observation is con-

sistent with the fact that, in GSVD, the coefficients appear in descending
order, while the3; = /1 —a2,i € {1,..., s} ascend.

e Fig.[2.4d corresponds to the caseNot= M, = M, = 4. GSVD beamform-
ing yields four CVCs. The symmetry dictates that the SERgrerance for
U,’s CVCy, is identical to that offy’s CVCs_y) for k € {1,...,4}. Again,
for U, the performance degrades fr@arvC, to CVCs.
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Figure 2.5: The SER ofCVC; for U; subjected to imperfect CSI in the
(N, My, My) = (3,2,2) two-user multicast configuration. QPSK modulation and
complex Gaussian channel-estimation errors witlvariance are assumed.

Note that the SER curves exhibit no error-floors; i.e., huteginnel interfer-
ence gets eliminated perfectly for both the users. Thiseselmnent is impossible
with traditional non-iterative beamforming schemes (@tagith the configuration
shown in Fig[2.4d).

Figs. [2.4BE2.4d assume the availability of perfect CSI. Wiauld happen
with imperfect CSI? Fig[_2]5 shows the effect of channeirestion errors on the
SER, if we conside€CVC; of U, in the (N, M, Ms) = (3,2,2) configuration and
assume i.i.d. Rayleigh fading. For each channel mafix € {1, 2}, the channel-
estimation error AH;, is assumed to be complex Gaussian with zero meamwand
variance, such that the channel estimidte= H; + 0 AH,; is used for computing
the beamforming matrices. As expected, with increasihgthe performance de-
grades rapidly, producing error-floors. For instancH) dB degradation occurs for
o = 0.01, even at the relatively high0—2 SER level. Such degradation should
be expected given the presence of multiple spatially ségérdCs; however, it

emphasizes the crucial role of channel estimation with G®¢Bmforming.
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Figure 2.6: The SERs of the PVCs and CVCgM M, M,)-antenna asymmetric
two-user multicast configurations. Tk — U/, channel is3dB stronger than the
S — U, channel. QPSK modulation is used.

Figs.[2.6A and 2.6b show the SER performance for asymmeinfigeirations,
in which 4/, experiences, on average3aB stronger channel thai,. Rayleigh
fading is assumed here as well. As in Hig. 2.4a, GSVD beamfwyproduces four
identical PVCs for the case depicted in Fig._2.6a, The radatierits of the SER

curves of Fig[2.6b, however, differ from those in the cquaesling symmetric case
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Figure 2.7: The SERs of the PVCs and CVCs in the M, M,) = (4, 3, 3) two-
user multicast configuration under asymmetric fading. $he> U, andS — U,
channels undergo Rician fading and Rayleigh fading, regmiz QPSK modula-
tion is used.

depicted in Fig[2.4c; becaugg has a stronger channel, the symmetry observable
in Fig. [2.4¢ no longer holds for Fid._26b. Even here, the Pd€lsver the best
error rates, as expected.

The MIMO channels corresponding to Fig._12.7 are asymmeg@abse only
U,’s channel has a specular component. More specificallySthe U/, channel
undergoes Rician fading, with a Rice factoriadind a non-centrality matrix having
(arbitrarily chosen) eigenvaluds.83,2.39}; theS — U, channel undergoes i.i.d.
Rayleigh fading statistically identical to the scatter gamment of theS — U4, chan-
nel. The symmetry observed in Fig. 2.4c with respect to th€SER performance
is no longer present in this scenario. The line-of-sight porent of theS — 4,
channel is seen to improve the SERsexperiences for the CVCs. Nevertheless,
the SER performance of the PVCs is identical for both thegysmmfirming that
GSVD, irrespective of the fading distribution, yields PViGaving an identical (and

constant) gain.
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2.6.2 Application in AF Relaying

This section evaluates the SER performance of GSVD beanrigima MIMO AF
relay configuration (Figl_218) comprising a sourgea relayR, and a destination
D, comparing this performance with that of eigenmode trassion (i.e., SVD

beamforming).

(()) (())

Relay (R)

(N, antennas)

Source (S)

(N; antennas) Destination (D)
(Ng antennas)

Figure 2.8: A MIMO relay system comprising a direct path andlayed path.

The channelization scheme involves two time slots. Thecprecodes and
transmits a symbol vector in the first time slot; the relay amplifies and forwards
what it receives in the second time slot. Thie» R, S — D, andR — D MIMO
channels ardl;, Hy, and H3; the corresponding outputs aye, y., andys, and
the additive white Gaussian noise vectorsaren,, andnsz. AF relay processing

being linear, the relay gains are represented by a mRBtrikhus, we get

forTimeSlotl y;,=H;Wx+n;, yo=HsWx+ n,, and (2.10a)

forTime Slot2  y3 = H3Fy; + ng, (2.10b)

whereW represents transmit precoding. With a receiver reconstruenatrix R;
for eachi' time slot fori € {1,2}, we gety = R,y» + Ryy3 at the detector input.
Supposer < min (rank (H;)) VCs,VCy for k € {1,...,n}, are to be realized.
Let Ny > N, (or J\Zfr > N,) so that the Van Loan form of GSVD (Definition 2.1)
holds, producing: < min (N, N,., Ng) VCs. Applying the GSVD on the channel
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matricesH, andH,, we getH; = U;X;Q andH, = U,X,Q; the SVD vyields
H; = VAR". ChooseW = a {Q '}, F = RU,", R, = {U,"} . and
R, = {VH}R(N), whereq is the transmit power normalization coefficient. Then

we get

y = {OA {(AZl + ZQ)}C(H) X+ An; +n, + ﬁ3}R( ) , (211)

n

where each; has the same distribution asfori € {1, 2, 3}.
SVD beamforming is also possible as follows for this systemgce AF re-
laying is used and the system has a single source—destirzio Definey =

(y2", ys7)". Then we have

. H;FH,; H3;Fn, ng
y—( H, )Wx+( 0 )+<n2). (2.12)

—_—

H

The effective channefl in (Z12) can be diagonalized by choosing the transmit
and receiver beamforming matric¥¢ = {V}c( ) andR = {GH} o’ where

n R(n
H = US V¥ s the SVD. However, the choice Bfis not straightforward with this

approach.

e An apparent choice is selectidgto invertHs. This alternative is as same as

performing transmit ZF at the relay.

e Another is havingF = V,U,”, whereH; = U,X,V,” fori € {1,3}
are SVDs. Its optimality, reasoned out for slightly differeonfigurations
in [64, Eqn. (22)] and[65, Eqn. (7)], may be appreciateditively: using the
spatial directions corresponding to the eigenvectors @fitput and output
channels appears to be the best choice the relay faanél the beamforming

matricesW, R are not jointly computed.

Fig.[2.9 shows the SERs of the three CVCs in(tNg, N,., N;) = (4, 3,5) relay
configuration for both GSVD beamforming and SVD beamformifige latter form
of F (stated above) is assumed with SVD beamforming’-point Monte Carlo
simulation based on_(2.111) and (2.12) is employed, and QP8Hulation is as-
sumed; the constantis computed through simulation to ensdrfl|Wx||7.} = 1.
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Figure 2.9: The SERs of the VCs in th&/;, N,, N;) = (4,3,5) MIMO AF relay
configuration— GSVD beamforming vs. SVD beamforming. QP Stduiation is
used.

As expectedyC; performs better thaWC, or VC3. GSVD beamforming achieves
within 3 dB of SVD beamforming for moderate SNR; interestingly, GSV[aine
forming appears to have higher diversity orders.

Since GSVD beamforming decouples the VCs perfectly at buthrélay and
the destination, independent signal detection of each V@bssible at the relay
as well. Such detection is generally impossible with SVDraiming. Thus,
GSVD beamforming is preferred with decode-and-forward emde-and-forward
relay processing schemes. Moreover, having no inter-V&fetence, the instanta-
neous SNRy; for eachVC,; with GSVD beamforming (under block fading assump-

tions) is given by

(AL 2,0,0) + 2.(6,9))°
Yi = Alii) 242 a’P, (2.13)

whereP is the transmit SNR. Eqn[_(Z.113) also enables semi-ana\juicte Carlo

simulation.
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2.6.3 Application in Network-Coded Two-Way Relaying

In this section, the SER performance of two-way relaying (£.10) with physical-

layer network coding [66] is investigated.

(M antennas) (M antennas)

Figure 2.10: A network-coded MIMO two-way relay system.

As with AF relaying in Subsectidn 2.6.2, the channelizafiorolves two time
slots; they correspond to the uplink and downlink transioiss respectively. In
the uplink, the users transmit precoded data simultangptie relay jointly de-
codes the received signal (by using the corresponding sapesed constellation)
such that the transmitted data effectively ‘XOR in the @7], and the XORing is
manifested as physical-layer network coding. In the dawkntime slot, the relay
regenerates the decoded data (which are now the XOR of thaders’ data, pos-
sibly with noise-introduced errors) and broadcasts to Hwhusers; each user may
extract the other user’s data by detecting the receivecabayrd XORing away its
own (transmitted) data.

Suppose that the relay h@é antennas, and each ugés: € {1,2} hasM
antennas;N VCs, VC, for i € {1,..., N}, are to be realized in each direction
U, — U, andly — U, via the relay. A constrainfv < M is imposed to
make ZF transmission/reception realizable at the useassatensures that GSVD
beamforming yields only CVCs, as physical-layer networkling requires. Let
H, ,H, ¢ CYM denote the uplink MIMO channels frotd; andif,, respec-

tively; Hy, Hp € C <Y are the corresponding downlink MIMO channels from
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the relay. If time division duplexing is use#l;;, = H,;” andH,; = H,,” hold
due to channel reciprocity.

Consider the following three channelization schemes:

e Scheme 1.ZF transmission is used in the uplink, while GSVD beamfoigmin

is used in the downlink.

e Scheme 2:ZF transmission and reception are employed, respectivellie

uplink and the downlink.

e Scheme 3:GSVD beamforming is used in the downlink; a multiple-access

variant of GSVD beamforming implements the uplink.

Schemel: Here, transmit ZF is employed in the uplink. Thus, the trabhsm
beamforming matrices &t, andif, areW, = q,, (Hu1>Jr andW, = q, (HuQ)Ty re-
spectively. Receiver beamforming at the relay, represdngea matrixR = Iy /v,
merely involves normalizationy, is the transmit power normalization coefficient.

Since the downlink is a two-user broadcast channel, GSVIinb&aning can be
applied unmodified ofl;; andHy,. LetHy = Uy X VyandHyg, = UgpXnVy
be the corresponding GSVD, whek; € CN*V represents the common factor
given by the decomposition, i.e., the fac{@V 7R, 0) Q" in (2.2).

The following choice of transmit beamforming mathX (for the relay) and the
receiver beamforming matricd®;, R, (for U; andif,, respectively) ensures joint

diagonalization of the MIMO channels:

W = ag- (Vo) (2.14a)
1 H

R = a_d'{Udl }Ra:m (2.14b)
1 H

Ro = o[_d'{U‘D }R(M—N—H:M) (2.14c)

Corresponding VC gains far;, U, are, respectively, given biiag <{Ed1}7z(1;1v)>
anddiag <{Ed2}R(M_N+1:N)); aq normalizes the average relay transmit power.
Scheme: In this scheme, beamforming for the uplink is as in Schemdow-
ever, ZF reception is employed in the downlink. Thus, theesponding beam-
forming matrices ar®V, = 8, (H,1)", W, = 8, (Huo)', R = Iy /8., W = B4ly,
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R, = (Hy)' /84, andR, = (Hy)' /3,4, whereg, and3,, respectively, normalize
the average transmit power in the uplink and downlink tinm¢ssINote that/, and
U, are responsible for all the MIMO signal processing in botledions.
Scheme3: Here, GSVD beamforming is employed in the reverse diredion
the uplink, with a minor modification to ensure that the effec CVC gains are
1. Consider the GSVD oH,,” € CM*N andH,;" € CM*N given byH,;” =

U, 2.V, andH,,” = U,,X,,V,. The transmit beamforming matrices,

Wi = 0 (UaZ) )

= 50 ((Uadewn ) ((Budrewy) and (2.152)
Wo = 6, (UnD))

= 0w (Ut worn) ((Sedbmir wiran) - (2:15b)

respectively, fols; andisy, and the receiver beamforming matrix,

R = 5i S(v:h" (2.15¢)

for the relay jointly force each effective uplink channeb®a rank&’ identity ma-
trix. &, normalizes the average total user transmit power. Therrd@gs—receiver
processing involved here can be thus interpreted as a fosimofitaneous transmit
and receiver ZF. Downlink beamforming is the same as witheBw ; therefore,
W, R4, andR; are given by equations similar fo (Z.14&)—(2]14c).

Fig. [2.11 compares the SER performance of the above thresmsshfor a
MIMO two-way relay system withi M, N) = (4, 3).

Assumptions QPSK modulation with binary symbol mapping is assumed,at
andif,. The relay directly decodes the XORed symbols by using theman-
likelihood detection rule on the corresponding superingposonstellation, and
re-modulates the regenerated symbols by using QPSK. Tiwigah duplexing,
channel reciprocity, and a symmetric two-way relay configjon undergoing
i.i.d. Rayleigh fading are assumed. Normalization coedfits are selected to
cause the average transmit power used by each user and dgd f8lpower

units.
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Figure 2.11: The SERs of the VCs in th&/, N) = (4, 3) network-coded MIMO
two-way relay configuration. QPSK modulation is used.

Each scheme produces three VCs in either direction.

e Schemel: Except for the weakest VC in each direction (i.¥(¢; in the
U, — U, direction andVCs in theld, — U, direction) having diversity order
2, all other VCs exhibit the same SER performance, faringebdttan the
VCs produced by Schente (The weakest VCs are aboutlB worse than

those.)

e Scheme: All the VCs exhibit the same SER performance and a diversity

order2, faring worse than all but the weakest VCs of Scheiinasd3.

e Scheme3: The weakest VCs are exactly those of Schdanand exhibit the
same SERs as they do. All the other VCs perform identicaly,have the
SERSs between Schemend Schema.

To summarize, Schemefares impressively when compared to Sche@n&hich is
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Figure 2.12: The hop-by-hop SERs of the VCs (for tihe — U/, direction) in
the (M, N) = (4,3) network-coded MIMO two-way relay configuration. QPSK
modulation is used.

the transmit ZF and receiver ZF-based MIMO two-way relayvoek implemen-
tation typically considered in the literature. Also, GSVBamforming appears to
perform the best, when employed in the downlink, in its arégiform.

With physical-layer network coding, the overall SER cop@sding to each VC
is approximately the worst SER it experiences in either etibps: the uplink or the
downlink. Therefore, the above observations can be exgdilry using a hop-by-
hop SER analysis. Given the lack of exact analytic resulesragort to intuitions
and simulation results (Figl_2.112) for this purpose. Beea® two-way relay
configuration of concern is symmetric, it is sufficient to smer a single direction
(say, theéd; — U, direction via the relay).

Since no pre-ordering of the VCs happens at the transnfittea,given scheme,
all the VCs experience the same SER in the uplink. Therefoegperformance dis-

tinctions among the VCs realized by a given scheme can bbua#d to downlink
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beamforming. According to Theorelm .1, GSVD beamformingh@ downlink
causes eacNC, in thell, — U, direction and eacWCy_,;y inthell; — U,
direction to have a diversity ordén/ — r + 1)(N —r + 1) forr € {1,...,N}.
Therefore, the weakest VC has a diversity orgder — N + 1) that of a ZF-based
downlink. Confirming these facts, the downlifk>; andVC, for Schemes and3
are observed (Fid. 2.112) to have diversity ordeesd6, respectively. (Low Monte
Carlo precision precludes curves correspondin§y @@ from showing a diversity
order12.) Moreover, the downlink VCs for Schen2eshow the diversity orde.
Despite having the same diversity order, ZF reception casbiserved to yield bet-
ter SER than that of the weakest VC realized through GSVD lf@anng. These
performance distinctions are manifested in the overall SER VC (Fig. [2.11)
whenever its uplink SER is better than the downlink SER.

Transmit ZF makes the uplink effectively additive Gaussiad causes VCs to
have theoretically infinite diversity orders. However, agent from Fig. [2.1PR,
the corresponding SER is worse than all but the weakest VOG8$¥D downlink
(even at the0—° SER level). As a result, for Schemethe downlink governs the
overall SER of the weakest VC, while the uplink appears ttatiicthose of all other
VCs. However, at even higher SNR values (and impractically $ER levels) the
downlink would dominate the performance of all the VCs. Thhbsoretically, the
diversity orders of Scheme will be those of a GSVD downlink (with each VC
performing differently). For Schentg the downlink dictates the overall SER, ex-
cept at low SNR values. Thus, the SER performance of Scheamel Schemé&
observed in Figl_2.11 may be qualitatively explained by gisire worst of the up-
link and downlink SERs. The performance of Schehoan be explained similarly.
Moreover, since GSVD uplink beamforming does not compjetelgate fading as
transmit ZF does, GSVD uplink VCs perform worse than theinémit ZF coun-
terparts. This fact, also observed in Fl[g._2.12, explaiesrétative performance

difference in Schem& and Schems8.
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2.7 Conclusion

GSVD beamforming, a non-iterative two-user beamforminghiteque that pro-
duces point-to—two point (common) VCs in addition to thessla point-to-point
(private) VCs, was proposed. As demonstrated through noaleesults, appli-
cations having the corresponding two-user multicast MIM@fguration, includ-
ing MIMO multicasting and relaying, can benefit significgntllhis chapter also
provided useful insights about the numbers of private/comvMCs and transmit
power normalization. Moreover, by using the results fromd@m matrix theory
to characterize the VC gains, a foundation was laid for egadibrmance analysis
of GSVD beamforming for Rayleigh fading and MIMO configuaats supporting
only common VCs.

Since the GSVD does not generalize to more than two matrecelsect ex-
tension of GSVD beamforming for three or more users canndblaseen. Such
extension will have to exploit a more general joint matrigcai@position technique.

Future directions:

e As illustrated with Theorein 2.1, the framework based on Bsdpn[Z.1 can
be used to quantify the performance of certain GSVD beanfamonfigu-
rations. Obtaining such numerical (and perhaps, exacyacgberformance
results are among the future possibilities. Generalizirmp&sition[2.1 to
eliminate the conditionnin (m,p) > k is a more challenging possibility;

such a generalization would also contribute to random md#igory.

e The capacity of the two-user MIMO downlink under GSVD beamfng
is also worth investigating. Such a result, along with th&kSferformance,
would be useful for determining how GSVD beamforming rangaiast the

other channelization schemes in a particular situation.

e GSVD beamforming assumes perfect CSI; developing ‘rolz@interparts
that achieve acceptable SER performance under imperfddi&®3a greater

practical significance.
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Chapter 3

Physical-Layer Multicasting

This chapter outlines a non-iterative beamforming schemelfiysical-layer mul-
ticasting (PLM) proposed and investigated in this resedddl). The proposed
scheme follows a divide-and-conquer strategy that redarc@sbitrary virtual chan-
nel (VC)—-to-User mapping into a set of manageable non-apprhg sub-mappings,
each represented byhaulticast antenna groufMAG). A two-phased beamforming
scheme comprisinmter-MAG beamforming andnhtra-MAG beamforming phases

is then employed to systematically realize all the VCs.

3.1 Introduction

Multicasting [23], or the ability to send the same inforneatto multiple users form-
ing a multicast group (MG), is crucial for multimedia apjlions such as video
streaming. Typically, multicasting happens at higher taye the network archi-
tecture [11], e.g., at the network layer as in IP multicas{88], or at the medium
access control layer as in the IEEE 802.11-2012 standaldd@4op of multiple

unicast physical channels. However, when all the userseshaommon physical
medium as in a wireless network (e.g., content delivery eveireless home me-
dia network), multicasting at the physical layer, also knas PLM [69], appears
intuitive and attractive because of PLM'’s potential foriliéating a multicast data
stream by using a single spatial degree of freedom (DoF)ct garticipating user-
terminal. Multicasting at higher layers, by contrast, rieggithe repetition of the
same data over multiple VCs (see Subsedtion11.1.4) in theigdiylayer and thus
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uses more spatial DoFs and transmit power.

Since wireless channels are of a broadcast nature, mtitigas single data
stream over the air is straightforward; doing so requirdy aser selection, i.e.,
getting only the users in the corresponding MG to listen. E\my, neither provid-
ing multiple spatially multiplexed data streams within agée MG nor supporting
concurrent MGs is as straightforward, because any inemter caused by concur-
rent transmissions should be suppressed at each user. Rikdgl teeovercome this

channelization challenge through multi-user beamforming

@ . L .
D source (s) Virtual Channel — to — User mapping
( é é a VG | VG | VG
U,

VG,
U,
Us

_ User Us
A &

User ‘U,

Figure 3.1: VC-to-User mapping in PLM.

PLM typically requires point-to-multipoint VCs (e.g., \2Gn Fig. [3.1), while
conventional multi-user beamforming techniques, suchrassmnit zero forcing
(ZF) [19] and block diagonalization (BD) [28], yield only rtiple point-to-point
VCs. Moreover with PLM, those point-to-multipoint VCs shdmatch the desired
VC-to-User mapping. Consequently, none of the known nerafive beamforming
techniques were readily applicable for PLM.

Iterative techniques for PLM have been investigated by icensg both the
single-antenna and multiple-antenna user configuratiReferences [69-75] focus
on joint optimization of beamforming matrices to minimizerfpormance criteria
such as the signal to interference plus noise ratio and tlzreguared error, sub-
jected to constraints on, for example, the total transmitgroPerformance analysis
of certain multicast configurations has also been attemb#T 6/ 77]. However,
non-iterative beamforming techniques, which are genetalls computationally

challenging to implement, have not been previously studigte PLM literature.
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The proposed approach is the first non-iterative beamfayit@ohnique for PLM.
The chapter is organized as followsSectior 3.2 introduces concepts pertain-

ing to the novel approach for PLM proposed in Secfion 3.3.ti&e8.4 provides

a numerical example highlighting the feasibility of the eggch. Sectiof 315 con-

cludes the discussion by highlighting directions for fetoesearch.

3.2 Background
3.2.1 Unicast vs. Multicast Virtual Channels

The VCs produced by conventional multiple-input multipletput (MIMO) beam-
forming techniques are point-to-point; identify themuascastVCs to emphasize
that fact. Let the point-to-multipoint VCs catering to mplé users be designated
multicastVCs. For example, the common virtual channels (CVCs) preduzy
GSVD beamforming (see Chapiér 2) are multicast VCs.

In PLM, the total number of unicast and multicast VCs at a teainmay not
exceed the available spatial DoFs. For example, in[Eig.véhich shows a source
multicasting to three users, the source &idshould have at least and2 DoFs,
respectively. This requirement is necessary but not seffidbecause, as will be
explained in Sectiof 3.3, the channelization techniquesdcrequire additional

DoFs to guarantee the orthogonality of the VCs.

3.2.2 Block Diagonalization

BD [28] produces multiple unicast VCs from a source to midtipsers. It is exam-
ined here in detail because the proposed inter-MAG beanifgytechnique gener-
alizes BD.

Consider a multiple antenna source termi§Satommunicating withx' > 1
multiple antenna usets;,i € {1,..., K}. LetH,; be theS — U; MIMO channel
andH, = (H,” .. . H,_," HZ-HT...HKT)T fori € {1,...,K}. Given a matrix
\7’50) whose columns span the subspacel (ﬁl> — Null(H,), a matrixG; defined
asG; = HZ-VEO) would be orthogonal to eadHd; for j # i. Therefore, by hav-

ing \750) as the leftmost factor of the transmit precoding matfixmay transmit
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to U; without interfering with any other usét;. BD exploits this fact to achieve
orthogonal communications with multiple users, by hawwhgansmit a linear com-
bination of signals each thus precoded for a distinct ubés;precoding makes the
effective channel betweefiand the users block diagonal, giving BD its name. Un-
like transmit ZF, BD does not prevent MIMO receiver signalgessing at the user
terminals; therefore, BD yields a better performance. Mwoee, BD requires no
more antennas at the source than [28, Sec. lIl.A]. Thezefdespite the in-
creased complexity due to the two-phased approach, ieegghroach assuring the
orthogonality of the users, followed by channelization op of the thus realized
orthogonal effective channels, BD is preferred over ZF faitiruser MIMO. How-
ever, as illustrated in Examgle 8.1, the two-phased appriygucally causes BD to
produce fewer VCs than ZF.

Example 3.1 Consider &2, 3,2} x 6 channel[[28], representingtantenna
source and three users with 3, and2 antennas, respectively. Suppose that
the corresponding MIMO channels are not rank-deficient. BD producet
VCs, i.e.,1, 2, and1 unicast VC(s) with the respective users. ZF does not hold
since the source has less antennas than the user termurtatsybuld hold and
yield 6 VCs if a user antenna were disregarded (via antenna seigctitad

the configuration beefe, 3,2} x 7, both schemes could have produGedCs. e

Reference [718] suggests adaptively partitioning the sasef antennas to form
correlated antenna groups, each possibly comprising masginom more than one
physical user. Although grouping together antennas frostirdit users appears
counterintuitive since doing so precludes MIMO receiveygassing, this method

inspired the notion of MAGs proposed here for PLM.

3.2.3 Multicast Groups

In multicasting, the same information is dispatched tolad tisers in a multicast

group (MG). Consider & -user MIMO downlink from source, where eaclH,
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represents th& — U, MIMO channel fork € {1,..., K}. LetG C {1,..., K}
denote a MG of usels;, i € G receivingn > 0 spatially multiplexed multicast VCs
from S. Definem = |G|. If we assume that no interference occurs from outside
this MG, multi-user beamforming can facilitate the cori@sging VCs if a transmit
precoding matriXW and receiver reconstruction matricBs,: € G can be found
such that

e D, = R;H;W are diagonal foi € G, and

(51 im

e at leastn columns ofD = (D,7 ... D;,7)" fori; € G havem non-zero

elements.

Depending on the system design, the other columr3 @¢f any) can be exploited
as unicast VCs or multicast VCs serving some of the users.

In practice, a MG may not function in isolation; consequgrttie orthogonality
of concurrent MGs is also a concern. Complicating the mafieither, the MG-
to-User mapping, which depends on the end-user requiresmanild be Many-to-
Many: i.e., the MGs may partially overlap. Therefore, PLMsps a challenging

design problem, for which a systematic solution is propaseectior 3.8.

3.3 Signal Processing & System Design

Consider thg M, . .., M} x N multi-user MIMO downlink channel, correspond-
ing to anN-antenna sourcd multicasting toK users, with the'® user/; having
M, antennas foir € {1,..., K}. Supposé/l = > M,. LetH; € C ™" represent
theS — U; MIMO channel. DefindT = (H,” ... HKT)T.

Suppose that unicast and multicast VCSVCy, for &k € {1,...,n}, are re-
alized, wheren is upper bounded byank <ﬂ> < min (M, N), which is the
number of spatial DoF§ has. Moreover, any uséf, may receive no more than
rank (H;) < M; VCs. The Many-to-Many mapping between the users and the
VCs, which is governed by the end-user requirements, is shbgected to these
DoF constraints. Therefore, the first hurdle in PLM is damidf all of the required

VCs can be supported without exhausting the spatial DoFacht &rminal. If not,
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non-overlapping subsets of the VCs would have to be mukgulen other orthog-
onal dimensions (e.g., in time). We do not dwell on this iseaee, but take for

granted that all the VCs can be spatially multiplexed.

3.3.1 Multicast Antenna Groups (MAGS)

On the one hand, the joint computation of the beamformingioes forS and the
users;,i € {1,..., K}, which considers all the VCs, is optimal in terms of the
DoF savings. However, the complexity of this computatiogmiprohibit its use.
Implementing the VCs separately, on the other hand, is €mplt assuring their
orthogonality (e.g., via BD) could be costly in terms of tipasal DoFs. Hence,
a division coarser than the VC-level is desired where ptessitdoreover, accom-
modating the Many-to-Many mappings between the VCs anddbesuin general,
requires partitioning the antennas of a given user so tleatser may participate
in multiple MGs. Therefore, the user-level is too coarsetfa aforementioned
division.

The solution proposed here is based on an abstract notionlttast antenna
groups (MAGS), a specialization of correlated antenna ggan referencel [78],

having the following characteristics.

1. VC-to-MAG relationship is Many-to-One:
A MAG supports one or more unicast/multicast VGXZy, 3k € {1, ..., n};
each VC is associated with just one MAG. VCs catering to aagedubset of
users may be accommodated in the same MAG to keep the numi&x@$

small.

2. Antenna-to-MAG relationship is Many-to-One:
For each supported VC, a MAG has a sufficient number of anteali@cated
from the corresponding users.
Let =; denote the set of antennas at u&gr(excluding any antenna disre-
garded through antenna sele ndO, represent the set of antennas asso-
ciated withMAG;, the;*™" MAG.

1 Antenna selection is not desirable in beamforming. Howeeawing out certain user antennas
could make it easier to assure the orthogonality of the MAGs.
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e |Z;, N ©,| should be no less than the number of VCMAG; catering
toU;; =, N O, # ¢ iff there are VCs iNMAG; that cater td/;.

e O;s form a partition ot ), =;.

The MAGs provide a partitioning of the antennas lying betvde VC-level
and the user-level in granularity, enabling a compromige/éen the two extreme
cases: beamforming for the whole system vs. considering@sone-by-one.

The proposed channelization scheme for implementing th&sand their VCs

involves two phases:

e Phase 1 Inter-MAG beamforming:
The effective MIMO channelx; pertaining to eachIAG; is formed by con-
catenating the rows dfl that correspond to the antennasdn Inter-MAG

beamforming uses BD to make the communications @vgr orthogonal.

e Phase 2 Intra-MAG beamforming:
Since the elements i&; may come from more than one physical user, multi-
user beamforming techniques are typically required foratMAG beam-

forming, i.e., beamforming within the MAGs.

3.3.2 Determination of MAGs

Given a PLM problem, the MAGs need to be determined first. Toed bere is
to reduce the PLM problem to manageable ‘sub-problems’ egking down the
VC-to-User mapping to non-overlapping sub-mappings.

The VC-to-User mapping needs to be expanded first, by corsgihe choice
of user antennas to support each VC. For the sake of simpltbié antennas of
a given user are assumed interchangeablet I'y be anM x n binary matrix

indicating the mapping the user antennas have with the U&#, that

e thei™ antenna ofi*" user corresponds to row number >7_ M, of T, for
ie{l,...,M;}andj € {1,..., K},

2 Distinguishing between the antennas would require, fdaimse, considering the all permutations
of antenna allocation to the MAGs, as well as the multipledirsingle-output channel gains corre-
sponding to the user antennas.
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Figure 3.2: A simple VC-to-User mapping involving three nssend four multicast
VCs. The non-zero entries in rows corresponding to indiadiserd s, , U, andif;
are indicated as 1, And1, respectively.

e the columns ol correspond to VCs, and
e each non-zero element Iy associates a VC with a corresponding antenna.

A MAG should have a sufficient number of antennas allottethftioe respective
users to support the VCs they receive. The antennas theragnsave in excess of
this number can be treatedden’t care (designated as rows ok” on I') to gain
more leeway in determining the MAGs. Thus, each rowgfwill have a single
unit element (i.e.]); each column will have at least one unit element (Eigl 3.2a)

Since the VC-to-MAG relationship can be Many-to-One, thst fitep towards

determining the MAGs is interchanging the rowslgf to make the non-zero ele-

30nce the MAGs are determined, those excess antennas casidpgeasto arbitrary MAGs to avoid
the loss of diversity benefits. However, where eliminatingexcess antenna makes inter-MAG
beamforming simpler, that antenna may be disregardeddghrantenna selection.
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ments on each column adjacent and the resulting madpifgock diagonal. As
with T'; of Fig.[3.2b, the don't cares can be disregarded during tlisgss. Since
each block iT';’s structure may be interpreted as representing a MAG stippc
single VC,T'; corresponds to the VC-level division mentioned in Subseds.3.1.
PLM based on a VC-level division is realizable irrespectifthe VC-to-User map-
ping, provided that the source has sufficient DoFs to ensererthogonality of the
MAGS.

The cost of inter-MAG beamforming makes it preferable toimize the num-
ber of MAGs. Therefore, more than one VC may be associatddaWlAG (e.g.,
the VCs serving similar sets of users may be grouped togeth@vided that the
VC mapping within each MAG is realizable through any intr&®! beamforming
technique. The block diagonal form In, of Fig. [3.2c, obtained by interchang-
ing rows and columns dff,, for instance, has realizable mappings for each of its
two MAGs. (In fact, GSVD beamforming can be used to realizz2¥Cs.) Note
how4;’s antennas are split between the two MAGs, highlighting \@hyser-level
division is too coarse and the use of MAGs is needed.

Example[3.2 illustrates the VC realizations possible fa& YC-to-User map-
ping in Fig.[3.2, highlighting the implications of the dieehnd-conquer strategy of

the proposed channelization scheme.

Example 3.2 Let H;, € C**V, H, € C?*V, andH; € C**" represent the

S — U, S — U, andS — Us channels, where sourcehas/N antennas.
e Possibility 1: Based o', the VCs can be realized withMAGs:

— MAG; using3 antennas from; and2 antennas froni/s to support
VC, andV(Cy, and
— MAG, using2 antennas each frot, andif; to supportVC, and

VCs.

I'y being a simple mapping, only;’s antennas have to be split betwee

D
=)

the MAGs; similar VCs (e.g.YC; andVC,) are easily grouped into th¢

A1 4
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same MAG. The effective channel matrix fofAG, is G; € C°>*V. For
example G could have rows oH; and the firsR rows (say) ofHjs; the
matrix G, € C* corresponding tdlAG, may be similarly defined

with rows of H, and remaining rows ofl3;

) H; H,
ie., G = andG, = )
! ( {H3}R(1:2) ) ’ < {H3}R(3:4) )

Supposing the channels are not rank-deficient,sny 7 can make the
MAGs orthogonal. Had the excess antenna/pfcorresponding to the
don’t cares iM'y) been disregardedy = 6 would have been sufficient to

achieve the same VCs.

e Possibility 2: Alternatively, as implied byl";, the system can be im;
plemented witht MAGSs, each supporting a distinct multicast VC. The
requirement for orthogonality of the MAGs iI§ > 7 even after disre-
garding the excess antenna. (ItNs> 9, if that antenna is considered))
The effective channel&;, i € {1,...,4}, with eachG; corresponding to

MAG;, which implements/C;, would be of following (or similar) form:

G, - ( {Hitr ) a,- ( {Ha} ) ) |

{H3}R(1) {H3}R(2)
o {H2}R(2) _ {Hl}n(z)
G = ( {H3}R(3) ) ’ andG = ( {H4}R(1) ) .

Inter-MAG beamforming would make each MAG effectively degnput

multiple-output, for which intra-MAG beamforming is trad

e Possibility 3: Multicasting at higher layers (by using multiple unicast
VCs in place of each multicast VC) is also possible. Doingequires

N > 9ifthe excess antenna is considered, and 8 if it is disregarded.

PLM is possible even whe& has fewer antennas than the users’ total.
Having fewer MAGs lowers the antenna requiremenSatut makes intra-
MAG beamforming more challenging. Therefore, a compronsseecessary

with this divide-and-conquer strategy. °
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3.3.3 Inter-MAG Beamforming

With transmit channel-state information (CSl), inter-MAf@amforming ensures
the orthogonality of communications in distinct MAGs. Thesult is achieved by
considering each MAG as\artual user and applying a variant of BD. L&, €

C 191N pe the effective channel corresponding to eRbhG,;. ConsiderV§0) €

C ¥>*ni whose columns span the sp@ge,; NullGy)—Null(G;); n; = rank <ﬂ> -
rank (Q) gives the maximal number of VCs eadhhAG, may support, where
G = (G7...G, 1" G;a"...G,")". (Notably,}" n; cannot exceed the total
spatial DoFs atS.) Letr; < n; be the number of VCs end-users require each

MAG; to support.

e Approach 1: Consider each effective channel matfiy = GjVJ(.O), and
compute a transmit precoding matiVX ; along with the receiver reconstruc-
tion matrices by using a suitable intra-MAG beamformindhteque. Then,
the matricesW;, each formed with selected columns of V"W, wil

jointly ensure that all VC-to-User mappings are realized.

e Approach 2: AIternativer,Gj may be defined a&; {VJ(-O)}C( ); the trans-
mit precoding matrices computed for the respective intmwjeamforming
schemes may be modified 3%; — {VJ(.O)}C( W

Approach 2 above apparently yields lower diversity gairent\pproach 1 but
sometimes simplifies intra-MAG beamforming (e.g., when= 1). The receiver
reconstruction matrices produced by linear intra-MAG bfming techniques re-

quire no modification with either approach.

3.3.4 Intra-MAG Beamforming

Intra-MAG beamforming jointly computes the precoding malV; and the recon-
struction matriceR;;,7 € {1, ..., K} to implement the VCs within eacllAG;;
the orthogonalized effective chanlféj- obtained through inter-MAG beamforming
is used for this process.

Each row oij corresponds to a distinct antenna coming from a physical use

being served by a VC associated with thieAG;. Without a loss of generality,
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assume that the rows corresponding to each user are adgamkgtouped together
as blocks withirG;. Thatis,G; = (C}jTl . GJTK)T where each submatrl%;; €

C IEnSilxn; i ¢ {1,..., K} corresponds to antennas contributedfyto MAG;
and possibly has zero rows (whene#en 0; = ¢).

Outlined below are three possibilities for intra-MAG beanmfiing.

e Single-input multiple-output diversity combining: This technique may
be employed whenever the effective chanét;l is a column vector (i.e.,
n; = 1). Itis similar to diversity combining in a multi-user simginput
multiple-output channel, and an arbitrary number of usarshe catered to.
A scalarW; = 1 is used for precoding, while vectoRs; ; = Gfl facilitate
maximal ratio combinindg [13, p.214]. The simplicity and 8teaightforward-
ness of this approach might even justify having a separat&Nthk each VC

whenever the DoFs & are adequate.

e MIMO beamforming: With trivial MAGs catering to a single physical user,
intra-MAG beamforming reduces to beamforming for poinptmnt MIMO
channels. Eigenmode transmission based on the singulas dalcomposi-
tion (SVD) [8, Eqn. (5)], for instance, is a suitable candédfor this case.

e GSVD beamforming: GSVD beamforming (see Chapféer 2) may be used
with MAGs associated with two physical users. Dependinghen\{C-to-
User sub-mapping for the MAG, rank reduction or antennactiele may be
required, as outlined in Sectién 2.5, to realize the desicedbination of the

unicast (private) and multicast (common) VCs.

Intra-MAG beamforming for more general and complicated piags is desired
in terms of the spatial DoFs savings. However, non-iteeasilgorithms are not
presently available for this purpose. Therefore, the MA&sdnined in Subsection
[3.3.2 should be simple enough for their intra-MAG beamfogrtio be realized by

using one of the above possibilities.
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Figure 3.3: The SERs at each user in Exanmiplé 3.2, assuiiing 7 and PLM
based o,. Each(U, VC;) designates the SER at thé user for thej*" VC. The
curves for PLM based oh'; (solid with @mmarker) overlap. QPSK modulation is
used.

3.4 Numerical Results

The simulation-based symbol error rate (SER) performaasalts are presented
here for the multi-user MIMO multicast configuration copeading to Example
3.2.

Assumptionsindependent and identically distributed (i.i.d.) Ragleblock fad-
ing is assumed for th8 — U, S — U, andS — Us MIMO channels. Monte
Carlo simulation use$0°® channel realizations; a block a@f) quadrature phase
shift keying (QPSK) modulated symbols per VC is transmiftadeach channel

realization. The average transmit power is normalized t&/h@ower units.

Fig.[3.3 shows the SERs experienced by each user in Exanzpl€ & assumed
to haveN = 7 antennas so that the MAGs based on both the VC-to-User mggpin
I'y andI'; can be realized. Single-input multiple-output diversityrbining is used
with T';-based MAGs; GSVD beamforming is used with-based ones. In thE, -
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Figure 3.4: The SERs at each user in Exaniplé 3.2, assuniing 6 and PLM
based o', —i.e., disregarding the excess antenna. EaghVC,) designates the
SER at theé:'" user for thej*" VC. QPSK modulation is used.

basedi-MAG implementation, all the VCs exhibit an identical SERfpemance.
Although an exact analytical characterization of the SER®t available for GSVD
beamforming, the relative merits of the curves in Figl 3.3 loa interpreted easily.
For instance, considérC, andVCj; corresponding tdAG, of Example 3.R. At
any given moment, the signal to noise ratios (SNRs) for thiicaist VCs produced
by GSVD beamforming are in descending orderdigrand in ascending order for
Us. Thereforeld, experiences better performance (and a higher diversitgrprd
for VC, and worse performance fofCs, wheread/; experiences the opposite.
Similar observations can be made regardifig, and VC, supported byMAG,
even though the performance@f andi/; is dissimilar because of the asymmetry
caused by the excess antenn&/at

The effect of symmetry is evident in Fid._8.4, which assumes= 6 and
disregards the excess antenna altogether. As expectddy@ls exhibit a similar
SER performance; the relative merits of the VCs at a given cae be argued as

before.
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Code 3.1 MATLAB code for I';-based PLM implementation of Examjlel3.2.

% channel matrices

H1 = (randn(2,6)+1li*randn(2,6))/sqrt(2); %for U 1; NMAG 1
H2 = (randn(2, 6)+li*randn(2,6))/sqrt(2); %for U 2; NAG 2
H3 = (randn(4, 6)+1li*randn(4,6))/sqrt(2);

H3a = H3(1:2,:); H3b = H3(3:4,:); %for U3, MAG 1, NAG 2

% conput e basis for each null space (for inter-MAG beanformn ng)
GL = [HL;, H3a]; [~ S V] svd(Gl); V02 = V(:,rank(S)+1:end);
@ =[H2; H3b]; [~ S V] svd(@&); V01 = V(:,rank(S)+1:end);

% effective channel matrices

Hlhat = HL * VOZ1;

H2hat = H2 * VO02;

H3ahat = H3a * VO01; H3bhat = H3b » VO02;

% GSVD (i ntra-MAG beaform ng

% (adj usted for MATLAB GSVD inpl ementation differences)
[V1, UL, X, ~, ~] gsvd(H3ahat,Hlhat); Q= X; Qnvl = Q/(
[V2, U2, X, ~, ~] gsvd(H3bhat, H2hat); Q= X; Qnv2 = Q/(
% j oi nt beanform ng nmatrices

W= [V01+xQ nvl, V02+xQ nv2]; % for transn ssion

Rl =Ul"; RR =W ; R3 =blkdiag(Vl, V2)'; %for reception
% fix order of antennas and VCs

R3 = R3([1,3,4,2],:); W= W:,[1,3,4,2]);

% conpute effective VC gains at each user

map = [ RLxHLl; R2x H2; R3* H3] + W

inhibit = @x)x.*(abs(x)>1e-15);

i nhi bit(real (map))+1i =i nhi bi t (i mag(map)) % di splay VC gai ns

>Q);
x>Q);

MATLAB output:

>> ans =
0. 8615 0 0 0
0 0 0 0. 5441
0 0.9473 0 0
0 0 0.2772 0
0. 5077 0 0 0
0 0. 3203 0 0
0 0 0. 9608 0
0 0 0 0. 8390

Code[3.1 illustrates, in MATLAB script, the operations reqd to realize the
mappingl’, of Fig. [3.2 by using PLM based di,. N = 6 is assumed, and the
excess antenna &, is disregarded. The outpans on the MATLAB command
line shows the VC-gains achieved for a single realizationiaf. Rayleigh faded
MIMO channels. The correspondence of the non-zero entfidy ¢in Fig. [3.2)

and the output confirms that the desired VC-to-User mapingdlized perfectly.
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3.5 Conclusion

A two-phased, non-iterative, divide-and-conquer PLM seb@&vas proposed to im-
plement an arbitrary VC-to-User mapping over a MIMO mukieudownlink. The
scheme reduces a VC-to-User mapping into a set of non-@erig sub-mappings,
each represented by a multicast antenna group (MAG), suatlthk unicast and
multicast VCs corresponding to these sub-mappings candbeed through non-
iterative (intra-MAG) beamforming. The first phase, inkéAG beamforming, uses
a generalized form of BD to ensure the orthogonality of comitations in differ-
ent MAGs; the second phase, intra-MAG beamforming, realihe VCs on top of
the orthogonal effective channels produced by inter-MAGr®rming. Numer-
ical results were provided to establish the viability of hreposed scheme for a
sample VC-to-User mapping.

Future directions:

e Only three candidate techniques were identified in SubmaBi3.4 for intra-
MAG beamforming. Non-iterative multi-user beamforminghaiques that
can realize more complicated sub-mappings (e.g., invglthinee users) still

need to be developed.

e A comparison of the proposed approach with iterative PLNibégues is also
of interest. The SER and sum-rate could be used as perfoemmaaasures;
the results would more definitively establish whether thappsed scheme is

worth pursuing.

e The exact performance of the systems using the proposedscisenathe-
matically tractable, at least for i.i.d. Rayleigh fadingdamith single-input
multiple-output and SVD-based MIMO intra-MAG beamformir8uch ana-

lytic results are yet to be derived.
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Chapter 4

Spatial Multipath Resolution

This chapter outlines spatial multipath resolution (SMaovel signal processing
technique that exploits excess spatial degrees of free@mfq) available at the
receiver to combat multipath fading. SMR’s pros and consagilighted by using

applications with space time block codes (STBCs) and eigel@transmission; the

benefits of partial SMR and adaptive SMR are also highlighted

4.1 Introduction

The inter-symbol interference (I1SI) caused by frequendycsiwe multipath fading
(see Subsection 1.1.1) severely degrades the qualitgrufeg of multiple-input
multiple-output (MIMO) wireless systems, especially ajthdata rates. The ISl is
typically mitigated by using orthogonal frequency divisimultiplexing (OFDM)
[9], the classic alternatives for which include time-domadualization[[14, Sec.
10.2], time-reversal [79], and maximume-likelihood sequerstimation[[80]. In
OFDM, the bandwidth is split into a number of narrowband subers, each car-
rying data at a lower rate and thus avoiding the ISI. The tate®less standards,
including 3GPP LTE[3B], WiGig[44], and WIMAX[39], use OFDM

A MIMO receiver designed to meet certain minimal qualitysefrvices require-
ments could have spatial DoFs in excess to that required & the desired data
rates and error rates under favorable channel conditiort®sd ‘excess’ DoFs
would remain unused, unless they are exploited for benetitsrdhan diversity

or multiplexing; SMR uses them to combat multipath fading.
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SMR employs a unique rake receiver, which, unlike direcusege code di-
vision multiple access receivers [81], which use code dsimm employs spatial
signal processing (by using the space dimension) at thevezdengers to extract
the signal components received over individual paths. By@miately delaying
and then combining the extracted signal components, SMRfwams the received
signal into an equivalent signal received over an effedilMO channel under-
going flat fading. In other words, SMRattensthe effective MIMO channel, on
top of which, MIMO channelization techniques (see Subse¢fi.1.B), including
eigenmode transmissionl [8] and STBCs|[20], can be impleetenThus, SMR
can be considered as a single carrier alternative to OFDMeMaer, it can sup-
plement OFDM in, for example, the form of hybrid SMR—OFDM u@ing fewer
subcarriers than OFDM.

More specifically, SMR exploits the left nullspace of the MIMhannel taps to
extract the multipath signal components, provided thatélseiver has sufficiently
more spatial DoFs than the transmitter. ConsequentlyepeB8MR requires the
receiver to have as many antennas as the number of antenttees taansmitter
multiplied by the number of multipaths. However, as dematstl in Sectiof 414,
evenpartial SMR, i.e., resolving a smaller set of strongest multipatmgonents
by using a feasibly lesser number of receiver antennasg  gificantly suppress
the ISI.

Reference([49] proposes SMR, examines its performance MO eigen-
mode transmission, and highlights the benefits of partiaRSWhere, the transmit
beamforming matrid%v and a set of receiver beamforming matriées are jointly
computed such that tH&;s resolve the multipath signals, and along vw¥h com-
bining the appropriately delayed resolved signals yiettisogonal virtual channels
(VCs) over a flattened effective MIMO channel.

In [48], the potential of MIMO STBC-SMR configurations ana thenefits of
adaptiveSMR, i.e., adjusting the extent of partial SMR based on ttenobl state,
are highlighted. The Alamouti code [82], which is the singplef the STBCs and is
used in wireless standards including the IEEE 802.11n [@8idard, is considered
in [48]. With STBCs, only the combiner weighBy;s need to be computed. There-
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fore, unlike eigenmode transmission, the STBCs do not regtansmit channel-
state information (CSI); neither does SMR. This fact, alenth the observation
that having more antennas at the receiver is preferred WalST BCQ as well as
the SMR, makes SMR more appealing with STBCs than with eigetentransmis-
sion. Moreover, since SMR does not affect the STBC transmjittocessing, the
receiver may employ adaptive SMR without coordinating with transmitter by
using, for example, the error rate (determined by using eor-eletection code), as
a criterion for adaption.
The chapter is organized as follows:Sectior 4.2 details the system model of

a MIMO STBC-SMR configuration and explains how SMR signalcessing re-
duces the signal received over a multipath MIMO channel & torresponding
to the same STBC over a flattened effective MIMO channel. Tymeb®I error
rate (SER) simulation results are presented in Settidnot.theé Alamouti STBC
scheme, and the use of the practical multipath MIMO chanredehoutlined in
Sectio 4.B is assumed. The trade-off between the ISI redfuand diversity loss
due to SMR is thereby examined; the prospects of adaptive &MRalso high-
lighted. Sectio 415 briefly summarizes eigenmode trarsomswith SMR [49)].

The conclusion follows in Sectidn 4.6.
4.2 Signal Processing

4.2.1 STBC over Multipath MIMO

Assumptions Perfect CSI at the receiver (Transmit CSI is required onithw

beamforming) and block fading.
Consider a multipath MIMO channel given by
L—-1
H(k) = > Hi(k— ), (4.1)
=0

whereL is the channel length, afd; € C V" represents the channel matrix tap

of thel™ strongest multipath component, such thek|| - > ||H,|| - for k < and

! For instance, the maximum achievable rate of orthogonal&TBiven byl /2 + 1/n [84], where
n = 2 [N;/2], diminishes with the increasing number of transmit anterivia the diversity order
of the STBCs improves linearly with the number of receiveéeanas.
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k.l € {0,...,L—1}. Letr; be the corresponding discretized delay in time units,
each equal to a symbol duration. Defime= arg mlin (7). ConventionallyH, is
deemed the desired path, and the others, the interferihg.pat

Suppose a symbol vect8f*) ¢ C V=<1 is transmitted once evef# time units,
i.e., during the time units7" through((k + 1)7'—1) for & > 0, in the form of space
time blocksX®*) ¢ C V*T', The rate of the code &, /7. Denote byx) ¢ C Nex!
for 5 > 0 the sub-block of space time coded symbols transmitted duhia ;"
time instance. Thus, we had&®) = (x*7) XK+ - x((HDT=D) for | > 0.

Therefore, the sub-block of received symbols at the poittheffirst reception

of a replica ofx\%) is given by
L—1
y(j) — Z Hl)éj_Tl'f‘Tm) + n(j)7 (4.2)
=0

wheren) ¢ CN*! is the corresponding additive noise at the receiver. Naié th
y') lags the transmission af?) by 7,, time units. The conventional STBC receiver
processes thgl)s corresponding to each transmitt¥f) in order to obtain the
estimates oB8®). The ISI is manifested as inter—space time block interfegeand

intra—space time block interference, making symbol da&ieduite challenging.

4.2.2 Receiver Design

combiner weights
(receiver beamforming matrices)
delays

5

o
y
Ly

to detector

receiver antennas

SMR rake receiver structure

Figure 4.1: The basic rake receiver structure for SMR.

The proposed SMR rake receiver structure (Fig.] 4.1) prec&IdBC signal
detection in the STBC-SMR receiver.
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The matriceR, € C V*V+, defined as
R/H, — 0,¥] # n andR,H, # 0, (4.3)

for I,n € {0,...,L — 1}, represent the spatial signal processing for extracting
the L < L strongest multipath components. TRgs also include the combiner
weights (described in pag@€el59); thffectivenumberN, of receiver antennas after
SMR depends on the choice of the combiner weigls

Each thus extracteld path signal is given by!” = R,y); i.e

L-1
D= Ry (Hx ) 4 n)) £ Ry Y H ), (4.4)

k=L

7

WV
residual ISI

wherem = arg  min (7).
1e{0,...,L—1}

The extracted signals are delayed, eg&fh by (, — 7,,) time units, and then

combined as in((4]5) to form a set of ISI reduced symiélscorresponding to a

singlex),

-1 '

S-,(]) _ Z y(l]+Tl—TnL) (45)
-1 -1 L—1L—

= Y RH X 4+ Rmit ZZ RH XU (4.6)
1=0 1=0 1=0 p—f,
H/_/ - ~~ - N /
Heg ) reS|duaI ISI

Note that the elimination of the residual ISI frof _(4.6) rgga choosingl =
L. However, the numerical results (see Secfion 4.4) inditateeven smallef.s

eliminate a significant portion of the ISI.

H.s € C VN in (4.9) is the flattened effective MIMO channel. Therefdhe
space time blocR™ = (F*7) g1+ GHEEDT=) for . > ( represents the
received signal corresponding to an input sighél and an effective chann#l,.

Thus, we have
Y® = HgX® + N® 4 residual IS) (4.7
whereN® = (a7 pkT+1) . f(k+DT=1)) is the effective additive noise.
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EachR; can be found to satisfy (4.3) provided that the receiver hasffi
cient number of antennas. L&, = (H, ... H, H;y, ... H; ) forl €
{0,...,L—1}; H, = UX,V,? is its singular value decomposition (SVD), and
m; = rank (f{l> DefineU, = <{Ul}c(ml+1:NT), Ol), where0, € CY>*m js a

zero matrix, and we havé, orthogonal to eaclkl, for k& £ [. Then
~ H
R, = C, <Ul) , (4.8)

1 €{0,...,L—1} satisfy the orthogonality requiremeRE(4.3) for the adrigrcom-
biner weights, represented by matriggsc C NrxNr
As demonstrated in Sectin 4.4, the choice of@e affects not just the SER

performance, but even the diversity order. Three posséslare outlined below.

e Possibility 1: UsingI,, as the combiner weights appears to be the simplest
choice, but doing so causes the raq@ — m,;) and onwards of eacR, to be
zero, thus makingV, = N, — min (m;) and eactC; = {1y, }(.x,). Note

that thisN, is the smallest possible.

e Possibility 2: Another possibility is usingC; = P,;, where eachP; €

C VxNr is a randomly chosen permutation matfix [5, p.25].

e Possibility 3: Cascading the resolved paths is yet another possibilitindo
so makesV, = (L-N,) — Zf:_ol m; and yields the best SERs. Corresponding
C;s are of the forn{0;; Ty, ,,, 0,2)", where eacli), ; has> ' (N, — my)
zero columns, and eadh -, ,f;lﬂrl(Nr — my) zero columns. N, could
exceedN,; however, sinc&;s are correlated, thid/, would not necessarily

increase the MIMO diversity.

Note that all three possibilities above are forms of equah gambining. Other
forms of combining are also possible. GivEn{4.7), the estiiom of X(*) (and then,

of S®) requires only conventional STBC signal detection.
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4.3 Multipath MIMO Channel Model

The ‘Omni-Tx, Rx45°, NICTA' scenario of the IEEE 802.15.3¢c NLOS (CM4) mul-
tipath single-input single-output model |85, Sec. 6.2s2htended here for MIMO.
This model assumes multiple clusters of scatterers thabwod the transmitter
while forming a small angle< 15°) at the receiver, and multiple rays arriving at
the receiver after being scattered at each of those clugtarameters including the
number of clusters, number of rays per each cluster, intester/inter-ray arrival

delays, and decay rates of the gains are modeled as rand@hlear

Cluster 1

Transmitter Clater 3

Cluster 4

Figure 4.2: Ray-scattering in accordance to the multipal®! channel model in
Sectior 4.B and corresponding to the first transmit-rec@ivenna pair. Assumes
four clusters, and for this specific antenna paig, 3, and1 ray(s) scattering via
the clusterd through4, respectively.

The extension for MIMO is as follows (see Fig. 4.2). For a giebannel re-
alization, the scatterer clusters are assumed to be comonalhttansmit-receive
antenna pairs; therefore, the inter-cluster parameté;sJ8c. 6.1] are considered
common. The rays passing through each cluster, on the o#imet, flare assumed
to be independent for each transmit—receive antenna paius, Tthe intra-cluster
parameters are independently instantiated for differearismit—receive antenna
pairs. The resulting discrete multipath MIMO channel ismalized such that
S E{IHE) = 1. This extension should hold (approximately) where inter-
antenna separation within the antenna arrays is signifjcantaller than the dis-

tances between the transceivers and the scatterers. Nbte the number of taps
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Figure 4.3: (a) Histogram of channel lengthcorresponding to 40 x 2 mul-
tipath MIMO channel. Mean lengtf{L} = 4.25, and perfect SMR is possi-
ble for L < N,/N, = 5 (i.e., = 81% the time). (b) Average relative strength
E{IH||% / ||Ho|[7} of the k™ strongest multipath component.

in the multipath MIMO channel, varies between channel radilbons. Fig.[413a
gives the histogram of. for a 10 x 2 MIMO channel based on this model (the
model parameters are those assumed in Section 4.4).

Remark
- The choice of the above channel model for this work is aabjtrSMR is feasible

irrespective of the channel model, provided that the reséias sufficient DoFs.

4.4 Numerical Results (for STBC-SMR)

This section investigates the SER performance of SMR witB&Iby using Monte
Carlo simulation. The Alamouti scheme [82], which hgs= N, = T = 2 and

) NOREO ) o)
Xk — (k) (k) ., Where Sk — S(k) ) (4'9)

So -85,

is used for the purpose.

61



!
N}

=
o

=
OI
w
e
I

symbol error rate
s
¢

107 without SMR AN E
SMR (C; =1y, ) \
\
_5 —==— SMR (C[ = Pl) \
10 °F \ 4
—&— SMR (cascaded paths) \
\
— — — isolated BP \

-6 i i i i i i
10 12 14 16 18 20 22 24 26 28 30
signal-to-noise ratio (dB)

10

Figure 4.4: The SERs of SMR with STBC fov, = 10 and Alamouti code. The
curves are shown for the cases (i) best path without SMRddptfii) SMR with
C, = I, (solid), (iii) SMR with random permutation matri®;, asC, (solid, with
W markers), (iv) SMR with cascaded resolved paths (solid) witmarkers), and (v)
isolated best path (dashed). QPSK modulation is used.

Assumptions 10° realizations of anV,. x 2 MIMO channel (based on the mul-
tipath channel model in Section 4#.3) are simulated. The Isitioin parameters
are those given under ‘Omni-Tx, R)X°, NICTA' in [85] Table 4]; the shadow-
ing effect, and hence, the parameterando, therein are disregarded. Average
numbers of6 clusters and rays per cluster are assumed. Unit receiver an-
tenna gains are assumed irrespective of the angle of artineakfore, the angle
spreads, in the model is irrelevant. Moreover, block fading withO quadra-
ture phase shift keying (QPSK) modulated symbol péé?f@, 3(2’“)) transmitted
per each channel realization and perfect CSI are assumedsyhhbol duration

is 25 ns.

e Fig. [4.4 assumed/, = 10. The dotted curve corresponds to conventional
STBC decoding (i.e., decoding without SMR), which ignoredtipath in-

terference; detection fails utterly owing to the ISI, withs exceeding0%
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irrespective of the transmit signal to noise ratio (SNR)e Tashed line rep-
resents conventional STBC reception of the best path disdary the inter-
fering paths; it provides an unachievable lower bound orStER for perfor-
mance comparison. (It fares the best because all receitemraas contribute
to MIMO diversity; moreover, sorting the paths by strengtlis selection
diversity.)

The solid lines correspond to (partial) SMR schemes attiergpd resolve as
many best paths as possible (up to a maximunVpfN, = 5 paths). The
poor error performance and the loss of diversity correspgorsghending spa-
tial DoFs to resolve the paths. The choice of combiner weighs affects
the performance significantly: cascading the resolvedggahforms the best;
randomly permuted’;s also outperform the use @, = Iy,. The relative
merits of the three combining possibilities can be expladimeterms of the
different N,s they yield. Error-floors are not observed because all paths
resolved~ 81% of the time, and the strongest disregarded path is on average
about30 dB weaker than the best path (Fig.14.3b).

e Fig.[4.5 corresponds to the same simulation set-up as ifdEg except that
the channel lengtii, is assumed to be at mosto guarantee perfect SMR.
The SER performances of the three aforementioned combpuossgibilities
are comparethere for the cased, = 10 and N, = 12. For the caseV, =
10, the relative merits observed in Fig. 4.4 prevail, with ealed resolved
paths producing the best performance. However, lower SE®Rslzserved
because the best path is stronger and the number of inteyfeaiths is lower
than before{ 19% of the time). The SERs for the cadé = 12 are lower
than those forV, = 10. This result agrees with the intuition that having

higher receiver DoFs is better than having lower ones.

e Since each multipath resolved reduces the effective nuoflveceiver anten-
nas byN; = 2, thus limiting the MIMO diversity, it is not always desirabl

to resolve as many paths as possible. This premise is exdnmrfég. [4.6

2 Since the MIMO taps produced by the channel model do not ioalerly with V,., the case®V, =
10 andN,. =12 are not strictly comparable. Nevertheless, qualitativagarison is warranted.
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Figure 4.5: The SERs of SMR with STBC for Alamouti code anddagesV, = 10
(solid) andN, = 12 (dashed). The channel length is constrained not to ex¢eed
The curves are shown for the cases: (i) SMR with= I, (with ¢ markers), (ii)
SMR with random permutation matri®;, as C; (with mmarkers), and (iii) SMR
with cascaded resolved paths (w@markers). QPSK modulation is used.
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QPSK modulation is used.
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for the same simulation set-up as in Hig.14.4. The solid cuwi¢h markers
correspond to partial SMR resolving at mdst {1,..., N,/N;} strongest
paths. Note that, for a given curvé,is held fixed for all channel realiza-
tions. Resolving fewer paths (e.d., = 1,2) seems prudent at low SNRs,
where additive noise dominates the interference, but thfeimeance yields
to residual interference as the SNR improves. Moreoverpgimal fixed L
seems to exist{ = 4, in this case) at high SNRs, highlighting the conflicting
effects of multipath and MIMO diversity in SMR.

Adapting L based on the instantaneous CSl, i.e., determining the apfim
every time the channel varies (aRjs are recomputed), results in even bet-
ter error performance. The corresponding error performédepicted by the
solid curve without markers) is better than that of partislFSbased orany
fixed L value. Adaptive SMR can be implemented by using error-dietec
codes for assessing the SER; however, a practicable dlgofitr adapting’

is not yet available.

4.5 Eigenmode Transmission with SMR

This section briefly outlines MIMO eigenmode transmissivarciMR (se€ [49] for
details). Here, th&®;s are computed jointly with a transmit beamforming matrix
W such that

H ~ \H ~
R = {S)pa ({Uleqn) Ci(T1) forie{o,...,L-1}, (4.11)

whereH, s = UXV# is the SVD ofHy in (£17), andn < rank (H.g) is the
number of VCs that needs to be realiz€g}.and U are the same as il {4.8). Con-
sequently, transmit CSI (or equivalently, feeding b&€kcomputed at the receiver)
becomes necessary, making adaptive SMR more challenging.

Fig.[4.7 depicts the SER performance dfiex 3 MIMO configuration support-
ing three VCsVCy for k € {1, 2, 3}, through eigenmode transmission. The multi-

path MIMO model and the assumptions are the same as in S@cfloEigenmode
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Figure 4.7: The SERs ofCy, k € {1,2,3} in SMR with eigenmode transmission
for N, = 3, N, = 10, andn = 3. The curves are shown for the cases (i) SMR
with C; = Iy, (solid, without markers), (i) SMR with random permutatiortrix

P, asC; (solid, with markers), (iii) isolated best path (dashead &v) best path
(dotted). QPSK modulation is used.

transmission over the best path (corresponding to thedlbites) becomes futile;
the SER does not improve even at high SNRs. The dashed linespond to se-
lecting the best path while assuming no multipath interfeeeexists; they provide
a hypothetical unachievable lower bound on the SERs for emisgn purposes.
The solid SER curves, corresponding to SMR, improve imytiaith the SNR but
level off at high SNR, indicating that perfect multipatherference cancellation is
impossible. This observation is as expected, since an geathannel length of
4.27 could be observed [49], with more than the resolvablé. — n)/N;|+1 =3
channel taps existing6.21% of the time. This result shows that SMR is not very
effective when the receiver does not have enough DoFs tdveeite strongest

paths.
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4.6 Conclusion

Spatial multipath resolution (SMR), a non-conventionad u$ spatial DoFs for
mitigating multipath fading, was proposed. Unlike OFDM, BNakes a single car-
rier approach, transforming the multipath MIMO channebiatflattened effective
MIMO channel, on top of which any channelization scheme acamiplemented.
The SERs with MIMO STBC and eigenmode transmission werestnyated to

gain further insights into SMR. The trade-off between npath and MIMO diver-

sity was identified; partial and adaptive SMR were demotetras solutions.

Future directions:

e Although SMR takes a single carrier approach, it could bedusenhybrid
SMR-OFDM configurations to reduce the number of subcar@&BM re-

quires. This very promising approach should be invest@jate

e Since SMR does not require transmit CSI, SMR is best usedohdhneliza-
tion techniques not having that requirement, such as theCSTB/loreover,
the receiver can employ adaptive SMR transparent to thertrater in such
cases. Therefore, investigating similar channelizagehniques such as spa-
tial multiplexing (e.g., V-BLAST[[86]) with SMR is of inters.

e The optimal choice of combiner weightys also needs to be investigated.

e Capacity comparison with multi-carrier transmission tbodd be researched.
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Chapter 5

Space Division Duplexing

This chapter investigates the error performance of meHipput multiple-output
(MIMO) eigenmode transmission alongside space divisigpleking (SDD), i.e.,

the joint selection of beamforming matrices, to realize\titaual channels (VCs)
while eliminating the self-interference. This chapteoaigghlights, through simu-
lation, the implications of practical issues, includingtercomputational precision,

finite analog-to-digital converter (ADC) resolution, arfthanel-estimation errors.

5.1 Introduction

Duplexing techniques exploit the degrees of freedom (Dakallable in the time,
frequency, or other suitable dimensions to facilitate $iemeous transmission and
reception of data at a wireless terminal. Frequency dixisioplexing and time
division duplexing techniques have been proven to be é@ffecand their applica-
tions are ubiquitous. Since the radio spectrum usually pei€e-tag, and the extent
and duration of its use (respectively associated with thgudency and time dimen-
sions) also dictate how many wireless systems may coexahigighborhood, the
DoFs in the time and frequency dimensions have an operatiosa Therefore, the
frequency division duplexing and time division dupleximghniques, which split
those DoFs between the transmit and receive directions, hal¥ the spectral effi-
ciency and cost-effectiveness of the alternative teclesqusing other dimensions
(e.g., space and polarization) to achieve duplexing. Qiyary and addressing the

practical challenges that presently preclude such alteassare, therefore, of great
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importance. This chapter investigates SDD in this context.

With SDD, the wireless terminals transmit and receive atsdme time, us-
ing spatial signal processing to suppressdki-interferencehat the transmission
causes on signal reception (and detection). SDD has bemn@td with single-
antenna systems [B7,188], but only with multiple antennakMiMO signal pro-
cessing can the terminals exploit the spatial DoFs to sggptiee interference.
Duplex MIMO repeaters [89] and relays [90+92] are alreadergng attention,
evidently because of the relaying’s potential for extegdime coverage of exist-

ing/emerging MIMO compliant cellular and wireless datavmaks.

transmit channel self-interference

H, / #" channel
() G
: . /

/ receive channel

H,

Transmit
Antenna Bank

(N; antennas)

Receive
Antenna Bank

(N, antennas)

Figure 5.1: A MIMO terminal using SDD.

Even in a MIMO terminal using SDD (Fif. 8.1), a given antenreymot trans-
mit and receive simultaneously over the same frequency.bémetefore, the anten-
nas are partitioned to form two antenna banks dedicatepectsely, to transmis-
sion and reception (e.g\; transmit antennas and, receive antennas); the excess
DoFs at either bank [50, 90,93] or the orthogonality of thatsp modes[[94] can
be used to mitigate the self-interference. Thus, SDD retesniear-end crosstalk
cancellation in digital subscriber lineés [95]. Howeverikathe physical wire-pairs
in a digital subscriber line, the VCs in a MIMO wireless systarise as a result of
beamforming (see Subsection 1]1.4), making SDD more cigilig than crosstalk
cancellation. Moreover, the high signal attenuation ina@dopagation creates sig-

nificant practical challenges in the form of high amplifiendynic range and ADC
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resolution requirements, among others. Despite theskeaolgals, new experimental
evidence([50] demonstrating ovés dB of self-interference suppression indicates
the viability of SDD for, at least, short-range wirelessteyss such as the personal
area networks.

The chapter is organized as follows:Sectionl 5.2 outlines the signal precess-
ing involved, firstly for SDD, then for eigenmode transmigsalongside it. The
numerical results on the symbol error rate (SER) perforrraricselected MIMO
SDD configurations are provided in Sectionl5.3; the detriimegffects of finite
computational precision and finite ADC resolution on the SE& demonstrated.

The conclusion follows in Sectidn5.4.

5.2 Signal Processing
5.2.1 Transmitvs. Receive SDD

Consider the singular value decomposition (S\®)= UXV# of a matrixG <

C ™= whereX € C™*" is rectangular diagonal, add € C ™™ andV € C"*"
are unitary. Letr = rank (G). WhenevelG does not have full column-rank (i.e.,
r < n), the columns oV = {V}, ., - span the nullspackull(G) such that
GV =0 e C™* "), Similarly, the left nullspac&ull (G”) is spanned by the
columns ofU® = {U},, ., such tha{ U®)"'G = 0 € C*n if G does
not have full row-rank (i.e.y < m). The nullspace and the left nullspace exist
simultaneously ifG is rank deficient—i.es; < min (m,n).

SupposeG corresponds to the self-interference channel of a MIMO teain
using SDD (Fig. [Gl1). Given a symbol vectar € C™*! to be transmitted,
the self-interference component at the detector inputvergby RGWx, where
W € CN¥r*m andR € C™* V&, respectively, denote the transmit and receive sig-
nal processing (at the corresponding antenna banks). Thetegference can be

nullified irrespective ok, if either of the constraints

G-W = 0, or (5.1a)
R-G =0 (5.1b)
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can be enforced. The constrairts (5.1a) and {5.1b) indibaée possibilities for
implementing SDD at a terminal.

e Transmit SDD: Forming (the leftmost factor ofyV with columns ofV(©
enforces[(5.Ja), and forces the transmitted sigiVat to be orthogonal to
G. Since this approach requir€s to not have full-column rank, assigning
more antennas for transmission than for reception is a grificondition to

achieve Transmit SDD.

e Receive SDDLikewise, forming (the rightmost factor off by using rows
of (U(0>)H enforces[(5.1b), causing only the desired signal orthdgorthe
row space ofG to be extracted. This approach requifeégo not have full-
row rank. This condition is guaranteed if the majority ofemtas are set

aside for reception.

e Joint Transmit and Receive SDD:Simultaneously enforcing both (5]1a) and
(5.1D), as in referenc& [90], requir€sto be rank-deficient. This result may
be achieved only through proper antenna design and plat¢emgn by ar-

ranging the antenna banks such that a key-hole channed eeisteen them).

Since G is not bidirectional, ‘Joint Transmit and Receive SDD’ apysere-
dundant. Moreover, that approach complicates the compuatat beamforming
matrices for implementing VCs between two nodes employiD® SHence, only
Transmit SDD and Receive SDD are hereafter considereceresttheme can be
employed provided the appropriate antenna bank is asstgeegteater number of

antennas.

5.2.2 Eigenmode Transmission with SDD

Consider two MIMO terminalg/; for i € {1,2} employing SDD (Fig[5]2). Each
U; hasM; antennas assigned to its transmit antenna bankNajtw its receive an-
tenna bank. (Note that the antennas in a given bank need pbileally adjacent.)
Let the MIMO channell; — Us_;), existing between the transmit antenna bank of

U; and the receive antenna banklgf_;), beH, € CNe-0>Mi for i € {1,2} and
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(M3 antennas)

Terminal U,

(N1 antennas)

Figure 5.2: Eigenmode transmission alongside MIMO SDD.

the self-interference MIMO channel between the transrageive antenna banks of
eachl/; be G, € CY*Mi_ The G;s may or may not be rank-deficient. (Any rank
deficiency would lower the spatial DoFs SDD costs.)

Supposes; VCs, VC,, for k € {1,...,s;}, need to be realized through eigen-
mode transmission from ea¢h to U(3_;. Thus, the corresponding transmit and
receiver beamforming matrices at edé¢hare W, € C M5 andR,; € C $e-o*Ni
fori € {1,2}. Given a symbol vectox; € C ! precoded and transmitted from
eachl;, the signaly; € C *s-9*! fed to the signal detector &f; is given by

y: = R (H;W,;x; + G;W;x; + n;), (5.2)

fori € {1,2} andj = (3 —4). n; € CYi*! is the additive noise component of the
received signal at;. The termR,;G,;W,x; of (5.2) represents the self-interference
after receiver processing.

Since the rank of a MIMO channel dictates the number of VCsay support,

the requirement

rank (H;) > s;, (5.3)

and either of the conditions
nullity (G;) > s; or (5.4a)
nullity (G;") > sy (5.4b)
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need to be satisfied fare {1,2}.
Each terminal may exploit Transmit SDD or Receive SDD, thgrneroviding

three possibilities:

1.) Transmit SDD implemented at both terminals,

2.) Receive SDD implemented at both terminals,

3.) Transmit SDD implemented at one terminal, and Receivi® &Cthe other.
Case 1: Transmit SDD implemented at both terminals

Design requirementsA necessary, but not suffici@*mondition for [5.8) is having

N(s—iy > s;. The requiremeni(5.4a) can be met irrespectivewok (G;) by ensur-
ing that(M; — N;) > s;. WhereH;s are not rank-deficient, the requirements are
satisfied for(M; — s;) > N; > s(3_s).

Example 5.1 Having M; = 4 and N; = 2, for instance, guarantees two spatial
modes in each direction, provided tif, i € {1, 2} are not keyhole channels.
If communications were only fro@1; to U,, each terminal could have six VCs;
but SDD vyields only four VCs, two in each direction. Thus, SbB@sts each

terminal two spatial DoFs in terms of multiplexing gain. °

Beamforming matricesSuppose the SVD&; = U, X, V,” hold fori € {1,2}.

The columns of eacV® = {Vi}etank@n 1.0y SPANNULL(G;). Defin H;, =

HZ-VEO) for i € {1,2}, and let their SVDs b&l, = Q;A;X;”. The choiceW,; =

VEO) {Xi}e(s,) andR_) = {QiH}R(si) produces the VCs in both directions.

Remarks

- The effective MIMO channe; is Nz—s x nullity (G;), and no longeVs_;) x
M;, implying reduced diversity orders. The multiplexing ga&nalso reduced,
sincerank <ﬂ2> < min (rank (H;) , nullity (G))).

1 sufficient if H; andH, are not rank-deficient.
2 Defining H; = H; {V§O)}C( : by usings; columns fromVZ(O) is also possible here; doing so

would, however, yield lower diversity orders.
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- Under Rayleigh fading, eadH; is a complex Gaussian random matrix. Since
is unitary, H; will also be complex Gaussian irrespective of the distitmuof
G;s. Thus, the exact performance analysis of MIMO SDD undetd®gly fading

is straightforward.

- Channel estimation may be easily performed by, for exajjptes division du-
plexing the pilot signals, and estimating edeh H; pair whilel; transmits the
pilots fori € {1,2}. Eachi/; should receive channel-state information (CSI) for
H; from U(5_;), computeW; andR_; as outlined above, and convé;_;
and the gaingiag (A;) back tolf(;_;).

Case 2: Receive SDD implemented at both terminals

Design requirement®VhereH;s are not rank-deficient, the requiremenfts](5.3) and
(5.4D) are satisfied fdiV; — s@3_i)) > M; > s;.
Beamforming matrices Suppose the SVD&:; = U, X, V,* hold fori € {1,2}.

N H
EachU” = {U,}¢anx(c. 415, Would sparNull (G;”) . Definefl; = (Ugg)_l)) H,
for i € {1,2}; let their SVDs beH, = Q;A;X,;”. The beamforming matrices

H
W, = {X.} (., andRe_y = {(Ug)_i)Qi) } will yield the desired VCs.
R(si)

Remarks

- A loss of diversity and multiplexing gains occurs since éfiective channeH;
is nullity (G(g_i)j) x M; andrank (IZIZ) < min (rank (H;) , nullity (G(3_i)7)).

- Interchanging the transmit-receive roles of each antéramsforms a Receive
SDD configuration into a Transmit SDD configuration exhifgtequivalent SER
performance, and vice versa. However, the implementafiéteceive SDD ap-
pears simpler, because only the comput®gs need to be exchanged over the

channel incurring an overhead.

Case 3: Transmit SDD implemented at one terminal, Receive IDat the other

Without a loss of generality, suppose tbatimplements Transmit SDD whil&,
implements Receive SDD. The requiremelits](53), (5.4a), (Bb) are met if
(M; — s1) > Ny > sp and(Ny — s1) > My > so. The effective channel for
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Figure 5.3: The SERs forC; in either direction of M;, Ny }1+>{M,, Ny }; MIMO
SDD configurations. The ‘directioii is from U, to Us_;) for i € {1,2}. QPSK
modulation is used.

~ H
eigenmode transmission frabn to U, will be H; = (U;°>) H, V"”; the channel
H, can be used as it is in the other direction.

Remark

- H, becomesullity (G,”) x nullity(G ), but I, = H, remains unchanged as

N; x M, for the opposite direction.

5.3 Numerical Results

Denote by{ M;, N1}, <>{ M, N>}, a MIMO configuration of terminal&/;, andis,
(Fig.[5.2) supporting eigenmode transmission alongside,SDch that\/; and N;
antennas are assigned, respectively, to the transmit @et/eeantenna banks of
eachl/; fori € {1,2}, ands; VCs are realized frorty; to Us_.

Fig.[5.3 depicts the SER a&fC;, in either direction, for the MIMO SDD config-
urations{4, 2},1<>{4,2}1, {4, 2}1+>{2,4}1, and{2,4},++{2, 4},. 10°-point Monte

Carlo simulation is used.
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Figure 5.4: The SERs for eactiC;, in either direction of the{7,4}5<+{5,3}2
MIMO SDD configuration. The ‘direction’ is from Uf; to Uz, for i € {1,2}.
The SERs for VCs i3 x 3 MIMO (® ) and4 x 2 MIMO (H) systems are shown
for comparison. QPSK modulation is used.

AssumptionsBlock fading with10 quadrature phase shift keying (QPSK) mod
ulated symbols per VC per channel realization. Indepenaiethidentically dis-
tributed (i.i.d.) Rayleigh fade®l;s; theG;s are also i.i.d. Rayleigh faded but
100 dB stronger than thél;s.

All three configurations show an identical SER performarites result is expected
since the effective MIMO channél; in either direction i€ x 2 complex Gaussian
for all three cases. This observation implies that the ahbatween Transmit SDD
and Receive SDD does not affect the SER performance.

For the{7,4}3<+{5,3}2 MIMO SDD configuration, Fig.[5}4 illustrates more
clearly the diversity and multiplexing gain reduction cadi®y SDD. (The assump-
tions are the same as for Fig. 5.3.) The VCs filagnto U, exhibit SERs identical
to that of a3 x 3 MIMO channel; the opposite direction resemblesa 2 MIMO
channel. This observation confirms the premise that &gclalthough of reduced

dimensionalityN;_; x nullity(G;), represents i.i.d. Rayleigh fading (just as the
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Figure 5.5: The effect of finite computational precision be SERs for MIMO
SDD eigenmode transmission. Considers eaddh, from U, to U, in the
{4,2}2+{4, 2}, configuration, for precisions df, 5, 6, 7, and9 digits. QPSK
modulation is used.

correspondindd; does). The loss of diversity gains is implicit. Since oblyCs
are facilitated withl1 antennas al/; and8 antennas all,, a loss of three spatial
DoFs for multiplexing can be concluded. These losses reptéke cost of SDD.

From a mathematical point of view, the SDD techniques exaththus far per-
fectly suppress the self-interference. However, perfettisterference suppression
is infeasible because finite computational precision (ettansmitter and receiver
signal processing) and quantization errors (at the ADGsireeffect. They not only
affect the signal processing directly, but also make theuSgd in the computations
more imperfect.

Fig. 5.5 approximatela/depicts how the number of significant digits of com-
putation affects the SER, by using{d, 2},<>{4, 2}, MIMO SDD configuration.
10°-point Monte Carlo simulation is used; the assumptions fa@esame as in Fig.

5.3. The error-floors indicate the presence of unmitigaiéetierence. Apparently,

3 Approximate, because the internal precision of the MATL#&d routine was not restricted; its
inputs and outputs were nevertheless truncated apprelyrtatcontrol the precision.
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self-interference does not get suppressed sufficientlypfecisions of less tha6
digits; the effect of truncation errors (resulting from fenprecision) is evident even
at6-digit precision. Nevertheless, the SERs improve rapigdlyhe number of sig-
nificant digits of computation increases beyond that precithreshold. Presum-
ably, this threshold is dictated by the ratio of transmit aeckive signal strengths;
e.g.,log;, (\/M) = 1logy, (101°) = 5.

Low ADC resolution is also a significant concern because S&jnires that the
receiver accurately resolve both the desired signal anddlanterference. The

resolution governs the quantization errors thus affedtiegSERS.

Example 5.2 Suppose a complex Gaussian random variablevith a zero
mean and20? variance is digitized by using an-bit uniform quantizer.
The real and imaginary components &f lie in the (—80,8¢0) range, at
erf(8/v2) = 1 — 1.2 x 107" probability (i.e., practicallyl). The quantizer

will have a precision ofA = 126—5 = 51, the corresponding maximum

. . . A
quantization error I8 = 3= 2n0,3. ®

Uniform quantization is unavoidable since the self-ireeghce is additive; there-
fore, the maximum quantization errorx zi should be insignificant with respect to
both the desired and self-interference signal componéntsher words, the ADC
needs a wide dynamic range in the order of, for insta&i¢gG,|| -} /E{||H|| -}
Fig.[5.8 illustrates the effect of quantization errors cm ®ER for ADC resolutions

10, 12, 14, and16 bits, and also considers their indirect effect on chanrtehasion.

Assumptions The elements oH;s have unit variance, while those Gf;s have
40 dB variancg. Midtread quantization at a dynamic range 6& is considered,
wheres = ,/10%/2. 10°-point Monte Carlo simulation with0 data symbols
per VC per channel realization an@ pilot symbols per transmit antenna per
channel realization is assumed. The least square methaskeds for channel

estimation. The other assumptions are the same as i Flg. 5.3

4 A duplex separation abov#) dB is not achievable with the ADC resolutions considered. Addi
tional K dB separation requires approximately an e%ﬂ'@gQ (100-1K) bit precision at the ADC.
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Figure 5.6: The effect of finite ADC resolution on the SERsNBMO SDD eigen-
mode transmission. Considers ea¢ti;, from U, to U, in the {4,2},+{4, 2},
configuration, for ADC resolutions df), 12, 14, and16 bits. QPSK modulation is
used.

The SER improves with finer ADC resolution (i.e., when morts lare output per
sample). An abrupt degradation of error performance carebe s the first VC
(k = 1) as the precision reduces froid-bits to 10-bits. A possible reason for this
result is thalog, (160) = 10.14. The error-floors indicate the imperfections in the
self-interference cancellation and channelization.

Quantization of the pilot symbols gives rise to channeiregtion errors, which
indirectly but significantly contribute towards increagithe SERs. Figl_5l7 con-
firms this fact by isolating the direct and indirect effectsgoantization through
SER comparison for the following cases. (The same MIMO SDbfigaration

and the assumptions as those in Eig] 5.6 aithit ADC are assumed.)
e Casel: ‘Ch Est+ Qnt D&P’: both the data and pilots are quantized.
e Case2: '‘Ch Est+ QntD’: data are quantized, but not the pilots.
e Case3: ‘Perf CSI + Qnt D’: data are quantized, perfect CSI assumed.

79



10°

|
w

symbol error rate
=
o
T

S

=
o
!
T

Case 1 (Ch Est + Qnt D&P)
—A— Case 2 (Ch Est + Qnt D)
10°H —*— Case 3 (Perf CSI 4+ Qnt D)
(
(

—a— Case 4 (Ch Est + No Qnt)

—h— Case 5 (Perf CSI + No Qnt)

10" I I I I |
-10 -5 0 5 10 15 20 25 30 35 40

signal to noise ratio (dB)

Figure 5.7: The interplay of channel-estimation errors famite ADC resolution
in MIMO SDD eigenmode transmission. Considers the SER oh a4c;, from
Uy toU, in the {4, 2},4+{4, 2}, configuration, assuming Bl-bit ADC. Five cases
reflecting realistic to idealistic assumptions on quanitweand channel-estimation
errors are compared. QPSK modulation is used.

e Case4: ‘Ch Est+ No Qnt’: neither data nor the pilots quantized.
e Caseb: ‘Perf CSI + No Qnt: perfect CSI and no quantization.

Casel is realistic; Caseg&-5 depict more ideal scenarios. The SERs for Chse
vs. Case highlight the performance degradation due to quantizasfche pilots.
The quantization-induced channel-estimation errors igm@fgeant: an error-floor

is observed with both the VCs for CaseThe quantization of data appears to have
a milder effect, since an error-floor is apparent for ohly: 2. (Case3 reinforces
this conclusion.) Casesand5 disregard the quantization errors in order to isolate
the effect of channel-estimation errors. An error-floor glaet appear, evidently
because the least square method of estimation improvesthétsignal to noise
ratio (SNR). Thus, the effect of coarse ADC resolution issemed by the increase

in channel-estimation errors it causes.
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5.4 Conclusion

Eigenmode transmission alongside MIMO space divisionekipy (SDD) was in-
vestigated, and the possibilities of using Transmit SDD Redeive SDD were
discussed. The loss of diversity and multiplexing benefisoaiated with SDD was
demonstrated by using numerical results. Moreover, furithgghts were gained
into the adverse effects of finite computational precisiod fnite ADC resolution,
which are also manifested indirectly through increasesobblestimation errors.

The state-of-the-art general purpose ADCs operating alidVesamples per
second have resolutions belaw-bits [96/97]; as highlighted with numerical re-
sults, al6-bit ADC restricts self-interference suppression cajigtiid 216 ~ 50 dB.
Improving both the sampling rate and the resolution app&aise challenging
presently, owing to high data rates and other factors incudynchronization and
jitter. The limited dynamic range of radio frequency ampliéi and the consequent
non-linearities are also concerns. Therefore, SDD, asigésd here, will be feasi-
ble only when the hardware limitations are overcome.

Cellular systems typically involve long-range transnossithey could require
duplex separations in excesslob dB. With lower duplex separations, SDD would
likely be limited to short-range applications includinggenal/local area networks
and femtocells in cellular systems.

Future directions:

e Since SDD reduces the bidirectional wireless systemswaamidirectional,
non-interfering MIMO systems of reduced dimensions, trecegerformance

analysis is mathematically tractable and could be attednpte

e Amplifier characteristics could be included in the simuas to assess the

effect of amplifier non-linearities on the SER.
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Chapter 6

Performance Analysis
of MIMO Channel Inversion

In this chapter, a mathematical framework is developed toir@ately characterize
the per virtual channel (VC) received signal to noise raBblR) A under chan-
nel inversion (CI) for anV, x N, multiple-input multiple-output (MIMO) system.
More specifically, the exact moment generating function @I@&f A~! is given
for arbitrary N; and N,.; the exact probability density function (PDF) and cumula-
tive distribution function (CDF) of\, as well as the symbol error rate (SER) for a
class of modulation schemes, are characterized for thengasgV;, N,) = 2. Al-
though independent and identically distributed (i.i.dgyRigh fading is assumed
for the main results, the extension of some of the resultsRioran fading and

semi-correlated Rayleigh fading is briefly developed.

6.1 Introduction

Because the energy consumption is a major concern withegsedystems, power
allocation scheme5[12, Ch. 5] are used to appropriatedgaie the transmit power
among the individual channels in a multi-channel commurooasystem. For in-
stance, where the transmitter has channel-state infasm#&€SI), the CI power
allocation scheme ensures fairness, while maintainingptia&instantaneous trans-
mit power constant. More specifically, CI allocates poweststhat the instanta-
neous received SNR is identical for all channels. Althouglyi€lds less capacity

than the optimal water-filling power allocation, CI may bemnasuitable for ap-
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Figure 6.1: The SERs aV, x N, MIMO systems—ZF vs. CIl. Transmit ZF is
used for the x 4 configuration, while ZF reception is used with the othersS&P
modulation is used.

plications with tight delay constraints. The temporal aats of Cl can be used in
single-carrier single-antenna systems [98]. The spadiahut [99] is applied across
spatially multiplexed VCs in MIMO systems.

Hereafter, ‘CI’ refers to Cl power allocation across the \fitaduced by MIMO
eigenmode transmission/[8]. Referenceg [99+-101] exarhméasics of Cl, while
references [102, 103] investigate certain variants ekhipimproved capacity.

The similarities of Cl and zero forcing (ZF) beamformihg[Ee noteworthy.
ZF simply inverts the channel at the transmitter or at theixes. Transmit ZF
causes the instantaneous transmit power to fluctuate udikdumaking its practi-
cal realization challenging; Cl is immune to this issue. ZEaption employs non-
unitary signal processing, which is susceptible to noiseanement and correlated
noise. ClI, with only unitary receiver processingl[99,/104]free from these dis-
advantages. However, Cl requires non-unitary transmigssing, and the average
SER is the same as that of ZF reception, but is worse than tharnsmit ZF. (Fig.
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highlights these distinctions in terms of the SER panhmcﬂ) Moreover, sig-
nal processing for Cl when the transmitter has more antethiaaghe receiver does
not even require the singular value decomposition (SVD)hef¢hannel matrix.
Therefore, ClI can be used as an easier-to-implement ditezria transmit ZF in
MIMO and multi-user MIMO scenarios [104]. This work was nvatied by the
lack of exact performance results for MIMO CI in the litenagu

The chapter is organized as followsA mathematical framework for performance
analysis of MIMO CI is presented in Sectibn16.2; the numénieaults for i.i.d.
Rayleigh fading follow in Sectioh 6.3. Sectibn 6.4 extertuks analysis for Rician
fading and semi-correlated Rayleigh fading. Secfion 6./Ackales the chapter.
Proof of the results is presented in Apperidix B.

6.2 Mathematical Framework

Consider a MIMO system witlV, and vV, transmit and receive antennas; the chan-

nel matrix isH € C ¥, Letm = min (Ny, N,), andn = max (N;, N,.). Define

HHYZ, N N
:{ o N> N, 6.1)

H"H, N,<N,
The eigenvalueg )y, ..., \,,} = eig(W) characterize the MIMO channel suffi-
ciently. For instance, they relate to the received SNR atbag: VCs under eigen-
mode transmission. By using CI, the total transmit poweis allocated a®; to
eachi®® VC: VC; fori € {1,...,m}; \ip; = K is therefore identical for all VCs at

a given time. Thus, we get

P = zm:pi:sz:)\fl. (6.2)
i=1

=1
Let A = K/P. Then we get

AT = Y N = trace(WT) (6.3)

i=1

1 105-point Monte Carlo simulation with00 quadrature phase shift keying (QPSK) symbols per
VC per channel realization is used.
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Assumptions Egn. [6.3) and the analysis based on it hold only under block
fading assumptions, which permit averaging out the adelitmse and transmit-
ted data for each channel realization. Perfect transmitad8ladditive white

Gaussian noise are also assumed.

The links between the transmit-receive antenna pairs aweaed to undergo
i.i.d. Rayleigh fading. ThusH € C <" becomes a complex Gaussian ma-
trix; W a rankm complex central Wishart matrix[[8, 105] havimgdegrees of

freedom:; and\~! the trace of an inverse-Wishart matrix.

6.2.1 Arbitrary m <n

The joint PDF of); fori € {1,...,m}, the unordered eigenvalues¥f, is given

[105] by

e Zi:l A nem
f)\l,n-)\m()\l? ey Am) == Wmn H )\i H ()\Z — )\j)z, (64)
i=1 1<i<j<m
where
Ko =[] (m—=&)! (n—k)\. (6.5)
k=1

The joint PDF of ordered eigenvalues differs only by not hgva factorﬁ in
(©.4). All the unordered eigenvalues have the raifigec); therefore, using their
joint PDF simplifies further derivations.

The factor[,«;_;<,,(A\i — A;)? in (6.4) may be expanded to obtain the more

manipulable form

6—2211)‘2' i n—m
P A Am) = ik (H A )

> bk, ..., k)N XEm - (6.6)
k1o ko €{0,....2(m—1)}
S ki=m(m—1)
The coefficientd(k4, . . ., k,,), corresponding to raising eaghto powerk; for i €
{1,...,m}, can be obtained by expanding the factor as a multivaridigpmial.

The equality) ", k; = m(m — 1) is seen to hold for each term of this expansion.
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Theorem 6.1 The MGF ofA~! (for arbitrary m < n).
Let\,..., )\, bethe unordered eigenvalues ofrarx m complex central Wishart

matrix havingn degrees of freedom. The MGF af ! in (6.3) is given by

mn

Muals) =22 S bl k) [T Kionmen (2V5). 67

[
W, ki€{0,...,2(m—1)}
Zkizm(m—l)
Proof: See AppendikB. [

6.2.2 Special Casein = 2

This scenario occurs in any MIMO channel having two anteratamne end, and
at least two antennas at the other. The MIMO downlink from dtiramtenna base
station to two-antenna mobile station (as in the2 LTE downlink configuration
[38]) is an example. Another is the multi-user MIMO downliiil04] from a multi-
antenna base station to two single-antenna mobile statiBesause of antenna-
spacing constraints, equipping a mobile terminal opegaitincellular frequency
bands (presently below GHz) with more antennas is technically challenging at
present; therefore, the cagse= 2 is realistic.

For the casen = 2, (6.4) reduces to

1

T Kme—@l“ﬂ(xl — X2)P AT RN, (6.8)

Dare(A1, A2) =

wherek,,, simplifies to (n — 1)! (n — 2)!. The distribution ofA in (6.3) can then
be derived by usind (6.8).

Theorem 6.2 The PDF ofA (for m = 2).
Let A1, A\; be the unordered eigenvalues ¢f & 2 complex central Wishart matrix

havingn degrees of freedom. The PDF &fin (6.3) is given by

x2(n—1)e—2x 2n m
falx) = K. Z < f ) ((n—k —22)KC—p, (22) + 20K;11-p, (22)) . (6.9)
g k=0
Proof: See AppendikB. [ |
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Corollary 6.1 The CDF ofA (for m = 2).
Let A\, A5 be the unordered eigenvalues of a 2 complex central Wishart matrix
havingn degrees of freedom. The CDF afin (6.3) is given by

2T = (21 "o
Fy(z) = W Z ( k:) [2(” - k)gg :%, (4x Z]’;;LQ—ki)ls,n—i-k—l,O)
M k=0

=G 5 (4o [0 000) + 93 5 (42 [5520 10) ] - (6.20)
Proof: See AppendikB. [ |

Although used relatively infrequently in the wireless figture, Meijerg func-
tion is well characterized [2, Sec. 9.3]. Moreover, it isedity available in the
common computational environments including MathematMaple, and MAT-

LAB. Hence, the results can be easily evaluated at high gigeti

6.3 Numerical Results

This section highlights a few applications of the charazégion of A made in Sec-
tion[6.2. Numerical results for different performance nustare presented, estab-

lishing the validity of this characterization.

6.3.1 Arbitrary m <n

Further derivations based on the resultl(6.7) likely regjthie use of hypergeomet-
ric functions of multiple variables, and are not attempte(bH Having an exact
expression fortM 41 (s) is more appealing for numerical evaluation of the perfor-
mance metrics, for such an expression reduces the numbeldefifintegrals one
may have to evaluate. The complimentary CDFR\dhat relates to the probability

of outage, for instance, is given by [106]:

Fa(z) = Fya G) — %/Ooo w sin(%) dw, (6.11)

whose single integral can be evaluated by using a simplergtuad technique.

Likewise, evaluating a single integral suffices to obtam®EtR [107].

2 Native support for special functions of an arbitrary numbievariables is not currently available
in standard computational environments such as MATLAB aradhidmatica. Those functions are
nevertheless implementable as cascaded infinite series.
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Figure 6.2: The CDF of\ over{2 x 2,3 x 2,3 x 3} MIMO systems using Cl —
numerical vs. simulatedmarkers).

Fig. [6.2 compares the CDF curves computed by ugingl(6.1ihstgthe 10°-
point semi-analytic Monte Carlo simulation results fo@MIMO configurations.
The numerical values were computed by using the adaptivdrgtiae routine
quadl in MATLAB after applying the variable transformation= (1+¢)?/(1—t)?
to adjust the range of integration. Since CI holds recigyoand performs simi-
larly to a ZF receiver, the diversity order of Cl can be dedueom [108]) to be
|N; — N,| + 1. The slope of CDF curves as— 0 agrees with this deduction.

6.3.2 Special Casein = 2

This scenario is more tractable. Three applications of tathematical framework
are examined next, to indirectly verify Theorem|6.2 and Garp[6.7.

Application 1: Ergodic Capacity

The capacity([12, Ch. 5] of the MIMO system being considesediven by a ran-
dom variableC' = 377 log, (1 + piXi/No) = 2log, (1 + PA), where P denotes
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Figure 6.3: Ergodic capacity (bit/s/Hz) forax n MIMO system using Cl—
numerical vs. simulatedmarkers).

the transmit SNR (transmit power normalized by noise vaganlts average, the

ergodic capacit¥-{C'} can be numerically computed as

EACY= /000 cfo(c)de = 2/0C><J log, (1 + Px) fa(z)dx (6.12)

for any givenP. Fig.[6.3 verifies the numerical values thus obtainedfefC'} for
the cases € {2,3, 5} against the 0°-point semi-analytic Monte Carlo simulation
results. As expected, the ergodic capacity increasesitbgacally with the trans-
mit SNR (i.e., the capacity curves appear as straight lindsgh transmit SNR,

when the SNR is given irnlB), and increases (non-linearly) with

Application 2: Average SER

Since the receiver processing for Cl leaves the distributibadditive Gaussian
noise unaltered, the average SEERunder many modulation schemes|[14, Ch. 5]

can be given by

P, = ugA{Q (W)} , (6.13)
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whereP is the transmit SNR, and, v are constants dependent on the modulation
scheme. For example,= 1 andv = 1 give exactly the SER for binary phase shift
keying modulation, while. = 2(M —1)/M andv = 3/(M?—1) approximate those
for other M-ary pulse amplitude modulation schemes. The SER for sustess
can be analytically derived by usirig (6113) and the distidyuof A.

Corollary 6.2 Average SER (fom = 2).

Let A\, A5 be the unordered eigenvalues of a 2 complex central Wishart matrix
havingn degrees of freedom. The SEHR(6.13) is given by

2n
v 2n 4 .5,1,2n—0.
ho= e g (1) [ -met (G5 o)

k=0
4 05120405 4 05120+05
_g?% i%) (E 3n—k,n——‘,"-_k,0 + gi’% i%) E 3n—k—1—’,_n+k+1,0 : (614)
Proof: See AppendikB. [ |

Application 3: High SNR analysis

The diversity and coding gains of the system can be easilyat[109, Prop. 1]
from the least order approximation @fon the PDF ofA. For the MIMO system of

concern, this approximation may be obtained, after somapukations, by using
[1, Egn. (9.6.9)] onl(6)9).

Corollary 6.3 Let A\, A\, be the unordered eigenvalues af a 2 complex central
Wishart matrix having: degrees of freedom. The least order approximation of the
PDF of A in (6.3) is given by

n

fA(.Z’) = mx”_2 + O(.Tn_2) . (615)

Proof: Evidently, only thek = 0 term of the summation i (6.9) contributes
to this approximation. Using the first term of each seriesaespn [1, Eqn.

(4.2.1)] and[[1, Eqgn. (9.6.9)] followed by the selectionloé feast order term of
x yields the result. [ |
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Figure 6.4: The SER for binary phase shift keying (ie= v = 1) over a2 x n
MIMO system using Cl—analytical vs. simulateM iharkers). Asymptotes to
curves are in dashed lines {).

Fig. [6.4 illustrates for the cases € {2,3,5} how the exact analytic SER
(6.12) for binary phase shift keying modulation compareth wie 10°-point semi-
analytic Monte Carlo simulation results. This figure alsowsf the asymptotes for
the curves computed by usirig (6.15) based on referénce. [AQ#iyersity order of

(n — 1) is observed.

6.4 Extension to Rician and Semi-Correlated Ray-
leigh Fading (Case:m = 2)

The joint PDF of the unordered eigenvalues of a complex aeWifishart distribu-
tion resembles those of the non-central and semi-corcetzatral Wishart distri-
butions [110]. Therefore, certain results presented ini@#6.2 can be generalized
for these scenarios. Only the PDF results (for case 2) are presented here; the
derivation of the other results from them does not requirdgferdnt approach from

that used in the central Wishart case.
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6.4.1 Rician Fading

Without a further loss of generality, lIéf; = n > 2 and N, = 2. Suppose the
resulting2 x n channel matrixtl is of the formH = «H,, + bH,., whereH,,
represents the deterministic specular (line-of-sighthgonent H,. € C2*", the
random scatter component, amd+ > = 1. The specular component is governed
by the directional gains of the antennas, the presence ofrdminmulti-paths, etc.
K = a®|[Hgyl|3/0*E{||Hy|[%} is the Rician factor([111]Q = (a*/v*)H,,HZ

is the non-centrality matrix. Lef\;, A} = eig(HH”) and{w;, walw; > wy} =
eig(92). The joint distribution of the unordered eigenvalugs), is given by [111,
Eqgn. (15)]

e~ (Witw) | N — )| ()\1)\2):%22 o—(A)

2 (w1 — wo)(wiws) 2

<In_2 (2 wlxl)zn_Q (2 szz)

T (2Veh) T (2Vrhe) ). (6.26)

The PDF result corresponding to the case= w, can be obtained by using the

Pare(A, X)) =

limiting operationw; — w, on (6.16).
Assume perfect transmit CSI and the Cl scheme. Given trar8RR P, the
per channel received SN@PA relates to\; and )\, through [6.3).

Theorem 6.3 The PDF ofA.

Let \;, A\, be the eigenvalues of a rarkeomplex non-central Wishart matrix
havingn degrees of freedom, and a non-centrality mafrjxvhose eigenvalues are
{w1,wa|wy > we > 0}. The PDF ofA in (€3) is given by

B >~ 9i,j (w1, w2)
P =2 Gt n D)

i=0 j=0

L i on—1
S (1T e (i (20) < Koy (20,607

p=0
where

e~ (witws)

Gij (w1, wa) = ( (w{wg_j) — wy_j)w%) . (6.18)

Wy — w2)
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fa(h)

Figure 6.5: The PDF of\ over2 x n Rician faded MIMO systems using Cl—
analytical vs. simulatedmarkers). Rician fading is modeled by a rahkon-
centrality matrix with eigenvalueg, 1].

Proof: The identity [1, Eqn. (9.6.10)] is used to expand eagli-) as an infinite
series. Each term of the resulting cascaded infinite segieka form similar to
(6.9). Hence, the rest of the proof is similar to that of Tle@al6.2. [ |

Fig. [6.3 verifies the analytical PDF results forx n MIMO systems using
Cl under Rician fading against tHé°-point semi-analytic Monte Carlo simulation
results. The non-centrality matrix has eigenvalues- 4 andw, = 1.

Eqn. [6.17) gets simplified further for the case+# 0, w, = 0 and the limiting
casew; — ws. The corresponding PDF expressions, along with the CDF &Rl S
results, have been presented and verified_in [45]. The ledst @pproximation
of the PDF result therein is reproduced below. The approttanahows that the

diversity order is the same for both Rayleigh and Ricianrfgdi

Corollary 6.4 Let A\, A5 be the eigenvalues of a ratkaon-central complex Wish-
art matrix having: degrees of freedom, and a non-centrality mat;jxvhose eigen-

values argwy, ws|w; > wy > 0}. The first-order approximation of the PDF &fin
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(©.3) is given by

falz) =az"? + o0 (z"7?), (6.19)
where
(n4+w —1)e™2 — (n+wy — 1)e™
pu— -2
2(w; —we) (n—2)! (6.20)
Proof: Similar to that of Corollary 613. [ |

Note that the limit ofz in (6.20) asv; — wy; andw, — 0 is T which corre-

sponds to Rayleigh fading.

6.4.2 Min Semi-Correlated Rayleigh Fading

Semi-correlated MIMO channels [110] arise where only onthefset of transmit

antennas and set of receive antennas is correlated. Suchaetb@ould result when
the antenna spacing is constrained at one of the terminedsibe of, for example,
the device size. Given the similarity corresponding joigeavalue distribution has
to that of uncorrelated Rayleigh fading, the results fromti®a[6.2 can be extended
for semi-correlated Rayleigh fading.

Assume min semi-correlated Rayleigh fading (i.e., coti@haexists only at
the terminal having fewer antennas) and suppase(/N;, N,) = 2. Without a
loss of generality, letV, = n > 2 and N, = 2. The channel matrix becomes
H = ©'?H,, whereH,, € C"*" is complex Gaussian distribute®; is the
2 x 2 receive correlation matrix, whose ordered eigenvaluesrar@nd o, such
thato, > o,. The joint distribution of the ordered eigenvaluesl®H” is given
by [112, Eqn. (17)]. Thus, we get the joint distribution oétimordered eigenvalues
{A\1, A2} = eig(HH") as

Fuse O de) = % A1 — Ao (A hg)™2 <e—(i—i+i—§) _ e‘(i—é%—f)) (6.21)
where

B (UlUg)l_n
K= (n—1!(n—2)! (o3 —01) (6.22)

The result for the case, = o, would be given by the limiting operatian, — 0.

The distribution ofA in (€.3) can be characterized as follows.
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Figure 6.6: The PDF oA over2 x n semi-correlated Rayleigh faded MIMO sys-
tems using Cl—analytical vs. simulatell inarkers). Receive correlation matrix
is assumed to have eigenvaluds.3].

Theorem 6.4 The PDF ofA.

Let A\, A5 be the eigenvalues of a ratkcomplex central Wishart matrix having
degrees of freedom and a correlation matrix with eigenslae ooy > 01 > 0}.
The PDF ofA in (€.3) is given by

fA(«T) _ K.T2n_26_(1/01+1/02) (I[I<O'1,(72, 0)

_xl[x(ala 02, 1) - Hx(027 01, 0) + xﬂx(g% 01, 1)) ) (623)

where
n—1 k—m—a+1 IC 2x
m—1 2 k—n—a+1
H:v(,ula,u%a) = Z ( nk ) <&) a(\/ﬂll&) ) (624)
H2 x
k=0
Proof: Omitted given the similarity to that of Theordm5.2. [ |

Fig. [6.8 verifies the analytical PDF results fbix n MIMO systems by using
Cl against the 0®-point semi-analytic Monte Carlo simulation results. Thegive

correlation matrix has (arbitrarily chosen) eigenvalaes- 0.1 andoy, = 0.3. The
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special cases such ag = o,, as well as the CDF and SER results, are mathemati-

cally tractable, but not attempted here.

6.5 Conclusion

The performance of MIMO eigenmode transmission under tlangél inversion
(CI) power allocation scheme was examined. A mathematiaahéwork was de-
veloped to characterize the received signal paveinder Cl. Assuming Rayleigh
fading, the exact MGF of ! was developed for arbitrary, andN,.. Moreover, the
exact PDF and CDF expressions were derived for the specahaa (V;, N,) =
2; some of them were extended for Rician fading and semi-tzie@ Rayleigh fad-
ing. Numerical results, including the exact SER for the case(N;, N,) = 2,
were provided to highlight possible applications of therfeavork and to gain in-
sights into CI.

The observations confirm the intuition that Cl has the digrsrder of the
weakest eigenmode, which i%; — N,| + 1 under both Rayleigh and Rician fad-
ing. It was also seen that ZF reception performs similarlZtavithout requiring
transmit CSI; hence, CI is not attractive when the receiesrinore antennas than
the transmitter. However, Cl, given its finer control ovee thstantaneous trans-
mit power, may be useful as an easier-to-implement altenéd transmit ZF for
MIMO and multi-user MIMO configurations.

Future directions:

e Certain analytic results based on Theofen 6.1 (for arlgitrar< n), includ-
ing the diversity order, appear to be mathematically ttaetand could be

derived.

e Performance comparison of Cl and (transmit) ZF in multirddBVIO config-
urations is also interesting. Here, Cl would have to be agdhn the effective

MIMO channel the source has with all the users.
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Chapter 7

Conclusion and Future Work

The similarities in the spatial, temporal, and frequenarahterizations of wireless
channels reveal the potential of the space dimension begrendsual diversity—
multiplexing benefits. Inspired by these similaritiesstthesis focused on demon-

strating non-conventional uses of the spatial degreesetim (DoFs).

e Chaptef R of this thesis, for instance, proposed GSVD-bhsadforming,
a novel, non-iterative beamforming technique for the twwerunultiple-input
multiple-output (MIMO) downlink channel. This chapter alprovided de-
tailed insights into its performance by considering malsicand relaying ap-

plications.

e Next, a divide-and-conquer strategy to implement arhyjtgainysical-layer
multicasting (PLM) configurations through non-iterativealnforming was
proposed in Chaptér 3. This strategy uses the notion of casktiantenna
groups (MAGS) representing virtual grouping of user anésnand a two-
phased beamforming strategy comprising inter-MAG beamiiog and intra-
MAG beamforming to systematically realize arbitrary vatehannel (VC)—

to-User mapping.

e Chapter # introduced the use of space dimension for mitigatiultipath
fading, namely, spatial multipath resolution (SMR). It® wgith space time
block codes (STBCs) and eigenmode transmission was igagstl; the pos-

sibilities and benefits of partial and adaptive SMR were @rath
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e Space division duplexing (SDD), which is a promising, yetufficiently ex-
plored use of space dimension, was investigated in Chidp&y onsidering
eigenmode transmission under SDD, the benefits of SDD, dsawéhe ex-
tent certain hardware limitations including finite anatogdigital converter
(ADC) resolution contribute towards precluding SDD impkartation, were

assessed.

e Chaptef b developed a mathematical framework for perfocmamalysis of
MIMO eigenmode transmission under the channel inversiomepalloca-
tion scheme; detailed insights into the performance of sydtems were

provided.

Overall, this thesis demonstrated the feasibility, chragkess, advantages, and disad-
vantages of certain non-conventional uses of spatial D@Rs. symbol error rate
(SER) simulation results were usually used to quantify thikggmance; the exact
analytic and numerical results were provided where passdtomplement them.
Most non-conventional benefits of the space dimension a&septly not viable
because of practical challenges and the high cost of sjiaiia. Nevertheless, the

following trends could change this situation:

e Higher carrier frequencies (e.g., the@ GHz ISM frequency band, as con-
sidered in the IEEE 802.15.3c [85] standard) reduce thenaatspacing re-
quired for uncorrelated reception, allowing more antertodse accommo-
dated in a terminal.

ChallengesHowever, higher frequencies have different propagatioarac-
teristics; further research on developing new MIMO techeg|(and adapting

existing ones) for such carriers is necessary.

e The complexity of MIMO signal processing increases more threearly with
the number of antennas. Therefore, relevant advancenretits electronics

(e.g., [43]) are crucial for DoFs to become cost-effective.

e The ongoing research on large MIMO systems design is vemising. The

complexity of signal processing algorithms is the main ad&stion in such
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design.
Challenges Novel uses of spatial DoFs, including those proposed is thi

research, need to be examined for large MIMO systems.

The future directions specific to the Chapters]l2—6 are adlin the chapters’
conclusions. Common for all MIMO techniques is the need texcsi with the
techniques for mitigating interference and frequency antiie selective fading.
Improving the robustness of beamforming techniques foreirfiget channel-state
information (CSI) is another requirement. Meeting thogpineements while using
the proposed techniques is a topic for future research. Téyoped techniques
do not exhaust the potential of the space dimension; irgegstig such unexplored
possibilities is also of interest.

The untapped potential of spatial DoFs could be exploitatbim-conventional
applications such as those investigated in this thesis fwawe next-generation

wireless systems.
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Appendix A

Proof for Diversity Order with
GSVD beamforming

The proof of Theorern 2|1 is given below.

Proof: Consider GSVD beamforming over MIMO channéls € C™*" and
H, € C?*" undergoing independent and identically distributedd)iRayleigh
fading, corresponding to usdis andit,, respectively.

Supposeank ((H;”, Hy")) = k < min (m, p).

The variable transformation, = o?,i € {1,...,k} on (2.4) gives the ordered
joint probability density function (PDFJ, (74, ..., v) as

F s m) ocﬂv L= I (=) (A1)
1<i<j<k

forl >~y >y >...> v >0.

Integrating outy;, 7 # r of (A, as follows, yields the marginal PDF of.

Yr41
fr () / / / / / /
Yr+1= =0 'Y'r+2 =0 r—1="7r r—2= 'Y'I‘ Y1=72

(k—r) cascaded integrations (r—1) cascaded integrations

Xfy(ras ) Ay - dypmadypg A (A.2)

Note thatf, (v,) will be a polynomial ofy, alone, and that we are interested

only in itsleast order term

The joint PDF [(A.1) is a homogeneous multivariate polyndroiay;’s, and,

given any of its terms, integration by eaglraises the corresponding degree by
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1. Since each of thé: — ) cascaded integrations involving ¢ > r has0 as the
lower limit of integration andy;_; as the upper limit, each integration increases
the degree ofy,. in the resulting expression by one. As a result, the degree of
the least order term of,, (v,) gets incremented byt — r). By contrast, having

a non-zero constant df as the upper limit of integration, none of the— 1)
remaining cascaded integrals (corresponding; 1o < r) has any effect on the
degree ofy, in the desired least order term. Thus, we need to considgrtbal

powers ofy;,7 > r in the integrand for diversity order analysis.

Also, for our purpose,

H AR (1 — )P H v~ 4 higher order terms  (A.3)

which contributegm — k)(k — r + 1) degrees to the least order term. The sum
of degrees ofy;,s > r in the factor]"[1<z<]<k (v —;)? of (BI) is minimal

in its term corresponding tp]— 7", That term yield2 > ¥ ! (k — i) =

(k —r)(k —r + 1) degrees towards the diversity order.

Thus, the degree of, in the least order term of, (,) comes to

n. = m—k)k—r+1)+k—-r)k—r+1)+(k—r) (Ada)
= m—r+1)(k—r+1)—1. (A.4b)
The term(k — r) in (A.4d) represents the increment due to the- r) cascaded
integrations.

From [A.4D) and using [109], we get the diversity order of tff& common
virtual channel (CVC) for usét, to ben, +1 = (m —r + 1)(k —r + 1) for
r € {1,...,k}, completing the proof. [
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Appendix B

Proofs of Theorems on MIMO
Channel Inversion

This Appendix presents the proofs of Theoréms$[6.1, 6.2 amdli@des6.1[6.0.

Proof: (Theorem[6.1)The MGF ofA~! (arbitrary m € Z7).

The moment generating function (MGF) af ! is given by them-folded inte-

Ml/A(S) = / / e—Z;—";l A%.S
A1=0 Am=0
f)\l,-n)\m()\l? ) Am) d)\l tee d)\m (Bl)

gral:

Substituting[(6.6) intd(BJ1) and simplifying with [11.3, Bg4.5.1.(9)], we get

1
Ml/A(S) = W Z b(kl,,km)
T e km€{0,.,2(m—1)}
Zki:m(m—l)
i=1 Y =0
1
= m']C Z b<k17 7km)
T e km€d{0,..,2(m—1)}
>, =m(m—1)

m

<2S—M IC]gﬁ-n—m-i-l (2\/g)> ’ (BZ)

=
—_

and hence[(617). [
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Proof: (Theorem[6.2)The PDF ofA (case:m = 2).

From the definition of the cumulative distribution functi@DF),

A\
Fy(z) = Pl)\llx gx] =P [M(\g — ) < Aot

. A
= [ B (52 ) a0 an
0 2T
2
+/OOF A2 100 Fau (a) dA
’ A1 Ao pyp— 2 | Tag(A2) dAg.
_ © _ )\21’
SFA(z) = / Fxijx 3 A2 | fan(A2) dAg. (B.3)
T 2 —
Differentiating [B.3) with respect to, we get
o )\% )\2!13’
falz) = /x mﬁl&(m Az) Fro(A2) dAg

o )\% )\2!13’
= /mv mf)\l,)\g (ma )\2) d)\2

- /OO (Hx) f/\l,)Q(M,t#—x) dt. (B.4)
o \ ¢ t

Substituting [(6.8) into[(B]4), and using the Binomial exgian and[[2, Eqns.
(3.471.9, 8.471.1)], we get

falz) = 2IC12n/OOO (ttx)ze_@

12 t

1
_ xn—2e—2m

2K,

2n
20\ g [T (=) (112
Z <k )xZ k/o ik © (%) s

k=0

_ 1 x2(n—l)e—2x§: 2n
Ka.n k

k=0
(n—k—22)KCr_, (22) + 22Kx11-0 (22)) . (B.5)
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Proof: (Corollary 6.I) The CDF ofA (case:m = 2).

Consider the following integral, which can be simplifiedara single Meijelg
function [2, Sec. 9.3], first by usingl[2, Eqn. (9.34.4)], ahén, by applying
[114, Eqgn. (7.34.21.2.1)] with a substitution= 2.

[ ekieta = Vi [egrs e, a
0 0

= e ut G Y (u }Oju) du
VT 1u+1.5
= outt g i%» ( uﬁj+l,u+u+l,0) : (B.6)

Now let us consider the CDF df:

Fa(z) = / oL

2n T
— ICL > (2]?) ((n—k) / 220 M C,_, (2t) dt
- 0

—2 / e ™2 Ky, (2t) dE 4 2 / 2 e L (20) dt ) . (B.7)
0 0
Applying the result of[(B.B), in[(BI7), we gdi(6]10). [ |
Proof: (Corollary 6.2) The SER (casen = 2).
Equation [6.1B) can be simplified as follows by using intégraby parts and
Leibniz’s rule for differentiation[[115, Eqn. (32)].

S (3] e—qu \/ﬁ
P, = /0 119 <v21/:):P>dFA(x) :u/o NN Fi(x)dz. (B.8)

Consider the integral
I(g,c, B,7) = / z %Gy 5 (dr [55,) do
0
= L{aG2] (4a ‘230) } ‘siq, (B.9)

whereq, a, 3, are positive reals, and { .} denotes the Laplace transform.
Eqgn. [B.9) can be solved by usirig [113, Eqn. (4.23.34)] to get

4 a
lg, o, B,7) = q‘°'5Q§§<5 0 ) (B.10)
Substituting[(6.10) intd(BI8) and using (Bl10) completes proof. [ |

~
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