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Report on Research for the Period
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Sally Yeates Sedelow, Principal Investigator

ABSTRACT

This report summarizes work directed toward comprehensive
computer-based characterization of natural language text. A
general-purpose thesaurus has been keypunched and proofread,
and corrections are now being made; this work is preliminary
to an effort to determine the structure of the thesaurus and,
in general, to construct parametric models of thesauri.
Preliminary approaches to the design of a statistical
package for natural language analysis are also described;
these approaches include a program to provide data formats
for any type of language analysis. A User's Manual for the
PL/I, S/360 1ist-structure and ring-8§tructure VIA packages
is also included in this report.






1 September 1970 3

PREFACE

I would like to thank the staff of the Information Systems
Branch, Office of Naval Research, for their unfailing helpfulness
on matters connected with this contract. Thanks are also due to
the Departments of English and Computer and Information Science
for a reduced teaching load, permitting work on this research,
and to the Office of Research Administration for assistance with
administrative detail. I am also grateful to the secretaries in
the Department of Computer and Information Science for getting

the report into reproducible form and overseeing its circulation.






1 September 1970 5

TABLE OF CONTENTS

Page
Preface . v + v 4 4 4 4 4 4 4 e s e s b e s s e e s e 3
I. Survey of the Automated Analysis of Language Project,
March 1, 1969 - August 31, 1970 . . . . . . . . . . 7
A, Introduction . . « v ¢ ¢ ¢ ¢ o e 6 s e s s 4 s e s e 7
B. Summary of First Year's Work . . . . . « ¢« + & ¢ o« . 8
C. Plans for Future . . ¢ ¢ « ¢ o ¢« o o o s o o o s s 13
D. Extended Discussions . . « « ¢ « + ¢ « o o s s 0 s 15
1. Thesaurus Research . . . . « v ¢ & & & o & o o 15
2. Preliminary Design Considerations of a Language
Analysis Support Package . . . . . + .« + . & 18
3. Design Requirements for a Generalized Data-
Formatting Package . . . . ¢« « ¢« o « « o o & 38
4, A Design for a General Statistical Analyzer for
Natural Language TeXtS . + « o+ o o o s o s o 75
IT. Program Documentation . . . . « « v + ¢ v ¢ ¢« o o o o 85
A. Updated User's Manual for PL/I, S/360 VIA . . . . . . 85
1. Part T & v v ¢ 6 v 6 v o o o o s s 0 s e a0 e s 89
2, Part IT . . v ¢« v v o o o & s o o o o o o o 0 s 100
B. PREFIX--Revigsed Version . . . ¢« . . « + « « ¢« &« « o & 131
II1. Professional Activities of Project Personmel . . . . . . 136

IV. Appendix: Brief Description and Listing for Preliminary
Data-Formatting Program . . . « « o & ¢ + o« « o+ o & 148






1 September 1970 7

I. Survey of the Automated Analysis of Language Project,

March 1, 1969 -~ August 31, 1970

A. Introduction

The Automated Analysis Language project is directed toward
developing a system of programming packages for the analysis of
natural language. The broad goal of the project is to use the
computer to characterize comprehensively a non pre-edited natural
language text, Comprehensive characterization would imply that
the style of any text so analyzed could be generated by the com-
puter in accordance with the parameters for that text. Such
complete characterization would permit identification of
individual authors or speeches as well as permit the description
of the content of their remarks. In addition, characterization of
written or spoken texts from a specific culture, or subculture,
would permit generalizations about language usage of a given group
of people. Such generalizations should have real impact upon, for
example, the verbal structuring of diplomatic documents or upon
the interpretation for intelligence purposes of verbal materials.
Although linguists have explored a few aspects (e.g., word lengths,
sounds utilized) of similarities and differences among languages,
there has been no major effort to look comprehensively at such
patterns and then explore their implications for verbal interaction
among nations and groups of nations. The importance of sophistication

about language in a world where much action either consists of
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language or is precipitated by language cannot be overemphasized.
With the advent of the computer—-especially interactive computing--
the possibility of both extended study of language and of fast
analysis of given sections of written or spoken text is more
immediate.

It is the long-term aim of this project to develop analytical
procedures which can themselves interact to perceive both the
definitive and idiosyncratic elements in a given text. That is,
given the results of one analytical procedure, automated decision-
making algorithms would indicate which procedure should be next
executed. To effect any such interdependence upon a large scale,
much research is needed upon the properties and behavior of
language, as well as upon the statistics needed to describe those
properties and behavioral aspects. This project has been attempting
to develop computer-based procedures which will facilitate such
research; the procedures already developed are also being applied to

current information analysis needs.

B. Summary of Past Year's Work

For clarity, the research of the past year should be set in
the context of the earlier work connected with this project. The
initial emphasis was upon developing a package of programs which

would perform what a political scientist would call content
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analysis,l what a literary scholar might call thematic analysis, or
what an intelligence officer might term information analysis. This
program package, called VIA, was first programmed in FORTRAN and TAC,
the assembly language, for the Philco 2000, and has subsequently
been reprogrammed in PL/I for IBM's System 360, A major addition to
the PL/I VIA is a version that uses rings rather than the lists used
in the FORTRAN version and an alternate PL/I version. A ring-
structure version seemed desirable for several reasons: 1. Linked
lists may give a sense of hierarchy when none is intended; 2. Be-
cause the ring does not imply a hierarchy, it would seem sensible
to key a search on all elements in a ring; thus, a concept which
might be lost in the list-structure version because the word
heading the list does not occur with frequency sufficient to ex-
ceed some threshold might well be retained in the ring-structure
version because the frequency of all the words in the ring does
exceed the threshold.2

In order to link together the semantically-related words
revelatory of significant content or themes, the VIA programs re-
quire inputs of semantically-related words. Until the past year,

these inputs had to be compiled by the person using the programs;

1For a discussion of the programs from this point of view, see
the chapter by S. Y. Sedelow and W. A. Sedelow in The Analysis of
Communication Content, ed. George Gerbmner, et al, John Wiley and
Sons, Inc., 1969.

2The design of the ring-structure VIA is described in detail
by William Buttelmann in the reports of 1967-68 and 1968-69 for
this project. The PL/I list-structure version is outlined in
the report for 1968-69.
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that is, given computer output showing all words grouped together
by root and the frequency of occurrence of all words in that group,
the human being chose certain of those groups as worthy of further
investigation and hand-compiled the lists which keyed further
searches and linkages. Although such hand-compilation is not
onerous for the scholar primarily interested in a few texts, it is
quite impractical for the information analyst who must constantly
deal with new texts. The desire to automate the compilation of
semantically-related words led to research on several general-
purpose thesauri.3 The result of that research was a decision

to keypunch Roget's International Thesaurus so that it might be

studied further with a view toward modifying it to serve as the
dictionary for the development of lists of semantically-related
words. This past year, a research assistant proof read the
keypunched version for errors and at the present the list of
ordered pairs (category - word) generated from the thesaurus is
being corrected.

Because it is difficult to test extemsively the ring-
structure VIA without an available thesaurus in computer-
accessible form, work on it has been in abeyance while the
Thesaurus has been proofread. A recent test run using a portion
of the Thesaurus indicates that some minor modifications to the
program have somewhat reduced the enormous quantity of output

produced by the first runs of the ring-structure VIA; at present,

3For a description of this research see Gerbner, op. cit.,
and this project's research reports for 1966-67 and 1967-68.
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it is impossible to provide a direct comparison because the first

runs did not use the computer-accessible version of Roget's Inter-

national Thesaurus and we anticipate that the use of the

Thesaurus will increase the size of the output relative to that
produced with other input. Nonetheless, it seems clear that
further pruning algorithms must be devised, possibly in connection
with an interactive version of the program. Preliminary tests of

the list-structure VIA using Roget's International Thesaurus

would suggest that the output will be sufficiently great to be
informative yet not so great as to be difficult to comprehend.
Although these statistics are subject to revision, it is at
least suggestive to note that an earlier run using the word ACID
to key the search produced an attached list with two words and
the test run using Roget's produced an attached list of sixteen
words. Because none of the words on the attached list also
served as a search key no additional linked lists were produced
in either case.

The effort to describe the structure of Roget's International

Thesaurus, itself, has also awaited the correction of the key-
punched version. We have, however, discussed approaches to the
task which are described by David Wagner later in this report.
Briefly, we are concerned with the degree of connectivity, with
"growth rate"” (e.g.. what is the rate of expansion in terms of
tokens, as well as types, from any given word), with bias as
implicit in the words in the Thesaurus (as compared with other
word 1ists) as well as implicit in the words functioning as nodes

in the thesaurus. Optimum methods of providing an index for
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such a thesaurus are also of interest.

Much of our energy this past year has been devoted to consider-
ing the design of a statistical package for natural language
analysis; this consideration, in turn, prompted us to explore the
design of data formats which would be suitable for any form of
language analysis. This effort was collaborative, involving
personnel associated with a NASA project for which W. A. Sedelow
was Principal Investigator, as well as involving colleagues and
graduate students in the Departments of English and Computer and
Information Science. Some of the questions raised and conclusions
reached are described in a sequence of papers later in this report
by Martin Dillon, Gerald Fisher, and John Smith. Professor
Dillon discusses the desirability of a taxonomy which would
provide a way of classifying the diverse data bases and quanti-
tative approaches which have been used in the analysis of textual
material. This discussion is based upon a sizable inventory of
verbal measures compiled as part of the NASA project, Professor
Fisher describes the data formats which were devised to serve
as the basis for any natural language analysis. A first imple-
mentation of these formats in PL/I was undertaken as an MA Thesis
in the Department of Computer and Information Science by Joe
Ragland. A brief:description and-a listing
of his program are included as part of this report. A proposed
design of a statistical analyzer is described by John Smith. As
envisioned, the analyzer would assume data to be in the formats
described in Professor Fisher's article and run its programs off

that data.
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To the best of our knowledge, there has been no effort com-
parable to our attempt to attack comprehensively the problems
associated with the development of a statistical package for
natural language analysis. It is clear that we have made only
a beginning, yet the manhour input entailed by that beginning
has been impressive. It is our hope that other researchers
in this field will read the papers by Dillon, Fisher, and Smith,
and provide feedback which will enable us to improve the design
and eventual implementation of these programs.

Because the Principal Investigator for this project is moving
to the University of Kansas, a final effort of the past year was
to leave a PL/I S/360 version of VIA resident at the University
of North Carolina so as to be accessible to other researchers.
Arrangements have been made with the Institute for Research in
Social Science at the University of North Carolina to run the
1969-70 version of VIA for those who request that service.
Although it partially overlaps sections of earlier reports, it
seemed desirable to include in this report a complete User's
Manual for the 1969-70 version of VIA. The User's Manual appears

on pp. 85.

C. Plans for Future

The move to the University of Kansas will provide the
opportunity to design appropriate sections of the language

analysis programs for a time~sharing enviromment. Within the
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VIA package, the ring-structure VIA is a prime prospect for
interactive computing; because William Buttelmann, the designer
and implementer of the ring-structure VIA, will also be on the
Computer Science faculty at the University of Kansas, the pros-
pects for pursuing this particular project are very good. In
addition to the ring-structure VIA, other programs would seem
especially suited to an interactive mode. For example, MAPTEXT,
a graphic display program which will in time be related to the
statistical analysis package as well as to VIA, would lend
itself to interactive computing. Uninteresting displays could
be aborted and those that looked promising expanded.

VIA support programs will be implemented and further work
will be devoted to the design and implementation of data
formats for a statistical analysis package. The package, it-
self, will then be the next order of business.

David Wagner will continue work on models of thesauri as
part of a doctoral dissertation. In addition to Roget's

International Thesaurus, other computer-accessible reference

works will be assembled with a view toward comparative studies
and, ultimately, mutually advantageous modifications.

The association of the Principal Investigator with a depart-
ment of Linguistics, as well as with Computer Science, will
facilitate further research on problems associated with rigidities
of usage, both syntactic and semantic, which will have implications
for much language analysis. For example, Gerald Salton has dis-

covered that within certain subclasses of documents, syntactic



1 September 1970 15

parsing did not significantly improve relevant document
retrieval--presumably because of rigid, patterned usage of
potentially ambiguous terms. Our own analysis of translation

of Soviet Military Strategy has produced similar results.

1. Thesaurus Research
by

David Wagner

We have barely begun the long range research thrust to
develop an adequate model of our machine-accessible thesaurus
and to explore possible methodologies which would yield
parametric models of thesauri and measures of similarity and
dissimilarity between these models. In this section, I will
indicate what has been done to date. To aid in the clarity
of this exposition I will shift my metaphor to that of graph

theory and use the words nodes, labels and arcs. A node will

capture the essence of a thesaural category, a label associated
with a node will represent the list of all phrases which are
members of that category, and an undirected arc connecting two
nodes, say nl and n2, will signify a non-empty intersection
between categories whose nodes are nl and n2. With this
paradigm certain questions have rather immediate answers, at
least conceptually. One will certainly be led to ask if the
thesaurus is totally connected or, if not, what the structure
is of the several subclusters or subthesauri out of which the

thesaurus is constructed. From the graph theory one would
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conceptually construct a logical tramsition matrix, T, with n
rows and n columns whére n is the number’of-thesaural categories,
and where a 1 at the intersection of row i and column j signifies
that there exists an arc connecting nodes i and j, or, translating
back into the thesaural metaphor, that at least one word belongs
to both category i and category j. Now since there is a sequence
of arcs of length 2 leading from node nl to n3 just in case there
exists some node n2 with arcs connecting nl and n2 as well as n2
and n3, one can easily conclude that T2 (where T*T is the matrix
logical product) contains a 1 in exactly those entries for which
a path of length 2 comnnects the corresponding row and column
nodes. Therefore T" indicates all pairs of nodes connected

by a sequence of arcs of length m. Finally, the graph is totally
connected if Tn_l contains only 1l's (+1° matrix) and since the
main diagonal of T contains only l1's, the graph is totally con-
nected only if there is some integer m<n with ™ a 1° matrix.
Therefore by computing Tl, T2"'Tn_l one can decide whether the
thesaurus is totally connected and if not, by locating certain 1
submatrices, find all totally connected subthesauri.

The system of programs necessary to implement the above con-
ceptual description is operational and has been applied to several
test thesauri. As additional information, these programs
generate a plot which depicts the rate of expansion for the
input thesaurus; or what is the same information, the plot dis-
plays the relative number of disconnected node pairs. We expect
this plot to resemble a negative exponential with a small time

t/T

constant (e— , where T is small and t is in units of depth or
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length of connecting path).

We expect to derive such measures as the expected number of
arcs emanating from a node, expected arc length between word
pairs, maximum depth, etc. All of these measures can be seen
as being incorporated into a parametric model of thesauri.

Although still very much in the realm of exploratory research,
an approach to clustering using nonmetric multidimensional scaling
may prove to be quite interesting. Essentially this methodology
provides a spatial distribution of a set of given words with the
spatial distance related to the categorical distance between the
given words. This categorical distance, d, may be defined by:

d(pl,p2)=0 if pl=p2

d(pl,p2)=1 if pl, p2 co-occur in a thesaural category

d(pl,p2)=n if there is a sequence of categories

pl,p2,**°pn, with pl a member of pl

p2 a member of pn and

a set of arcs such that pl is connected to pn

and n is the smallest such integer.
Using this pseudo distance measure (ordinal distance or relative
distance) defined upon pairs of words, the non metric multi-
dimensional scaling methodology locates the set of words in a
high order space. From such a scattering of words, one can
redefine thesaural categories by a clustering technique which
would collect together those words located in a hypersphere of
a given radius centered at a given point. By a suitable defini-

tion of the origin of the spheres and their radii, one could
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effect widely ranging transductions of the original thesaurus,
varying from more tightly packed categories to more loosely
packed categories. ' At least for computational purposes, one
would like to be able to characterize a thesaurus by a small
number of categories; this methodology could effect that trans-
duction.

It is important to recognize that the ordinal distance
given above is only one of many conceivable choices. Other
choices might involve a normalized cardinality for intersecting
expansions (that is, the number of words in common to the set
of categories reachable by an arc sequence of a certain length
from given word pairs). It is hoped that this thrust will also

illuminate the disambiguation problem.

2. Preliminary Design Considerations of a Language
Analysis Support Package
by

Martin Dillon

The purpose of these remarks is to provide an overview of a
programming system for obtaining the widest possible range of
basic measures from natural language text, with capability for
assembling the measures into a convenient format for analysis.
General design criteria include: the input data, natural language
text in machine readable form, minimally encoded, of potentially
millions of words; transformation of this material into files

suitable for efficient, selective processing; a facility for
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maintaining the text files in a form suitable for more advanced
analysis; a facility for deriving all required measures from
them and maintaining both in a form suitable for more advanced

processing.

Background

A list of outstanding problems and questions posed by the
analysis of natural language a decade ago would, but for numerous
additions, remain unchanged today. Despite a growing number of
investigators, more sophisticated use of techmology, and an
ability to reduce vast amounts of data to manageable proportiomns,
the fundamental principles of natural language, its development
and use, have resisted precise formulation. Few would deny that
an adequate "explanatory model" has yet to be developed and that
progress has been primarily in the discovery of how broadly based
are the difficulties, how deeply they run and how strongly they
resist resolution. Perhaps the most outstanding failures fall in
the areas of mechanical translation and information retrieval:
each has had the encouragement of utility and substantial financial
backing; each has drawn on the talents of skilled interdisciplinary
teams; and each has failed to achieve a satisfactory solution while
substantially contributing to our understanding of the problems
posed.

Such failures, and the failure of linguists generally to
produce a satisfactory model of language behavior, have led us to
reexamine the bases of language analysis and to produce a tool

capable of supporting fundamental language research. It should
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be noted that the systemization to be discussed lacks, in Thomas

Kuhn's sense, the influence of a '"paradigm'" (The Structure of

Scientific Revolutions) drawn from linguistic theory. Of the two

primary paradigms in current linguistics, the structural as

typified by Zellig Harris in Structural Linguistics, usually

referred to as descriptive or taxonomic linguistics, and the
algebraic model developed primarily by the transformationalists

following Chomsky (initially in Syntactic Structures), the work

described here would seem to be more akin in spirit to the
former. Despite polemicists on both sides, however, the
approaches are complementary but not exhaustive, and it is
likely that an acceptable paradigm must be comprised of their
synthesis. It is toward this goal that we aim.

Prior to designing this language analysis support package
(1LASP), a literature search was undertaken to identify as many
variables of.interest as possible. A basic resource was Language

and Language Behavior Abstracts which lists language research by

discipline (24, ranging from anthropology to speech pathology)
amounting to some 8,000 titles a year. Underrepresented in this
journal, and particularly in its early years, are the fields of
literary analysis, information storage and retrieval (not listed
at all), readability research, content analysis. These were
supplemented through other sources. Measures were sought with
these properties: of interest to language characterization
construed as broadly as possible; basic (as opposed to derived

or determined from statistical theory, like factor analysis or



1 September 1970 21

correlations); capable of automatic derivation from machine
readable text. An attempt was made to group and order these
measures to disclose underlying unities and patterns, both for
clarification and to aid in the design effort.

Figure 1 represents a preliminary taxonomy of substantive
language areas which was constructed to aid in this effort.
While far from satisfactory, this taxonomy was highly useful,
indeed essential, in relating diverse research efforts under one
frame. (Lack of such global organizational tools is one of the
more serious afflictions of language research, and seriously
hampers interdisciplinary communication.)

Among the uses to which this frame is being put are:
identifying the concerns of different fields engaged in language
research; introducing some consistency and coherence into the
massive amount of research already performed; and directing
attention to areas which have been ignored for whatever reason.

The purpose of presenting Figure 1 in this context is to
clarify the design features of the system under development,
their origins and the extensions planned. (Complete interpre-
tation of the table requires a consideration of Figure 2 and the
approaches listed in Figure 3. The combination of these three
tables defines for our purposes what we mean by LASP.) The
column headings indicate the goal of the research, interpreted
more by the size of the unit under investigation than definitions
related to linguistic theory (though used here with approximately
their normal meaning). That is, SEMANTICS refers to units of

word size or smaller; SYNTAX to units of sentence size or smaller;
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DISCOURSE to units beyond the sentence. Contrary to what one may
suppose, even these fundamental distinctions must be accepted
heuristically, and cannot be maintained strictly. Consider, for

1

example, an investigation dealing with a word-sized unit 'a'. If
a text is examined to determine its semantic characteristics
(whatever is meant), it would be listed under column I. If, how-

'a' is to

ever, the purpose of investigating the behavior of
characterize the text, the study would be listed under column three.

Distinctions defizﬁd across rows are also broadly heuristic.
Their intent, between (1) and (2), is to distinguish studies by
the amount of a priori knowledge brought to bear in the analysis.

In the rows under (1) would appear studies depending on minimal
knowledge, deriving categories or structure from basic statistics
within the text itself; under (2) would be listed those studies
which assume defined categories or structure as a basis of the
analysis. Typical examples of a priori categories are: SEMANTICS,
synonymous classes of content words in retrieval studies; SYNTAX,
words classed by parts of speech; and DISCOURSE, the content
categories of general inquirer studies. Structural assumptions
come into play in the use of thesauri in SEMANTICS and parsers in
SYNTAX.

Eventually, an annotated bibliography will be produced with a
similar organization. For the present, typical entries have been
prepared to clarify the logic of the table as it is being used to
classify works from the fields under consideration. 1In the

Figure itself, the numbers in the entries imply substantial contri-

butions from the fields listed in the legend; verbal descriptors
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give typical measures. The bibliography is referenced by fields,
with the code at the left indicating where each work would fall
in the table.

In order to understand the verbal tags in Figure 1, the
implications of Figures 2 and 3 must be examined. Figure 2
represents in tabular form the units of analysis. Row descriptors
indicate the units themselves, moving from the smallest to the
largest; column headings indicate what the count would be related
to. Column-row intersections with an X imply potentially meaningful
measures. The measures themselves would depend on which of the

"models" listed in Figure 3 was being used.

The easiest to consider is the first, Descriptive measures by

hierarchy. This entry can be interpreted as referring to frequency
distributions based on suitably defined row-column intersections.
Under Semantic measures in Figure 2, for example, typical distri-
butions would be word counts based on number of characters,
phonemes, syllables, and morphemes. Under Syntax, typical distri-
butions would be phrase or sentence counts based on the number of
characters, phonemes, syllables, etc. All of these measures would
fall in row l.i of Figure 1 as basic counts. It should be noted
that the basic counts of Semantics are included in those of
Syntax, and those of Syntax included under Discourse (Descriptive
measures can apply, of course, to units defined a priori, or
derived from the text by appropriate measures.)

Approaches 2 and 3 in Figure 3, Secuential dependency and

Structural constraints, have two interpretations here. They can
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be used to derive classes of units, which would be classified under
row 1.ii and iii of Figure 1; and they can be used with previously
defined classes, in which case the measures would fall under 2.ii.
In either case, there seems to be no reason why they could not be
applied to all units presented in Figure 2. Approaches 4 and 5

are somewhat special. Linear Measures have been used in conjunction

with stylistic investigations and are treated in earlier reports.

The entry labelled Classifications can best be interpreted as the

defined approach of structural linguistics.

Finally, considering the three tables together, all combinations
of Figures 2 and 3 imply measures which can be used to clarify the
substantive areas of Figure.l, though with two general difficulties.

" First it is not clear how measures in larger units can apply to
smaller ones; how do sentences determine semantics, discourse meas-
ures affect sentences? It is clear they are dependent, but diffi-
cult at present to infer clear relationships, or interpret any which
could be inferred. Second, some of the statistics which can be ob-
tained have marginal or problematic value (not as many as one might
at first suppose, though many may be redundant, i.e., derivable from
some one or more others, either directly or empirically).

Before detailing the program design which will provide some of
the measures defined by these three tables, some general remarks
are in order to relate this large body of implied measures to
current concerns and current research directions. First, the
emphasis here has been solely on intratext measures (as is apparent
in Figure 3). No attempt either here or in the program design has

been made to incorporate techniques for testing hypotheses, drawing

2]
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inferences, obtaining comparative statistics, etc. Packages which
perform such analyses are commonly available: the task of the
system will be to produce the data reguired as input to such
packages.

No estimate has been calculated for the total number of
reasonable language measures which are implied by the three tables.
If we consider, as an example, the substantive area comprised in
IT.1.i,ii,iii, using techniques derived from model 5, operating with
units 1 through 10, we have, essentially, descriptive linguistics
and an unmanageably large number of items to work with. Or,
consider using Markov properties in conjunction with unit 8
(words) to construct an approximate grammar. Two-word dependencies
lead to an n x n matrix (largely empty) where n is the number of
words in the language. And two word d;:;ndencies are demonstrably
inadequate. Using model 3, Structural Constraints, what one would
ideally like to have is some estimate of the entropy of a language,
based on its sentences, not, as has been worked out, the estimated
entropy of various of the units 1-4. But this would require
enough text to obtain accurate estimates of the likelihoods of
occurrence of individual sentences, surely out of the question.

By any criteria, the number of measures which must be
considered significant is enormous. It is easy, but probably
false, to say that so few measures can be rejected as having no
interest because of our yet primitive grasp of the nature of
language. While one must acknowledge that the state of the art
in language analysis is comparable to that of chemistry prior to

Medeleyev's construction of the periodic table —- there gathering
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data without reference to a general scheme or theory was the only
available strategy -- it seems equally clear that such a generally
acceptable scheme would not immediately reduce useful measures
to some small number. Language incorporates chemistry, many
chemistries, and much more besides. Some sense of scale may be
obtained if one were to consider the task of reducing the techniques
and methods of all science to a schema which displayed their indi-
vidual logical natures, their range of applications, their levels
of confidence, and their interrelationships. The task of reducing
language to a representative schema is no less formidable.

Thus there is little likelihood of drastic simplification in
the number and relationships of quantifiable language variables

in the near or distant future.

=Y
Programming considerations

There are two operational assumptions which underlie the
design of the system: maximal incorporation of available measures
defined by meaningful combinations of I, II, and III; and the
potential of applying them to large amounts of text (millions of
words), retaining in files all information necessary to add,
delete, or combine selectively any and all measures, eventually
in an experimental mode interactively.

Such a program is a large order, only a small part of which
will be available in the foreseeable future, though it is being
designed with the long range goal in mind. There are five
essential parts to such a system, each critical in the success

of achieving the long range goal:
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1.) a geﬁeral text processor, which accepts as input minimally
coded natural language text and a description of its coding conven-
tions, and produces as output an appropriately transformed and
formatted file for use in subsequent processing.

2.) a well-conceived set of files for both textual data and
statistical information, capable of being updated in alil parts
economically, and operated on by a variety of analysis sub-
programs, each of which adds to or modifies some portion of the
files in well-understood ways.

3.) an integrated statistical package with facilities for
performing any combination of the counts implied by 3 on any
combination of the units listed in 2, using the facilities and
goals listed in 1, on any portion of the files produced by the
text processor or on outputs of the statistical package itself.

4,) a second statistical facility, employing comparative
techniques to operate on the output of (3).

5.) a facility for user interaction through which he
describes in a natural and efficient way what parts of the
available facilities he wishes to employ on what portions of
the text and what he wants to do with the output. (This in-
cludes, interactively or in batch mode, producing histograms
or graphs of measures on hard copy or on CRTs.)

A programming system incorporating the above facilities
is a major effort both in the design phase and in the actual
programming. Much of the design work has been done in the past

year, and every effort has gone into assuring that whatever
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preliminary programming is done will be compatible with the

long range plans. Such a system, when completed, it is fair to
say, will offer an invaluable tool to all investigators involved
in natural language analysis. Indeed, one could probably make

a good case for asserting that such a facility is essential

for continued and orderly growth in knowledge of language
processes by offering a context for communicating results, sharing
data, and providing a means to involve subject knowledgeable

people without programming capability to perform analyses.

Future Directions

Design specifications for existing program parts are
presented elsewhere in this report. What remains is a word
about what the next phase of development should bring. Given
an adequate data file definition, which we beliewe we have,
and an organization of processing steps capable of realizing
design goals, there are three areas which require further con-
sideration and development, and such improved knowledge can
only come about through experimental use of a prototype of the
full system. These areas are the user language for communication
with the system, the required statistical routines beyond those
outlined above, and the most useful form for the analyst output
(to be contrasted here with the output stored in the permanent
data files):summary statistics, thresholding capabilities,
graphic output, and the like. Each of these is a major effort
in itself and each, in various ways, requires more experience

with the kinds of research the package is being developed to
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support. The first, for example, requires a fine trade-off
between the precision required of such languages in their oper-
ation and the convenience of users unsophisticated in the
formalisms of programming languages: like all such special purpose
languages, it must have strong subject orientation, but retain
precision, logical clarity, and consistency. The other two
depend on what proves useful.

Beyond programming considerations, it is clear that the
efforts sketched here to unify the gathering and interpretation
of language statistics into some general frame must be pursued.
In addition to adding detail to the substantive taxonomy (Figure
1) through an extensive annotated bibliography drawing from
those fields engaged in such research (currently being prepared),
and perhaps modifying or extending it at the same time, some
effort should be directed toward drawing out the theoretical
implications of the network of concerns manifested in the total
field. VWhere has the emphasis been placed and why? What are the
points of stress, where are the lacunae? 1Is it possible to
relate the variety of statistical models being pursued into some
theoretical frame? Is there some coherent way to integrate such
models into one comprehensive model of human communication? All
of these questions, some premature perhaps, are worth pursuing
and can only be pursued from a perspective as broadly defined
as possible. One major goal of the work being described here is
to encourage such thinking and provide a point of departure for

it.
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FIGURE 3 -~ ANALYTTCAL YOOELS
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3. Design Requirements for a Generalized
Data Formatting Program
by

Gerald Fisher

Our plan for a statistical package led us to investigate
the basic data structure formats such a package would require.
After considerable discussion we decided that a generalized
program was needed. This program would provide not only the
units for statistical analysis but also the basic computer
representation of text for the VIA system. Speed, modularity,
and adaptability to diverse research goals were the guiding
design criteria. The concepts of the design, if not the
program itself, should be valuable to other researchers in the
program itself, should be valuable to other researchers in the
text processing area. Although the program design is oriented
toward an 0S/360 implementation, the specifications could easily
be changed to suit the operating environment of any medium or
large scale computer. It is now generally recognized that
operating systems are integral to the specification of high

level programming languages and applications programs. Although
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there is considerable diversity in the operating systems
presently in use, it should nevertheless be possible to adapt
the concepts described herein to systems other than 0S/360.

The work reported here represents the joint efforts of
S. Sedelow, G, Fisher, M. Dillon, J. Smith and D. Wagner. A
preliminary version of the program has been written by Joe
Ragland, an M.S. student in Computer and Information Science,
under the direction of G. Fisher as part of his Master's Thesis.
A listing of his program appears in an appendix to this report.
The design of the control card language reported herein (but not
implemented in the preliminary version) is due in large measure
to William Blair, a student of the University of North Carolina;
Mr. Blair performed this work as a course project for a
Computer Science course in text processing taught by Gerald
Fisher.

This report is in two sections. The first delineates the
specifications of the generalized program. The second describes
the preliminary implementation achieved by Joe Ragland.

The purpose of the program is to produce a machine readable
'index' of an input text. The term general is used because the
program is really only a utility routine. Hopefully, it will
be used by many people, each specifying a different combination
of options to the program, to produce the exact type of index
desired. The actual processing of the text will be accomplished
in programs which have as input the output of the general

index program.
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Conceptually the input text is viewed as a stream of characters
in which meaningful units are separated by user defined delimiters.
Each unit is calied a category. Categories may be arranged into
one or more independent groupings called hierarchies. These may
be used to signify logical groupings, such as sentence, paragraph,
and chapter, or physical groupings, such as line number and page
number. In the text a category 1s marked by the presence of
delimiters appropriate to that category. Units at the lowest or
base level are called "words" or "tokens'". It should be noted,
however, that it is possible to consider individual characters or
analogous units the "base" level by specifying the null string (')
as the delimiter for the base category (see example on page 59 ).
The index program divides the input stream into tokens and in
sequence associates with each one its relation to the user
selected hierarchies, an indication of the word type, and a pointer
to the list of occurrences for that word type.

There are two types of input to the program: program control
and input text specifications, and the input text(s). The output
of the program consists (logically’of four files. These are:

(1) the Token file, which contains the text tokens in their

linear order.

(2) the Type Index file, which contains in alphabetical order

each type together with a list of pointers to each
occurrence (token) of that type.

(3) the Type Glossary file, which is essentially identical to

the type index file except that the list of pointers is

not present.
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(4) the Group Index file, which contains pointers to the

rightmost token in each group of every category except
the base category.

For each execution of the program, certain parameters are
specified by the users: these may be constant throughout the
entire run or may vary for each text processed, Utilizing the
output of the program it is possible, for example, to determine
very quickly and efficiently whether or not the text contains

a certain type and to enumerate all tokens representing that

type.

Example

To make these ideas concrete we consider a simple and
artificial example. We assume the text to be presented to the

machine as a stream of characters. The text to be indexed is as

follows:
AA B C B C AA . D B A .. AA A
B $$$ A B . AA D .. D $8§ ¢¢¢

In this example there are two independent hierarchies. The
first represents the logical organization of the text while the
second represents its physical arrangement. The base category
uses a blank to delimit tokens; this category 1s the only one
assumed to belong to each hierarchy. It is not numbered or named.

The category and hierarchy specifications would be as follows:
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Hierarchy Category Delimiter Set
BASE BLANK
1 1 (SENTENCE)
1 2 (PARAGRAPH)
1 3 (CHAPTER) $$$
2 1 (VOLUME) cee

The manner in which this control information is given to the pro-

gram will be delineated below. The output produced would be as

follows:
TOKEN FILE

length token type pointer cC
2 AA 6 0000
1 B 7 0000
1 C 8 0000
1 B 7 0000
1 C 8 0000
2 AA 6 0000
1 . 2 0000
1 D 9 1000
1 B 7 1000
1 A 5 1000
2 ‘e 3 ‘1000
2 AA 6 0100
1 A 5 0100

1 B 7 0100
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TOKEN FILE (continued)

length token type pointer cC
3 $$$ 4 0100
1 A 5 1010
1 B 7 1010
1 . 2 1010
2 AA 6 0010
1 D 9 0010
2 .. 3 0010
1 D 9 1110
3 $$$ 4 1110
3 cee 1 0000

TYPE INDEX FILE

length type freq. occur.
3 ¢ee 1 24
1 3 2 7,18
2 . 2 11,21
3 $8% 1 23
1 ' A 3 10,13,16
2 AA 4 1,6,12,19
1 B § 2,4,9,14,17
1 C 2 3,5

1 D 3 8,20,22
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TYPE GLOSSARY

length type freq.
3 cece }
1 . 2
2 .. 2
3 $$$ 1
1 A 3
2 AA 4
1 B 5
1 c 2
1 D 3

GROUP INDEX FILE

hier. cat, token numbers
1 1 7,11,15,18,21,23,24
1 2 11,15,21,23,24
1 3 15,23,24
2 1 24

The field designated "length''contains the token or type length.
The field "type pointer" gives the rank of the token in the Type
file. Thus, the token "AA" occurs sixth in the Type list.

The field labeled "CC" serves to indicate category changes.
This field is a bit string of length equal to the number of
categories (excluding the base category). In this example there are
four categories besides the base category. Each position in this

string corresponds to one of these categories. Thus, the first
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position is used to indicate changes in the SENTENCE category, the
second changes in the PARAGRAPH category, etc.

The field labeled '"occur'" in the Type Index file is a vector
of extent equal to the frequency. This vector contains in order
the ranks of the type in the Token file. These ranks are called

the linear numbers or linear occurrences of the type in the text.

Thus, the word type "AA" occurs as the first, sixth, twelfth
and nineteenth text tokens.

Note that the use of linear numbers instead of the complete
indexing information (i.e., sentence number, paragraph number,
chapter number, and volume number) results in greater storage
efficiency. The cost, however, is that the Group Index file must
be created. This file indicates for each category the linear
numbers of the rightmost token for each instance of that category.
For example, the first sentence ends at linear position 7, the
second at position 11, etc. When used in conjunction with the
Type Index file, the Group fiile facilitates the construction of
a complete index.

In this example all delimiters are treated as tokens. 1In
general this is not desirable since a delimiter is frequently ex-
traneous to the text and introduced only for the purpose of
classification. Thus, we distinguish between natural and un-
natural delimiters. A natural delimiter is one such as a period,
that is to be treated as a token and assigned a linear number.

An unnatural delimiter such as $$, is used to force a category
change but is not retained in the Token file. The DELIMITER

control card, to be described below, contains a parameter for
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distinguishing between natural and unnatural delimiters.

Overall Program Structure

The general data formatting programs consists of four basic

routines. The first of these is the Input Specification Processor.

By means of control cards the user specifies the text, hierarchies,
categories, delimiter sets, and other control information to the
program., The input specification processor interprets this con-
trol information and modifies the program accordingly. The Text
Scanner is the second routine. This part of the program separates
the text tokens and delimiters. Each token (and natural delimiter)
is assigned a linear number and a bit string, called the category
change (or CC) indicator which signals by alternation changes in
category grouping. The token, together with its linear number

and CC indicator, is fed to a general sorting program. The

linear number of the rightmost token of each category is also sent

to the sort. The third step is the First Token Sort. The tokens

are sorted into alphabetical order and the sorted file is used to
construct the Type Index, Type Glossary, and Group Index files.
The Token file is rewritten but appended to each token record is
its type pointer. The fourth step is a Second Sort of the Token
file. This sort puts the file back into linear order. 1In the
final phase of the sort, the linear number is deleted from the
token record. The entire process is repeated for each input text
to be processed. A detailed description of these steps and the
job and program control statements which might be used for their

execution in an 0S/360 environment follows.
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Input Specification Processor

The general index program is controlled by job control state-
ments and program statements. Program control statements are read
from a data set defined by the SYSIN DD statement. Usually this
data set will be located in the input stream, and the DD statement

defining it would appear as follows:

//SYSIN DD
DUMMY

Program control statements

/%

Tt is possible to have no program control statements. In that
case, the SYSIN DD statements may be omitted entirely, or DUMMY
coded, resulting in utilization of default options as indicated

in the discussion of the individual program control statements.

Program Control Statements

Program control statements are coded in a manner similar
to that for the 0S/360 system utilities. The reader may wish to
refer to the IBM Systems Reference Library publication Utilities,
form GC28-6586, Appendix C.

Program control statements have the following standard
format:

name operation operand (comments)
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The name symbolically identifies the control statement and can
be omitted at the discretion of the user, When included, the name
must begin in column one and can consist of one to eight alphameric
characters, the first of which must be alphabetic, and must be
followed by one or more blanks.

The operation specifies the type of control statement. It
must be preceded and followed by one or more blanks.

The operand consists of one or more positional or keyword
parameters separated by commas. The operand field must be
preceded and followed by one or more blanks.

If desired, comments may be written in a control Statement,
but they must be separated from the last parameter of the operand
field by at least one blank.

Program control statements are coded on cards or card images.
Columns 73 through 80 are ignored. The control statement must be
contained in columns 1 through 71. A control statement that is
longer than 71 characters may be continued onto as many additional
cards as necessary. Continuation may be indicated in several
ways. The operand may be interrupted in column 71 and a nonblank
character placed in column 72. The operand may be interrupted
after a comma and a nonblank character in column 72,0r column 72
may be left blank. Note that if the last character of the operand
is not a comma (whether or not it is in column 71) the continuation
must be explicitly indicated by a nonblank character in column 72,
else the control statement will be interpreted as one which is
exactly 71 characters long. The continued portion of the control

statement must begin in column 16 of the following card; columns 1
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to 15 must be blank. Comments may be placed on any card containing

a complete or partial control statement.

FIRSTONE INDEX MAXDELIM=30,LENGTH=20, STORAGE=SIZEC

CATEGORY TYPE=BASE DEFINITION OF BASE CATEGORY

DELSI DELIMITERS SINGLE='"#$%"()*+@¢2/., 13", *
BLANK=YES

PARAGPH CATEGORY  NAME=PARAGRAPH

DELS2 DELIMITERS BLANK=NO, '###','$$$"'="NEWPGH'

Notation for Defining Control Statements

The hyphen (-), underscore (), braces ({}), brackets ([1), or
symbol (1), and ellipsis(...) are used to define control statements
but are never written in an actual statement. Upper case letters
and words, numbers, and the apostrophe ('), asterisk (*), comma (,),
equal sign (=), parenthesés ( () ), and period (.) are written in
an actual control statement exactly as shown in the statement
definition. Lower case letters and words appearing in a statement
definition represent variables for which specific information is
substituted in an actual statement., Stacked items represent
alternatives; only one should be selected. Hyphens join lower
case letters and words to form a single variable, e.g., text-ddname.
An underscore indicates the default option. Braces and brackets
group related items, such as alternmatives. However, brackets indi~
cate optional items; everything within brackets may be omitted. An
éllipsis indicates that the preceding item or group of items may be

repeated more than once in succession.
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Program Control Statements
The following are the types of control statements accepted by

the Input Specification Processor:

The INDEX Statement

The INDEX statement is used to request that a text indexing
operation be performed' and to specify the maximum length and
maximum number of delimiters, and the amount of storage that the
index program may use. The statement is coded as follows:

[name] INDEX MAXDELIM=n,LENGTH=m,[,STORAGE=(to be defined later)]
[,LISTDD=1istddname]

If the INDEX statement is not present, then no CATEGORY or

DELIMITERS control statements can appear.

MAXDELIM=n
Specifies that a maximum of n delimiters will be specified
in subsequent DELIMITERS control statements. If this limit is

exceeded the program will not continue execution.

LENGTH=m

Specifies that the maximum length of any literal that will be
specified in subsequent DELIMITERS control statements ism. If a
delimiter is specified that is longer than this length, the
remaining characters will be ignored, and a warning message issued.
The maximum length that is permitted is implementation defined but
normally would not be more than 53 (see description of DELIMITERS

control statement).
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STORAGE=(to be defined later)

Specifies that the index program is to use no more than the
indicated amount of storage. (This will have to be fudged since
PL/I does not allow conditional storage allocation requests. When
implemented, the correspondence between core used and, say, the
dimension of some dynamically allocated variable will have to
be empirically determined.) If this parameter is absent, the

program will attempt to use all available storage.

LISTDD=listddname

Specifies that the DDNAME to be used for the message dataset
is listddname. If omitted, SYSPRINT is assumed. If nullified, no
listing is produced.

A possible embellishment is to permit any of the options of
the INDEX statement to be specified in the PARM field of the EXEC
statement. This would serve two purposes: (1) if no INDEX state-
ment were provided (e.g., //SYSIN DD DUMMY or no //SYSIN DD state-
ment at all), these options could be specified, and (2) the options
specified in the PARM field could override the normal defaults (if
any), setting new ones for a whole batch of INDEX'S (unless explicitly

specified on the INDEX statement).

The CATEGORY Statement

The CATEGORY statement is used to specify up to sixteen
additional categories for text processing. If used, all CATEGORY
statements must follow the INDEX statement, and come before all
TEXT statements. There are two versions of the CATEGORY statement

which are coded as follows:
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1) [namel CATEGORY TYPE=BASE
Specifies the base category. It is not necessary to code a
CATEGORY statement for the base category unless one wishes to pro-
vide a DELIMITERS statement to override the default values assumed
when no DELIMITERS statement 1s coded. This version of the
CATEGORY statement indicates that the specifications on the
following DELIMITERS statement (if any) are to apply to the base
category.
2) [name] CATEGORY NAME=category-name[ ,HIERARCHY=n]
Specifies an additional category other than the base category.
Any subsequent DELIMITERS control statement applies to this

category.

NAME=category-name

Specifies the category name. For example, NAME=PARAGRAPH.
This operand must be present when the second version of the
category statement is used, and must consist of one to twenty

alphameric characters.

HIERARCHY=n

Specifies that the designated category is a member of hier-
archy n. If this keyword is omitted, then 1 is assumed. The
hierarchy numbers specified on successive CATEGORY control state-
ments must be not more than one greater than the previous one or
an error will be signaled and the program will not continue
execution. (Note that the hierarchy number of the base category

is effectively zero.) The maximum hierarchy number is 16.
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The DELIMITERS Statement

The DELIMITERS statement specifies the category delimiter set.

If this statement is omitted, then defaults may be provided depend-
ing upon the hierarchy number and the implementation conventions.
This statement, if used, must immediately follow the CATEGORY
statement to which it refers. The statement is coded as follows:
[name] DELIMITERS SINGLE='...string of characters...'

BLANK={YES | N0}

{"xxxxxx'[="yyyy']...}

[PICTURE="zzzzzz"']
SINGLE='...string of characters...'

Specifies that each character enclosed within the apostrophes

is to be considered individually as a natural delimiter. The

maximum length of this string is implementation defined, but should
not necessarily be dependent upon the LENGTH parameter of the INDEX
statement. If it is desired to include an apostrophe, it must be
represented as two consecutive apostrophes.

For the base category only, it is possible to specify
SINGLE='"', that is, nullify the natural delimiter set. This
specification causes the program to treat each letter (character)
as a token. Note that BLANK=YES may still be specified. Indeed,
any of the delimiter specification options described below are
compatible with SINGLE='', Whenever more than one delimiter is
specified, the program will always scan for delimiters in order
of decreasing length. Treating the blank as a token may be
useful in certain instances where the format of the text has been

altered, or it is simply desired to consider blanks to be tokens.
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BLANK={YES N0}

specifies whether or not the blank character is to be consid-
ered a category delimiter. If this operand is omitted then NO is
assumed. YES would normally be specified only for thg TYPE=BASE
category. (This operand is necessary because the text might have
been altered from the conventional format of texts for various
valid reasons, and blanks do not delimit tokens.,) If BLANK=YES,
the blank character will be considered an unnatural delimiter.

However, there is an exception to this described below.

T YXKXXX
specifies that the string 'XXXXXX' is to be considered a
category delimiter. The string 'XXXXXX' will be treated as a
natural delimiter, and can be of any length up to the implemen-
tation defined maximum (but not exceeding that specified on the
INDEX control statement). In particular, strings of length one
and the null string may be specified. Specification of the null
string is equivalent to SINGLE=''., 1If the string is the blank

character, then the blank is viewed as a natural delimiter.

[='yyyyyy']

specifies that the string 'YYYYYY' is to replace the string
'XXXXXX' in the TOKEN file., If 'YYYYYY' is the null string, then
the delimiter 'XXXXXX' is not to appear as a token - i.e., it is
an unnatural delimiter. The replacement string is optional.
The specification ' ' ='' is equivalent to BLANK=YES. The

]

specification '$$$'="' implies that $$$ is an unnatural delimiter.
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PICTURE='ZZ2Z2Z'

Specifies that the delimiter contains variable alphanumeric
information. A variable digit is coded by a "9", a letter by a
"V"., Constants are enclosed in parentheses. Thus,
PICTURE="'(MILT)9999' signifies that any text string composed
of the string "MILT" followed by four digits is a delimiter.
This feature can be used for numbering lines of poetry.

Default options will be implementation defined for all
categories (including the base category); consequently, the

use of DELIMITERS statements is optional.

The TEXT Statement

The TEXT statement is used to identify the texts that are
to be processed and the data sets onto which the index program
output is to be written. The statement may also be used to
specify margins for text retrieval. The statement is coded
as follows:

[name] TEXT [FROMDD=text-ddname,TODD=(token-file-ddname,
type-index~file-ddname,text-glossary-ddname,
group-index-ddname) , ]

[NAME=textname, ]
[LENGTH=n, ]
[FIELD=(length,left-margin,right-margin)]

FROMDD=text-ddname

Specifies the DDNAME of the data set from which the program
is to read the input text. TIf this operand is specified then

the TODD operands must be also. If omitted, the default name

TEXT is supplied.
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TODD=(token-file-ddname, type-index-file-ddname, text-glossary-
ddname, group-index~-ddname)

Specifies the DDNAMES of the data sets that the program is
to use for the four output index data sets. If this operand is
specified then the FROMDD operand must also be given. If

omitted, defaults of (TOKEN,TYPE,GLOSSARY,GROUP) are used.

NAME=textname

Specifies that the text name is to be textname. If there
are blanks in the textname then it must be enclosed in
apostrophes. If this operand is omitted the input DDNAME is

used.

NAME=#*
Specifies that the first logical record of the text

dataset is to be interpreted 'as the text name.

LENGTH=n

Specifies the maximum token length to be admitted is n.
Tokens in the input text longer than n characters will be split
into two or more '"tokens" of the maximum length. If this

operand is not specified then a default will be provided.

FIELD=(length,left-margin,right-margin)

Specifies the length of a logical record in the input text
dataset and the limits of scan for text, Since the input text
file is processed by STREAM I/0 this parameter need not be
specified unless the left or right margins are not 1 and length,

respectively. If not specified, defaults of (80,1,80) are
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supplied. The program will read length bytes and extract text

from positions left-margin through right-margin for processing.
For example, a specification of FIELD=(400,1,320) and an input
text dataset actual LRECL of 80 would result in every fifth

logical record (e.g., card) being skipped.

The END Statement

The END statement is used to terminate all processing. Its
use is optional. If coded, any control cards after it will not
be processed. The statement is coded as follows:

[name] END optional information/comments

Examples
The following example illustrates the simplest procedure that
can be executed by the general index program.
//INDEXIT JOB (acct.info),'pgmr.name',MSGLEVEL=(1,1),REGION=44K
//STEP1 EXEC PGM=GENINDX
//STEPLIB DD DISP=SHR,DSNAME=your .program.library
//SYSPRINT DD  SYSOUT=A,SPACE=(space information),
// DCB=(RECFM=VBA,LRECL=137 ,BLKSIZE=1648)
/ / TEXT DD DISP=SHR,DSNAME=input.text.dsname
//TOKEN DD  DISP=(,PASS),DSN=&TKNFIL,UNIT=SYSDA,
//  SPACE=(space information),DCB=(DSORG=DA,OPTCD=R,BLKSIZE=nn)
/ /[ TYPE DD DISP=(,PASS) ,DSN=&TYPNDX,UNIT=SYSDA,
//  SPACE=(space information),DCB=(DSORG=DA,BLKSIZE=nn,
//  KEYLEN=max-token-length+l)
//GLOSSARY DD DISP=(PASS) ,DSN=&GLOSRY,UNIT=5YSSQ,

//  SPACE=(space information),LABEL=(,SL)
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//GROUP DD DISP=(,PASS),DSN=&GROUP,UNIT=SYSDA,
//  SPACE=(space information) ,DCB=(DSORG=DA,BLKSIZE=??)
//SYSIN DD DUMMY

/!

Input Specification Example

The following example illustrates the processing of more than
one text with varying specifications.
//EX2 JOB (acct.info), 'pgnr.name' ,MSGLEVEL=(1,1) ,REGION=A4K
//STEPONE EXEC PGM=GENINDX,PARM = 'LISTDD=0UTPUT'
//STEPLIB DD DISP-SHR,DSNAHE-your.progtam.library
//OUTPUT DD SYSOUT=A,SPACE=(space information),
!/ DCB=(RECFM?VBA,LRECL-137,BLKSIZE-1648)
//TEXTL DD *
this is the text name for the first text to be processed!
1/ DD DISP=SHR,DSNAME=STORED.TEXT1
//TOKEN1 DD DISP=0LD,DSNAME=TEXTI.NEW.TOKENFIL
//TYPE1 DD DISP=0LD,DSNAME=TEXT1 ,NEW,TYPEFIL
//GLOSS1 DD DISP=0LD,DSNAME=TEXT1.NEW.GLOSSARY
//GROUP1 DD DISP=OLD,DSNAME=TEXT1.NEW.GROUPFIL
//TEXT2 DD DISP=0LD,UNIT=(2400,2,DEFER) ,LABEL=(,NL),
//  VOL=(,RETAIN,2,,SER=(TAPEO1,TAPE02)),
// DCB=(RECFM=FB,LRECL=130,BLKSIZE-2600,EROPT-ACC)
//TOKEN2 DD DISP=(,PASS),DSN-&TOKEN,UNITb2314,SPACE-(CYL,(5)),
// DCB=(DSORGSDA,OPTCD-R,BLKSIZE-IG)
//TYPE2 DD DISP=(,PASS),DSN=4TYP ,UNIT=2314,SPACE=(CYL, (5)),

// DCB=(DSORG=DA,BLKSIZE=nn,KEYLEN'IG)
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//GLOSS2 DD DUMMY,DCB=BLKSIZE=69 (to prevent undefined file on OPEN)
//GROUP2 DD DISP=(,PASS),DSN=&GRP2,UNIT=2314,SPACE=(TRK, (10,2)),

// DCB=(DSORG=DA, BLKSIZE=?? ,KEYLEN=20)

//SYSIN DD *

RUNTWO INDEX MAXDELIM=20,LENGTH=13,STORAGE=SIZEA

BASECAT CATEGORY TYPE=BASE

BASDLIM DELIMITERS BLANK=YES,SINGLE='"#$%&%~/,ss4=""/%" "%/"

CAT1 CATEGORY NAME=PARAGRAPH

PGHDLM DELIMITERS '$§$'=""'

CAT2 CATEGORY NAME=XXXXXXXX,HIARCHY=2

XXD1LM DELIMITERS '$$$85S8'=""

TEXT1 TEXT NAME=%* LENGTH=12,FROMDD=TEXT1, TODD=(TOKENL, TYPEL,
GLOSS1,GROUP1) ,FIELD=(80,2,72)

TEXT2 TEXT NAME='THIS IS TEXT # 2',LENGTH=15,FROMDD=TEXT2,
TODD=(TOKEN2 , TYPE2 ,GLOSS2,GROUP2) ,
FIELD=(130,22,117)

END THIS WAS RUN # 2
//STP2 EXEC PGM=.,. to process the output files

/!

Text Scan Processor and Sorts

The second basic routine is the text scan processor. This

routine is the most critical factor in the overall performance
of the program. It is probable that it will run CPU~limited on a

Model 75. The purpose of the text scan processor is to locate
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tokens in the input text, assign them a iiﬁear pumber and a
category change indicator, and pass them to the first token
sort. If enough core is available, processing can be
expedited by passing the tokens directly to the 0S/360 sort
program via the PL/I facilities. This will .increase the core
requirements by approximately 30K bytes, and the sort program
DD statements will have to be added to the job step. The
advantage of doing it this way is that a sort routine will not
have to be written to handle the expected large volume of text.
The 0S sort program will sort all of the data in a small regiom.

As a token is located, its-'token record is immediately
sent to the sort program. When a non-base category change
occurs, this is noted and sent to the sort in appropriately
coded form for the eventual placement of this data into the
Group Index file. This file will be written when the sort is
finished. The text scan processor signals the sort routine that
all records have been passed. The Token- and Group Index file
records are then sorted. As they return from the sort program,
four processes occur: First, the Group Index file is written;
Next, the occurrences of types are noted and the Type Index file
is written; Third, the Type Blossary file is written; Finally,
each sorted token record with its newly inserted type pointer is
written into the Token file.

Thus, after the first token sort is complete, the Type
ndex file, the Type Glossary file, and the Group Index file are
completed. The Token file has been written, but it is not in

linear order. It must be re-sorted in order to get it back into
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original text order., This roundabout process is necessary because
at the time that the Token file could have been written in linear
order, the Type Index file pointer was not available. Re-sorting
is the simplest way to get it back into order.

The next process is to send the token records back to the sort
routine. This process is termed the second token sort. The OS
sort program is again invoked, except that this time it is
directed to read the input records from an existing disk data
set, namely the Token file, by passing the DDNAME of the Token
file to the sort program instead of obtaining the input records
via a PL/I procedure as in the first token sort. Having the
sort program obtain the input records directly is desirable
because the records are already on disk and having the PL/I
program read them and pass them to the sort program in a
procedure would simply be wasted effort. As the resorted token
records return, the Token file is rewritten, this time dropping
the linear numbers since it is now in correct order.

The program is now finished. All files are closed and
control is returned to the input specification processor. If

there is another TEXT control card, the process begins again.

File Processing

As noted previously, there are four output files. One, the
Type Index file, is obviously a candidate for REGIONAL(3)
organization. The Type Glossary file may be a simple sequential
file. It can be located on any 'SYSSQ'" device, tape being a good

candidate if disk space is at a premium because of the Token
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and Type Index files. Alternatively, REGIONAL(l) organization can
be used., The Group Index file is a special case. It could just
as well be sequential, but our preference is to make it REGIONAL(3)
for the same reasons that the Type Index file is REGIONAL(3), and
access the category records using the category name specified on
the CATEGORY control card as the key. It is desirable to

place the (logical) Group Index file physically with the ype
Index file, that is, as a prefix to the Type Index file. Under
certain circumstances this may not be feasible. In particular,
the Group Index file records and keys must fit onto the data set
which is to contain the Type Index file. Since the maximum size of
any block must be specified, placing the Group Index records onto
the Type Index file could require a larger maximum blocksize
(BLKSIZE) specification, and the length of the keys (KEYLEN) of
the file would be the maximum of the length of category names
(which is 20) and the maximum token length+l. If one wished to
store only 12 byte tokens he would be wasting 37% of the avail-
able space on a 2314 track in order to store an extra 21 bytes per
Type Index record (see discussion below). This is, however, the
worst case. It is much simpler, we feel, to place housekeeping
information on a single, separate file, e.g., put all "header"
records and the Group Index file on a separate REGIONAL(3)
dataset; although not efficient in terms of storage, it is
preferable in terms of program complexity and CPU processing time.
This data could be accessed once, and the file closed, then
reopened every time another access was needed, and the program

would run faster and use less core than otherwise. In order to
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make a definite choice on this particular subject, it would be
helpful to perform some empirical tests.

The Token file is designed to be a sequential file processed
by STREAM I/0. REGIONAL(l) is an alternative choice for this
file. Unfortunately, this mode of organization would require more
storage (since fixed length records must be used).

The Type Index and Group Index files present an unusual
application of REGIONAL(3) organization. Usually when one uses
a REGIONAL(3) file, there is some obvious relationship between
what is going into it and where it should go, i.e., the track
or region number. But in this case REGIONAL(3) is being used
only because a DIRECT file with variable length records is
needed. There is no real need to control the physical placement
of any particular record., So what really needs to be done here
is to write (create) the Type Index data set 'consecutively,"
packing the records onto the disk just as they come. But a
REGIONAL(3) data set cannot be created with a CONSECUTIVE file
as can a REGIONAL(l) data set. This inability to use a
consecutive file appears to be a problem because the program is
forced to specify a region number - which is something it does
not really know how to do, since it cannot know how many records
will fit onto one track - they are, after all, variable in length.

The solution to this problem takes advantage of the fact
that region numbers are automatically incremented -- once. When
an attempt is made to write a record to a region (track) that has
become filled, the operating system will increment the region

number automatically, that is, write it onto the next track
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(region). Subsequently, when the same WRITE .statement is executed
again —- specifying the same (old) region number -- the PL/I KEY
condition (sequence error; ONCODE = 53) is raised. When the KEY
condition occurs, the program must do three things. First, the
region number pointer(s) in the Token file for the previous Type
Index file record (which had its region number incremented
automatically) must be updated. This updating simply involves
delaying the writing of the Token file records until the next

Type Index file record has been successfully written. Second,

the program variable for the region number must be updated. Third,
the interrupted WRITE must be reissued, with the now updated region
number, ON UNIT processing consists of up-dating the region
number, up-dating the region number pointers in all the token
records for the last type, and branching to the offending WRITE
statement.

To search the Type Index file for a particular type it is not
necessary to know the region number. Simply specifying a region
number of 0 (1 if region number 0 contains header data) will cause
the entire file to be searched. For a large file, this could be
quite slow (approximately 1.6 minutes for a whole 2314 disk pack).
If REGIONAL(l) organization is used for the Type Glossary,
significant search time reductions for the Type Index file will
result if the region number of the type is stored with the Type
Glossary record. Another alternative is to store in the Group
Index file a table containing the last type written in each
region (track). This table would be relatively small and could

be rapidly searched.
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It should be noted that the use of REGIONAL(3) for the Type
Index file has one disadvantage. The word itself is recorded
three times: once in the data itself, again for the key area of
the record, and once more for the key area of the block (which
contains just one record). The last two cannot be disposed of.
The type should, therefore, be eliminated from the Type Index
record, since to read it, the word itself is required as the key
unless the file is being read sequentially; in the latter case
the KEYTO option will retrieve the key of the type index record

being read.

Qutput Record Formats

(1) The Text Header Record

This record contains the control information given in the
input specification cards and various counts useful for subse-
quent processing. Precise formating and location are implementa-
tion defined. It seems best to locate this header information in
the Group Index file. However, there may be advantages to pre—r
fixing each file with some portion or all of the header record.
The record should contain the following:

(1) Text Name

(2) # of Tokens

(3) # of Types

(4) Max. Token Length

(5) # of Categories (other than base-category)

(6) Vector of Category Names

(7) # of Hierarchies
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(8)

(9)

(10)

(11)

A hierarchy vector of extent cqual to the number of
categories -- cach clement to contain the hierarchy
number of the corresponding category.

A vector with frequencies for each category.

A ddname table - a table containing the ddnames of all
output files for this text.

.t
Type Index region table (optional) - a vector whose i h

entry is the kev of the last type recorded on the ith

region.

(2) The Token Record

The Token file should contain the following:

1)
(2)
(3)
(4)
(5)

Type pointer
Region # (optional)
CC indicator
Token length

Token

The Region # field contains the region number of the word type.

Thus fields (1) and (2) enable one to address directly the type

index record corresponding to a given token.

Although the Token file is to be processed as a stream file,

it is possible to avoid time and space-consuming data conversions.

All fields can be written in A-format and processed with the

UNSPEC built-in function. The Token record could be processed in

PL/TI as follows:

del

1 token_record,
2 convert

3 type ptr fixed(15,0) bin,
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3 region # fixed(15,0) bin,

3 cc_ind bit (16),

3 token_len  fixed(15,0) bin,

2 token char(maxtoklen) var,
str char__ (8)__ defined convert;
/* maxtoklen is the maximum token length */
/* str overlays the convert structure and
eliminates data conversion */

get file (tok) edit (str,token) (a(8).a(token len));

/* This reads the token record into the structure token-record.
No data conversions are performed and no extra processing
steps are required - furthermore when processed in this way,
a token record requires token lent+8 bytes instead of token

len+28 bytes - a substantial saving.  */

(3) The Type Index Record

Type file records should contain the following:

(1) Type length

(2) rType

(3) Type frequency

(4) Vector of indices (linear occurrences) of this type.
Fields (1)-(3) require no explanation. Field (4), however, will
necessarily present implementation difficulties. If the Type
Index file is sequential (not the preferred alternative), then
an extra temporary file will be needed to build the vector of
indices (at least for words with large frequency). The reason

for this is simply that it is most desirable to have the type
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frequency precede the vector of indices. If the file is DIRECT
and REGIONAL(3) organization is used, this difficulty does not
arise. FHowever, it will be necessary at times for a single type
index record to span several logical (and perhaps even physical)
data set records., This must happen since it is necessary to
bound in advance the logical record length of the Type Index
data set. Consequently, there will be a bound on the dimension
of the vector of indices, a bound which surely will be exceeded
by some word types. When this happens, several logical data set
records must be used to represent a single type index record.
Thus, the implementation will require an additional character
position in the record key to indicate the sequence of the

logical data set record within the Type Index record.

(4) The Type Glossary Record

This record will contain fields (1)-(3) of the Type Index

record.

(5) The Group Index Record

This record will contain the following:

(1) The Hierarchy number

(2) The Category number

(3) The number of Category Changes

(4) The Vector of rightmost indices for the Category.
All of the considerations given above for the Type Index record

apply to field (4) of this record.
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A Preliminary Version of the General Data Formating Program

In this section we describe the preliminary version of the
program written by Joe Ragland. The ideal version discussed above
was not fully designed when the programming effort began and the
parallel theoretical and practical work complemented each other
nicely. We quickly realized that the first routine, the input
specification processor, would entail considerable programming
time and yet would not significantly affect expected program
execution time. For this reason it was decided to employ, for
the most part, the input specifications used by the already

existing VIA INDEX program.

Category Restrictions

s

Emphasis was placed on the efficient handling of large
prose texts. Thus the set of delimiters for the base category
is restricted to the blank character. All punctuation marks,
such as the comma, the quotation mark, etc., are assumed to be
separated by one or more blanks. The blank itself is comnsidered
an unnatural delimiter. Eight non-base categories and two
hierarchy levels are allowed. The first four categories are
used for logical text groupings, while the last four are used
for physical groupings. Explicit category names are not present.
Implicitly, the first two denote sentence and paragraph
respectively. The categories and their delimiter sets are as

follows:
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Hierarchy Category Delimiters

1 1 (Sentence) £.,2,"

1 2 (Paragraph) {..}

1 3 (Chapter) {$$s}

1 4 (Volume) {$8ss}

2 5 (Line) {¢}

2 6 (Page) {eel}

2 7 {¢eel

2 8 {cecl

Each delimiter is assumed to be surrounded by one or more blanks.
No interpretation is provided for categories seven and eight.
There appeared to be no need for more than eight categories and
two hierarchies. Moreover, the restriction to eight categories
allowed the use of one byte (or character position) to represent
the CC indicator bit string. All delimiters except the sentence
delimiters are considered unﬁatural and are not retained in the
token file. The paragraph delimiter, however, is réptaced with
1o

the sentence delimiter '.' whenever a paragraph change is not

immediately preceded by a sentence delimiter.

Text Parameters

For each text to be processed, a text header card must be
present on SYSIN. This entire card is retained as part of the
header record that prefixes each output file. The text itself
need not be on the SYSIN data set. One of the parameters that
may be specified on the EXEC card is the input text file ddname.

if no ddname is present, SYSIN is assumed. The other parameters
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passed in this way are TLEN, CDMGIN, and SIZE. The parameter
TLEN gives the maximum token length; the default is TLEN=18.
CDMGIN=(XX,YY) specifies that the input text logical records
are to be scanned from XX to YY. The default is CDMGIN=(1,72).
The SIZE parameter gives the amount of storage available for
the 0S/360 SORT program. The default is SIZE=44000. Because
of the 0S/360 sort requirements, TLEN must exceed 10 and SIZE

must be at least 30000,

Program Structure

The program is composed of three external procedures - viz.,
DETEXT, SORT1, and SORT2. At present the program also contains

a listing routine for testing purposes.

The DETEXT Procedure

This main procedure scans the PARM string from the EXEC
card and determines program options. It then calls SORT1 and

SORT2.

The SORT1 Procedure

This procedure performs the following functions: text
scanning, first token sorting, and type index, group index,
and type glossary building. The 0S/360 sort is dynamically
invoked within this procedure. As the text is scanned, token
records and group index records are sent to the sort. The
sorted output is used to write out all files except the token
file. The procedure is essentially as described above.

There is one important difference, however. It was deemed
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more expedient to use only sequential files in this preliminary
implementation. This cheice necessitated the use of.a tempotary
file to hold the vector of indices whenever: the extént of this
vector exceeded 100. The need for doing this for the Group
Index file was obviated by a decision to change the group

index record format to one in which the category number

precedes each of its rightmost linear numbers.

The SORT2 Procedure

This procedure performs the second token sort and writes
out the token file in final form. An attempt was made to pass
the DDNAME of the temporary token file when invoking the sort
in order to avoid passing the records themselves to the sort.

As indicated above this appears to be the most efficient method.
However, technical difficulties were encountered and it was

decided to pass the records to the sort.

Record Formats

The record formats employed differ somewhat from those
described above. They are as follows:

(1) Header Record

This record is 134 bytes long and precedes each file

produced.
Field Format
file name (e.g., 'TOKEN') A(5)
rext id A(80)
maximum Token Length F(3)

total number of tokens F(6)
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Field Format

number of occurrences:

category 1 F(5)
category 2 F(5)
category 8 F(5)

(2) Type Index Record

Field Format
Token Length A(2)
Token A(token length)
Frequency A(2)
Vector of indices A(4) (Frequency)

Note that internal representation of numeric information is

preserved and conversion avoided through the use of A-format
and overlay defining., Thus, internally token length is fixed
(15,0) and each index is fixed (31,0). These records can be
read using the technique illustrated above in the discussion

of the Type Index record.

(3) Type Glossary Record

Field Format
Token Length A(2)
Token A(Token Length)

Frequency A(2)
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(4) Group Index Record

Field Format
Category number A(1)
Tolkon nunber A(H)

(5) Token Record

Field Format
Type pointer A(2)
CC indicator A(1) (internal repre-
sentation of B(8))
Token length A(2)
Token A(token length)

Note again that in all of these records the internal representation
of the fields is preserved in the external representation of the
record on a data set. Fach of the four files, the Token file,

the Type Index file, the Group Index file and the Type Glossary
file, is sequential and designed for stream processing. The

Token file is in linear text order. The Type Index and Glossary
files are in alphabetical order. The Group Index file is in
category number order. Each file is prefixed with the header
record. Particular DDNAMES have been assigned. These are TOKEN,
TYPE, GLOSS, and INDTAB. The name INDTAB is for the Group Index

file. The other name associations are obvious.

Storage and Time Estimates

As of this writing the program is in the final testing phase
and consequently no exact data are available. However, some
remarks can be made. First, the storage requirements were

larger then expected. A considerable amount of space is
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required for buffers and the sort program if efficient running
times are to be achieved. We do not yet know the optimum trade-
off point, but it does seem that 44K is appropriate for the sort and
that a 7200 byte blocksize is best for fast input/output. This
entails the use of approximately 100K bytes.
Preliminary timing estimates show that the program is
indeed fast. A text of 175,000 words can be completely processed
in less than 25 minutes on a Model 75. A text of 20,000 words

was processed in 4 minutes.

4., A Design for a General Statistical Analyzer
for Natural Language Texts
by

John B. Smith

If we assume the desirability of making a number of statis-
tical measures over a text of natural language, we are faced with
the question of what such an analyzer should look like. 1In this
discussion I shall examine some of the general problems inherent
in a procedure of this kind and then suggest what some of the
characteristics of a computer program to make these counts should
be.

First, we must infer what sorts of counts or measures are
likely to be wanted. Many of these will fall into several
fundamental categories. These include determination of whether

or not a unique string occurs in a text: a count of the number
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of times such a string occurs in the text; and perhaps a linear
distribution of'its occurrences over the text, or certain sub-
sections of the text. Next we may want to group several such
strings into categories and determine the presence of the
category in the text, its frequency, and/or its linear distri-
bution. Also, we may desire individual counts and distributions
of the elements of the category, but these statistics represent
only repetitions of the first class of measures mentioned.
Thirdly, we may wish to determine the existence of particular
configurations of categories, the frequency of occurrence of
these configurations, and, again, their distributions. This
third class of measures may be "simple," applying only to
sentences - for example, syntactic analysis; or it may be
extensive and attempt to define the entire semantic structure
of a text in terms of associations or linkings among a set of
categories. No assumptions are made concerning the population
over which these measures are taken; therefore, inherent is
the possibility of comparing various texts, canons, even
languages when such amalgamations are viewed as independent
categories. Thus, it should be possible to place most, if not
all, statistical measures into this taxonomy. The practical
result is that a program that can make the kinds of measurements
we have described should have enormous flexibility. The
program described below represents one attempt at defining such
generality into a workable system,

There are five basic sections of the Analyzer. A driver

program allocates resources, determines analytic methods, and



1 September 1970 77

"oversees" the operation of the entire complex. Input and output
functions are handled by independent modules. Analysis requests
are scanned by a module that establishes logical control vectors
to be used by the driver program, Finally, there are a number of
analytic modules that perform a variety of functions including
making various counts, searching for associative tendencies among
elements and categories, and mapping of elements onto thesaural-
like semantic structures., Not all of these analytic methods will
be available from the start, but because of their modularity they
can be added as they are written and as research needs expand and
change. TFor each analysis module, there will be a separate
request analyzer subprogram to examine the parameters necessary
to define a particular run request. Each of the five major
divisions of the program will be described in detail below.

The master control program or driver program manages the
individual subroutines and the allocation of resources. Upon
initiation of the program, its first task is to pass control
to the run request analyzer which either reads a card from the
card reader or receives a line of input from a remote terminal.
Upon completion of the run request analysis, this program is
returned a control vector indicating the various text analytic
modules to be used, individual control vectors for them, control
information for input data sets to be used, and the particular
configuration of output display facilities requested. From a
consideration of the number and kind of individual statistical
measures to be made, the driver allocates various arrays,

structures, banks of counters, etc. as permissible from resources
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available. If analysis is to be performed on only a portion of a
text or data set, this information is set up in logical form for
the input program. Data sets are then opened and control passed
to the input routine. After this step, control is passed back

and forth between the input routine and the analysis modules until
the analysis is complete or the ends of the data sets are reached.
At this time the driver again assumes command and establishes any
control necessary for post-analysis processing such as sorting,
accumulating frequencies from scratch data sets, etc., The Output
program then takes control, performs the "housekeeping" functions
described above, and prepares the final printed or graphic display
of the results of the analysis as well as machine-readable data
sets of these values. If the program is being run in the conver-
sational mode, output is directed to the terminal and the driver
waits for additional instructions: if not, the driver terminates
operation.

The second phase, the run request analyzer, consists of
several modules that are brought into operation according to the
specific analytic modules called for. 1In explaining this process,
I shall use for an example the request analyzer associated with
the COUNT analysis program that compiles a number of counts or
distributions over a text. This particular analyzer is called in
when the keyword COUNT appears on a run request card. What
follows is a series of requests for specific distributions defined
in terms of four major kinds of parameters. (In effect, the set
of these parameters and the ordering procedure that determines

how they can be arranged amounts to a fourth level 'user language'.)
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The first two parameters specify a particular alphabet or set of
symbols to be used and the name of a dictionary in which text
words exist in terms of the symbols of this alphabet. For
example, the alphabet could be the set of phonemes for English and
the dictionary, "TEXT,PHONEME," could contain the text expressed
in these phonemic symbols. Logically, the dictionary entry could
refer to a subprocedure or algorithm that converts the character
representation of a word into the appropriate alphabet-symbol
representation. More will be said below in the discussion of the
Input procedure concerning the assumed data format of the
dictionary.

The third level of parameters specifies the linear dimensions,
if any, to be used in the analysis. These values are used to
develop distributions such as words per sentence, nouns per 500
words of text, etc. Within this level are five specific parameters
that are arranged as follows: n(xl,yl)(xz,yz)XN. Starting from the
inside and working out, the (xl,yl) refers to the upper limit of
an index hierarchy for which counts are developed, Assume, for
example, that the scheme of INDEX including counts for volume,
chapter, paragraph, sentence, and word-in-sentence had been used
for hierarchy one; then (1,3) would refer to the paragraph level.
If this were the only parameter specified, the program would
develop all distributions of the hierarchical scheme below this
level: namely, character/word, words/sentence, character/sentence,
words/paragraph, sentences/paragraph, etc. If the ordered pair
(x2’y2) had been specified, then only those counts between the two

levels would have been made., For example, (1,3)(1,4) would
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develop the distribution for sentences/paragraph only. The
symbol X may be used if only a particular count is desired.
((1,4)X would result in a count of words/sentence.) Without
the second hierarchical level specified, the basic unit is
assumed to be words; however, if the second level is indicated
in conjunction with X, that unit is taken as the "atom" for
the distribution. Thus (1,2)(1,4)X would result in the
distribution of sentences/chapter only.

The last symbol in the sequence, N, is used if counts are
to be normalized. If one were studying the distribution of
function words over sentences, he would most likely wish to
have this distribution normalized between 0 and 1 so that he
could determine the relative, not absolute, placement of this
category of words. Thus the position in the sentence when such
a word appears is divided by the length of the sentence, thereby
giving the relative proportion of the way through the sentence --—
or normalized distribution -- at the occurrence of these function
words. Finally, the first symbol, n, specifies that a group of
elements is to be used as the basis of the distribution. If
nothing else follows n, the unit is assumed to be words. Thus,
"500" would imply that counts are to be made for each 500-word
unit of text. 5(1,3) would indicate that hierarchical counts
are to be accumulated for each five paragraph blocks of text.

The fourth level of parameters is similar to the third
but allows the user to partition his distribution into several
separate sets of counts. For example, the user could obtain

separate distributions of function words per sentence for



1 September 1970 81

sentences of length 1-10 words, 11-20, 21-30, etc. This facility
may reveal important conditional characteristics of certain
stylistic features that vary according to particular textual
dimensions. The general format of this level of parameters is
m(x3,y3)(x4,y4). As before, the (x3,y3)(x4,y4) terms specify
the units and appropriate level at which these units apply. M
specifies the multiple size., Thus 50(1,3) would indicate that
paragraph counts are to be broken into distributions based upon
50 word units. Separate distribution would be maintained for
paragraphs of fifty words or less, paragraphs of 51-100 words,
etc. Similarly, 10(1,3)(1,2) would indicate that separate
distributions are to be kept on the basis of the number of
sentences per paragraph: i.e., paragraphs of 1-10 sentences,
11-20 sentences, etc.

Obviously, not all of these four levels of parameters will
necessarily be used all of the time: and, indeed, not all combi-
nations are meaningful to the analyzer. For example, there can be
no fourth level partitioning of counts unless level three is
defined for a particular analysis. A rough guide to admissible
combinations and the kinds of counts they develop is indicated
by the table on the following page in which a "1" indicates that
a parameter of some kind is present for that level and a "0"
implies the absence of that level parameter. Similar to this
kind of organization, additional request analyzers will be
developed for other processing modules.

The input phase of the program is kept logically independent
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to allow the user to adapt his data sets to the format requdred for
analysis. The program is set up to take as input combinations of
the output data sets from the INDEX program described elsewhere in
this report. From those data sets, the INPUT subprocedure prepares
data lists in fixed formats required by the analysis modules. For
example, a distribution of the frequency of occurrence of phonemes
over a text would require that the INPUT program first pass to
COUNT a type list of phonemic symbols. Then, as the data is read,
it would construct lists of text words defined in those same symhbols.
COUNT would in turn analyze these lists. Similarly, if hierarchical
counts are being made, the input program would pass:-a text-ordered
list of logical vectors (00011, etc.) that indicate what positions
in the hierarchy are changing with a particular text word or
punctuation mark. If the user's data is in a different format from
that provided by the INDEX package, he can substitute his own INPUT
module to accept his data set and produce the necessary lists of
data required by the analysis modules.

The analysis phase of the program is kept modular to allow
for growth of the system. Most immediate plans call for the
development of the COUNT procedure, discussed briefly above; how-
ever, it is likely that after the completion of that procedure a
VIA analyzer for semantic associations and a principal component
analysis program for developing tendencies among words or groups
of words to appear in close proximity in a text or some section
of a text will be adapted to this modular design. Since COUNT
is the analysis procedure that is most likely to be developed first,

more discussion of its operation is in order.
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As mentioned in the description of INPUT, COUNT takes as its
input an ordered list of data. On that list, according to the
control parameters passed to it by the driver program, COUNT
accumulates several kinds of statistical measures. First, if an
alphabet is specified, it establishes a bank of counters corre-
sponding to that list of symbol-types. Then as the text is passed
to it in terms of those symbols, it increments the appropriate
counter., For example, if the text word were "a t", the counter
for 2 would be incremented by one as would the counter for t.

If some type of hierarchical count is being made, COUNT receives

a text-ordered list of logical bits that indicate what level of the
hierarchy is changing with the current text word. TFor example, if
the text word was a "." that happened to end a paragraph and if

the indexing hierarchy established was for volume, chapter,
paragraph, sentence, and word in sentence, then the logical vector
would be (00111) indicating that word, sentence, and paragraph
counts all change with this symbol. COUNT would, in turn, increment
the appropriate counters for each of these levels.

The third major function of this procedure is to maintain
separate distributions for various textual parameters. This function
is handled by outputting the data accumulatéd into a temporary data
set corresponding to the appropriate partition. If, for example,
the data is to be partitioned according to paragraph length in
multiples of ten sentences, there would be a temporary data set
for counts for paragraphs of length 1-10, one for 11-20, etc.

It would then be the responsibility of the OUTPUT procedure to accumu-

late these individual counts and print out or otherwise display the
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results.

OUTPUT has four major functions. Its primary responsibility is
to display in an efficient and effective format the statistical counts
developed by the analysis procedures. This may be in list form or it
may be the plotted output of line graphs, histograms, etc. Secondly,
it should store these data in a machine-readable form so that they
may be used in subsequent analyses. Formats should be written onto
the data sets themselves in a form that the INPUT procedure may
analyze and use and thus relieve the researcher of many of the
headaches of file manipulation and compatibility. Thirdly, in some
analyses, temporary data sets were created. 1In these cases the
OUTPUT program will sort these records, if necessary, accumulate
counts, and then display and store the results. Finally, in
analyses that require additional utilities -- such as principal
component analysis -- the OUTPUT procedure will prepare the counts
accumulated in a format that can be used by the utility, write this
data along with card images of required control statements onto a
temporary data set, and then pass control to the system for
execution of the utility program.

Because of the modularity of this package, it should provide
enormous flexibility for the user, With it, he will be able to
accumulate the large number of parametric values necessary to
test actively complex models of style and content so that these

areas may move from speculation into validated implementationms.
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0. Introduction

VIA (Verbally Tndexed Associations) is a computer programming
system to aid the researcher in analyzing natural language text
for stylistic patterns. The system is being developed as part
of a research project in the techniques of language analysis.
The philosophy and development of the VIA system is discussed
in detail in the annual reports of this project.

It is the purpose of this manual to provide a succinct
collection of the information the user of VIA must have in
order to execute and effectively use the system implemented
in PL/I for the IBM System/360 family of computers. For more
detailed information, the user should consult the project's
annual reports. The procedures described in this manual
have been used long enough to become fairly static, but the
user should keep in mind that the entire system is still being
developed. One may wish to contact personally project personnel
for recent information.

Input to the system is natural language text coded with
a minimum of keying conventions on punched cards or card-image
records. The output differs considerably for various parts
of the system, but in general it is intended to display
information in such a way that stylistic patterning can be

indicated.

1The development of this system is part of a research
project under the direction of Professor Sally Yeates Sedelow,
Departments of Computer Science and Linguistics, University of
Kansas. The research is funded under a grant from the Office
of Mavel Pesearch.
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The system is separated into two phases, VIAl and VIA2. VIAl
is a data preparation phase, which performs indexing, root-
association, and counting functions, and optionally eliminates
function words. VIA2 is a collection of analysis packages

which use different techniques for analyzing the prepared data.
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PART T

1. Introduction

The VIAl package takes as input natural language text with
a minimum of conventional symbols, in the form of punched
cards or card images on some other medium. Output takes different
forms as each program in the package is executed: for example, the
first program produces a token data set of logical records con-
taining indexing information (where in the text "this”
occurrence of a word is located), and a later program produces a
token data set of logical records which optionally provides
indexing information and obligatorily groups together by root
content words in the text (e.g., mad, madly, and madness would
be grouped together and identified by a unique number). These
data sets can be used for various forms of statistical and
content analyses.

As indicated, the package consists of several independent
programs that can be run together as steps of a single job,
or they may be run individually as separate jobs. For texts of
more than ten thousand words the latter method is recommended
to reduce the time required for a single job. This separation
of jobs will reduce the possibility of lost effort due to
system failure and will also result in faster turn-around. For
medium size jobs - 10 to 30 thousand words - it is often
possible to combine several steps into a single job and thus

reduce the total number of jobs to be run.
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The basic programs in the package are INDEX, SORT, PREFIX,
and SUFFIX; following SUFFIX, the user may select either the
package of programs comprising the ring-structure version of VIA
or the list-structure version or the single program MAPTEXT.
Part I of the User's Manual describes the basic programs and

Part II the alternative analysis packages.

2. Programs
2.1. INDEX

INDEX is a multifaceted indexing program that takes as input
80 character punched cards or card images on some other medium such
as magnetic tape. Provisions are made for input from a variety of
natural language sources. General processing modes exist for
prose, poetry, both verse and prose plays, and transcription of
spoken text: there is a special processing mode for long poems,

such as Milton's Paradise Lost, which may be divided into books,

or cantos, or something analogous, as well as lines--because

Paradise Lost is the one such case with which INDEX has dealt,

this mode is called MILT. It is assumed that text will be

found in columns 1-71 of each card image. A hyphen for the
continuation of a word should be placed in column 72. Page
numbers may be placed in columns 73-75, and if the user wishes to
put sequence numbers on his data cards - in case the deck is
dropped - he should do so in columns 76-80. All elements that
are to be recognized by the computer as independent must be

separated by spaces. This convention implies, in addition to
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words, all punctuation marks are to be separated by blanks.
For example, the ending of the last sentence would be punched
" separated by blanks ." . Textual:division and paragraphs in
PPOSE or lines in POET are indicated by other conventional
markers. These will be discussed below.

Output for all processing modes consists of 56-character
logical records containing indexing information and the word
or punctuation mark itself. A printed listing of this
output may be obtained by putting 'PRINT=VES' as the PARM
value on the EXEC card (cf. card 3 of Example B). If no
printed listing is desired, use 'PRINT=NO'. 1If the processing
mode is PLAY, stage directions can be included in the data set by
using the statement, 'STAGE=YES' in this same statement.
'STAGE=NO' will result in the omissions of these portions of
input text. See below for how to indicate stage directions.

PROS is the processing mode for prose text. It will be used
as the main example in this discussion. In addition to being
blank delimited, as discussed above, the text should have the
following markers for major textual division:

Paragraph: end of paragraph is indicated by a double

period (..) instead of the single period
for the last sentence. Paragraph ending
with some other mark of punctuation, such as

!, should include the punctuation mark,

? or
followed by a space and a double '..".

Chapter: end of chapter is indicated by $S§.
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Volume: end of volume is indicated by $$$S$.

Page: (Optional) place appropriate number in columns 73-75.

Sequence: (Optional) place appropriate number in columns

76-80.

The index numbers for volume, chapter, and page as well as
the sequence number may (at any point of data) be set to begin
with a user-specified value by placing in the data set a card with
a '$', the appropriate index level and the value to which this
counter is to be set. For example, if the user wishes to begin
his paragraph counter with paragraph five then he should insert a
card with 'SPARAGRAPH 0005' on it. Similar updating procedures
apply for most processing modes.

The Output record will have the following format:

(Length in bytes)

6 3 3 4 5 3 3 1 8 2 18
|L W Pl I L
INEAR VOL- |CHAP- {PARA-~ SEN-: 0 A D PRE- E WORD
R G I FIX N
# UME TER GRAPH TENCE D B 0 c
IN TEXT | # # # # TR 'fl
N
SENT.

The prefix field is used by the PREFIX program following the sort
if prefix information is desired. Otherwise the field may be
used by the researcher for categorizing information or for what-
ever use he may have in subsequent programs. The idiom flag

will be set to 1 if the WORD represents a group of words used as
a single, idiomatic expression; otherwise, it will be zero (0).

This feature is not operative at present. The length field
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contains the number of characters in the WORD. Thus, an actual

output record might look like this:

34 1 1 1 3 4 12 0 - 2 at

In this example, the word at appears as the 34th word in the
text; and it is the fourth word in the third sentence of
paragraph one, chapter one, volume one, of the text. Also, it
is found on page twelve; it is not an idiom, and it is of length
two.

For storage of his output, the user should provide a data set
on some medium such as tape or disk with the ddname OUTPUT,.

MILT is the special processing mode for Paradise Lost and

analogous texts. Input should be blank delimited, one line per
card image. If a line is continued from one card to the next,
indicate this with an "@" in column 72. Volume numbers should
be placed in columns 73-74, and sequence numbers in columns
76-80, if used.

Paragraphs (if used) are indicated by double periods (..).

Books or chapters are indicated by $$§.

Volume is as indicated in columns 73-74.
No update facilities exist for this processing mode. Printout
and sequence checking are indicated as in PROS. Output is
identical to that from PROS except that volume is usually one,
line number replaces sentences, and word in sentence becomes

word in line. Again, the user should supply an output data set
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for logical output records.

PLAY is the processing mode for prose plays. Printout,
and sequence checking are indicated as before. If stage
directions are to be included in the data set, use YSTAGE=YES',
otherwise 'STAGE=NO'. Regardless of whether or not they are
to be included, they should be punched with an asterisk
preceding each word; for example, (*lights *dim *slowly %)

Index information generated is act, scene, paragraph,
sentence, word in sentence.

Paragraph is indicated by double periods (..).

Scene is indicated by $$$.

Act is indicated by $$$5.

Act and Scene can be reset by using $ACT ### or $SCENE ##.

Output records are as before except that act replaces
chapter and scene replaces paragraph. The user should provide
an output data set.

VPLA should be used for plays that are written in verse.
Printout and sequence checking should be indicated as described
on pages 2 and 3. If stage directions are to be included in the
data set then place 'STAGE=YES' on the EXEC card. As was the
case for PLAY, stage directions should be punched with an
asterisk (*) preceding each such word regardless of whether
or not they are to be included in the output data set. Data
should be punched with one line of text per card.

Index information generated is volume, act, scene, line,
and word in line. Scene and act are indicated as for PLAY.

Act and Scene numbers can be reset as in PLAY.
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As before, the user should provide an output data set.

POET is the processing mode for poetry. Text should be
punched one line of poetry per card. If a line must be continued
from one card to another, place an 'at' sign (@) in column 72.
If the poetry is stanzaic, then the user must place a number
which indicates the stanza in columns 73-75. Sequencing
numbers, as before, should be placed in columns 76-80. Indexing
information generated will be stanza, line, and word-in-line.

No updating facilities exist for this mode. Volume, chapter,
and page will all appear with the value one (1) in the output
data set. As before, the user should provide an output data set.
SPOK is a processing mode for transcription of oral
discourse. Indexing information generated will be for series,
session, speaker, sentence, and word in sentence. Series,
session, and speaker counters can be reset by inserting a
card on which '$', level, and the desired number have been
punched. For example, '$SPEAKER 003' would set the speaker
counter at an initial value of three.
Within the data itself the following conventions hold:
A change in SPEAKER is indicated by double periods (..).
A change in SESSION is indicated by $$§.
A change in SERIES is indicated by $$$$.

As before, page numbers and sequence number should be

placed in columns 73-75 and 76-80 respectively.

2.2. SORT

Both PREFIX and SUFFIX assume input data records that have
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been sorted into alphabetical order and which are in the format
created by INDEX. Thus the same sort procedure may be used
prior to either of these programs. It is recommended that the
researcher use one of the utility sorts maintained at his
installation. The catalogued procedure set has been defined

so as to anticipate 250,000 tokens. If this estimate of the
number of tokens is sufficiently wrong, then the user may change
that value by redefining the SORT FIELDS which is input to the

sort.

2.3. PREFIX

The current version of PREFIX is a revised version of that
described in last year's annual report. It takes as input the
sorted output of any of the textual modes of the INDEX program.
After determining that a word has a legitimate English PREFIX,
the program creates a duplicate data record of that word but
with the prefix placed in the eight-character PREFIX field
included in the format of the INDEX data set. The remainder
of the word--without prefix--is then placed in the WORD
portion of the record. Thus, the data set is enlarged by
duplicate forms of the stems of prefixed words. This data set,
if it is to be processed by SUFFIX, must be sorted with the

same SORT utility used after INDEX.

2.4, SUFFIX
SUFFIX is a program that groups words having the same root.

It does not "strip" the various suffixes from such words but
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leaves them as they appear in the text and indicates that they have
the same root by assigning to each record for each word-token in a
root group the same number, called a matchcount (MATCNT). Thus, for

example, all records for complete, completely, and completing, etc.

might have the MATCNT, 536. This number has only relative meaning.
The next root-group, in alphabetical sequence, would have the
MATCNT 537, etc. By this number one can determine words that

have the same root form but which differ in ending, thereby
facilitating analyses such as semantic and thematic studies which
may not involve syntax.

Input is assumed to be 56-character logical records, sorted,
from either PREFIX or INDEX. Output will be 69-character records,
identical to input records except for the addition of the MATCNT
number, the number of word tokens for each MATCH group and the
number of tokens for each unique word type. This record has the

following format.

(Length in bytes)

6 3 3 4 5 3 3 1 5 4 4 8 2 18
Llv]|cl|lPp|s|w [p]|1 M| M |T P | W W
I|lo|lu|aAa|lE|O |a]|D Al A |¥ R | O 0
N|L R|N|R [G6]1I T| T |P E | R R
E AlT|D |[E|oO c| ¢ |E F | D D

G| E M N | H- I
A R|N|TI |[# T F X
R Al C|N F F | R L
# P | E |SENT L R | E N

H A E | Q.

G Q

These records are output in MATCNT order. Under MATCNT, individual

records are further ordered according to alphabetical order of word
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and then the linear position of each occurrence of the word type
in the text.

If the user wishes to eliminate function words from this data
set he may do so by using 'FUNCT=NO' on the EXEC card. Similarly,
punctuation marks may be deleted by stating '"PUNCT=NO'. Otherwise
they will be included, with all function words grouped together with
a MATCNT of 99998 and all punctuation marks with 99999. Unless
'"PRINT=NO' is included, a printed copy of the output will be
produced.

As before, the user must supply an Output data set on some
medium. It is mandatory that the user include a heading to be
printed at the top of each page of printed output. This heading
may identify the particular text being processed or contain any
other information that the user wishes to include. It should be
punched on a single card which is placed after the card

'//S.HEADING DD *!

3. Activation of VIAl

The standard operation of VIAl uses INDEX, SORT and SUFFIX.
The JCL to execute this is:

// (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312.SEDELOW.VIALIB,DISP=SHR
// EXEC VIAl

//T.INPUT DD - (DD information for input to INDEX)
//S.0UTPUT DD (DD information for output from SUFFIX)

//S .HEADING DD *
If the user wishes to include PREFIX in the VIAl data preparation,

he should use the following JCL:

o
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// (JOB card)

//JOBLIB DD ... .

// EXEC VIAl,PREFIX=EVEN
//1.INPUT DD . . .

//S.OUTPUT DD . . .

//S .HEADING DD *

To provide run time parameters to INDEX, the EXEC card should be
modified to read as follows:

// EXEC VIAl,PARM.I='(INDEX parameters)'
or // EXEC VIAl,PREFIX=EVEN,PARM.I='(INDEX parameters)'
If it is desired to save the output data set' from INDEX, the
following DD card should also be included:

//1.0UTPUT DD (DD information for INDEX output)
To execute only INDEX and save the output, use the following JCL:

// (JOB card)

//JOBLIB DD . . .
// EXEC VIAl,PARM.I='. . .',ONLYI=ONLY
//1.0UTPUT DD . . .
//1.INPUT DD . . .
Example A.

In this example, the standard VIAl (without PREFIX) is executed.
In the run time parameters to INDEX, PROS is specified as the
processing mode and a printed copy of the output is requested.
The input text is in the DD* card deck following the JCL.

//  (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312,SEDELOW.VIALIB,DISP=SHR
// EXEC VIAl,PARM.I='PROC=PROS,PRINT=YES'
//I.INPUT DD * ] ' i |

(input text cards)
/*
//5.0UTPUT DD (DD information for output)

//S .HEADING Db *
(heading card)
/*
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Example B.

The same run as that of Example A, but including the use of
PREFIX, would require the following JCL:

// (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312,SEDELOW.VIALIB,DISP=SHR
!/ EXEC VIAl,PREFIX=EVEN,PARM.I='PROC=PROS,PRINT=YES'
//1.INPUT DD *
(input text cards)
//S .OUTPUT DD (DD information for output)

//S . HEADING DD *
(heading card)
/*

PART II

4, Introduction

VIA2 is composed of the three independent procedures MAPTEXT,
LIST, and RING, and the utility procedures BLDLIST and BLDRING.
In addition there is a subroutine mechanism, called SELECT, which

occurs in several of the procedures and is documented separately.

5. SELECT

5.1. Function

SELECT is the mechanism employed by the VIA2 subsequences
MAPTEXT, LIST and RING to select those sections of text to be
processed by the respective programs. SELECT is used only after
the text has been processed by INDEX so that associated with each
token of the text is the indexing quadruple I = (V,C,P,S).

The interpretation of I is dependent upon which processing option
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(PROC) was chosen for INDEX and could be:

i). 4if PROC = Volume
Chapter
Paragraph
Sentence
Volume (usually 1)
Chapter or Books
Paragraph
= Sentence
Act

= Scene
Paragraph
Sentence
Volume
Act

Scene

= Line

= Volume

= Chapter
Stanza

= Line

= Series
Session
Speaker
Sentence

PROS then

ii). 1if PROC

MILT then

]

iii). if PROC = PLAY then

iv). if PROC = VPLA then

v). 1if PROC = POET then

vi). 1if PROC

SPOK then

A
c
P
S
\
C
P
S
\)
C
P
S
\
C
P
S
V
C
P
S
v
c
P
S

For example, if the text is an instance of oral discourse
and hence INDEX was run in the SPOK mode, then the level P
would correspond to the Speaker index.

The user must define those intervals of text to be processed
as well as specify the level of indexing to be consulted
for the text selection. Because the indexing is hierarchical to a
depth of 4 the user must include the specification of all levels
which cover the level of interest.

The specification language enables the user to select either
a single section of text or else a connected sequence of sections
of text or else combinations of the above two. The single section
of text is selected by specifying to the required level the

particular values that the indexing parameters must achieve in
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order for that section to be processed. The collection of indices
must be enclosed by parentheses and separated by commas. For
example, a single sentence could be isolated by the entry
(1,3,4,5) which specifies volume 1, chapter 3, paragraph 4,
sentence 5. Likewise a single chapter could be isolated by the
entry (3,2) which specifies volume 3, chapter 2.

The specification language contains constructs with which
to specify a connected sequence of text sections. The form
of this type of specification is (sl, s2) where both sl and s2
are specifications for single sections of text. The interpre-
tation is to include that portion of text which lies inclusively
between the text whose indexing parameters are sl and the text
whose indexing parameters are s2.

A complete specification is then a sequence of comma-
separated entries of either type with the requirement that each
entry be to the same level of specificity and that the level
be that of the LEVEL parameter of the EXEC card. Furthermore,
the entries must begin in column 1 of "a data card and if a
continuation beyond column 71 is required, then the program

expects an * to be punched in column 72.

5.2. Activation
This mechanism is activated by supplying the processing
program with a run time parameter by:
MAPTEXT=EVEN,PARM.M='LEVEL=%,.,."'

// EXEC VIA2,RING=EVEN,PARM.R='LEVEL=%,,..'
LIST=EVEN,PARM.L='LEVEL=%,...'
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where *

to
to
to
to
to

o>

The

is to be one of

103

process the entire text

process on the
process on the
process on the
process on the

following three

of the language and the

Example

from MAPTEXT:

To specify that the

and that

the text is to

volume level

chapter level

paragraph level

sentence level

examples should make clear the nature

activation of the mechanism.

selection is to be on the paragraph level

be selected from volume 2, chapter 3,

paragraphs 7 - 12; volume 3, chapter 4, paragraph 6; and volume

7, chapter 2, paragraphs 3-33:

/]

(JOB card)

//JOBLIB DD DSN=UNC.IS.F2312,SEDELOW.VIALIB,DISP=SHR
// EXEC VIA2,MAPTEXT=EVEN,PARM.M='LEVEL=P,...'

//M.SYSIN DD *
(€2,3,7),(2,3,12)),(3,4,6), 3
((7,2,3),(7,2,33))
(remaining M.SYSIN cards for MAPTEXT)

/*

Example from LIST:

To specify that the entire text is to be processed:

/1l

(JOB card)

//JOBLIB DD DSN=UNC.IS.F2312,SEDELOW.VIALIB,DISP=SHR
// EXEC VIA2,LIST=EVEN,PARM.L='LEVEL=A'

Example from RING:

To requést that volumes 1,5,7 and 9-11 be selected for

processing:
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// (JOB card)

//JOBLIB DD DSN=UNC.IS.¥2312,SEDELOW,VIALIB,DISP=SHR
// BXEC VTAZ,RTNC=EVEN,PARM.R='LEVEL=V,...'
//R.SYSIN DD *

(1),(5),(7),((9), (11))

(remaining x.5Ys1w cards for RING)

/:‘:

5.3. Notes

The text selection always assumes that in the case where
LEVEL is not defined on the EXEC card that its value will be
A, and hence will process the entire text and will not expect
to find additional input on the SYSIN dataset.

The mechanism contains an intermal sort, so that the
specifications may be entered in any order. However, whenever
a request is of the form (sl,s2) then the indexing parameters
specified by sl must occur in the text prior to the indexing

parameters specified by s2.

6. MAPTEXT

6.1. Function

MAPTEXT is a VIA2 program which provides a mechanism for
isolating stylistic patterns within a text by printing special
graphics for designated keywords. MAPTEXT scans a user-supplied
input text and substitutes for each occurrence of a user-
defined keyword its respective single replacement character and
substitutes a period (.) for all other words. The resulting
print-out therefore consists of lines of periods with single

replacement characters interspersed, thereby generating a
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visual representation of possible stylistic patterns. MAPTEXT
aligns the printed output so that sentences always begin a
new line, and it provides indexing information at the extreme

right of each printed line.

6.2. Options

Because one may find it to be preferable to define stylistic
patterns as a function of root group distribution rather than as
a function of type distribution, MAPTEXT provides an option
which implements this facility. If this option is selected (by
specifying ROOT GROUP=YES as the PARM.M value on the EXEC card)
all of the words in a root group (i.e., with the same match
count number) form an equivalence class and the replacement
action applies to every word in the class.

MAPTEXT provides for the activation of text selection as
documented in SELECT. The input (on dataset M.SYSIN) to the
text selection mechanism must preceed that defining the pair

(replacement character, word).

6.3, Activation
MAPTEXT, being a subsequence from the VIA2 catalogued
procedure, is activated by the JCL:

//  (JOB card)
//JOBLIB DD DSN=UNC.IS.F2312,SEDELOW.VIALIB,DISP=SHR
// EXEC VIA2,MAPTEXT=EVEN
//M.INPUT DD (DD information for the output dataset from
INDEX)
//M.SYSIN DD *
(parameter cards for SELECT, if any)

¢ W
Cy . W
cC ‘W
n n
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where each C_i is a replacemeut character for the word Wi.

As stated earlier, this module has two options which are
controlled by the variables ROOT GROUP and LEVEL whose values
are transmitted by the PARM.M field on the EXEC card. The
default values (ROOT_GROUP=NO,LEVEL=A) will result in the
entire text being processed and in performing the character
substitutions on the basis of exact token matching.

MAPTEXT expects that the M.SYSIN dataset will be defined

and will contain:

i). the specification of the text intervals to be processed
if the level value is not A.
ii). a list of pairs (C,W) where C is the (single) replacement
character for the word W (whose length is no greater than
18 characters). Each C is to be punched in column 1 of a
data card and its corresponding W is to begin in column
5 of the same card.

Therefore the following JCL and data will result in the

substitution of W for all occurrences of WAR and P for all

occurrences of PEACE in the entire text:

// (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312.SEDELOW.VIALIB,DISP=SHR

// EXEC VIA2 ,MAPTEXT=EVEN

//M.INPUT DD (DD information for the output dataset from

INDEX)
//M.SYSIN DD *
W WAR
P PEACE
/%

The JICT and data provided helow will result in MAPTEXT

substituting P for all occurrences of the root group of PEACE

(PEACE ,PEACEABLE ,PEACEFUL, etc.) and W for all occurrences of
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the root group of WAR (WAR, WARRED, WARRING, etc.) in only chapter
1 of volume 1 of the input text:

// (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312.SEDELOW.VIALIB,DISP=SHR

// EXEC VIA2,MAPTEXT=EVEN,PARM.M='ROOT GROUP=YES,LEVEL=C'
//M.INPUT DD (DD information for the output dataset from

INDEX)
//M.SYSIN DD *
(1,1)
W WAR
p PEACE
/*
6.4. Notes

The VIALl catalogued procedure has been defined so that the
output dataset from INDEX is not saved and hence the user of
MAPTEXT must provide a JCL override to define I.OUTPUT in such
a way as to make it available as the INPUT dataset to MAPTEXT.
This override to VIAl is effected by supplying the card:

//I.OUTPUT DD (DD information for the output dataset from
INDEX with LRECL=56)

7. LIST
7.1. Function

LIST is the VIA2 subsequence which prints out a text
specific thesaurus from a given text and a given list thesaurus.
The list thesaurus takes the form of a list of ordered pairs
(primary word, secondary word). More specifically, from a
thesaural tree defined to a maximum depth of five described
as a list thesaurus, these programs prune the tree so that
the label of each node either occurs in the text or a word with

the same match count as the label occurs in the text. Consider
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the following example:

Suppose we had the thesaural tree (to a depth of 5), where

A,B,C,D,E,F are all words not necessarily in the input text

A
B
C
D
E
F

B
c
D

This is the tree that would result from the list thesaurus
of ordered pairs:

(A,B) (a,0) (a,p) (D,E) (D,F) (F,A)
Now suppose that the text contained no word with the same
match count as that of C or F but it did contain words with
the same match count as A,B,D,E; the tree which would result

would then be:

E.
There are two avenues available to the researcher who uses
LIST. He may either prepare his own list thesaurus of ordered
pairs or he may supply just a list of primary words and enable

the sequence of programs (see the section entitled BLDLIST)
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which will extract the list thesaurus from this list of primary
words by using a ring thesaurus which is stored on disk. 1In
either case the list of thesaural associations must be ordered
so that the concatenations of primary word with secondary word

forms an alphabetically ordered list.

7.2, Options

LIST provides for the activation of text selection as

documented in SELECT.

7.3. Activation

LIST, being a subsequence from the VIA2 catalogued
procedure, is activated by the JCL (which requests processing
of the entire input text because PARM.L='A'.)

// (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312.SEDELOW.VIALIB,DISP=SHR

// EXEC VIA2 ,LIST=EVEN,PARM.L="A"

//L.INPUT1 DD (DD information for the list thesaurus)

//L.INPUT2 DD (DD information for the output dataset
from SUFFIX)

If the researcher wished to process with LIST only paragraph
17 of chapter 12 of volume 3 then he should code:

// (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312.SEDELOW.VIALIB,DISP=SHR

// EXEC VIA2,LIST=EVEN,PARM.L="P'

//L.INPUT1 DD (DD information for the list thesaurus)

//L.INPUT2 DD (DD information for the output dataset
from SUFFIX)

//L.SYSIN DD *

(3,12,17)

7.4. Notes
It is important to observe that a subtree will sprout only

from those nodes whose labels are primary words so that
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secondary branching will occur only in the case that a secondary
word is also a primary word (as in the case of F and A from the
introductory example). Therefore if the list of ordered pairs
which makes up the list thesaurus is not sufficiently rich to
include several intersections of the secondary word set with

the primary word set, the resulting output ééy be somewhat

trivial.

8. BLDLIST

8.1. Function

BLDLIST is the VIA2 subsequence which generates a list
of ordered pairs of the form (primary word, secondary word)
from a user-supplied list of primary words such that one
ordered pair is created for each secondary word that occurs
in a thesaural category (currently we are using Roget's

International Thesaurus) with a primary word. Consequently,

if the stored thesaurus was:

Category 1: A,B,C
Category 2: C,D,E
Category 3: E,F.

and if C was the single user-supplied primary word, then the
list thesaurus would be:

(C,4A)
(C,B)
(€,C)
(C,D)
(C,E)

The list is subsequently sorted so that the concatenates (primary

word, secondary word) form an alphabetically ordered sequence.
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The typical usage would request the execution of LIST
immediately following the execution of BLDLIST, but this
sequencing is not mandatory; consequently, this mechanism
can be used to generate a list thesaurus independently of

the LIST processing system.

8.2. Activation

BLDLIST, being a subsequence of VIA2, is activated by the
JCL:

//  (JOR card)

//JOBLIB DD DSN=UNC.IS.F2312,SEDELOW.VIALIB,DISP=SHR

// EXEC VIA2,BLDLIST=EVEN

//BL.SYSIN DD *

(list of primary words)

/*
The list of primary words must be such that one word is

punched per card with the word beginning in column 1 and

having no more than 18 characters.

8.3. Notes
If the user needs to save the list of ordered pairs
generated by BLDLIST then he should code:

//BL.OUTPUT DD (DD information for the list of ordered
pairs with LRECL=40)

Typically the user will follow BLDLIST with LIST. The
VIA2 catalogued procedure is defined in such a way that
L.INPUT]1 is the same dataset as BL,OUTPUT, so that the

activation of the sequence BLDLIST, LIST would become:
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// (JOB card)

//JOBLIB DD DSN=UNC.IS.F2312.SEDELOW.VIALIB,DISP=SHR

// EXEC VIA2,BLDLIST=EVEN

//BL.SYSIN DD *

(list of primary words)

// EXEC VIA2,LIST=EVEN

//L.INPUT2 DD (DD information for the output dataset
from SUFFIX)

9. RING

9.1. Function

RING is the package of VIA2 programs which uses a given
ring-structured thesaurus to identify verbal associations in
or with a text. The text must first be processed by VIAl.
The thesaurus may be provided in either of two ways: the user

may use the copy of Roget's International Thesaurus2 which is

provided in ring-structure format as part of the VIA system,
or the user may supply his own specialized thesaurus using
the package of programs BLDRING (cf. Section 10 of this
manual).

The function of RING is to compare the text (or a section
of text) with the thesaurus and, choosing certain elements
as key linguistic units, to search the thesaurus for words or
phrases associated with each key. A printout is produced
which represents in graphic form the relationships identified

by the thesaurus search. The choice of the key search elements,

2

Permission to convert Roget's International Thesaurus into
machine readable form and to wuse it in this research was given
by Thomas Y. Crowell Co., publishers.
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the depth to which the search in the thesaurus is allowed to
wander, and various search pattern techniques, are under the

control of the user.

9.2. Usage Considerations; Data Sets Provided by the User

To execute RING the user must provide the text, the initial
thesaurus, text selection parameters for SELECT (if any), a
TEXTSECT card, and ANALYSIS request cards. This section contains
the information sufficient to enable the user to provide these
data and to understand the use of RING. A summary of the data

sets provided by the user is given in Section 9.2.6.

9.2.1. Text, Text Selection Parameters, and TEXTSECT card

The entire text should first be processed by VIAl. Even if
the user intends to analyze the text in sections using multiple
runs of RING -- or other program packages of VIA2 =- the whole
text should be processed once by VIAl, This will ensure that
global textual information will be correct, and will also
provide a less expensive 'rerun point" for analysis runs. The
primary output text of VIAl,S.OUTPUT, is the dataset to be used
for R.INPUT.

The subprogram called SELECT (cf. Section 5) is incorporated
in RING. The parameter cards for SELECT are the first cards in
the R.SYSIN data set. The entire collection of text extracted for
one run is called a 'text section', whether or not it is
contiguous. By means of a TEXTSECT card, which follows thg

selection parameter cards in the R.SYSIN data set, the text
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section is assigned a number. The TEXTSECT card has the
following format:

TEXTSECT=n [ ,MSGPARM="LIST'];[character string]
n is a decimal integer which is the number of the current section
of text. The optional parameter MSGPARM='LIST' requests the
printing of warning messages produced by RING during the text-
thesaurus comparison phase. Generally, these messages note
garbled text, the inability of the program to establish any
associations with a textual word not in the thesaurus, or a
lack of sufficient space in the scratch-pad area of the
thesaurus (cf. Section 9.2.2). The default for this parameter
is 'NOLIST', which suppresses message printing. A count
of the messages that would have been printed is given. The
optional character string following the semicolon will be
printed as a heading at the top of the first page of output.
Examples:

TEXTSECT=1 ,MSGPARM="LIST"' ;FROST - ENTIRE TEXT

TEXTSECT=2 ;SECTION 2 OF JOYCE: PORTRAIT. 5/9/70
If several runs of RING are made on different text sections the
TEXTSECT numbers provide a means of identifying each section to
the program, which retains certain text-specific information by
section. TEXTSECT numbers must be assigned sequentially in

order of processing. If only one run is to be made on a text,

the TEXTSECT number should be 1. After selection, the text

section is condensed into a type data set.
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9.2.2. Thesaurus
The thesaurus is composed of the four data sets RT.THSCTL,

RT.VOCAB, RT.DRCTRY, and RT.THES. Roget's International

Thesaurus is provided by default. Alternatively, the user may
provide his own thesaurus. To do so, the VIA2 utility pro-
cedure BLDRING (Section 10) should be used to construct the
four data sets from a thesaurus prepared by the user. This
work should be completed before RING is executed. In the
subsequent execution of RING, overriding DD cards for the
user's own thesaurus must be included in the JCL.

As the text section is compared with the thesaurus, certain
text-specific information is recorded in a "scratch-pad'" area in
the VOCAB data set of the thesaurus. This information includes
frequency in the text section and the earliest TEXTSECT number
of the sections in which the word appears. Also entered are
words from the text not in the thesaurus which have a root
identical to some word already in the thesaurus. To facilitate
reruns, prior to processing, the scratch-pad information is
examined and only information related to text sections with
numbers less than the current TEXTSECT number is retained.

For this reason the sequential assignment of TEXTSECT numbers is
essential. Since the smallest permissible TEXTSECT number is 1,
using that number will ensure a clean scratch-pad area, and it
should always be used for the first section of text processing.

If two or more users are concurrently using the same

thesaurus, it is necessary only for each user to keep his own

private copy of the RT.VOCAB data set, since the other data sets
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of the theasurus are never modified.

9.2.3. Analysis and ANALYSIS cards

The primary output of RING is a printout arranged so as to
indicate the patterns of verbal relationships defined by the
thesaurus. The data are displayed in the form of a tree-
structured graph, where the nodes of the tree are verbal
entities (words and phrases) and thesaural category designators.
A separate tree is printed for each key search element, with
the key element as the root of the tree. Each path in the
tree represents a path in the search of the thesaurus. This
method of displaying the results of the thesaurus search makes
it possible to indicate a sense of the 'closeness'" of semantic
association and to indicate indirect associations induced by
some common direct association: two elements are directly
associated if they appear as adjacent nodes on some path in the
tree.

The tree is printed with the root at the top left of a page,
branching to the right, with each level of the tree a different
column on the page. The column immediately to the right of the
root contains the labels of all the categories comtaining the
root. In the next column to the right is printed, beneath each
category, the remaining words and phrases in that category. This
column then, contains all verbal elements directly related to
the root, and the intervening category labels show in what sense
the relation stands. This process is repeated with each new word

and phrase as the root of its subtree. Each successive column of
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categories and words represent s another level in the depth
of the thesaurus search and thus another level remoteness from
the root.

As an example consider the following thesaurus:

CATGRY 1: AUTHENTIC, AUTHORITATIVE, ORTHODOX

CATGRY 2: CANONICAL, CATHOLIC, ORTHODOX

CATGRY 3: AUTHENTIC, GENUINE, BONE FIDE

CATGRY 4: AUTHORITATIVE, DOGMATIC, OPINIONATED

A search keyed on AUTHENTIC would producde the following tree:

AUTHENTIC
CATGRY 1
AUTHORITATIVE
CATGRY 4
DOGMATIC
OPINIONATED
ORTHODOX
CATGRY 2
CANONICAL
CATHOLIC
CATGRY 3
BONA FIDE
GENUINE

A variety of methods for choosing search keys and a variety of
modes for searching the thesaurus are available. For example, the
user may specify a particular word as a search key, or he may
instruct the program to make every word that occurs in the text
a number of times exceeding a user-defined threshold a search
key. He may choose search keys based on word root or thesaurus
category membership. The user may specify that thesaurus searches

be limited to words in the text, he may permit words not in the
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text, or he may choose one of several compromises between these
extremes.

Parameters for controlling the choice of search keys and the
modes of searching the thesaurus are contained in the ANALYSIS
cards entered in the R.SYSIN data set following the TEXTSECT
card. Each Analysis card causes the selection of one or more
search keys and each search key causes the initiation of a
thesaurus search which will result in the printing of one tree.
Up to 100 ANALYSIS cards is permitted per run. Following the
last ANALYSIS card a card with the words GO AHEAD must appear
in the R.SYSIN data set. If it is missing, RING will terminate
after updating the scratch-pad area of the thesaurus and
generating the search keys. Eliminating the GO AHEAD card thus
provides an economical means of rerunning to update the
thesaurus and search key file, without initiating thesaurus
searches.

The format of ANALYSIS cards is as follows:

ANALYSIS n,TYPE='n"[,optional parameter listl];

n is an arbitrary decimal integer identifying the analysis and
will be used to identify all printout associated with this
analysis. m is the number 1, 2, 3, or 4. This parameter is
used to designate the procedure for selecting search keys.

The remaining parameters are MODE, THRESHOLD, CAT, WORD, DEPTH,
and KEYLIST. The four types of key generation are:

TYPE='1' - Frequent categories. Every category occurring in the

text more than a specified number of times is to be

used to key a search. The number of times to be used
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as a threshold must be specified by a THRESHOLD parameter
in the same card. The program will sum the number of
occurrences in the text of every word in each thesaurus
category. If a word occurs in more than one category,
its total will be added to each. Every category whose
total number of occurrences is equal to or greater than
the threshold, will be used to key a search. This type
of analysis is lengthy, but enables the system to choose
significant content in the text, even though it is not
identified by the high frequency of any particular word,
because the significance is based on the high

occurrence of categories.

TYPE='2' - Frequent roots. Every root occurring in the text

more than a specified number of times is to be used

to key a search. The number of times to be used as
the threshold must be specified in the THRESHOLD
parameter, The program will total the number of
occurrences of every MATCNT in the text. If the total
for a MATCNT is equal to or greater than the threshold,
every word in the MATCNT will be used to key a search.
This is done by generating a KEY entry for each word
in the MATCNT. This type of analysis is somewhat
faster than type 1. The system chooses significant
content in the text based on the frequency of word

*
roots.
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TYPE='3' - Category. The category must be specified by a CAT
parameter in the same card. It will be used to key
a search. No count considerations are used. This
type of analysis is much faster than the previous
types and is useful for searching for relationships
to a particular category, howe;er obscure.

TYPE='4' - Word. A particular word must be specified by a WORD
parameter. It will be used to key a search. This
type of analysis is as fast as TYPE 3, and is useful
for searching for relationships to a particular word,
however obscure. The word need not be in the text,
but if not, must be in the thesaurus. Thus, for
example, this type of analysis, combined with search
mode D, may be used to find all words in the text
related to that on the parameter card.

The MODE parameter:

MODE = 'x'

specifies the mode of thesaurus search used in the SPRINT

program. X must be one of the letters A, B, C, D, or E.

If the MODE parameter is omitted or incorrectly specified,

mode A will be taken by default and a message printed to that

effect. The modes are best described in terms of the tree-

shaped output showing the word and category relationships.

The five modes are:

MODE = 'A' - Text limited. All nodes are in the text. As the

program searches down a path of related words in

the thesaurus, it will abandon that path as soon
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as it encounters a word not in the text. The path
down to that point will be printed.

MODE # 'B' - Text oriented. Root and leaves are in the text.

If the root is not in the text, nothing is printed.
If it is, each path is pursued until no new words
can be found that are in the text. The path is
printed up through the last textual word encountered.
Thus, this word becomes a leaf of the tree. Inter-
mediate nodes may or may not be in the text.

MODE = 'C' - Text rooted. Root in the text. Only the root is
required to be in the text. Each path is printed
down through the number of levels specified by the
DEPTH parameter. This kind of search is used to
look for words, in or out of the text, that are
related to the root, a word or category in the text.

MODE = 'D' - Text related. Leaves in the text. This mode is

similar to mode B, except that the root is not
required to be in the text. This kind of search
is used to look for words in the text related to
a given word or category, whether or not it is in
the text.

MODE 'E' - Subthesaurus. The entire subthesaurus rooted at the

key is printed, down through the depth specified in
the DEPTH parameter. Nothing is required to be
in the text.

The THRESHOLD parameter:

THRESHOLD = 'n'
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is only used in type 1 and type 2 analyses. n specifies the
frequency threshold.
The CAT parameter:

CAT = 'category'
is only used in type 3 analyses. Every word in the category
specified becomes a search key.
The WORD parameter:

WORD = 'word'
is only used in type 4 analyses. The word specified becomes a
search key whether or not is is in the text. The word must be
in the thesaurus, or no relationships will be found and no output
will appear.
The DEPTH parameter:

DEPTH = 'n'
specifies the depth of search that is to be made in the thesaurus.
n must be an integer 1 through 9. Search depths greater than 9
will be reduced to 9 by the syntax checking routines of RING
and a message to that effect will be printed. If the DEPTH
parameter is omitted or incorrectly specified, a depth of 3 will
be taken by default and a message to that effect will be printed.
The KEYLIST parameter:

KEYLIST = 'option'
is used to specify whether a listing of the keywords for this
analysis is requested. The options are LIST and NOLIST. NOLIST
is default. If LIST is specified, RING will primt a listing

of all keys generated for the ANALYSIS request.
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Examples of ANALYSIS request cards:
ANALYSIS 1, TYPE ='2',MODE = 'D', THRESHOLD = '100',
DEPTH = '4';

ANALYSIS 2, TYPE

'1', THRESHOLD = '50';

ANALY¥SIS 3, TYPE

'4', MODE = 'D', DEPTH

19l .

KEYLIST = 'LIST', WORD 'MIND';

ANALYSIS 4, TYPE

'3', CAT = '100.1';

For ANALYSIS 1, search keys will all be words whose roots
occur 100 times or more in the text section. Thesaurus searching
is limited to a depth of 4, and the tree printout is to be pruned
so that all leaves of the tree are in the text. The search key
and intermediate nodes need not be in the text.

For ANALYSIS 2, search keys are the words of each category
that appears 50 times or more in the text section. Thesaurus
searching is limited to a depth of 3 by default, and the default
search mode of 'A' means that only words in the text sectiom
will be printed.

For ANALYSIS 3, the word MIND is to be the only search key.
Thesaurus searching will go to the maximum depth permitted, 9
levels, and the search mode is the same as the mode of ANALYSIS 1.
The printed tree will show all words in the text associated
with the word MIND, and it will show all such associations. A
copy of the search key record will be printed, as requested by
the KEYLIST parameter.

For ANALYSIS 4, search keys will be all words in Category
100.1. The search depth is 3 by default and the search mode 'A'

by default, meaning that only words in the text will be printed.
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9.2.4. Search Keys for a Sequence of Runsg

When a sequence of runs is made on different sections of text,
a permanent file of the search keys is created by merging the new
keys generated for each section with the keys from previous
sections. For this purpose the data set RK.NEWKEYS should be
saved after each run. The user accomplishes this by overriding
the DD card for the RK.NEWKEYS file. The data set RK.NEWKEYS of
a run is a new input data set RK,OLDKEYS to the next run in the

sequence. An example is provided in the section on JCL.

9.2.5. Printing Conventions

The following printing conventions are used in the printout
trees. All words not in the text are enclosed in parenthesés.
If a word is occurring for the first time in the current section
of text, it is preceded by a dash line. If the method of
saving search keys described in Section 9.2.4 is used, roots
which qualified as search keys in some earlier section of text
but do not qualified as keys in the current section, are
nevertheless used to generate a thesaurus search; the root is
marked with an asterisk. If the root also qualifies as a search
key in the current text section it is marked with a period
instead. To reduce the amount of output, when a category appears
more than once at the deepest level of a tree, its words are
printed only the first time it appears; thereafter, only the
category designator is printed. At the conclusion of each tree
printout, a summary of all categories appearing in the tree is

provided.
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9.2.6. Summary of Data Sets

Required:

R.INPUT - The input text, previous output from VIAl (S.OUTPUT)
R.SYSIN - Parameter cards for SELECT

TEXTSECT card

ANALYSIS cards

GO AHEAD card

Optional: (use to define private thesaurus)

RT.THSCTL
RT.VOCAB
RT.DRCTRY
RT.THES

thesaurus

Optional: (use when search keys are to be recirculated with
successive runs)

RK.OLDKEYS - Search keys output from previous run
RK.NEWKEYS - Search keys output from current run

9.3. Activation
The usual JCL to execute RING using the standard system
thesaurus. Search keys are not saved.

// (JOB card)
//JOBLIB DD DSN=UNC.1S.F2312,.SEDELOW.VIALIB,DISP=SHR
// EXEC VIA2,RING=EVEN,PARM.R="'(SELECT parameter)'
//R.INPUT DD (DD information for S.OUTPUT)
//R.SYSIN DD *

(parameter cards for SELECT)

(TEXTSECT card)

(ANALYSIS cards)

(GO AHEAD card)
/*

The JCL to execute RING using a private thesaurus supplied by

the user. There ig an innut file of search keys and the updated

file of search keys is saved:
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// (JOB card)

//JOBLIB 1)) J

// EXEC . .

//R.INPUT DD i o

//R.SYSIN DD *

/*

//RT.THSCTL DD (DD information
//RT .VOCAB DD (DD information
/ /RT.CRCTRY DD (DD information
//RT.THES DD (DD information
//RK .NEWKEYS DD (DD information
//RK.OLDKEYS DD (DD information

The following example shows JCL for

on three sections of text. The systems

BR.THSCTL)
BR.VOCAB)
BR.DRCTRY)
BR.THES)

new file of keys)
old file of keys)

for
for
for
for
for
for

a sequence of three runs

thesaurus is used. The

file of search keys is recirculated, but not kept after the

final run. In this example each rumn is

could be steps of one job.

//RUN1 (JOB card)
//JOBLIB DD . ..
// EXEC .
//R.INPUT DD .
//R.SYSIN DD *

(parameter cards for SELECT)
TEXTSECT=1;
(ANALYSIS cards)

GO AHEAD
/*
//RK.NEWKEYS DD DSN=(user's data
//RUN2 (JOB card)
//JOBLIB DD . e e
// EXEC . . .
/ /R.INPUT DD . . .
//R.SYSIN DD *®

(parameter cards for SELECT)

TEXTSECT=2;

(ANALYSIS cards)

GO AHEAD
/*
/ /RK . NEWKEYS
/ /RK .OLDKEYS

DD DSN=(user's data
DD DSN=(user's data

a separate job, but they

set # 1).

set # 2). . .
set # 1), . . *
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//RUN3 (JOB card)

//JOBLIB DD . . .
!/ EXEC . . .
//R.INPUT DD . . .
//R.SYSIN DD *

(parameter cards for SELECT)
TEXTSECT=3
(ANALYSIS cards)
GO AHEAD
/*
//RK.OLDKEYS DD DSN=(user's data set # 2). . .

9.4. Individual Program Functions

RING consists of the following sequence of steps in the
cataloged procedure VIA2:

R - PL/I program PRERING

PRS - system sort

RT - PL/I program THESAUR
RS - system sort

RK - PL/I program KEYUP
RST - PL/I program SPRINT

PRERING is composed of the SELECT function (cf. Section 5)
and a set of code which condenses the selected token data set
into a type data set. The first system sort sorts the output
text section into alphabetical order on type.

The remaining steps are documented in detail in the 1968-1969
annual report of this research project. We provide a brief
description of the function of each here. THESAUR reads the
ANALYSIS cards, generates the search keys, and performs the
text-thesaurus comparison. The second sort sorts the search
keys. KEYUP merges the new search keys with any previous keys
and marks special keys. SPRINT reads the search keys, searches

the annotated thesaurus, and prints the resulting trees.
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10. BLDRING

10.1, Function

BLDRING is the sequence of VIA2 programs used to create the
four data sets of a ring-structured thesaurus from a thesaurus
prepared by the user. The user provides the input thesaurus as
a list of ordered pairs and the storage space and DD cards for

the output thesaurus data sets.

10.2. Input Data
The input thesaurus is a file of 80-character records of the

form:

category|, {word
cc: 1 8 910 80

Before being input to BLDRING, the file should be sorted into
index order -- that is, with word as major sort field and
category as minor sort field. This data set is the file BR.ORGNX.

For example, the sample thesaurus of Section 9.2.3 would be
entered as follows:

CATGRY 1,AUTHENTIC
CATGRY 2,AUTHENTIC
CATGRY 1,AUTHORITATIVE
CATGRY 4 ,AUTHORITATIVE
CATGRY 4,BONA FIDE
CATGRY 3,CANONICAL
CATGRY 2,CATHOLIC
CATGRY 4,DOGMATIC
CATGRY 3,GENUINE
CATGRY 4,0PINIONATED
CATGRY 1,0RTHODOX
CATGRY 2,0RTHODOX

In addition to the thesaurus, the user must enter a card in

the BR.SYSIN file containing the block sizes of the three data sets
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BR.VOCAB, BR.DRCTRY, and BR.THES. This card is the only card
in the BR.SYSIN file. 1Its format is:

VBLKSIZE=n, ,DBLKSIZE=n ,TBLKSIZE=n

1° 2 33

where n., is the block size of BR.VOCAB and must be a multiple of 36,

1

n, is the block size of BR.DRCTRY and must be a multiple of 16,

2

and n3

These numbers must agree with the BLKSIZE figures in the DD cards

is the block size of BR.THES and must be a multiple of 8.

of their respective files. A recommended choice for all three
block sizes is the approximate size of one disc track, subject to
the factor constant. On the IBM Model 2314 disk, one could specify

VBLKSIZE=727 2, DBRLKSIZE=7280 and TBLKSIZE=7288."

10.3. Efficiency Considerations

If the thesaurus is very large (above 10,000 entries) or if the
user plans a significant amount of computing with it, he should
investigate the issue of optimum block sizes for the thesaurus.

The utility programs VBLKSIZE and OPTBS are available for this
purpose. These programs are documented in the annual report of
this project for the year 1968-1969. This problem has been solved

for the standard system thesaurus.

10.4. Activation

The JCL necessary to activate BLDRING is the following:
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// (JOB card)
//JOBLIB DD DSN=UNC.IS.F2312,SEDELOW.VIALIB,DISP=SHR
// EXEC VIA2,BLDRING=EVEN
/ /BR.ORGNX DD (DD information for input thesaurus)
//BR.THSCTL DD (DD information for output thesaurus)
/ /BR.VOCAB DD (DD information for output thesaurus)
//BR.DRCTRY DD (DD information for output thesaurus)
/ /BR.THES DD (DD information for output thesaurus)
//BR.SYSIN DD *

VBLKSIZE=nl ,DBLKSIZE=1:12 s TBLKSIZE=n3 3

/*
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B. PREFIX -- Revised Version

By John B. Smith

The PREFIX program described in detail in Automated Language

Analysis: 1967-1968 has been revised during the past year. As a

result, the logic has been greatly simplified -- the program is
less than half as long as the first version -- and the run time
reduced. Before discussing the revised algorithm, I shall
describe briefly the data structures and the logic of the
earlier version of PREFIX: however, the reader is urged to con-
sult last year's annual report for a more detailed description
and listing of the program.

The earlier version of PREFIX was basically a table-lookup
procedure based upon a list of English prefixes, a list of
words accompanying each list, and a key. A word that has
initial letters that match a prefix does not necessarily have
a legitimate prefix. For example, the word ate does not
consist of the at prefix and a stem. Consequently, it was
necessary to associate with each prefix additional information
in the form of a list of words that indicated when a word with
matching initial characters is or is not a legitimate prefixed
word. Our task would have been simpler if we could have
included in this list all words that are exceptions to the rule.
This procedure would work well for the prefix in -- there are

only some two to three hundred words listed in the Random House

Dictionary that contain these initial letters but which are
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not prefixed words. However, the exceptions for the prefix a
are voluminous. The technique that was employed was to use
either an exception or an inclusion list -- whichever is
shorter -- and to indicate the kind of list by a key. Thus,
associated with each prefix is a list of either exceptions

or inclusion words and a key indicating the kind of list.

To optimize processing time, it was decided to assume
that text words would be passed in alphabetical order against
the alphabetized list of prefixes, resulting in the need for
only one pass of both lists. This works well except when one
prefix is "contained in" the succeeding prefix -- that is,
when the first prefix is shorter in length than the prefix
that follows it and when it matches the prefix that follows it
character by character. For example, a is "contained in" ab,
ad, etc. In this case, words with legitimate a prefixes may
come after words with ab prefixes: atypical would come after
all words with ab, ad, anti, e%c., prefixes. To solve this
problem a list of these "troublesome" prefixes was kept and
after "normal" processing failed to reveal a prefix, the
prefixes on this list were tested. The result was a procedure
of some three hundred statements and fairly complex logic.

A simple and more elegant solution to the problem was
found by using truth-table logic. (A truth table is matrix
representation of all possible combinations of values for
relevant parameters and the resulting logical condition.) 1In
the case'of PREFIX there are three relevant parameters: the

initial letters of a word match or don't match an English
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prefix, the word is or is not found in the associated CLUD list,
and the CLUD list is an inclusion or exclusion list. The
following table (Table # 1) summarizes all possible combinations
of these factors and indicates whether or not the word has a
legitimate prefix. Ones indicate that the parameter or condition
is "true" or present; a zero indicates that the condition is not
met.

Clearly, a word has a prefix only in those cases in which
the initial letters match, But more significantly, it is
meaningless to test for this condition until a check of the CLUD
list and its accompanying key is made. To facilitate this
procedure, a different data organization was used. The
CLUD list was sorted alphabetically and a pointer attached to
indicate the associated prefix and key (see Table 2). The
complete text can thus be processed with a single pass against
the alphabetized CLUD list. A scan of the CLUD list reveals
whether a text word is on the list or not. The main processing
procedure then branches into two simple nested conditional
logic paths, If the word is found, then a test of the associated
key is made. If it is a one, indicating an inclusion list, a
test for prefix match is made. If all three tests are successful,
then we can say that the word has a legitimate English prefix.
On the other hand, if the text word is not found in the CLUD
list, a quick search of the prefixes beginning with the same
letter of the alphabet as the text word is made. Those, and only
those, prefixes with a key of zero are tested against the initial

letters of the word. If a match is found, we can conclude that
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Initial Letter CLUD KEY Has Prefix?
Match Match
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1
Table 1
Prefix List CLUD List
PREFIX KEY L/—\ PTR | CLUD WORD }
. . PTR | CLUD WORD \
PREFIX KEY

Table 2
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the word has a prefix.

Thus, by changing the data representation, the processing
algorithm is greatly simplified. Resulting processing time
for a text of some 100,000 word-tokens is reduced from 8-10
minutes to 6-8 minutes, a 20-257 increase in efficiency.
PREFIX is now catalogued in the VIAl sequence. For instructions
on how to use it, see the User's Manual included in this

report.
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III. Professional Activities

of Project Personnel

Sally Y. Sedelow

Publications:

"Report by the Committee on Courses and Curricula for the Con-
ference on Computer Technology in the Humanities," in Report

of the Conference on Computer Technology in the Humanities,

ed. L. D. Ohle, University of Kansas, pp. 27-33. See also
Appendix C, pp. 49-59, and, with Walter Sedelow, Appendix D,
pp. 61-63.

"Computer Education for the Humanist," Proceedings of Symposium

Introducing the Computer into the Humanities Curriculum,

IBM Manual # 320-1044, IBM, Poughkeepsie, N.Y., 1970.

Also printed in Proceedings, Symposium on Computers in

Undergraduate Curricula; North Carolina Educational Computing

Service, November, 1969, pp. 24-30.
"The Computer in the Humanities: A Contradiction?” Computers in

Undergraduate Education, ed. William Viavant, University of

Utah, 1969, pp. 123-139.
"Categories and Procedures for Content Analysis in the Humanities,"

The Analysis of Communication Content, ed. Gerbner, et. al.,

John Wiley & Sons, Inc., 1969, pp. 487-499. Co-Author with

Walter A. Sedelow, Jr.
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Review, Louis T. Milic, A Quantitative Approach to the Style of

Jonathan Swift, Style, Spring, 1969, pp. 205-207.

Automated Language Analysis, Report on research for the period

March 1, 1968 to February 28, 1969, Contract N0OO 14-67-A-0321,
Office of Naval Research, University of North Carolina.

DDC # AD 691-451, 286 pp.

Papers/Seminars/Addresses/etc.:

*Speaker, ''Computer Systems to Facilitate Research in the
Humanities,”" Virginia Polytechnic Institute, as Distinguished
Visting Scholar, May, 1970.

*Speaker, 'Computer Education for the Humanist," Symposium: Com-
puters in Undergraduate Curricula, North Carolina Educa-
tional Computing Service, November, 1969.

*Speaker, ''Computer-Aided Analysis of Humanistic Aftifacts,"
University of British Columbia, September, 1969,

*Speaker, 'VIA and MAPTEXT: Programs for Stylistic Analysis,"
University of Alberta at Edmonton, September, 1969,

*Speaker, '"Teaching Computing to the Humanist,'" IBM Program for
Deans of Humanities and Liberal Arts, Poughkeepsie, New
York, August, 1969.

*Speaker, "A Curriculum for the Humanist," IBM Symposium on
Introducing the Computer into the Humanities, Poughkeepsie,
New York, June, 1969.

*Speaker, 'Communicating with the Computer About Humanistic
Research,'" State University of New York, Conference at

Brockport, April, 1969.
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*Speaker, "Computer-Aided Research in the Humanities,"
Virginia Polytechnic Institute (Distinguished Visiting
Scholar), May, 1970;

Clarke College, Iowa. (ACM/NSF Visiting Scientist
Program.), May, 1970;

University of Kansas, February, 1970;

University of Nebraska at Omaha, (ACM/NSF Visiting
Scientist and Program), December, 1969;

University of New Mexico, November, 1969;

Maryville College, Tennessee, (ACM/NSF Visting Scientist
Program) ,October, 1969;

University of California at Berkeley, June, 1969.

*Speaker, 'Computer-Aided Stylistic Analysis,"

Omaha, Nebraska, ACM Chapter, December, 1970;
University of Illinois, May, 1969;

Colgate University, Hamilton, New York, April, 1969;
State University of New York at Buffalo, April, 1969.

*Speaker, '"The Computer and Liberal Education,"

Virginia Polytechnic Institute, (Distinguished Visting
Scholar), May, 1970;
Lawrence University, (ACM/NSF Visting Scientist Program),
April, 1970.

Activities:

*Member, Technical Area Committee 7 on "Science and Humanities,"

for Fifth IFIP Congress, Ljubljana, Yugoslavia, 1971.
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*Consultant, ACM College Consulting Service, 1970- .

*Visiting Scientist, National Science Foundation, Association for
Computing Machinery Visiting Scientist Program, 1969-1970.

*Proposal Evaluation, National Endowment for the Humanities, 1969- .

*Member of Board of Directors for the Rhetoric Society of America,
1969- .

*Consultant, Coordinated Science Laboratory, Cognitive Memory Pro-
ject, University of Illinois, May 19-23, 1969.

*Chairman, Curriculum Section, ACLS/NSF Conference on Computing
Technology in the Humanities, University of Kansas, September 2-6,
1969.

*Consultant, University of New Mexico, November 29-30, 1969.

*Proposal Evaluation, Canada Council, 1968~ ,

*Member of Advisory Panel, National Science Foundation's
Institutional Computing Services Section, 1968- .

*Chairman, Special Interest Committee on Language Analysis and
Studies in the Humanities, Association for Computing Machinery,
1968-1970.

*Field Reader of Proposals, U.S. Department of Health, Education,
and Welfare, 1966- .

*Co~Editor, Computer Studies in the Humanities and Verbal

Behavior, 1966- .
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Martin Dillon

Publications:

"advanced Basis Selection for A Class of Large Linear

Programming Problems," Ninth Annual Southeast Regional

Conference of the ACM, May, 1970.

Papers/Seminars/Addresses/etc.:

"linear Programming Applications in Library Management,"
School of Library Science, University of North Carolina,

March, 1969.

"A Contextual Theory of Meaning," Computer Science Department,

Purdue University, March, 1969.

Gerald A. Fisher, Jr.

Publications:

"A Computer Investigation of Verbal Characteristics of

Effective Classroom Lecturing,”" American Educational

Research Association Journal 6 No. 4, November, 1969.

Co-author with Jack Hiller and Walter Kaess.

"Program for Essay Analysis,” in The Analysis of Essays by

Computer, E. B. Page and D. H. Paulus, Final Report,
Project #6-1318, pp. 199-242. Co-author with Mary Ann

Fisher.
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"A Parsing Program' in The Analysis of Essays by Computer,

E.B. Page and D. H. Paulus, Final Report, Project

#6-1318, pp. 252-263.

Papers/Seminars/Addresses/etc.

Paper, "On the representation of Formal Languages Using
Automata on Networks,'" Tenth Annual Symposium on
Switching and Automata Theory, Kitchmner-Waterloo, October,
1969.

Paper, 'Current Perspectives in Automated Content Analysis,"
ACM National Conference, San Francisco, August, 1969,
Co-author with Jack Hiller and Donald Marcotte.

Paper, "A Computer Investigation of Verbal Characteristics
of Effective Classroom Lecturing," American Educational
Research Association Conference, Chicago, February, 1968,

Participant, NSF Summer Research Conference in Automata and
Computational Complexity, Plattsburgh, New York, June
23-28, 1969.

Instructor, Study Institute on Computer-Aided Language
Analysis in Education, American Educational Research
Association, Chicago, February, 1968.

Instructor, Summer Institute for Humanistic Computation,

Lawrence, Kansas, June-August, 1970.
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Walter A. Sedelow, Jr.

Publications:

*German edition of "Stylistic Analysis'" (from Automated

Language Processing) in Literary Science and Linguistics:

Results and Perspectives, edited by Jens Ihwe for Verlag

Gehlen. Forthcoming.

*The Librarians Speaking, University of Georgia Press, 1970,

pp. 130-141. (Interviewed and edited by Guy R. Lyle).
*"A Suggested Program for . . . Training in Computer-Aided

Research in the Humanities,'" Report of the Conference on

Computer Technology in the Humanities, Lawrence, Kansas:

University of Kansas, June, 1970, pp. 61-63. Co-author
with Sally Y. Sedelow.
*"Categories and Procedures for Content Analysis in the

Humanities," in The Analysis of Communication Content:

Developments in Scientific Theories and Computer

Techniques, George Gerbner, et. al., ed., New York:

John Wiley and Sons, Inc., 1969, pp. 487-499. Co-author
with Sally Y. Sedelow.

*"Computers in the Social/Behavioral Sciences,'" in Proceedings

of the Park City Conference; Computers in Undergraduate

Education, Vol. I, Salt Lake City: University of Utah,

September 1969, pp. 210-212.
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*Editor, "Concepts in Human Sciences Education," Proceedings

of the Park City Conference; Computers in Undergraduate

Education, Vol. II, Salt Lake City: University of Utah,
September 1969, pp. 26-79.

*"History as Language,'" Computer Studies in the Humanities

and Verbal Behavior, Vol. I, No. 4, December 1968,

“ (Published in September 1969.)

*Book Review, Review of Burton R. Pollin, Godwin Criticism,

A Synoptic Bibliography (Toronto: University of Toronto

Press, 1967), in American Journal of Edonomics and Sociology,
January, 1970, Vol. 29, No. 1, pp. 108-112,
*Book Review, Review of Norman Birnbaum and Gertrud Lenzer,

eds., Sociology and Religion, A Book of Readings (New York:

Prentice~Hall, 1969.), Amherst Alumni News, Vol. XXII, No.

2, pp. 36-37.
*Series Editor, The Free Press/Macmillan Company, 1968- .

*Associate Editor, Social Forces, 1966-70.

*Board of Editors, Computer Studies in the Humanities and

Verbal Behavior.

Professional Experience:

*Professor, Sociology and Computer Science, University of
Kansas, 1970- .

*Professor, Sociology and Computer and Information Science;
and Research Professor, Institute for Research in Social

Science, University pf North Carolina at Chapel Hill, 1968-70.
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*Dean, School of Library Science, University of North

Carolina at Chapel Hill, 1967-70.

Activities:

*Referee, Technical Papers, Fall Joint Computer Conferemce, 1970.

*"Language Analysis by Machine" and "The Intersection of Computer
Science," N.S.F., Summer Institute in Numerical and Statistical
Methods of Digital Computing . . . , University of Missouri at
Rolla, July 8, 1970.

%"Current Issues in the Sociology of Science,'" IBM Management
Study Program, Research Triangle Park, North Carolina,

March 17, 1970.

*"The Computer and Undergraduate Education," Rollins College,
Winter Park, Florida, January, 1970, (N.S.F. Visiting
Scientist Program.)

*Member, Interdisciplinary Committee for a UNC-CH Operations
Research and Systems Analysis Curriculum, 1969- .

*Chairman, Section on Informational and Social Aspects of
Advanced Technology, and Steering Committee Member, "Sciences
in Interaction: A NASA-Related University Program in the Life,
Physical, and Social Sciences," 1969- .

*Principal Investigator, "Computer—-Aided Analysis of Inter-
disciplinary Discourse Barriers,'" NASA Project 325-NAS-4-401.

*Visiting Scientist, National Science Foundation/Association
for Computing Machinery Visiting Scientist Program, 1969-70.

*Conferee, re Computing and the Social Sciences, University of

Nebraska at Omaha, December 1969.
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*Review Panel Member, Research and Studies Program, Office of
Science Information Service, National Science Foundation,
December 1969.

*Conferee, re Computing and the Social Sciences, University of
New Mexico, November 1969.

*Invited Participant, National Science Foundation/American
Council of Learned Societies' Conference on Computer
Technology in the Humanities, University of Kansas, September
1969.

*Member, Steering Committee of the Special Interest Committee
for Social Science Computation (SICSOC) of the Association
for Computing Machinery (ACM), June 1969- .

*Consultant, Jacksonville (Illinois) State Hospital,

February 1968-70.

*Member, Faculty Council Committee on University Self-Study
Subcommittee on Professional Schools, University of North
Carolina, Chapel Hill, 1968-69.

*Member, American Council of Learned Societies' Committee
on Information Technology, February 1968- . (Also Sub-
Committee on Funding, 1969- .)

*Consultant, Computer-Aided Linguistic Analysis Project
(sponsored by the U.S. Office of Naval Research), University
of North Carolina, Chapel Hill, March 1967- .

*Member, University Research Council Sub-Committee for the
Social Sciences and Professional Schools, University of

North Carolina, Chapel Hill, 1967-70.



1 September 1970 146
*Member, Committee on University Government, University of
North Carolina, Chapel Hill, 1967-70.

*Trustee, International Social Science Institute, 1966- .

Walter L. Smith

Publications:

(Jointly written with William E. Wilkinson) "On branching

processes in random environments," Ann. Math. Statist. 40:

814-827 (1969).
"gome remarks on a distribution occurring in neural studies,"

Essays in Probability and Statistics, pp. 707-732, edited

by R. C. Bose, et. al., U.N.C. Press, Chapel Hill (1970).

"A contribution to the theory or remnants,' Proceedings of the

37th Session of the International Statistical Institute,

Book 2, pp. 368-370, London (1969).

"Some results using general moment functioms," Journal of the

Australian Mathematical Society, Vol. X (1969), pp. 429-441.

H. William Buttelmann

Publication:
"Syntax-Semantics Systems as Structure Manipulation Systems:
Phrase Structure Grammars and Generalized Finite
Automata', Ph.D. Dissertation, University of North

Carolina at Chapel Hill, July 1970.
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Papers/Seminars/Addresses, etc.

*Lecture, ''Structure Manipulation Systems,"

Ohio State University, .March, 1970;

University of Kansas, March, 1970;

Rice University, April, 1970.

*Participant, NSF Symposium in Mathematics, Morehouse

College, September, 1969.

John B. Smith

Publication:

"PREFIX," in Sally Yeates Sedelow, Automated Language

Analysis: 1968-1969.
"Principle Component Analysis: A Discussion," in

Sedelow.

Professional Activities:

*Degrees: Ph.,D., U.N.C., August 1970.

*Participant: Conference on Humanistic Computation,"
Kansas University, September 1970.

*Research Assistant, Institute for Humanistic

Computation, Kansas University, June 1970 - August 1970.
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APPENDIX A
Program Documentation of DETEXT - A Text
Decomposition and File

Creation Program Set

by

Joe R. Ragland
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Operation and Use of DETEXT .

DETEXT was designed to allow flexibility in using the program.
As a result, optional parameters with default values have been
provided to control and specify environmental criteria relative to

a particular application of the program.

EXEC Card Parameters
Certain specifications must be provided as key-word parameters
through the PARM option of the execute card. If the parameters are
not present default values will be assumed in each case.
The parameters are as follows:
SIZE Amount of core to be given to the 0S/360 sort
program (in addition to the PL/I DETEXT program).
Default SIZE is 44K bytes.
CDMGIN=(xx,yy) Specifies the margins to be used in scanning
input text cards or card images from the text
input file. CDMGIN=(1,72) is the default value.
TLEN Maximum token length to be scanned. Tokens
longer than TLEN will be truncated on the right.
TLEN=18 characters is the default.
INPUT Indicates the DD name of the DD card from which

text input is to be read. SYSIN is the default.

EXEC Card Example

//TRUN EXEC PGM=DETEXT,PARM='SIZE=56000, INPUT=TEXTIN'

The resulting options are SIZE=56K, CDMGIN=(1,72), TLEN=18 and

INPUT=TEXTIN would be a dataset specified by a dd Statement of
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the form //TEXTIN DD .

Text Input

Text input consists of a title for the text and the text
prose itself. The title (a single card) is always input from
the standard SYSIN dataset. The text may or may not be input
from this dataset. 1If the DD name specified by the INPUT
parameter is other than SYSIN then it is necessary to provide
a single card as SYSIN to be used as title identification. If
the INPUT parameter takes the SYSIN default or if INPUT speci-
fies SYSIN then text cards follow the title in the SYSIN
dataset. However, in this case only, a blank card must be
inserted between the title card and the first card of the
text. This blank card is not necessary if INPUT specifies a
dataset other than SYSIN. If the blank card is omitted then
the first text card is ignored.

Text input may be terminated by inserting a card with
$$$8$ punched in columns 1-5. 1In the absence of this card,
input text scanning will continue until the end-of-file

condition occurs on the dataset named by the INPUT parameter.

Specifying DETEXT Run Datasets

The four output files (TOKEN, TYPE, GLOSS, INDTAB) and
one temporary file (POINTER) must be specified by DD statements
at execution time. PL/I stream I/0 is used for the TOKEN,
TYPE, GLOSS and INDTAB files. Record I/0 is used with the

POINTER file. For a given run the TOKEN and TYPE files will
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require significantly more space than the GLOSS and INDTAB files.
The stream I/0 files should specify DCB=(BLKSIZE=720Q,RECFM=¥)’
for 2314 disk and DCB=(BLKSIZE=3600,RECFM=V) for 2311 disk.

The temporary file POINTER should be specified as
DCB=(RECFM=FB,LRECL=400). The BLKSIZE should be 7200 or 3600
as appropriate.

In addition to the above files, certain other datasets must
be included. Specifically these are the SORTWKOl, SORTWKO2,
SORTWKO3, SORTLIB, and SYSOUT datasets for the sort., For this
particular application of the 0S/360 sort only three sort work
areas are desired. Finally, the standard PL/I print dataset,

SYSPRINT, must be defined.

DETEXT Run Example

//GEN JOB - — :
!/ EXEC PGM=DETEXT,PARM='TLEN=22,CDMGIN=(1,80)"
//SYSPRINT DD SYSOUT=A

/ / TOKEN DD UNIT=DISK,SPACE=(CYL,(5,3)),DCB®(BLKSIZE=7200,RECFM=V)
//TYPE DD UNIT=DISK,SPACE=(CYL,(5,3)),DCB=(BLKSIZE=7200,RECFM=V)
/ /GLOSS DD UNIT=DISK,SPACE=(CYL,(1,1)),DCB=(BLKSIZE=7200,RECFM=Y)
// INDTAB DD UNIT=DISK,SPACE=(CYL,(1,1)),DCB=(BLKSIZE=7200,RECFM=V)
//POINTER DD UNIT=DISK,SPACE=(TRK,(5,3)), *
// DCB= (RECFM=FB, LRECL=400,BLKSIZE=7300)

//SORTWKO1 DD UNIT=DISK,SPACE=(TRK,200,,CONTIG)
//SORTWKO2 DD UNIT=DISK,SPACE=(TRK,200,,CONTIG)
//SORTWKO3 DD UNIT=DISK,SPACE=(TRK,200,,CONTIG)
//SORTLIB DD DSN=SYS1l.SORTLIB,DISP=SHR
71sYSOUT DD SYSOUT=A
//SYSIN DD *
DETEXT TEXT 1ID CARD

(Blank card)
FIRST TEXT CARD

$5$$5
/*
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In the above example, text input is from the SYSIN dataset
(by default option), the maximum token length is 22 characters,
input scanning is from column 1 through column 80 and 44,000 bytes

is to be given the 0S/360 sort for processing.
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