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Abstract 

Historically, power transmission and data communication have been dealt with as separate 

problems. While communication has been conducted wirelessly for over a century, power has 

traditionally been transmitted via transmission line. However, the recent push for wireless 

power transmission (WPT) has sparked new interest in integrating the two. 

 

This thesis investigates the capability of a novel single-conductor WPT system to be used as a 

communication channel. The system was used to support the transfer of on-off keyed data with 

and without encoding. Messages were recovered using a software-defined receiver and the 

results showed that the system is able to support data rates in the hundreds of kilobits per 

second, which is appropriate for RFID and NFC. However, this first investigation evidenced that 

data rates were limited by: (a) the ripple voltage produced at the output of the receiver and (b) 

the bandwidth of the channel, warranting two other investigations into ripple voltage reduction 

and bandwidth enlargement. 

 

A mathematical criterion was formulated in order to minimize the ripple voltage and improve 

the reliability of communication with a low modulation index under amplitude shift keying. 

Simulation results with a software-defined receiver confirmed that the use of the criterion 

produces the smallest bit error rate. 

 

Bandwidth enlargement was undertaken as a whole system design by employing band-pass filter 

(BPF) theory. Four single-conductor systems, each with a distinct combination of filter order 

and bandwidth, were simulated. To assist in the design, an equivalent lumped-element model 

was derived for each system. The simulation results illustrated the effectiveness and ease of 

using BPF theory in designing single-conductor systems with different bandwidths.  
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Chapter 1 Introduction 

1.1 A SHORT HISTORY OF WIRELESS POWER TRANSMISSION AND 

COMMUNICATION 

The areas of wireless transmission of power and data are rooted in two discoveries of the 19th 

century. In 1820, Hans Christian Ørsted observed that an electric current affected the direction 

pointed to by a compass, thus discovering that a current produces a magnetic field and 

establishing the first link between electricity and magnetism. This discovery led to the works of 

Jean-Baptiste Biot and Félix Savart, of the Biot-Savart law, and to those of André-Marie 

Ampère, of the renowned Ampère’s law and the unit of current named in his honour. In 1831, 

Michael Faraday discovered the second link between electricity and magnetism when he 

observed that a changing magnetic flux produced a current: Faraday’s law [1]. This law and 

Ørsted’s observation (as well as subsequent works by Biot, Savart, and Ampère), which is 

described by Ampère’s law, form the basis of transformer action and inductive power transfer. 

 

It was James Clerk Maxwell who, in 1865, formulated the preceding discoveries on electricity 

and magnetism in 20 equations in his paper titled “A Dynamical Theory of the Electromagnetic 

Field” [1] and later, in 1873, in his “Treatise on Electricity and Magnetism” [2]. In these works, 

Maxwell noted that a changing electric field was equivalent to a current in producing magnetic 

fields. This correction to Ampère’s law led him to theorize that electric and magnetic fields could 

propagate through a medium in the form of an electromagnetic wave that travelled at the speed 

of light, which was experimentally confirmed by Heinrich Rudolf Hertz in 1886 [1]–[3]. Thus, 

electromagnetic wave propagation forms the basis of radiative power transfer and modern 

communication technologies. 

 

In 1901, Guglielmo Marconi was able to wirelessly send a telegraph radio signal across the 

Atlantic Ocean from Poldhu, Cornwall to St. John’s, Newfoundland with an antenna [4]. Around 

the same time, Nikola Tesla experimented with wireless power transfer (WPT) using large coils 

in order to transfer power through the ionosphere [5], [6]. While Tesla’s wireless power 

experiments were not fruitful, Marconi’s experiments formed the basis of wireless 

communication and eventually matured into today’s communication networks. Wireless power 

would not receive much attention for several decades. 
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In 1963, William C. Brown and his team at Raytheon demonstrated their microwave power 

transmission system, which converted 400 W of microwave power to 100 W of DC power. 

Further innovation together with Professor Roscoe H. George of Purdue University culminated 

in the development of the first rectenna and a demonstration of wireless power transfer to a 

model helicopter in 1964. In working towards solar-power satellites (SPS), in which a satellite 

converts solar energy to microwave energy and then radiates it down to Earth, a WPT 

demonstration was made in 1975 at the JPL Goldstone Facility in which 30 kW of DC power was 

harvested at a distance of 1.6 km from the transmitter [7]. Ever since, steady research has been 

undertaken in WPT. 

 

A significant breakthrough in near-field WPT occurred in 2007 when Marin Soljačić and his 

team at the Massachusetts Institute of Technology showed that efficiency gains can be achieved 

when the receiver and transmitter are operated in resonance at the same frequency [8], sparking 

new research into resonant WPT. 

 

In recent years, two industrial alliances have been formed to standardize and commercialize 

near-field WPT: the Wireless Power Consortium (WPC), formed in 2008 and administering the 

Qi standard since 2010 [9], and the AirFuel Alliance, formed 2015 from the merge between the 

Alliance for Wireless Power and the Power Matter Alliance [10]. Currently, Qi is leading the 

market [11]. 

 

Although many commercial products exist that implement either the Qi or AirFuel standards, 

RFID is an even older and more ubiquitous technology that can be traced back to the 1970’s [12]. 

The mechanism of operation is simple: a transmitter sends a signal to a passive (battery-less) 

receiver and the receiver then uses this signal for both energy harvesting as well as 

communication with the transmitter via backscatter (or load) modulation. Unlike the Qi and 

AirFuel standards, RFID can be implemented in both the near- and far-fields. 

 

Given that research in WPT stretches back to the 1960’s, near-field WPT has yet to reach 

ubiquity and far-field WPT has yet to be implemented in a network (whereas wireless cellular 

communication is already in its fifth generation) [13]. Furthermore, there is a push to integrate 

WPT and wireless communication into wireless information and power transfer (WIPT). Under 

this new paradigm, data and power will be transmitted on the same waveform (called 

simultaneous WIPT or SWIPT) or power will be transmitted in the downlink and data will be 
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transmitted in the uplink (under the schemes of wirelessly powered communication and 

wirelessly powered backscatter communication) [13]. 

1.2 MOTIVATION 

Wireless electronics have penetrated almost every aspect of our lives and are expected to 

continue to do so with wireless sensor networks (WSNs) and the Internet of Things (IoT). Thus 

far, this trend is mostly limited to our communication networks (e.g., Wi-Fi and the 

implementation of 5G communication). However, as the number of devices continues to grow, 

there will be an increased need to power them. Powering these devices with wires will become 

highly inconvenient and expensive, whereas batteries take up a lot of space in electronics and 

require either charging or replacement (which is wasteful). In some cases, it is even 

inconvenient, costly, or hazardous to replace the battery, as in biomedical implants or industrial 

sensors that may be buried underground. 

 

In the case of biomedical implants, near-field wireless power transfer is an attractive solution 

[6]. However, both near- and far-field WPT and communication are impeded when the device is 

buried underground or is otherwise obstructed from the WPT transmitter by a conductive 

object. In such cases, it is conducive to utilize the existing conductive infrastructure to transfer 

both power and data [14], [15], which requires novel designs and innovative, elegant solutions. 

1.3 OBJECTIVE 

The objective of this thesis is to extend the research presented in [16]–[19] on WPT via sheath 

helices and a single conductor (henceforth termed single-conductor WPT or single-conductor 

systems) to include data transfer. Whereas the focus of [16]–[19] was strictly limited to power 

transmission, different challenges are present when attempting to reliably transmit and receive 

data, chief among them being bandwidth. 

 

Moreover, with accelerated research into the simultaneous transmission of power and data, 

methods for the efficient harvesting of power and successful reception of data are necessary such 

that they do not interfere with each other. This is a highly desired goal for battery-less 

electronics and is therefore discussed here as well. 

 

Hence, the objectives of the thesis are threefold: 
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1. Demonstrate the ability of the presented system to accommodate data communication 

(with a focus on commercial data transmission such as RFID and near-field 

communication). 

2. Develop design criteria and guidelines for the reception of amplitude shift keyed data 

modulated on top of a power signal with minimal disruption to power harvesting. 

3. Formalize the design of single-conductor systems where bandwidth is the prime design 

parameter as opposed to a consequence of the design. 

1.4 THESIS STRUCTURE 

This thesis is organized as follows: 

 

Chapter 2 develops of the fundamentals of inductive coupling and power transfer by deriving 

them from Maxwell’s equations. The concepts are then developed into magnetic resonance WPT 

as an improvement on traditional inductive power transfer. Additionally, a relay system is 

discussed. 

 

Chapter 3’s focus is on single-conductor transmission lines with a focus on the sheath helix, 

which is used in the design of the single-conductor system. 

 

Chapter 4 characterizes the system as a communication channel for amplitude modulated data. 

The chapter also discusses the architectural requirements of the receiver for successful 

asynchronous reception of the data. These ideas eventually evolve into a new criterion for the 

asynchronous receiver. 

 

Chapter 5 focuses on the design of single-conductor systems using band-pass filter theory in 

order to enable designers to have control of the bandwidth and thus enhance both the 

communication and power transfer capabilities of the system. Examples with simulation results 

are provided to showcase the advantages of this design procedure. 

 

Finally, Chapter 6 concludes this thesis with suggestions for future work and improvements. 
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Chapter 2 Inductive Wireless Power Transfer 

This chapter provides an overview of inductive WPT and its progression into resonant WPT. A 

review of Maxwell’s equations is presented first, from which the fundamental concepts of 

inductive WPT will be developed. These basic concepts are then used to introduce resonant WPT 

and its advantages over non-resonant WPT. In order to compare the two schemes, definitions of 

power gain are provided. 

 

Additionally, a 3-resonator system is explored as the most basic case of a resonant WPT system 

with relays and its advantages over the 2-resonator system are discussed. 

 

Finally, the chapter concludes with a brief discussion of the frequency splitting phenomenon 

inherent to resonant WPT. 

2.1 FUNDAMENTALS OF INDUCTIVE WIRELESS POWER TRANSFER 

2.1.1 FARADAY’S LAW 

Faraday’s law is given in its differential form by 

 
∇ × 𝑬 = −𝜇

𝜕𝑯

𝜕𝑡
  (2.1) 

Simply stated, Faraday’s law says that a time-varying magnetic field H gives rise to an electric 

field E that circulates around the magnetic field lines and that the two are related by the 

magnetic permeability 𝜇 (Figure 2.1). 

Integrating both sides over a surface 𝒮 

 

Figure 2.1  Visualization of Faraday’s law (left) and Ampère’s law (right). 
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∫ ∇ × 𝑬 ⋅ 𝑑𝒔 = ∮𝑬 ⋅ 𝑑𝒍
𝒞

= −𝜇
𝜕

𝜕𝑡
∫𝑯 ⋅ 𝑑𝒔
𝒮𝒮

  (2.2) 

where 𝒅𝒍 is a differential line element along the boundary curve 𝒞 that encloses 𝒮 and 𝑑𝒔 is a 

differential surface element of 𝒮. The second integral was obtained by applying Stoke’s theorem 

and represents an electromotive force (EMF), or voltage. This is Faraday’s law in its integral 

form and it states that a time-varying magnetic flux through a surface 𝒮, represented by the 

third integral, induces an EMF around the boundary curve 𝒞 that encloses said surface. The 

above equation can be more succinctly expressed as 

 
ℰ = −

𝜕Φ

𝜕𝑡
  (2.3) 

where ℰ is the induced EMF and Φ is the magnetic flux through surface 𝒮. 

 

Based on the above, when a free charged particle is placed in this field it will move under the 

action of the induced EMF. The direction of motion of this charged particle is such that it will 

induce a magnetic field that opposes the change in the first one in what is known as Lenz’s law, 

which is represented by the minus sign on the RHS of Eq. (2.3). It follows that when a 

conductive loop is placed in the field such that the magnetic field lines penetrate the enclosed 

area, the free electrons in the conductor will flow to produce a current. 

2.1.2 AMPÈRE’S LAW 

The dual to Faraday’s law is Ampère’s law, which is given by its differential form 

 
∇ ×𝑯 = 𝑱 + 𝜀

𝜕𝑬

𝜕𝑡
  (2.4) 

The law states that a current density 𝑱 produces a magnetic field that circulates around it. It also 

states that time-varying electric fields can also produce a magnetic field that circulates around 

the electric field lines with a constant of proportionality 𝜀, the electric permittivity (Figure 2.1). 

As with Faraday’s law, integrating both sides over surface 𝒮 

 

∫ ∇ ×𝑯 ⋅ 𝑑𝒔 = ∮𝑯 ⋅ 𝑑𝒍 =
𝒞

∫ (𝑱 + 𝜀
𝜕𝑬

𝜕𝑡
) ⋅ 𝑑𝒔

𝒮𝒮

  (2.5) 

where the second integral was again obtained by invoking Stoke’s theorem to arrive at Ampère’s 

law in its integral form. The term 𝜀 𝜕𝑬 𝜕𝑡⁄  is called the displacement current and it plays a role in 
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the response of a capacitor to time-varying currents. However, in closed conductive loops, 

𝜕𝑬
𝜕𝑡⁄ = 0 and (2.5) simplifies to 

 
∮𝑯 ⋅ 𝑑𝒍 = 𝐼
𝒞

  (2.6) 

where 𝐼 is the total current flowing through the conductor. 

2.1.3 INDUCTANCE 

2.1.3.1 Self inductance 
In much the same way that capacitance 𝐶 is defined as the ratio of the charge 𝑄 present on a pair 

of conductors to the voltage 𝑉 developed between them (mathematically described by 𝐶 = 𝑄/𝑉), 

self-inductance 𝐿 is defined as the ratio of the magnetic flux Φ to the current 𝐼 that generates 

and encloses it (see Figure 2.2), as given by 

 

Isolating Φ in (2.7) and differentiating with respect to time 

 
𝐿
𝑑𝑖

𝑑𝑡
=
𝑑Φ

𝑑𝑡
= 𝑣  (2.8) 

where 𝐼 was changed to 𝑖 to reflect the change from a DC to an AC quantity and the last equality 

is due to Faraday’s law in (2.3), where 𝑣 is the AC voltage developed across the inductor. In 

other words, inductance is the ability of an inductor to resist changes in current. It is prudent to 

mention that (2.8) is only valid for quasistatic conditions, i.e., when the inductor is electrically 

short such that the instantaneous AC current is nearly the same at all points along the inductor 

wire. 

 

𝐿 =
𝜇 ∫ 𝑯 ⋅ 𝑑𝒔𝒮

𝐼
=
Φ

𝐼
  (2.7) 
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A valuable property of inductance is that it can be increased conveniently by creating multi-turn 

inductors (Figure 2.3) where all the turns are connected in series such that the same current 𝑖 

flows in each. If the turns are close to each other such that all (or most) of the magnetic flux of 

one turn passes through all the other turns, then using (2.8) the voltage 𝑣𝑛 across each loop of 

an N-turn inductor is given by 

 

𝑣𝑛 = ∑
𝑑Φ𝑛
𝑑𝑡

𝑁

𝑛=1

=
𝑑𝑖

𝑑𝑡
∑ 𝐿𝑛

𝑁

𝑛=1

  (2.9) 

where Φ𝑛 is the flux produced by a single turn and 𝐿𝑛 is the inductance of each individual loop. 

Because the turns are connected in series, the total voltage across the inductor is the sum of the 

single-turn voltages 

 

𝑣 = ∑𝑣𝑛

𝑁

𝑛=1

=
𝑑𝑖

𝑑𝑡
∑∑𝐿𝑛

𝑁

𝑛=1

𝑁

𝑛=1

= 𝑁
𝑑𝑖

𝑑𝑡
∑ 𝐿𝑛

𝑁

𝑛=1

  (2.10) 

For identical loops, the inductance of each loop must be the same, i.e., 𝐿𝑛 = 𝐿0 for all 𝑛. Thus, 

 
𝑣 = 𝑁2𝐿0

𝑑𝑖

𝑑𝑡
= 𝐿

𝑑𝑖

𝑑𝑡
  (2.11) 

The last equality demonstrates that the total inductance of a multi-turn inductor increases 

linearly with the square of the number of turns. 

 

Figure 2.2 Inductance relates the current to the magnetic flux it generates. 
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2.1.3.2 Magnetic vector potential 
Gauss’ law for magnetic fields states that magnetic fields do not have point sources and is 

mathematically described by [20] 

 
∇ ⋅ (𝜇𝑯) = 0  (2.12) 

Using the identity ∇ ∙ ∇ × 𝑨 = 0, we define 

 
𝜇𝑯 = ∇ × 𝑨  (2.13) 

Substituting this into (2.4) for a conductor and using another vector identity, we arrive at 

 
∇ × ∇ × 𝑨 = ∇(∇ ⋅ 𝑨) − ∇2𝑨 = 𝜇𝑱  (2.14) 

To define a vector field completely, its divergence and curl must be defined and thus the 

divergence of 𝑨 can be set arbitrarily to zero, i.e., ∇ ⋅ 𝑨 = 0. As a result (2.14) becomes 

 
−∇2𝑨 = 𝜇𝑱  (2.15) 

To solve for 𝑨, let us look at Gauss’ law for electric fields [21] 

 
∇ ⋅ 𝑬 =

𝜌

𝜀
  (2.16) 

where 𝜌 is the charge density that produces the electric field. Eq. (2.16) simply states that the 

source of electric fields is charge. The electric field can be written in terms of the electric 

potential as 

 
𝑬 = −∇𝑉  (2.17) 

 

Figure 2.3  Multi-turn inductor. 
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Substituting into (2.16) 

 
−∇ ⋅ ∇𝑉 = −∇2𝑉 =

𝜌

𝜀
  (2.18) 

which takes the same form as (2.15). It is also known that the electric potential at a distance ‖𝒓‖ 

from a charge distribution is given by 

 
𝑉 =

1

4𝜋𝜀
∫
𝜌𝑑𝑣

‖𝒓‖𝒱

  (2.19) 

which is the solution to (2.18). Then by comparison, the solution to (2.15) is 

 
𝑨 =

𝜇

4𝜋
∫
𝑱𝑑𝑣

‖𝒓‖𝒱

 (2.20) 

Due to the similarities between (2.15) and (2.18) [or (2.19) and (2.20)], 𝑨 is called the magnetic 

vector potential. 

 

The magnetic vector potential can be used to calculate magnetic flux as in 

 
Φ = ∫(∇ × 𝑨) ⋅ 𝑑𝒔 = ∮𝑨 ⋅ 𝑑𝒍

𝒞𝒮

  (2.21) 

thereby replacing a surface integral with a simpler contour integral. 

2.1.3.3 Mutual inductance 

Consider two current carrying loops. As in (2.7), the mutual inductance 𝑀21 between them is 

defined as the ratio of the flux enclosed by one loop Φ2 to the current 𝐼1 flowing on the other 

loop, which produced it [20] 

 
𝑀21 =

Φ2
𝐼1

  (2.22) 

Substituting (2.20) and (2.21) into (2.22) 

 
𝑀21 =

𝜇

4𝜋𝐼1
∮ ∫

𝑱1𝑑𝑣1
‖𝒓12‖𝒱1𝒞2

⋅ 𝑑𝒍2  (2.23) 

where 𝒓12 is the displacement vector from the volume element 𝑑𝑣1 to the line element 𝑑𝑙2. For 

quasistatic scenarios, i.e., where the fields vary slowly with time, the currents can be assumed to 

be distributed uniformly across the cross-sectional area of the conductors. Thus, the term 𝑱1𝑑𝑣1 

can be written as 𝑰1𝑑𝑙1 or as 𝐼1𝑑𝒍1 (where the vector direction is absorbed by the line element) 

and (2.23) becomes 
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𝑀21 =

𝜇

4𝜋
∮ ∮

𝑑𝒍1 ⋅ 𝑑𝒍2
‖𝒓12‖ 𝒞1𝒞2

  (2.24) 

The above result is known as Neumann’s formula. Noting that the order of integration in this 

case is irrelevant and that the dot product is commutative, it is evident that 

 
𝑀21 =

𝜇

4𝜋
∮ ∮

𝑑𝒍1 ⋅ 𝑑𝒍2
‖𝒓12‖

=
𝜇

4𝜋
∮ ∮

𝑑𝒍2 ⋅ 𝑑𝒍1
‖𝒓21‖𝒞2𝒞1𝒞1𝒞2

= 𝑀12  (2.25) 

i.e., mutual inductance between two current loops is not dependent on the source of the 

magnetic field but only on the geometry of the two loops and their relative orientations. When 

the distance between two coupled coils is much larger than their dimensions, the mutual 

inductance between them is approximately proportional to the inverse cubed distance between 

them, i.e., 𝑀𝑖𝑗 ∝ 𝑑𝑖𝑗
−3 [20]. 

 

Next, the EMF produced in one coil due to the flux produced by the other coil is given by 

Faraday’s law (2.3) 

 
ℰ2 = −𝑀

𝑑𝑖1
𝑑𝑡

  (2.26) 

The total EMF produced in the coil is the sum of the EMF produced by self-inductance [given by 

(2.3)] and the EMF produced by mutual inductance [given by (2.26)]. If there are N current 

carrying inductors then the voltage across each of the inductors is given by the matrix equation 

 

[

𝑣1
𝑣2
⋮
𝑣𝑁

] = [

𝐿1 ±𝑀12 ⋯ ±𝑀1𝑁
±𝑀21 𝐿2 ⋯ ±𝑀2𝑁

⋮ ⋮ ⋱ ⋮
±𝑀𝑁1 ±𝑀𝑁2 ⋯ 𝐿𝑁

] ×
𝑑

𝑑𝑡
[

𝑖1
𝑖2
⋮
𝑖𝑁

]  (2.27) 

The ± sign signifies that the mutual coupling can either enhance the voltage or decrease it 

depending on the relative current flows [as evidenced by the dot product in (2.24)]. If an 

inductor is wound such that an external magnetic field induces current flow in the same 

direction as the existing current, 𝑀 takes on a positive sign, otherwise it takes on a negative sign. 

Since the voltages and currents of interest are sinusoidal, (2.27) can be written in phasor 

notation as 

 

[

𝑉1
𝑉2
⋮
𝑉𝑁

] = 𝑗𝜔 [

𝐿1 ±𝑀12 ⋯ ±𝑀1𝑁
±𝑀21 𝐿2 ⋯ ±𝑀2𝑁
⋮ ⋮ ⋱ ⋮

±𝑀𝑁1 ±𝑀𝑁2 ⋯ 𝐿𝑁

] [

𝐼1
𝐼2
⋮
𝐼𝑁

]  (2.28) 
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where 𝜔 is the angular frequency of the voltages and currents and 𝑉1…𝑉𝑁 and 𝐼1…𝐼𝑁 are the 

complex (frequency-domain) phasor representations of their respective real (time-domain) 

voltages and currents. 

2.1.3.3.1 Energy considerations and the magnetic coupling coefficient 

Consider the two coupled inductors with inductances 𝐿1 and 𝐿2 in Figure 2.4. From (2.27) 

 
𝑣1 = 𝐿1

𝑑𝑖1
𝑑𝑡

+ 𝑀
𝑑𝑖2
𝑑𝑡

 

0 = 𝑀
𝑑𝑖1
𝑑𝑡

+ 𝐿2
𝑑𝑖2
𝑑𝑡

 

 (2.29) 

Solving for 𝑣1 in terms of 𝑖1: 

 

𝑣1 =
𝐿1𝐿2 −𝑀

2

𝐿2

𝑑𝑖1
𝑑𝑡

 (2.30) 

Then the energy stored in the magnetic fields is given by 

 

𝐸 = ∫ 𝑣1𝑖1 𝑑𝑡
𝑡2

𝑡1

= ∫
𝐿1𝐿2 −𝑀

2

𝐿2

𝑑𝑖1
𝑑𝑡
 𝑖1 𝑑𝑡

𝑖1(𝑡2)

𝑖1(𝑡1)

=
1

2

𝐿1𝐿2 −𝑀
2

𝐿2
𝑖1
2  (2.31) 

where we set 𝑖1(𝑡1) = 0. The expression in (2.31) must always be non-negative, i.e., 𝐸 ≥ 0. The 

only way this inequality can be satisfied is if [22] 

 
𝑀 ≤ √𝐿1𝐿2  (2.32) 

Eq. (2.32) sets the upper limit on 𝑀, such that 𝑀 can be expressed as 

 
𝑀 = 𝑘√𝐿1𝐿2  (2.33) 

where 𝑘 is the called the magnetic coupling coefficient subject to 0 ≤ 𝑘 ≤ 1 and it represents the 

fraction of magnetic flux that links the two coils. 

 

Figure 2.4 Coupled inductors with a short-circuited secondary. 
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2.2 RESONANT INDUCTIVE WPT 

2.2.1 POWER GAIN DEFINITIONS 

Consider the circuit in Figure 2.5 where the black-box two-port network is characterized by its 

S-parameters. Three power gains can be defined [3]: 

 Power gain: the ratio of the power consumed by the load to the power input to the 

network. 

 

𝐺 =
𝑃𝐿
𝑃𝑖𝑛

=
|𝑆21|

2(1 − |Γ𝐿|
2)

(1 − |Γ𝑖𝑛|
2)|1 − 𝑆22Γ𝐿|

2
  (2.34) 

 Available power gain: the ratio of the maximum available power from the network to the 

maximum available power from the source. The maximum available power from the 

source occurs when the source and the input to the network are conjugately matched, 

and the maximum available power from the network occurs when the load and the 

output of the network are conjugately matched. 

 

𝐺𝐴 =
𝑃𝑎𝑣𝑛
𝑃𝑎𝑣𝑠

=
|𝑆21|

2(1 − |Γ𝑆|
2)

|1 − 𝑆11Γ𝑆|
2(1 − |Γ𝑜𝑢𝑡|

2)
  (2.35) 

 Transducer power gain: the ratio of the power consumed by the load to the maximum 

available power from the source. 

 

𝐺𝑇 =
𝑃𝐿
𝑃𝑎𝑣𝑠

=
|𝑆21|

2(1 − |Γ𝑆|
2)(1 − |Γ𝐿|

2)

|1 − Γ𝑆Γ𝑖𝑛|
2|1 − 𝑆22Γ𝐿|

2
  (2.36) 

 

The reflection coefficient Γ is defined as 

 

Γ =
𝑍 − 𝑍𝑅

∗

𝑍 + 𝑍𝑅
  (2.37) 

 

Figure 2.5  Generalized two-port network. 
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where 𝑍 is the impedance of interest and 𝑍𝑅 is a reference impedance (which in the case of a 

transmission line is simply its characteristic impedance 𝑍0 ). However, if there are no 

transmission lines (i.e., the transmission line is electrically short), 𝑍𝑅 can be set arbitrarily. As a 

result, at the source 𝑍𝑅 = 𝑍𝑆
∗ and at the load 𝑍𝑅 = 𝑍𝐿

∗ so that Γ𝑆 = Γ𝐿 = 0. Hence (2.34)-(2.36) 

simplify to 

 

𝐺 =
|𝑆21|

2

(1 − |Γ𝑖𝑛|
2)

  (2.38) 

 

𝐺𝐴 =
|𝑆21|

2

(1 − |Γ𝑜𝑢𝑡|
2)

  (2.39) 

 
𝐺𝑇 = |𝑆21|

2 (2.40) 

Hence, the transducer gain will also be referred to as the 𝑆21 parameter. 

 

Another useful relation is that for 𝑆21 [23] 

 

𝑆21 = 2
𝑉𝐿
𝑉𝑠
√
𝑍𝑆
𝑍𝐿

  (2.41) 

For the remainder of this thesis, only the power gain G and the transducer gain 𝐺𝑇 = |𝑆21|
2 will 

be of interest as they are most commonly used in literature. 

2.2.2 NON-RESONANT INDUCTIVE WPT 

The most basic inductive WPT circuit is shown in Figure 2.6. The available power from the 

source and the input and output powers are given by 

 

𝑃𝑎𝑣𝑠 =
|𝑉𝑆|

2

8𝑅𝑆
 (2.42) 

 

Figure 2.6 Basic configuration for inductive WPT. 
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𝑃𝑖𝑛 =
|𝑉𝑆|

2

2|�̂�1�̂�2 +𝜔
2𝑀2|

2 (𝑅𝑒{𝑍1}|�̂�2|
2
+𝜔2𝑀2𝑅𝑒{�̂�2})  (2.43) 

 

𝑃𝐿 =
|𝑉𝑆|

2𝜔2𝑀2𝑅𝐿

2|�̂�1�̂�2 +𝜔
2𝑀2|

2  (2.44) 

where 𝑍1 = 𝑅1 + 𝑗𝜔𝐿1 , �̂�1 = 𝑅𝑆 + 𝑍1 , 𝑍2 = 𝑅2 + 𝑗𝜔𝐿2 , and �̂�2 = 𝑅𝐿 + 𝑍2 . The power gain is 

obtained by substituting (2.43) and (2.44) into (2.34) 

 

𝐺 =
𝜔2𝑀2𝑅𝐿

𝑅𝑒{𝑍1}|�̂�2|
2
+𝜔2𝑀2𝑅𝑒{�̂�2}

  (2.45) 

and the transducer gain is obtained by substituting (2.42) and (2.44) into (2.36) 

 

𝐺𝑇 = |𝑆21|
2 =

4𝜔2𝑀2𝑅𝑆𝑅𝐿

|�̂�1�̂�2 +𝜔
2𝑀2|

2  (2.46) 

It is easy to show that (2.45) and (2.46) do not attain a local maximum with respect to either ω 

or M (as in Figure 2.7). Thus, we can increase the power gain and the output power only by 

increasing either the frequency or the magnetic coupling. As was discussed in Section 2.1.3.3.1 

and given by (2.33), M reaches its maximum when 𝑘 = 1, which physically means that the two 

inductors are perfectly coupled. 
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While attaining 𝑘 = 1 is practically impossible, it is possible to attain high coupling by wrapping 

both inductors around the same magnetic core. The high magnetic permeability μ of the 

magnetic core prevents most of the magnetic field from escaping as given by [3] 

 
Γ∥ =

𝜂2 𝑐𝑜𝑠 𝜃2 − 𝜂1 𝑐𝑜𝑠 𝜃1
𝜂2 𝑐𝑜𝑠 𝜃2 + 𝜂1 𝑐𝑜𝑠 𝜃1

 

Γ⊥ =
𝜂2 𝑐𝑜𝑠 𝜃1 − 𝜂1 𝑐𝑜𝑠 𝜃2
𝜂2 𝑐𝑜𝑠 𝜃1 + 𝜂1 𝑐𝑜𝑠 𝜃2

 

 (2.47) 

 

(a) 

 

(b) 

Figure 2.7  Power gain and |𝑆21|
2 plots for 𝑅𝑆 = 𝑅𝐿 = 50 Ω, 𝑅1 = 3 Ω, 𝑅2 = 6 Ω, 𝐿1 = 1 μH, and 𝐿2 = 2.2 μH 
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where Γ∥ and Γ⊥  are the reflection coefficients for parallel and perpendicular electromagnetic 

field polarizations, respectively, 𝜃1  and 𝜃2  are the angles of incidence and transmission, 

respectively, at the interface between two materials, and 𝜂1 and 𝜂2 are the intrinsic medium 

impedances given by 

 

𝜂 = √
𝜇

𝜀
  (2.48) 

Let the first medium be the magnetic core and the second medium be free space. Substituting 

(2.48) into any equation in (2.47) and letting the magnetic core permeability grow without 

bound, we get 

 
Γ → −1 as 𝜇 → ∞  (2.49) 

where the subscript on Γ was omitted because the result is identical for both polarizations. The 

above result demonstrates that most of the fields incident on the magnetic core-air interface 

reflect back into the magnetic core and are therefore contained within it, resulting in high 

magnetic coupling. This is how electric transformers maintain high power transfer (large |𝑆21|
2) 

and high power gain (large 𝐺). 

2.2.3 MAGNETIC RESONANCE WPT 

2.2.3.1 2-resonator system 
Now consider the compensated circuit in Figure 2.8. The expression for transducer gain in 

(2.46) can be rewritten as 

 

|𝑆21|
2 =

4𝜔2𝑀2𝑅𝑆𝑅𝐿
[(𝑅1 + 𝑅𝑆)(𝑅2 + 𝑅𝐿) − 𝑋1𝑋2 +𝜔

2𝑀2]2 + [(𝑅1 + 𝑅𝑆)𝑋2 + (𝑅2 + 𝑅𝐿)𝑋1]
2

  (2.50) 

where 𝑋1 and 𝑋2 are the total reactances of each of the coupled circuits. By differentiating (2.50) 

with respect to 𝑋1  and 𝑋2 , it is possible to find values for the reactances that produce the 

maximum output power, which results in 

 

Figure 2.8 Compensated inductive WPT circuit. 
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(𝑋1, 𝑋2) =

{
 
 
 
 

 
 
 
 

(0,0) , 𝜔2𝑀2 − �̂�1�̂�2 < 0

(√
�̂�1

�̂�2
(𝜔2𝑀2 − �̂�1�̂�2),√

�̂�2

�̂�1
(𝜔2𝑀2 − �̂�1�̂�2)) ,𝜔2𝑀2 − �̂�1�̂�2 > 0

(−√
�̂�1

�̂�2
(𝜔2𝑀2 − �̂�1�̂�2),−√

�̂�2

�̂�1
(𝜔2𝑀2 − �̂�1�̂�2)) ,𝜔2𝑀2 − �̂�1�̂�2 > 0

  (2.51) 

where �̂�1 = 𝑅𝑆 + 𝑅1 and �̂�2 = 𝑅𝐿 + 𝑅2. The conditions associated with each case can be derived 

from the second derivate test for maxima and minima of multivariate functions, which states 

that for a function 𝑓(𝑥, 𝑦)  to have local maxima and minima, 
𝜕2𝑓

𝜕𝑥2
𝜕2𝑓

𝜕𝑦2
− (

𝜕2𝑓

𝜕𝑥𝜕𝑦
)
2

> 0  must be 

satisfied at the critical values of 𝑓(𝑥, 𝑦). The first case on the RHS of (2.51) says that in the under 

coupled condition (i.e., 𝜔0
2𝑀2 − �̂�1�̂�2 < 0), maximum power transfer may be achieved when 

both coupled circuits are resonant, i.e., each of the inductors is compensated with a capacitor to 

cancel its reactance and both resonate at the same frequency 𝜔0. The second and third cases say 

that in the over coupled condition (i.e., 𝜔0
2𝑀2 − �̂�1�̂�2 > 0), maximum power transfer may be 

achieved when the total reactances are either both inductive or both capacitive (i.e., the 

compensation capacitors’ influence causes the overall reactances to become capacitive). And in 

the critically coupled condition (i.e., 𝜔0
2𝑀2 − �̂�1�̂�2 = 0), (2.51) states that maximum power 

transfer may be attained when the reactances are zero, as well. Thus, the critical coupling 

condition attains the maximum transducer gain of 

 
|𝑆21|𝑚𝑎𝑥

2 =
𝑅𝑆𝑅𝐿

�̂�1�̂�2
=

𝑅𝑆𝑅𝐿
(𝑅1 + 𝑅𝑆)(𝑅2 + 𝑅𝐿)

  (2.52) 

It is worth noting that in the over coupled condition [second and third cases in (2.51)] the 

maximum transducer gain of (2.52) is attained when �̂�1 = �̂�2 = �̂�  and 𝑋1 = 𝑋2 = 𝑋  (but in 

general may produce lower values as shown in Figure 2.9). 
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Now, let us compare the transducer gains for inductive and resonant WPT. Taking the derivative 

of (2.46) with respect to frequency and equating to zero, it can be found that maximum 

transducer gain for inductive WPT is achieved at the frequency 

 

𝜔𝑐 = √
�̂�1�̂�2

𝐿1𝐿2 −𝑀
2

  (2.53) 

 

(a) 

 

(b) 

Figure 2.9 |𝑆21|
2 plots for (a) 𝑅𝑆 = 𝑅𝐿 = 50 Ω, 𝑅1 = 3 Ω, 𝑅2 = 6 Ω, 𝐿1 = 1 μH, 𝐿2 = 3.3 μH, 𝐶1 = 253 pF, and 𝐶2 = 77 pF and (b) 

𝑅𝑆 = 𝑅𝐿 = 50 Ω, 𝑅1 = 𝑅2 = 6 Ω, 𝐿1 = 𝐿2 = 3.3 μH, and 𝐶1 = 𝐶2 = 77 pF. 
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and the maximum transducer gain is 

 

|𝑆21,𝐼−𝑊𝑃𝑇|
2
|
𝜔=𝜔𝑐

=
4𝑀2𝑅𝑆𝑅𝐿

(�̂�1𝐿2 + �̂�2𝐿1)
2  (2.54) 

The first thing to note about this is that maximum output power can only be extracted when 

there is 100% coupling between the two inductors, as noted earlier. The second thing to note is 

that the output power of inductive WPT is always less than or equal to the output power of 

resonant WPT. This can be verified by subtracting (2.54) from (2.52) as follows: 

 
𝑅𝑆𝑅𝐿

�̂�1�̂�2
−

4𝑀2𝑅𝑆𝑅𝐿

(�̂�1𝐿2 + �̂�2𝐿1)
2 ≥ 0  (2.55) 

Manipulating the inequality 

 
(�̂�1𝐿2 + �̂�2𝐿1)

2
− 4�̂�1�̂�2𝑀

2 ≥ 0  (2.56) 

The LHS is minimized when 𝑀 = √𝐿1𝐿2, producing 

 
(�̂�1𝐿2 − �̂�2𝐿1)

2
≥ 0  (2.57) 

which is true for all values of �̂�1, �̂�2, 𝐿1, and 𝐿2. In fact, the only time both WPT schemes 

produce the same output power is when (�̂�1𝐿2 − �̂�2𝐿1)
2
= 0 and 𝑘 = 1. 

 

It was shown that for inductive WPT, maximum power transfer is achieved when 𝑘 = 1, which is 

impractical. For resonant WPT at resonance, the maximum transducer gain as a function of 

mutual inductance 𝑀 is 

 

 |𝑆21(𝑀)|
2|𝜔=𝜔0  =

4𝜔0
2𝑀2𝑅𝑆𝑅𝐿

(�̂�1�̂�2 + 𝜔0
2𝑀2)

2   (2.58) 

and in terms of the coupling coefficient 

 

|𝑆21(𝑘)|
2|𝜔=𝜔0 =

�̂�1
𝑄𝑆

4𝑘2�̂�1�̂�2

(1 + 𝑘2�̂�1�̂�2)
2

�̂�2
𝑄𝐿

  (2.59) 

where �̂�1 = 𝜔0𝐿1 �̂�1⁄  and �̂�2 = 𝜔0𝐿2 �̂�2⁄  are the loaded quality factors (Q factors) of the 

resonators, and 𝑄𝑆 = 𝜔0𝐿1/𝑅𝑆 and 𝑄𝐿 = 𝜔0𝐿2/𝑅𝐿 are the external Q factors of the resonators. To 

achieve the maximum transducer gain specified by (2.52), the following condition must be met 
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𝑀𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 =
√�̂�1�̂�2
𝜔0

 (2.60) 

or in terms of the coupling coefficient 

 
𝑘𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 =

1

√�̂�1�̂�2
  (2.61) 

The important conclusion to draw from this is that coupling does not need to be 100% anymore 

in order to achieve maximum output power. For example, when �̂�1 = �̂�2 = 50 Ω, 𝐿1 = 𝐿2 =

10 μH, and 𝜔0 = 2𝜋 × 10 MHz, we need a mutual inductance of 𝑀 = 796 nH, which corresponds 

to a coupling of only 𝑘 = 0.080, which is very small. This ability to transfer large amounts of 

power (larger than those achievable by inductive WPT) with small coupling coefficients is the 

greatest benefit of resonant WPT as it enables high power transfer over larger distances or 

alternatively, for a wider range of orientations between the two inductors. 

 

Next, the power gain 𝐺 in (2.45) for inductive WPT can be re-written for resonant WPT as 

 

𝐺 =
𝜔2𝑀2𝑅𝐿

𝑅1|�̂�2 + 𝑗𝑋2|
2
+𝜔2𝑀2�̂�2

  (2.62) 

where it is clear that it is not dependent on the resonant characteristics of the source resonator 

and that the only influence that the source resonator has on 𝐺  is through the inductor’s 

resistance 𝑅1and mutual inductance 𝑀. 

 

By differentiating (2.62) with respect to 𝜔  and equating to zero, maximum power gain is 

attained when 

 

𝜔 = √
2

2𝐿2𝐶2 − (�̂�2𝐶2)
2  (2.63) 

It is evident from (2.63) and Figure 2.10 that, unlike the transducer gain |𝑆21|
2, power gain 

attains a maximum at a single frequency independent of 𝑀. As well, from (2.62) and Figure 2.10, 

it is easy to determine that maximum power gain continues to increase with increasing 𝑀. 
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2.2.3.2 3-resonator system 
Consider the circuit in Figure 2.11 consisting of a source resonator, a relay resonator, and a load 

resonator, where all the resonators have the same resonant frequency (i.e., 𝐿1𝐶1 = 𝐿2𝐶2 =

𝐿3𝐶3 = 1/𝜔0
2). It was seen in the 2-coil case that maximum power can be transferred when the 

individual resonators are operated at the resonant frequency. When all three coils are resonant, 

the transducer gain is given by [24] 

 

|𝑆21,3−𝑟𝑒𝑠|
2
=

4𝑅𝑆𝑅𝐿(𝜔0
4𝑀12

2 𝑀23
2 + 𝜔0

2𝑀13
2 𝑅2

2)

(�̂�1𝑅2�̂�3 +𝜔0
2𝑀12

2 �̂�3 +𝜔0
2𝑀23

2 �̂�1 +𝜔0
2𝑀13

2 𝑅2)
2 + 4𝜔0

6𝑀12
2 𝑀23

2 𝑀13
2

 

=
�̂�1
𝑄𝑆

4(𝑘12
2 𝑘23

2 �̂�1𝑄2
2�̂�3 + 𝑘13

2 �̂�1�̂�3)

(1 + 𝑘12
2 �̂�1𝑄2 + 𝑘23

2 𝑄2�̂�3 + 𝑘13
2 �̂�1�̂�3)

2
+ 4𝑘12

2 𝑘23
2 𝑘13

2 �̂�1
2𝑄2

2�̂�3
2

�̂�3
𝑄𝐿

 

 (2.64) 

 

For fixed resonator parameters (i.e., 𝑅, 𝐿, and 𝐶), the maximum power transfer is found by 

differentiating (2.64) with respect to 𝑘12  and 𝑘23  (or 𝑀12  and 𝑀23 ) and equating to zero to 

produce the condition 

 
𝑘12
2 �̂�1 = 𝑘23

2 �̂�3 𝑜𝑟 𝑀12
2 �̂�1 = 𝑀23

2 �̂�3  (2.65) 

 

  

 

Figure 2.10 Power gain for magnetic resonance WPT with 𝑅𝑆 = 𝑅𝐿 = 50 Ω, 𝑅1 = 3 Ω, 𝑅2 = 6 Ω, 𝐿1 = 1 μH, 𝐿2 = 2.2 μH, 𝐶1 =

253 pF, and 𝐶2 = 115 pF. 
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Substituting (2.65) into (2.64) produces 

 

|𝑆21,3−𝑟𝑒𝑠|𝑚𝑎𝑥
2

= 4
�̂�1
𝑄𝑆

𝑘12
4 �̂�1

2𝑄2
2 + 𝑘13

2 �̂�1�̂�3

(1 + 2𝑘12
2 �̂�1𝑄2 + 𝑘13

2 �̂�1�̂�3)
2
+ 4𝑘12

4 𝑘13
2 �̂�1

3𝑄2
2�̂�3

�̂�3
𝑄𝐿

  (2.66) 

If the 3-resonator system is converted into a 2-resonator system by removing the relay resonator 

in the middle (𝑘12 = 𝑘23 = 0), the maximum transducer gain [obtained by differentiating (2.64) 

with respect to 𝑘13] will be 

 

|𝑆21,2−𝑟𝑒𝑠|𝑚𝑎𝑥
2

=
�̂�1�̂�3
𝑄𝑆𝑄𝐿

  (2.67) 

which is identical to (2.52), as expected. It can be determined from (2.66) and (2.67) that a 2-

resonator system is capable of transferring more power than a 3-resonator system. |𝑆21,3−𝑟𝑒𝑠|𝑚𝑎𝑥
2

 

will approach |𝑆21,2−𝑟𝑒𝑠|𝑚𝑎𝑥
2

 when 𝑘12
2 �̂�1𝑄2 ≫ 1  and 𝑘13 ≪ 1  (i.e., non-adjacent coupling is 

negligible as in [25], [26]), thereby emphasizing the importance of large Q factors. However, the 

benefits of the 3-resonator system over the 2-resonator system are its ability to transfer more 

power for a range of loads and the extension of WPT distance. Consider the condition for 

maximum power transfer for the 2-resonator and 3-resonator systems with 𝑅1 = 𝑅2 = 𝑅3 = 0, 

𝑅𝑆 = 50 Ω, and 𝑓0 = 10 MHz shown in Table I. It is possible to see that the total distance in the 3-

resonator system can be set arbitrarily, whereas the distance between the coils in the 2-

resonators system is fixed. Moreover, because maximum power transfer in the 3-resonator 

system depends on the ratio of mutual inductances, a wider range of loads can be matched to the 

source. It can be observed in Figure 2.12 that the range of loads afforded to the 3-resonator 

system dwarfs the one available to the 2-resonator system. In fact, [24] showed that if 

k13 < 
1

√3�̂�1�̂�3
=
k13,critical

√3
 [where 𝑘13,𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  is given by (2.61)], the 3-resonator configuration 

performs better than the 2-resonator one. 

 

Figure 2.11 3-resonator WPT circuit. 
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Table I  Comparison of 2-resonator and 3-resonator systems 

 Case 1 (𝑅𝐿 < 𝑅𝑆) Case 2 (𝑅𝐿 > 𝑅𝑆) 

Load 𝑅𝐿 = 10 Ω 𝑅𝐿 = 250 Ω 

2-resonator 𝑀 (2.60) 𝑀13 = 356 nH 𝑀13 = 1.78 μH 

3-resonator 𝑀 (2.65) 
𝑀12 = 2.24 𝑀23 

(𝑑12 ≈ 0.76 𝑑231) 
𝑀12 = 0.45 𝑀23 

(𝑑12 ≈ 1.30 𝑑231) 
1 Mutual inductance is approximately proportional to the inverse cubed distance between two coils, 𝑑. 

 

 

(a) 

 

(b) 

Figure 2.12 Range of load impedances available to 2- and 3-resonator systems with �̂�1 = 50 Ω and 𝐿1 = 𝐿2 = 𝐿3 = 1 μH at a 

resonant frequency of 𝑓0 = 10 MHz 
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Assuming that 𝑘13 ≪ 1, the power gain is given by [26] 

 

𝐺 =
𝑘12
2 𝑘23

2 𝑄1𝑄2
2�̂�3

(1 + 𝑘12
2 𝑄1𝑄2 + 𝑘23

2 𝑄2�̂�3)(1 + 𝑘23
2 𝑄2�̂�3)

�̂�3
𝑄𝐿

  (2.68) 

It was shown above that |𝑆21,3−𝑟𝑒𝑠|
2
 maximizes with respect to both 𝑘12 and 𝑘23, but observe that 

(2.68) maximizes only with respect to 𝑘23. Thus, it is possible to optimize the coupling between 

the second and third coils for maximum power gain and then further optimize the coupling 

between the first and second coils to obtain maximum |𝑆21,3−𝑟𝑒𝑠|
2

 subject to the maximum 

power gain condition. It was shown in [25], [26] that the 3-resonator system can achieve 

relatively high power gains and output powers simultaneously, whereas the 2- and 4-resonator 

systems can attain a maximum in one parameter to the detriment of the other. 

2.2.3.3 Frequency splitting 

Revisiting the 2-resonator system, equations (2.60) and (2.61) describe the critical coupling 

condition 𝜔0
2𝑀2 − �̂�1�̂�2 = 0 . When 𝑀 < 𝑀𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 , the resonators are under coupled and 

maximum power transfer can only be attained when both coupled resonators are operated at 

resonance 𝜔0, as described by the first case in (2.51). When 𝑀 > 𝑀𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙, the resonators are said 

to be over coupled and (2.51) states that there are two reactance values for each resonator that 

produce maximum power transfer. In other words, there are two frequencies at which maximum 

power transfer is achieved [23], [27], [28]. This phenomenon is known as frequency splitting. 

 

In the special case of symmetric resonators (i.e., �̂�1 = �̂�2 = �̂� and 𝑋1 = 𝑋2 = 𝑋), differentiating 

(2.50) with respect to frequency and equating to zero will give us the frequencies that produce 

the maxima and minima of the transducer gain 

 
𝜕

𝜕𝜔
|𝑆21|

2 =
−8𝜔𝑀2𝑅𝑆𝑅𝐿(𝜔

2𝑀2 − �̂�2 − 𝑋2)(𝜔2𝑀2 + �̂�2 − 2𝜔𝑋𝑋′ + 𝑋2)

[(𝑅2 − 𝑋2 +𝜔2𝑀2)2 + 4𝑅2𝑋2]2
= 0  (2.69) 

where 𝑋 = 𝜔0𝐿 (
𝜔

𝜔0
−
𝜔0

𝜔
) and 𝑋′ = 𝜕𝑋/𝜕𝜔. Then the locations of the minima and maxima are 

given by 

 
𝜔𝑚𝑖𝑛
2 𝑀2 + �̂�2 − 2𝜔𝑚𝑖𝑛𝑋𝑋

′ + 𝑋2 = 0  (2.70) 

 
𝜔𝑚𝑎𝑥
2 𝑀2 − �̂�2 − 𝑋2 = 0  (2.71) 

Solving (2.70) and (2.71) for the frequencies produces 
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𝑓𝑚𝑖𝑛 = 𝑓0√
1

2(1 − 𝑘2)
[−(2 − �̂�−2) + √(2 − �̂�−2)

2
+ 12(1 − 𝑘2)]  (2.72) 

 

𝑓𝑚𝑎𝑥 = 𝑓0√
1

2(1 − 𝑘2)
[(2 − �̂�−2) ± √(2 − �̂�−2)

2
− 4(1 − 𝑘2)]   (2.73) 

where �̂� = �̂�1 = �̂�2. 

 

Examining (2.73), frequency splitting occurs when the discriminant (2 − �̂�−2)
2
− 4(1 − 𝑘2) = 0 

and the coupling coefficient at which this occurs is 

 

𝑘𝑠𝑝𝑙𝑖𝑡 =
1

�̂�
√1 −

1

4�̂�2
  (2.74) 

Note that when �̂� ≫ 1, 𝑘𝑠𝑝𝑙𝑖𝑡 ≈ 𝑘𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 and the two split frequencies are 

 

𝑓𝑒 ≈
𝑓0

√1 + 𝑘
  (2.75) 

 

𝑓𝑜 ≈
𝑓0

√1 − 𝑘
  (2.76) 

where the subscripts stand for even and odd and represent the resonant frequencies when even 

and odd excitation modes are applied to the circuit in Figure 2.13. 

 

When an even mode is excited (i.e., 𝑉1 = 𝑉2), the circuit in Figure 2.13(a) can be represented by 

the half-circuit in Figure 2.13(b), which has a resonant frequency equal to (2.75). When an odd 

mode is excited (i.e., 𝑉1 = −𝑉2), the circuit in Figure 2.13(a) can be represented by the half 

circuit in Figure 2.13(c), which has a resonant frequency equal to (2.76) [29]. 

 

There are a few things to note from the above analysis: (a) While these approximations are valid 

only for 𝑄 ≫ 1, they are useful because from (2.50), in order to achieve high power transfer and 

large distances, 𝑄 must be very large. (b) When the resonators are not symmetric, the analysis 

becomes very complicated and involves solving an 8th-order equation [28]. 
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In general, an N-resonator system will have at most N resonant frequencies, which may deviate 

greatly from the resonant frequencies of the individual resonators. The factors that affect the 

system’s resonant frequency include: the individual resonators’ resonant frequency, the mutual 

coupling between all resonators, and the load impedances [30]. 

 

 

(a) 

 

(b) 

 

(c) 

Figure 2.13 (a) Equivalent representation of a 2-resonator WPT circuit. (b) Even mode half circuit and (c) odd mode half circuit 

for the circuit in (a). 
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Chapter 3 The Sheath Helix and Single-Conductor Power 

Transmission 

Power transmission is most commonly performed using two or more conductors and ordinarily 

thought of in terms of circuits that have a source and a ground. However, the transmission of 

electrical energy may also be performed by employing only a single conductor (without a 

ground) – as in the waveguide – or without a conductor whatsoever – as with antennas. 

 

In 1899, Sommerfeld discussed the possibility of electromagnetic field propagation along a 

single straight, cylindrical conductor with a finite conductivity in the form of surface waves [31], 

[32]. However, propagation in this manner is not very practical because a large portion of the 

power extends to a distance much greater than the diameter of the conductor and thus, creates 

difficulties in launching the electromagnetic waves. Goubau continued the work and showed 

that the bulk of the power can be constrained to a small distance around the conductor either by 

modifying the surface of the conductor or by coating it with a dielectric [31], [32]. That made the 

launching and reception of the waves more practical by means of a coaxial cable whose outer 

conductor has been flared out in the shape of a horn. The advantage of the single-conductor 

transmission line is that it exhibits less loss than traditional two-conductor transmission lines. 

However, the “horn” launchers are still quite bulky, which makes the technology practical only 

at higher frequencies. 

 

Another single-conductor medium of transmission is the helix (also known as the sheath helix), 

which was studied in 1898 by Pocklington [33]. The sheath helix may be regarded as a circular 

waveguide with fields both inside and outside it. Solutions to Maxwell’s equations for the sheath 

helix dictate that the fields outside it must be evanescent. Thus, power flows only along the 

surface of the helix and none flows radially outwards from it. Hence, the helix is a surface 

waveguide, too. Nikola Tesla experimented with such coils [5], [34] in order to transmit power 

wirelessly over great distances. As noted in [5], [32], [34], it is very straightforward to couple to 

and from the helix by way of a second inductively coupled coil (as in a transformer). This makes 

the sheath helix more practical than the Goubau transmission line at low frequencies. 
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3.1 RESONANT MODES ON THE SHEATH HELIX 

As discussed in Section 2.1.3.1, the equation for inductance (2.8) is only an approximation that 

is valid when the inductor is electrically short (i.e., the AC current magnitudes are nearly 

uniform throughout the coil at all points in time). However, as the AC frequency is increased, 

the current distribution along the coil will become increasingly non-uniform. Moreover, in 

addition to the magnetic coupling between the individual windings of the coil, there is also stray 

capacitance between them (as shown in Figure 3.1). Thus, the coil will cease to behave purely as 

an inductor and will even attain self-resonance. 

 

Due to the failure of the quasistatic model to accurately predict the behaviour of the coil at the 

high frequency regime, it is better to approach it from the point of view of propagating waves. 

Using this approach, the characteristic equation governing the behaviour of the helix in 

cylindrical coordinates is given by [35] 

 

𝑘2
𝐾1(𝜏𝜌)𝐼1(𝜏𝜌)

𝐾0(𝜏𝜌)𝐼0(𝜏𝜌)
= 𝜏2 tan2𝜓  (3.1) 

where 𝑘 is the propagation constant in free space, 𝐼0 and 𝐼1 are the modified Bessel functions of 

the first kind, , 𝐾0 and 𝐾1 are the modified Bessel functions of the second kind, 𝜓 is the pitch 

angle of the helix, and 𝜏 is given by 

 
𝜏2 = 𝛽2 − 𝑘2  (3.2) 

where 𝛽 is the propagation constant of the fields of the helix. Two regimes arise from (3.1). A 

small number of turns per wavelength characterizes the first regime, whereby (3.1) can be 

approximated by [35] 

 
𝑘 = 𝛽 sin𝜓  (3.3) 

 

Figure 3.1  Stray capacitance between the windings of a coil. 
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from which it is possible to derive 𝑣𝑝 = 𝑐 sin𝜓. This result demonstrates that the helix acts to 

slow down the field propagation from the speed of light in free space 𝑐 to 𝑣𝑝, thus reducing the 

free-space wavelength 𝜆0. The other regime is characterized by a large number of turns per 

wavelength, and (3.1) is approximated by [35] 

 

𝑘 =
𝛽

√1 + 160√
𝑟6

𝑝5𝜆0

 

 (3.4) 

where 𝑟  and 𝑝  are the radius and pitch of the helix, respectively. In this regime, the field 

propagation slows down even further. This regime governs the helices discussed in this thesis. 

 

Although the sheath helix behaviour is better explained with propagating waves, it will be seen 

in Chapter 5 that for the special case of resonant sheath helices, the use of an equivalent 

lumped-element circuit is very beneficial in the design of single-conductor systems. 

3.1.1 HALF-WAVE SHEATH HELIX 

In 2007, Kurs et al. [8] presented their work on resonant inductive WPT in which they used four 

coils with two relay resonators, as illustrated in Figure 3.2. The relay resonators they used were 

helical coils with their ends left open-circuited. Even though the ends of the helix are open-

circuited, current may still flow by forming a standing wave in the same manner that current 

flows on a dipole antenna [36]. 

 

Consider the helix in Figure 3.3, where the current at its ends must be zero. The helix has 𝑛 

turns, a radius 𝑟, and a pitch 𝑝 between the turns. If the coil is electrically short (i.e., 2𝜋𝑟 ≪ 𝜆, 

where 𝜆 is the wavelength of the resonant mode) the current can be assumed to take on a 

sinusoidal distribution as described by [8], [35], [37]–[40] 

 
𝐼(𝑧) = 𝐼0 cos (

𝜋

𝑙
𝑧) , − 𝑙 2⁄ ≤ 𝑧 ≤ 𝑙 2⁄   (3.5) 

where 𝐼0 is the maximum current magnitude and 𝑙 = 𝑛𝑝 is the length of the helix. Therefore, the 

helix is able to support a resonant mode, which has zero current and maximum voltage at its 

ends and maximum current and zero voltage at its centre – as in a dipole antenna. In this 

manner, the coil is able to transmit electromagnetic energy despite not having a return path (i.e., 

a ground). 
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Using (3.4) and 𝑙 = 𝑛𝑝 = 2𝜆0, the resonant frequencies supported by this coil are approximated 

by [39], [40] 

 

𝑓0 =
𝑐

13.26
 (
𝑚4𝑝

𝑟6𝑛4
)

1
5

,  𝑚 = 1, 2, 3, …  (3.6) 

where 𝑚 indicates the number of half-wavelengths supported by the coil. However, because 

higher frequencies introduce extra modes of propagation, only the mode corresponding to 

𝑚 = 1 is of interest. Given that an open-circuited coil is able to resonate, it can be incorporated 

into the design of magnetic resonance WPT systems in place of the traditional LC resonators. 

 

Figure 3.2  Four-coil system setup used by Kurs et al. [8] with two relay resonators. 

 

Figure 3.3  Half-wave sheath helix. 
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If the ends of the helix are instead connected to a source or a ground, the helix will behave like a 

half-wave transmission line with a low voltage/high current at the ends and a high voltage/low 

current at the midway point. Then the current profile will be given by 

 
𝐼(𝑧) = 𝐼0 sin (

𝜋

𝑙
𝑧) , − 𝑙 2⁄ ≤ 𝑧 ≤ 𝑙 2⁄   (3.7) 

3.1.2 QUARTER-WAVE SHEATH HELIX 

If one end of the helix is connected to ground (or a source) and the other remains open-circuited 

(as illustrated in Figure 3.4), the helix will be able to support quarter-wave resonances, with a 

high current/low voltage at the grounded end and a low current/high voltage at the open-

circuited end. The current profile is described by  

 
𝐼(𝑧) = 𝐼0 sin (

𝜋

2𝑙
𝑧) , 0 ≤ 𝑧 ≤ 𝑙  (3.8) 

and the helix is reminiscent of the monopole antenna. Tesla coils [5], [34], [35] are a famous 

example of these. 

Using (3.4) and 𝑙 = 𝑛𝑝 = 4𝜆0, the quarter-wave resonant frequencies supported by these coils 

 

Figure 3.4 Quarter-wave sheath helix. 
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are approximated by [39], [40] 

 

𝑓0 =
𝑐

23.08
 (
𝑚4𝑝

𝑟6𝑛4
)

1
5

,  𝑚 = 1, 3, 5, …  (3.9) 

and again, only the 𝑚 = 1 mode is considered to prevent the propagation of higher order modes. 

 

Again, because these coils are resonant, they can be used in magnetic resonance WPT in place of 

lumped-element LC resonators. Quarter-wave sheath helices can be used as transmitters or 

receivers [37], [41]–[43] by connecting one end to a source or a load, respectively. In [43], a 

quarter-wave sheath helix was used as a transmitter, a half-wave coil was used as a relay, and an 

LC resonator was used as the receiver. 

 

3.2 SHEATH HELICES IN SINGLE-CONDUCTOR WPT 

Discussed above, quarter-wave sheath helices can be used as transmitters or receivers. However, 

they can also be used as relay coils [16], [18], [44], [45]. To be able to use quarter-wave sheath 

helices as relays, one end has to be grounded or alternatively connected to a large conductor.  

 

[44], [45] discuss the possibility of using an arbitrarily shaped conductor to transmit energy. To 

achieve this, a quarter-wave helix is connected at one end to a conductor in order to couple 

energy into it, and a second quarter-wave helix is connected to it as well in order to couple 

energy out of it [shown in Figure 3.5(a)]. Care must be taken, as the size and shape of the 

conductor in the middle will affect the resonant frequency. As well, if the resistance of the 

conductor is large, the Q factor will be reduced – reducing the amount of power that makes it 

through to the other end of the system while broadening its bandwidth [3]. While a broader 

bandwidth is beneficial for communication purposes, the increased loss will reduce the SNR and 

increase the bit error rate (as will be demonstrated in the next chapter). Hence, care must also 

be taken to ensure that the conductor has low loss. For example, if the coils are connected by a 

mere wire then the wire must be electrically short at the desired frequency of operation so that 

the system is not detuned from its designed resonance frequency and the loss is kept low. The 

difference in operation between this single-conductor system and a Goubau line is that the latter 

sustains a propagating wave and, as a result, can be of any length, whereas quarter-wave helices 

operate in resonance and require the conductor between them to be electrically short. 
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In [16], [18], the conductive medium in the middle is replaced with two large capacitive plates 

[as in Figure 3.5(b)]. The additional capacitance shifts the resonant frequency. However, if the 

plates are made large enough, the large capacitance provides low impedance and does not 

significantly affect the resonant frequency. In other words, the large plate provides a large 

conductive surface for charges to flow on (i.e., a ground) and, due to electrostatic induction, 

induces charges to flow on the second plate and the second quarter-wave helix. In this situation, 

the large capacitance is akin to a short circuit and the two quarter-wave helices behave as a 

single half-wave helix. Thus, it is possible to transmit energy across a metallic barrier, which 

would normally be impossible via inductive or resonant WPT. This system configuration will be 

considered in the following chapters. 

 

(a) 

 

(b) 

Figure 3.5  Coupling to and from (a) an arbitrarily shaped conductor and (b) a capacitive discontinuity using quarter-wave 

sheath helices. 
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Chapter 4 Communication for Wireless Power Transfer 

Systems 

In Chapter 2, we have seen how power may be transmitted wirelessly via inductive coupling and 

enhanced by resonance, and the previous chapter introduced the sheath helix as a transmission 

medium that utilizes a single conductor. This chapter explores a resonant single-conductor 

system for the purposes of WPT and communication that utilizes sheath helices. The benefits of 

such a system include the reduction of systems from two wires to one, utilization of existing 

conductive infrastructure instead of dedicated transmission lines, and transmission to devices 

that are obstructed by conductive media such as buried sensors or biomedical implants. The 

applications of this technology could include the integration of a pipe for the transmission of 

power and data to underground sensors in a wellbore or the wireless charging of a device (e.g., 

cell phone) with a metallic encasing. 

 

This chapter builds on concepts introduced in [16], [17], [44], [45]. As the aforementioned 

literature focuses on power transmission, this chapter’s focus is on the data transfer 

performance of the single-conductor system. Specifically, it explores the ability of the system to 

be used with sensors that employ RFID and NFC communication protocols. In addition, a novel 

method for the improvement of asynchronous envelope detection is presented to assist in WIPT. 

4.1 THE CHANNEL FREQUENCY RESPONSE AND MEASUREMENT SETUP 

A channel’s frequency response dictates its limits of communication such as the bandwidth of 

communication, maximum error-free data rate, frequencies of operation, and more. A channel 

whose frequency response is flat over the frequencies of interest is known as a flat channel and 

one that varies with frequency is known as frequency-selective. As can be expected, a frequency-

selective channel is not desired since the variations in channel gain (i.e., |𝑆21|) alter the shape of 

the signal, which may introduce intersymbol interference (ISI, i.e., pulse shapes from past 

symbols that alter the pulse shapes of future symbols) and degrade performance. 

 

Discussed in the last chapter, a WPT system may be constructed using quarter-wave sheath 

helices with a capacitive discontinuity to couple between them. It was shown in [16], [18] that in 

addition to the benefits of magnetic resonant WPT, the capacitive plates provide immunity to 

misalignments. 



36 

 

The single-conductor system used in this thesis is shown in Figure 4.1. The transmitter and 

receiver consist of a single-turn coil with a compensation capacitor placed in parallel and the 

relay consists of two quarter-wave sheath helices that are coupled to each other via large 

conductive plates. Hence, although the system utilizes a single-conductor transmission medium, 

power and data are transmitted wirelessly via magnetic coupling in order to couple to and out of 

the medium and via capacitive coupling between the conductive plates. 

 

(a) 

 

(b) 

Figure 4.1  (a) System diagram. (b) System implemented in the lab with the transformers used in the inset. 
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As discussed in Section 3.1, the sheath helix is a slow wave structure, allowing it to be highly 

compact. Additionally, because the sheath helix is electrically short, it does not radiate, ensuring 

that the bulk of the power coupled to it is transmitted. For these reasons, the sheath helix was 

employed as the medium of transmission. The physical properties of the system are listed in 

Table II. Given these parameters, the resonant frequency of the relay can be calculated by (3.2) 

to be approximately 6.45 MHz. 

Table II System dimensions and component values 

Parameter Description Value 

𝑛𝑟𝑒𝑠 Sheath helix number of turns 55 

𝑟𝑟𝑒𝑠 Sheath helix radius 42 mm 

𝑎𝑟𝑒𝑠 Sheath helix wire diameter 0.51 mm (24 AWG) 

𝑝𝑟𝑒𝑠 Sheath helix turn pitch 1.51 mm 

𝑟𝑐𝑜𝑖𝑙 Feed coil radius 42 mm 

𝑎𝑐𝑜𝑖𝑙 Feed coil wire diameter 1.29 mm (16 AWG) 

𝑙𝑝𝑙𝑎𝑡𝑒 Edge length of capacitive plates 30 cm 

𝑡𝑝𝑙𝑎𝑡𝑒 Thickness of capacitive plates 90 µm 

𝑔 Gap between capacitive plates 10 mm 

𝑑12 Separation between coil and sheath helix 1 mm 

𝑑23 Separation between sheath helix and capacitive plate 10 mm 

𝐶 Feed coil compensation capacitor 1.68 nF 
 

 

The frequency response of the WPT system (henceforth also known as the channel) was 

measured with a Rohde & Schwarz ZVL13 VNA due to the equivalence between the 𝑆21 

parameter and the frequency response. However, the 𝑆21 was highly variable when the VNA or 

the coaxial cables were touched, making the measurement unreliable. A similar effect has been 

discussed in [46] while measuring monopole antenna parameters when the antenna was directly 

connected to a measurement device via a coaxial cable. To remedy this, the authors isolated the 

antenna from the feed cable by a cascade connection of four 1:1 low-loss transformers. This 

isolation proved to be beneficial in the measurement of the WPT system described here, as well, 

where the transformers were added to both the input and output ports (see Figure 4.1). Four 

transformers were used here as well because it was observed to be the minimum amount to 

satisfactorily stabilize the response (see Appendix A). In order to obtain the frequency response 

of the channel alone, the effect of the isolation transformers was de-embedded from the 



38 

combined system’s frequency response in MATLAB by converting the measured S-parameters of 

the cascaded transformers and the combined system to T-parameters. The frequency responses 

of the channel with the transformers and of the de-embedded channel are plotted in Figure 4.2. 

As observed in Figure 4.2, the maximum channel gain for the de-embedded channel occurs 

around 5.96 MHz and represents a deviation of only 7.7% from the value predicted above by 

(3.2). The difference can be explained by noting that: (3.2) is an approximation, the capacitive 

plates do not accurately represent an infinite ground plane (and introduce a non-zero 

impedance), the combination of the single-turn coil and shunt capacitor may not resonate 

exactly at the design frequency, and the system may be coupled to other objects due to the 

charge buildup at the helices’ open ends. 

4.2 COMMUNICATION ON A SINGLE-CONDUCTOR CHANNEL 

A MATLAB simulation was used to test the communication capability of the channel. The 

channel S-parameters were converted to an IIR channel filter used to filter a simulated 

baseband signal that was upconverted to 6.01 MHz. The reason 6.01 MHz was used instead of 

5.96 MHz is to be able to predict the response when the actual channel is used, which requires 

the transformers in the measurement setup. Before being filtered by the channel filter, additive 

white Gaussian noise (AWGN) was added to the passband signal. Finally, the noise-corrupted 

and filtered signal was processed by a software-defined receiver (SDR) meant to mimic the 

 

Figure 4.2 Frequency response of the channel. 
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operation of an envelope detection receiver. 

 

The structure of the SDR consisted of the following blocks (Figure 4.3): 

1. fifth-order Butterworth band-pass filter (BPF) 

2. envelope detector 

3. Schmitt trigger 

4. Sampler 

4.2.1 ENVELOPE DETECTOR 

An envelope detector consists of a rectifying device (e.g., a diode) and a low-pass filter (LPF). 

Rectifying devices are inherently non-linear and as a result produce outputs whose spectrum 

consists of intermodulation products of the spectrum of their inputs [3]. Consider the diode, 

where the current flowing through it is given by [47] 

 
𝑖 = 𝐼𝑆[𝑒

𝑣𝐷(𝑡) 𝑉𝑇⁄ − 1]  (4.1) 

where 𝐼𝑆  is the saturation current (the current when the diode is reverse biased), 𝑉𝑇  is the 

thermal voltage (approximately equal to 25 mV at room temperature), and 𝑣𝐷(𝑡) = 𝑉𝐷 + 𝑣𝑑(𝑡) is 

the voltage across the diode, which is composed of a DC voltage 𝑉𝐷 and an AC voltage 𝑣𝑑(𝑡). 

Using a Taylor representation for the exponential, (4.1) becomes 

 

𝑖(𝑡) = 𝐼𝑆 [𝑒
𝑉𝐷

𝑉𝑇
⁄

− 1 +
𝑒
𝑉𝐷

𝑉𝑇
⁄

𝑉𝑇
𝑣𝑑(𝑡) +

𝑒
𝑉𝐷

𝑉𝑇
⁄

2𝑉𝑇
2 𝑣𝑑

2(𝑡) + ⋯]  (4.2) 

For an amplitude-shift keying (ASK), the amplitude of a sinusoidal carrier signal is modulated 

such that 𝑉𝐷 = 0 and the AC voltage is 

 
𝑣𝑑(𝑡) = 𝑉0[1 + 𝑘𝑚(𝑡)] cos(𝜔0𝑡)  (4.3) 

 

Figure 4.3 SDR block diagram. 
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where 𝑉0 and 𝜔0 = 2𝜋𝑓0 are the carrier signal’s amplitude and angular frequency, 𝑚(𝑡) is the 

message signal that satisfies |𝑚(𝑡)| ≤ 1, and 𝑘  is the modulation index such that 0 ≤ 𝑘 ≤ 1. 

Substituting (4.3) into (4.2) 

 

𝑖(𝑡) = 𝐼𝑆 {
𝑉0
𝑉𝑇
[1 + 𝑘𝑚(𝑡)] cos(𝜔0𝑡) +

𝑉0
2

2𝑉𝑇
2
[1 + 𝑘𝑚(𝑡)]2 cos2(𝜔0𝑡)+⋯} 

= 𝐼𝑆 {
𝑉0
2

4𝑉𝑇
2 +

𝑉0
2

2𝑉𝑇
2 𝑘𝑚(𝑡) +

𝑉0
2

4𝑉𝑇
2 𝑘

2𝑚2(𝑡) +
𝑉0
𝑉𝑇
[1 + 𝑘𝑚(𝑡)] cos(𝜔0𝑡)  

+
𝑉0
2

4𝑉𝑇
2
[1 + 𝑘𝑚(𝑡)]2 cos(2𝜔0𝑡) +⋯}   

 (4.4) 

Given that the message signal has its own spectrum with a dominant frequency component at 

𝑓𝑚, (4.4) dictates that the diode current will have frequency component at DC, 𝑓𝑚 , 2𝑓𝑚, 𝑓0, 

𝑓0 ± 𝑓𝑚, 2𝑓0, 2𝑓0 ± 𝑓𝑚, 2𝑓0 ± 2𝑓𝑚, and so on. To recover the message 𝑚(𝑡), the output in (4.4) can 

be passed through a filter that will remove the components that are greater than 𝑓𝑚  (see 

Figure 4.4). 

 

However, practical filters are far from ideal and do not have sharp cutoff frequencies. As a 

result, filtered intermodulation products also make it through to produce a ripple voltage at the 

 

Figure 4.4 Spectra of the rectified signal as given by (4.4) and an ideal low-pass filter. 
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output. For a first-order LPF, the ripple voltage is approximated by [47] 

 

𝑉𝑟 ≈
𝑛𝜋𝑉𝑝𝑓𝑐
𝑓0

  (4.5) 

under the condition that 𝑛𝜋𝑓𝑐 𝑓0⁄ ≪ 1 where 𝑛 = 1 for a full-wave rectifier and 𝑛 = 2 for a half-

wave rectifier, 𝑓𝑐  is the cutoff frequency of the LPF, and 𝑉𝑝  is the peak of the envelope. 

Henceforth, a full-wave rectifier is assumed. 

 

The SDR was implemented in MATLAB with a square-law envelope detector as shown in 

Figure 4.5. The output of the square operation to the input signal in (4.3) produces 

 

𝑣𝐷
2 =

𝑉0
2

2
[1 + 2𝑘𝑚(𝑡) + 𝑘2𝑚2(𝑡)] +

𝑉0
2

2
[1 + 2𝑘𝑚(𝑡) + 𝑘2𝑚2(𝑡)] cos(2𝜔0𝑡)  (4.6) 

Examining (4.4), the cos (𝜔0𝑡) term has a smaller factor than the DC and cos (2𝜔0𝑡) terms and 

can be neglected. Hence, (4.4) and (4.6) are approximately equivalent within a factor of 𝐼𝑆 2𝑉𝑇
2⁄ . 

 

The cutoff frequency of the LPF was chosen so that the pulse shape of the symbols is retained. 

For a rectangular pulse shape, it is necessary to maintain sharp transitions and as a result the 

rise time of the LPF is considered. Rise time 𝑇𝑟 is defined as the time it takes for the signal to go 

from 10% to 90% of the final value and for a first-order LPF is approximated by [48] 

 
𝑇𝑟 ≈

0.35

𝑓𝑐
  (4.7) 

To maintain sharp transitions, a rise time of at most one tenth of the symbol duration has been 

chosen, where the symbol duration is given by 𝑇𝑠 = 1/𝑓𝑚. Substituting into (4.5) and solving for 

𝑓𝑐, 

 
3.5𝑓𝑚 ≤ 𝑓𝑐 ≪

𝑓0
𝑛𝜋

  (4.8) 

where the right inequality ensures a small ripple voltage and that the carrier signal is filtered out 

[49]. 

 

Figure 4.5  Square-law envelope detector. 
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4.2.2 FIFTH-ORDER BUTTERWORTH BAND-PASS FILTER 

The purpose of the input BPF is to remove as much of the unwanted components of the 

incoming signal. The BPF was centred on 𝑓0 and designed to be a fifth-order Butterworth filter 

in order to have extremely sharp transitions and a flat passband that will not distort the 

incoming signal. 

 

To determine the appropriate passband, it is necessary to know the equivalent noise bandwidth. 

For any filter, the equivalent noise bandwidth is defined as the double-sided bandwidth of a 

brickwall (ideal) filter that passes the same white noise power as the non-ideal filter and is given 

by [50] 

 

𝐵𝑁 = ∫ |
𝐻(𝜔)

𝐻𝑚𝑎𝑥
|

2

𝑑𝜔
∞

−∞

  (4.9) 

where 𝐻(𝜔) is the frequency response of the non-ideal filter and |𝐻𝑚𝑎𝑥| is the maximum value of 

the non-ideal filter’s response. For a first-order Butterworth filter 𝐵𝑁 = 𝜋𝑓𝑐. For a fifth-order 

Butterworth filter 𝐵𝑁 = 2.03𝑓𝑐. In order to not affect the output of the envelope detector, the 

BPF was designed to have the same noise bandwidth as the LPF as follows 

 
𝐵𝑁 = 𝜋𝑓𝑐,𝐿𝑃𝐹 = 2.03𝑓𝑐,𝐵𝑃𝐹   (4.10) 

With the lower limit of 𝑓𝑐,𝐿𝑃𝐹 given in (4.8) and using (4.10), the cutoff frequency of the BPF was 

chosen to be 𝑓𝑐,𝐵𝑃𝐹 = 1.54𝑓𝑐,𝐿𝑃𝐹 = 5.42𝑓𝑚 (but was set to 𝑓𝑐,𝐵𝑃𝐹 = 5.5𝑓𝑚 in the SDR). Figure 4.6 

demonstrates the validity of (4.10) (though it shows that 𝑓𝑐,𝐵𝑃𝐹 = 4.5𝑓𝑚 would also be quite 

suitable). 

4.2.3 SCHMITT TRIGGER 

For on-off keyed (OOK) messages (a type of ASK) the transmitter sends a HIGH value or a LOW 

value (𝐴 and 0, respectively) corresponding to the transmission of bits 1 and 0. The probability 

of error for an envelope detector under OOK modulation is (see Appendix B) 

 

𝑝𝑒 =
1

2
[∫

2𝜌

𝑁0
𝑒
−
𝜌2

𝑁0𝑑𝜌
∞

𝑧

+ ∫
2𝜌

𝑁0
𝑒
−
𝜌2+𝐴2

𝑁0 𝐼0 (
2𝜌𝐴

𝑁0
)𝑑𝜌

𝑧

𝜌=0

]  (4.11) 

where 𝑧 is the detection threshold above which the detector detects bit 1 and below which it 

detects bit 0, 𝑁0 is the power spectral density of the white noise, and 𝐼0 is the modified Bessel 

function of the first kind and zero order. 
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Eq. (4.11) represents the probability of error for a detector with a single threshold, but 

performance can be improved with a Schmitt trigger. Figure 4.7 shows that a Schmitt trigger 

utilizes two threshold levels (𝑧1 and 𝑧2) with hysteresis to improve the noise immunity. In a 

single threshold detector the test is very simple: if the signal is above the threshold, output bit 1, 

otherwise, output bit 0, as shown in Figure 4.8. In a Schmitt trigger, two conditions must be 

met: (a) if the signal was originally LOW and is now higher than threshold level 𝑧2, output bit 1, 

and (b) if the signal was originally HIGH and is now lower than threshold level 𝑧1, output bit 0, 

otherwise, maintain the original bit value, as shown in Figure 4.8. To accommodate the extra 

threshold level, (4.11) is modified to 

 

Figure 4.7  Hysteresis loop of Schmitt triggers. 

 

Figure 4.6 Combined effect of an LPF and various BPFs with different cutoff frequencies with 𝑓𝑚 = 1 MHz. 
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𝑝𝑒 =
1

2
[∫

2𝜌

𝑁0
𝑒
−
𝜌2

𝑁0𝑑𝜌
∞

𝑧2

+ ∫
2𝜌

𝑁0
𝑒
−
𝜌2+𝐴2

𝑁0 𝐼0 (
2𝜌𝐴

𝑁0
)𝑑𝜌

𝑧1

𝜌=0

]  (4.12) 

Figure 4.9 compares the performance of the two detectors via a BER vs. SNR curve with 𝑧 = 𝐴/2 

for the single threshold detector and 𝑧1 = 𝐴/3, 𝑧2 = 2𝐴/3 for the Schmitt trigger. It is evident 

that the Schmitt trigger provides an improved performance with a 2.5 dB improvement over the 

single threshold detector. 

 

 

Figure 4.8 Schmitt trigger vs. a single threshold detector. 
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4.2.4 LINE CODES 

OOK and modified Miller coding (MMC) were used in the investigation. OOK was chosen due to 

its simplicity in encoding and decoding and MMC is commonly used in RFID [51] and NFC [52] 

In MMC, the bits are represented by the position of a zero pulse within the bit duration as 

illustrated in Figure 4.10. As shown, there are three code words for: a bit 0 following a bit 0, a 

bit 0 following a bit 1, and a bit 1, each consisting of four symbols per bit. Hence, for an OOK 

message, 𝑓𝑚 is equivalent to the data rate, but for an MMC message, 𝑓𝑚 is equivalent to the 

symbol rate (which is four times the data rate). 

 

In applications where the receiver is battery-less, the transmitter must also provide power. 

However, in order to send data on the same frequency simultaneously, the power signal (i.e., the 

carrier) must be modulated, and that reduces the maximum achievable amount of transmitted 

 

Figure 4.9 BER vs. SNR for a single threshold detector and a Schmitt trigger. 

 

Figure 4.10 Modified Miller encoding as specified in [51] 
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power. It was shown in [53] that there is a trade-off between achieving maximum power 

transmission and maximum data rate. MMC is an attempt at minimizing the amount of 

amplitude modulations to ensure high power transfer. The powers associated with each bit 

transmission are 

 

𝑝1|0 = 𝑝1|0 =
3

4
∙
𝐴2

2
𝑝0|1 =

𝐴2

2
𝑝0|0 =

3

4
∙
𝐴2

2
   (4.13) 

where 𝐴2/2 is the unmodulated carrier power and the notation 𝑥|𝑦 represents bit 𝑥 following bit 

𝑦. Then the total power transmitted is given by 

 
𝑝 = 𝑃(0|0)𝑃(0)𝑝0|0 + 𝑃(0|1)𝑃(1)𝑝0|1 + 𝑃(1|0)𝑃(0)𝑝1|0 + 𝑃(1|1)𝑃(1)𝑝1|1 

=
1

2
∙
1

2
 (
3

4
+ 1 +

3

4
+
3

4
)
𝐴2

2
=
13

16
∙
𝐴2

2
 

 (4.14) 

whereas for OOK the transmitted power is 𝐴2 4⁄ . But because in MMC four symbols are used to 

represent a single bit, the data rate is a fourth of the OOK rate. Hence, while MMC transmits 

more power than OOK, its data rate is lower. 

4.2.5 SIMULATION AND MEASUREMENT RESULTS 

The performance of the channel was tested by creating data streams of 10,000 bits encoded with 

OOK and MMC, which were upconverted to 6.01 MHz, filtered with the MATLAB channel filter, 

and processed with the SDR described above. Note that the RFID and NFC standards [51], [52] 

specify a carrier frequency of 13.56 MHz, whereas the channel operates at 6.01 MHz. 

Nevertheless, a data rate of 106 kb/s and MMC were used as in [53]. To confirm the results, the 

same data streams were imported to a Rohde & Schwarz SMW200A vector signal generator, 

which upconverted them to 6.01 MHz and added white Gaussian noise to them. The signal 

generator was connected to the single-conductor system via the transformers (as described 

above) and the output was captured on an oscilloscope. The oscilloscope signals were then 

processed with the same SDR used in simulation. 

 

BER versus SNR plots were produced for both the simulated and measured outputs to evaluate 

the performance. To measure the SNR of the measured output, a separate noise measurement 

was made and the SNR calculated as follows: 

 
𝑝𝑟 = 𝐸[|𝑅|

2] = 𝐸[|𝑆 + 𝑁|2] 

= 𝐸[|𝑆|2] + 2𝐸[|𝑆|]𝐸[|𝑁|] + 𝐸[|𝑁|2] 

= 𝑝𝑠 + 𝑝𝑛 

 (4.15) 
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where 𝐸[∙] is the expectation function, 𝑝𝑟, 𝑝𝑠, and 𝑝𝑛 are the received signal, transmitted signal, 

and noise powers, respectively, and 𝑅, 𝑆, and 𝑁 are the random variables that represent them, 

respectively. From (4.15), the SNR was calculated as 

 
𝑆𝑁𝑅 =

𝑝𝑠
𝑝𝑛
=
𝑝𝑟 − 𝑝𝑛
𝑝𝑛

  (4.16) 

where 𝑝𝑟 and 𝑝𝑛 were measured at the output of the BPF. 

 

Equations (4.8) and (4.10) were derived to ensure that the extracted envelope of the incoming 

OOK signal maintains the sharp rising and falling edges of the rectangular pulse shape. 

However, they are valid only for flat channels. Because frequency-selective channels (of which 

the single-conductor system is an example) introduce ISI (i.e., increase 𝑇𝑟), the combination of 

the channel and the LPF increases 𝑇𝑟 above what (4.8) and (4.10) were designed to achieve. The 

LPF and BPF were designed to produce 𝑇𝑟 = 0.94 μs for 106 kb/s OOK messages and a flat 

channel, but the channel limited 𝑇𝑟 to a minimum of 1.3 µs. Via simulation, it was discovered 

that an 𝑓𝑐,𝐿𝑃𝐹 of nine times the symbol rate (𝑓𝑐,𝐿𝑃𝐹 = 9𝑓𝑚) decreased 𝑇𝑟 sufficiently and resulted 

in better BER performance. The LPF and BPF parameters are listed in Table III. Table III shows 

that the relationship between 𝑓𝑐,𝐿𝑃𝐹  and 𝑓𝑐,𝐵𝑃𝐹  does not adhere to (4.10) any longer, and the 

BPF’s cutoff frequency remains 𝑓𝑐,𝐵𝑃𝐹 = 5.5𝑓𝑚. Since the BPF’s bandwidth is larger than the 

channel’s, and the channel is responsible for most of the signal distortion, the BPF does not 

appreciably distort the signal further. 

Table III LPF and BPF parameters 

Parameter Case 1 Case 2 Case 3 

OOK Data rate, 𝑅𝑏 (kb/s) 106 424 1000 

MMC Data rate, 𝑅𝑏 (kb/s) 26.5 106 250 

LPF cutoff frequency, 𝑓𝑐,𝐿𝑃𝐹 (MHz) 0.954 3.816 9 

BPF bandwidth, 𝐵𝐵𝑃𝐹 = 2𝑓𝑐,𝐵𝑃𝐹 (MHz) 1.166 4.664 11 
 

 

4.2.5.1 On-off keying 
The BER performance of the channel for OOK data is shown in Figure 4.11 for both the 

simulated and measured outputs. The data rates used were 106, 424, and 1000 kb/s. These 

results were compared to the performance of a flat channel with only AWGN present. 
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Observe in Figure 4.11 that as the data rate is increased, the BER increases as well and the 

channel performance deviates from the flat channel’s. Examining the eye diagram for 106 kb/s 

in Figure 4.12(a), the signal shape is unambiguous, with sharp transitions, a small ripple 

voltage, and a wide-open eye. This is expected because the bulk of the signal spectrum is 

captured within the channel bandwidth (approximately 530 kHz). For 424 kb/s [Figure 4.12(b)], 

the transitions widen, the ripple voltage is increased, the rise time is increased (i.e., more ISI is 

introduced), the signal begins to resemble a triangular wave more than a rectangular one, and 

the eye begins to close as the channel filters more of the signal’s spectrum. At 1000 kb/s 

[Figure 4.12(c)], the channel filters almost all of the signal’s spectrum and causes the transitions 

to be very wide, the rise time to greatly increase (such that a single symbol interferes with the 

next three symbols due to ISI), and the eye to close almost completely. Moreover, the 𝑓𝑐,𝐿𝑃𝐹 no 

longer satisfies the right inequality of (4.8) so that a large ripple voltage is present, which 

produces errors at the output of the Schmitt trigger. 

 

At 106 kb/s, the performance does not exactly match that of the flat channel because, as 

mentioned previously, a higher 𝑓𝑐,𝐿𝑃𝐹 is required to combat the increased 𝑇𝑟 produced by the 

channel. This higher cutoff frequency introduces a higher ripple voltage, which is detrimental to 

performance. 
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(a) 

 

(b) 

 

(c) 

Figure 4.11 BER vs. SNR for OOK modulated signals with varying data rates: (a) 106 kb/s, (b) 424 kb/s, and (c) 1000 kb/s. 
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(a) 

 

(b) 

 

(c) 

Figure 4.12 Eye diagrams for the demodulated OOK signals with data rates: (a) 106 kb/s, (b) 424 kb/s, and (c) 1000 kb/s. 
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4.2.5.2 Modified Miller code 
The BER performance was also investigated for MMC data as it was for OOK data. The data 

rates used were 26.5, 106, and 250 kb/s to maintain the same symbol rates as those used for 

OOK. 

 

Figure 4.13 shows that as the data rate increases, the BER increases as well. The results can be 

explained in the same manner as for OOK because the pulse shape is the same (26.5 kb/s MMC 

is analogous to 106 kb/s OOK, 106 kb/s MMC is analogous to 424 kb/s OOK, and 250 kb/s 

MMC is analogous to 1000 kb/s OOK). However, the case of 250 kb/s MMC is of note as 

evidenced by the eye diagram in Figure 4.14(c). Because MMC has short durations in which the 

signal is low, the signal does not reach that level at this high rate. Thus, the eye not only closes 

from the top but also from the bottom, as opposed to its corresponding case of 1000 kb/s OOK 

shown in Figure 4.12(c). Therefore, message recovery is further degraded, as compared to the 

recovery of OOK messages. 

 

Comparing Figure 4.11 and Figure 4.13, it can be seen that the BER for OOK flattens at 0.5 but 

for MMC it flattens above 0.5. As well, the successful recovery of MMC messages requires higher 

SNR than their corresponding OOK messages. The reason is that MMC uses four symbols to 

encode a single bit and all four must be recovered correctly as opposed to the single symbol per 

bit used in OOK. Additionally, the MMC BER for the single-conductor channel is higher than 

that of the flat channel, which is most likely due to ripple voltage and ISI. 
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(a) 

 

(b) 

 

(c) 

Figure 4.13 BER vs. SNR for MMC modulated signals with varying data rates: (a) 26.5 kb/s, (b) 106 kb/s, and (c) 250 kb/s. 
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(a) 

 

(b) 

 

(c) 

Figure 4.14 Eye diagrams for demodulated MMC modulated signals with data rates: (a) 26.5 kb/s, (b) 106 kb/s, and (c) 250 kb/s. 
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4.3 IMPROVED ASYNCHRONOUS ASK RECEIVER 

4.3.1 ENVELOPE DETECTOR 

Looking at the AM signal in (4.3), when 𝑘 is small the HIGH and LOW levels of the signal 

become very close. Discussed in 4.2.1, a ripple voltage is always present, pushing the HIGH level 

ripple towards the LOW level. Thus, if the ripple is large enough, a bit 1 may be erroneously 

detected as a bit 0. Even if the ripple is small, the effect of noise will be exacerbated due to the 

ripple. 

 

From (4.5), the ripple may be reduced by decreasing 𝑓𝑐,𝐿𝑃𝐹. However, there is a lower limit to 

𝑓𝑐,𝐿𝑃𝐹, beyond which the BER increases. The criterion for this lower limit was set so that the 

LOW level will not be pushed towards the HIGH level. It was seen in Figure 4.14 for an MMC 

message at 250 kb/s that the eye closes from the bottom and degrades message recovery, which 

is what this criterion is meant to prevent. The worst case scenario occurs when the filtered signal 

is just able to decay to the LOW level and remain there for the briefest moment before 

encountering a rising edge. Mathematically, for a first order LPF, this can be expressed as 

 
𝑉0(1 + 𝑘)𝑒

−2𝜋𝑓𝑐,𝐿𝑃𝐹/𝑓𝑚 ≤ 𝑉0(1 − 𝑘)  (4.17) 

where the HIGH level is 𝑉0(1 + 𝑘)  and the LOW level is 𝑉0(1 − 𝑘) . Solving for 𝑓𝑐,𝐿𝑃𝐹 , the 

minimum cutoff frequency is 

 

𝑓𝑐,𝐿𝑃𝐹 ≥
𝑓𝑚
2𝜋
ln (

1 + 𝑘

1 − 𝑘
)  (4.18) 

Eq. (4.18) produces lower cutoff frequencies than (4.8) (for values of 𝑘 ranging from 0 to very 

close to 1), and consequently, significantly reduces the ripple voltage. It should be noted that 

when 100% ASK is used, (4.18) dictates that the cutoff frequency be infinite. Since this result 

does not make practical sense, in such cases using 0.9 ≤ 𝑘 < 0.99 is good enough. 

4.3.2 INPUT BAND-PASS FILTER 

Consider that the decision making device is a single threshold detector with a threshold level 

halfway between the LOW and HIGH levels. Due to the slowed down signal decay, the duration 

of bit 0 is shortened. The exact fraction by which the duration is shortened is 

 

𝐶 =
ln(1 − 𝑘)

ln(1 − 𝑘) − ln(1 + 𝑘)
  (4.19) 
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𝐶 ranges from 0.5 to 1 for 𝑘 ranging from 0 to 1, respectively. This shorter duration requires the 

receiver to sample the symbols more precisely, which requires a more complex receiver. 

Fortunately, this can be easily resolved with an input BPF. 

 

The BPF distorts both the rising and falling edges of the message signal. However, the envelope 

detector only distorts the falling edges. In this manner, the bit 1 durations are also shortened, 

thereby lengthening the duration of the bit 0s. Figure 4.15 shows the combined effect when 

detecting a signal with 𝑓0 = 180 kHz and 𝑓𝑚 = 4 kBd (Qi protocol [54]). Without the BPF, the bit 

1 and bit 0 durations are Δ𝑡𝐴𝐶 = 368 μs and Δ𝑡𝐶𝐸 = 132 μs, respectively. The BPF evens out the 

durations by changing them to Δ𝑡𝐵𝐷 = 319 μs and Δ𝑡𝐷𝐹 = 181 μs, respectively. 

 

The BPF was designed as a fifth-order Butterworth filter with a bandwidth that captures at least 

95% of the baseband signal’s power. For a rectangular pulse shape, the single-sided bandwidth 

that contains at least 95% of the power was numerically found to be at least twice the symbol 

rate. It was discussed in Section 4.2.2 that the noise bandwidth of the BPF needs to be at least as 

large as the noise bandwidth of the envelope detector’s LPF. By using (4.18), the noise 

bandwidth of the LPF is much smaller than that of the BPF, and as a result, does not need to be 

considered in the BPF design. 

4.3.3 SIMULATION RESULTS 

To test the above assertions, an SDR was simulated in MATLAB. For the investigation, the 

 

Figure 4.15 Contribution of the BPF in balancing the symbol durations. 
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square-law envelope detection used for the simulation in Section 4.2.1 has been replaced with a 

different algorithm that mimics the operation of the envelope detector more closely 

(see Appendix C). 

 

As well, the physical channel was replaced with one developed for the Qi protocol [see 

Figure 4.16(a)] with the frequency response shown in Figure 4.16(b). The biphase mark line 

code specified in the protocol [54] was used, where bit 1 is represented by a level change at the 

beginning and at half the bit duration, and bit 0 is represented by a level change only at the 

beginning of the bit duration (see Figure 4.17). [54] also specifies a bit rate of 2 kb/s (hence, the 

symbol rate is 𝑓𝑚 = 4 kBd). As before, a stream of 10,000 encoded bits was generated in 

MATLAB, shaped with rectangular pulses, and upconverted to 180 kHz. The modulation index 

was set to 𝑘 = 0.07  based on measurements obtained from a commercial Qi receiver 

communicating with a transmitter. Using this information and (4.18), 𝑓𝑐,𝐿𝑃𝐹 = 89.3 Hz, which is 

97.8% smaller than the symbol rate and 99.4% smaller than the cutoff frequency specified by 

(4.8). The BPF was designed to have a bandwidth of 16 kHz (four times the symbol rate) centred 

at 180 kHz. 

 

The simulation was run in a Monte-Carlo fashion with 𝑓𝑐,𝐿𝑃𝐹 being both higher and lower than 

the 89.3 Hz value. The resulting BER curves are plotted in Figure 4.18. Figure 4.19 compares the 

individual BER performances, where it is evident that a design based on (4.18) indeed results in 

the least amount of errors. Three remarks can be made about Figure 4.18 and Figure 4.19: 

1. With 𝑓𝑐,𝐿𝑃𝐹 = 14 kHz [from (4.8)], the error is always high because the HIGH level ripple 

voltage is predicted by (4.5) to be 0.261𝑉0, but the difference in levels is only 0.14𝑉0. 

2. With 𝑓𝑐,𝐿𝑃𝐹 = 44.6 Hz (half the optimal 𝑓𝑐,𝐿𝑃𝐹), the error increases significantly because 

the signal does not decay all the way to the LOW level. At 𝑓𝑐,𝐿𝑃𝐹 = 44.6 Hz, the signal only 

decays to 0.998𝑉0, which is only slightly below the threshold of the single threshold 

detector. 

3. While 𝑓𝑐,𝐿𝑃𝐹 = 89.3 Hz  achieves a better BER than 𝑓𝑐,𝐿𝑃𝐹 = 357.1 Hz  (as shown in 

Figure 4.19), Figure 4.18(d)-(e) show that the BER performance with the latter frequency 

is more consistent than with the former. This is due to the fact that a lower 𝑓𝑐,𝐿𝑃𝐹 

shortens the LOW level durations (Figure 4.15). Therefore, the sampling clock must be 

more accurate. With a slightly higher 𝑓𝑐,𝐿𝑃𝐹 , the receiver becomes more immune to 
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sampling jitter since the LOW and HIGH level durations are more equal, as shown in 

Figure 4.20, leading to more consistent behaviour. 

 

(a) 

 

(b) 

Figure 4.16 (a) Qi channel and (b) its frequency response (𝑆21 parameter). 

 

Figure 4.17 Biphase mark line code [54]. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 4.18 BER performance for various cutoff frequencies: (a) 14 kHz, (b) 6 kHz, (c) 1.28 kHz, (d) 357.1 Hz, (e) 89.3 Hz, and (f) 

44.6 Hz. The dashed line approximates the best performance at each frequency. 
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4.3.4 APPLICATION TO WIPT 

The above design procedure was shown to be quite robust in its reduction of errors for a variety 

of modulation indices but is also elegant in its simplicity, where the single most important 

design parameter is simply the cutoff frequency of the LPF in the envelope detector stage. 

 

 

Figure 4.19 Performance comparison of receivers with different cutoff frequencies. 

 

Figure 4.20 Received signal after passing through an envelope detector with 𝑓𝑐,𝐿𝑃𝐹 = 357.1 Hz. The HIGH and LOW level 

durations are Δ𝑡𝐴𝐵 = 253 μs and Δ𝑡𝐵𝐶 = 246 μs, respectively. 
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Moreover, it is predicted that this design can be very beneficial in SWIPT and wirelessly 

powered backscatter communication. One method by which battery-less WPT receivers 

communicate with transmitters is load modulation (as discussed above for both RFID [51], [52] 

and Qi [54] power receivers) due to its low power consumption [55]. Because load modulation 

requires the WPT receiver to change its impedance [56], the receiver takes itself in and out of 

the impedance matched condition in order to communicate, which prevents it from receiving 

the maximum available power from the WPT transmitter. The level of mismatch (i.e., the 

reflection coefficient) sets the modulation index [55], [57]. Thus, reliable ASK communication 

requires 100% modulation but necessitates a high level of mismatch. The receiver design 

procedure discussed above improves the reliability of communication with a low modulation 

index, which enables the WPT receiver to avoid deep impedance mismatches and ensures high 

power transfer. 

 

In addition, this method may be beneficial in WPT transmitter-to-receiver communication in 

the sense that a WPT transmitter may transmit a signal whose amplitude is more constant due 

to the low modulation index (i.e., higher power), and the receiver will be able to recover the 

message more reliably.  
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Chapter 5 Band-Pass Filter Theory in the Design of Single-

Conductor Channels 

Power and data transfer have traditionally been dealt with separately, and for a good reason. 

Consider for example the frequency response of a resonant WPT system with frequency 

splitting, as in Figure 5.1. Power transfer attempts to achieve either the maximum power 

transferred to the load (i.e., maximum transducer gain |𝑆21|), which occurs when the system is 

operated at either 𝑓𝑇𝐺1 or 𝑓𝑇𝐺2 [as given by (2.75) and (2.76)], or a high power gain, which occurs 

when the system is operated at 𝑓𝑃𝐺 [as given by (2.63)]. In both cases, power transfer benefits 

most when a single sinusoid is transmitted. 

 

On the other hand, data transfer attempts to maximize the data rate (i.e., the capacity of the 

channel), which is possible only if the signal occupies wider bandwidth. Even though the 

frequency-selective nature of the channel in Figure 5.1 will distort the data signal, the problem 

can be remedied using channel equalization or the water-filling power allocation technique [53]. 

Thus, a frequency-selective channel is much more detrimental to WPT than it is to data transfer. 

Hence, achieving both maximum power transfer and maximum data rate is impossible and a 

trade-off exists [53], [58]. 

 

However, it has been reported in literature that when it comes to AC-to-DC power conversion, 

WPT also stands to benefit from utilizing wider bandwidths. Due to the non-linear nature of a 

 

Figure 5.1  Channel frequency response for a resonant WPT system with frequency splitting. 
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diode, which is often used in AC-to-DC power converters, it was discovered by Trotter et al. [59] 

that some signals that exhibit large peak-to-average power ratios (PAPR) result in better power 

conversion efficiencies. Such signals (called power optimized signals in literature) exhibit wider 

bandwidths than the single tone sinusoids that are traditionally used. The signals indicated by 

[59] as good candidates include: multitone signals, Gaussian waveforms, and raised cosine 

waveforms. Collado et al. [60] showed that other high PAPR signals such as OFDM (used in 

modern communication networks), white noise, and chaotic signals are also excellent 

candidates. Boaventura et al. [61] mathematically demonstrated that when the frequency 

components of the power optimized signals are in phase, the efficiency is maximized. The results 

of [59]–[61] are significant to SWIPT as they demonstrate that raised cosine and Gaussian 

waveforms, which are commonly used in communication and satisfy the in-phase condition for 

maximum efficiency, as well as OFDM signals are better suited for WPT than the traditionally 

used single sinusoid. These results were applied in SWIPT to enhance the performance of 

communication to and from battery-less sensors and to create novel modulation schemes for 

WPT [62]–[65]. It is worthwhile to note that the conclusions drawn in [59]–[61] are not valid 

for voltage multiplier rectifiers [66] or at high input powers [67]. 

 

The above discussion points to the conclusion that signals occupying non-zero bandwidth are 

beneficial to both communication and WPT (with a rectifying receiver). However, the channel 

may be frequency-selective and may require one or more of the following actions: 

 Equalization to undo the distortion caused by the channel on the communication signal 

and to reduce ISI. 

 Power allocation to frequencies for which the channel gain is strongest, according to the 

conventional or modified water-filling algorithm, in order to increase the channel 

capacity [13], [53], [58]. 

 Power allocation to frequencies for which the channel gain is strongest in order to exploit 

the rectifier’s non-linearity and harvest more power [13], [63]. 

Hence, both WPT and communication will benefit from a frequency-flat channel. 

 

In this chapter, the design of frequency-flat resonant WPT channels is considered based on the 

design of Butterworth band-pass filters. BPF theory was chosen because of its ease of use and 

because bandwidth is a design parameter. However, it should be noted that the size of the 

bandwidth is not without a limit and is governed by the Bode-Fano criterion [68]. 
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Although the design of BPFs using coupled resonators is well established [3], [69], it is 

underutilized among resonant WPT designers. In [70], [71], the authors describe the method for 

resonant WPT system design based on BPF theory. However, their conclusions only focus on its 

ease of use over other design methods and do not delve into the benefits of being able to choose 

the bandwidth. In [72], the authors note that, contrary to popular belief, use of the high Q 

resonators required for high power transfer (discussed in Section 2.2.3) does not necessarily 

produce small bandwidths. They exploited this fact to construct a resonant WIPT channel but 

did not use BPF theory. As noted in [73], the ability to choose bandwidth as a design parameter 

is highly advantageous to the design of resonant WIPT channels. Here, BPF theory is extended 

to the design of resonant WPT systems employing coupled quarter-wave sheath helices with 

bandwidth as the main parameter. 

5.1 INDUCTIVELY COUPLED RESONATORS IN THE DESIGN OF MAXIMALLY 

FLAT BAND-PASS FILTERS 

Consider the 𝑁th order ladder network BPF circuit in Figure 5.2(a). The series component values 

are given by [3] 

 
𝐿𝑛 =

𝑅𝑔𝑛
Δ𝜔0

 

𝐶𝑛 =
Δ

𝑅𝑔𝑛𝜔0
 

 (5.20) 

and the shunt component values are given by 

 

(a) 

 

(b) 

Figure 5.2  An 𝑁th order (a) ladder network and (b) impedance transformer synthesis of a BPF. 
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𝐿𝑛 =

𝑅Δ

𝑔𝑛𝜔0
 

𝐶𝑛 =
𝑔𝑛
𝑅Δ𝜔0

 

 (5.21) 

where the resonant frequency 𝜔0 and the fractional bandwidth Δ are given by 

 
𝜔0 = √𝜔1𝜔2  (5.22) 

 
Δ =

𝜔2 −𝜔1
𝜔0

  (5.23) 

where 𝜔1 and 𝜔2 are the passband edge frequencies where the response drops to -3 dB, and 𝑔𝑛 

for a maximally flat (Butterworth) filter is given by 

 
𝑔𝑛 = 2 sin (

2𝑛 − 1

2𝑁
𝜋) 1 ≤ 𝑛 ≤ 𝑁  (5.24) 

 

Now consider the 𝑁th order BPF implemented with impedance transformers in Figure 5.2(b). 

The input impedances of both implementations are given by 

 
𝑍𝑖𝑛 = 𝑗𝜔𝐿1 −

𝑗

𝜔𝐶1
+

1

𝑗𝜔𝐶2 −
𝑗
𝜔𝐿2

+
1

𝑗𝜔𝐿3 −
𝑗
𝜔𝐶3

+⋯

 
 (5.25) 

 

𝑍𝑖𝑛
′ = 𝑗𝜔𝐿1

′ −
𝑗

𝜔𝐶1
′ +

𝐾12
2

𝑗𝜔𝐿2
′ −

𝑗
𝜔𝐶2

′ +
𝐾23
2

𝑗𝜔𝐿3
′ −

𝑗
𝜔𝐶3

′ +⋯

 
 (5.26) 

For both implementations to be equivalent, it can be shown that the following relationships 

must be satisfied: 

 

𝐿𝑛
′ =

{
 
 
 

 
 
 

𝐿1 𝑛 = 1

(
𝐾23𝐾45…𝐾𝑛−1,𝑛
𝐾12𝐾34…𝐾𝑛−2,𝑛−1

)

2

𝐿𝑛 𝑛 𝑜𝑑𝑑, 𝑛 ≠ 1

(
𝐾12𝐾34…𝐾𝑛−1,𝑛
𝐾23𝐾45…𝐾𝑛−2,𝑛−1

)

2

𝐶𝑛 𝑛 𝑒𝑣𝑒𝑛

  (5.27) 
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𝐶𝑛
′ =

{
 
 
 

 
 
 

𝐶1 𝑛 = 1

(
𝐾12𝐾34…𝐾𝑛−2,𝑛−1
𝐾23𝐾45…𝐾𝑛−1,𝑛

)

2

𝐶𝑛 𝑛 𝑜𝑑𝑑, 𝑛 ≠ 1

(
𝐾23𝐾45…𝐾𝑛−2,𝑛−1
𝐾12𝐾34…𝐾𝑛−1,𝑛

)

2

𝐿𝑛 𝑛 𝑒𝑣𝑒𝑛

 

 

{
 
 

 
 
𝐾12𝐾34…𝐾𝑁−2,𝑁−1
𝐾23𝐾45…𝐾𝑁−1,𝑁

= 1 𝑁 𝑜𝑑𝑑

𝐾12𝐾34…𝐾𝑁−1,𝑁
𝐾23𝐾45…𝐾𝑁−2,𝑁−1

= 𝑅 𝑁 𝑒𝑣𝑒𝑛

  (5.28) 

It can be concluded from (5.28) that for an odd order there is more design freedom in choosing 

the load (and source) impedance (which was briefly discussed in Section 2.2.3.2). 

 

The impedance inverter can be implemented as a magnetically coupled circuit (as shown in 

Figure 5.3), where the input impedance is 

 

 

𝑍𝑖𝑛 = 𝑗𝜔𝐿1 +
(𝜔𝑀)2

𝑅 + 𝑗𝜔𝐿2
= 𝑗𝜔𝐿1 +

𝐾2

𝑅 + 𝑗𝜔𝐿2
  (5.29) 

Thus, 

 
𝐾 = 𝜔𝑀  (5.30) 

It is important to note that 𝐾 is a constant but in (5.30) it is frequency dependent. Hence, we 

choose 

 
𝐾 = 𝜔0𝑀  (5.31) 

and the BPF may be constructed with coupled resonators as shown in Figure 5.4. 

 

Figure 5.3  Impedance inverter implemented as an inductively coupled circuit. 
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5.2 SHEATH HELIX EQUIVALENT CIRCUIT MODEL 

5.2.1 QUARTER-WAVE SHEATH HELIX 

The grounded sheath helix that was presented in Section 3.1.2 can be modeled by the circuit in 

Figure 5.5. From the voltage and current profiles given in Section 3.1.2, it can be deduced that 

the impedance at resonance is low since the voltage is low and the current is high at the input 

port. Hence, the sheath helix is represented by the series connection of an inductor 𝐿0 and a 

capacitor 𝐶0. However, there is a large accumulation of charge at the open end that will couple to 

ground, which is represented by the shunt capacitor 𝐶𝑎. 

 

A helix (with the parameters given in Table IV) was simulated in HFSS with a single lumped 

port between the ground plane and the helix [as shown in Figure 5.6(a)]. The imaginary 𝑍11 

parameters (i.e., input reactance) are given in Figure 5.6(b). 

From Figure 5.5, the reactance of the helix is given by 

 

𝑋ℎ𝑒𝑙𝑖𝑥 = −
𝜔2𝐿0𝐶0 − 1

𝜔(𝐶0 + 𝐶𝑎) (𝜔
2𝐿0

𝐶0𝐶𝑎
𝐶0 + 𝐶𝑎

− 1)
  (5.32) 

𝐿0 can be derived from 𝑋ℎ𝑒𝑙𝑖𝑥  by evaluating the derivative of 𝑋ℎ𝑒𝑙𝑖𝑥  with respect to 𝜔 at 𝜔0 =

1/√𝐿0𝐶0 

 

Figure 5.4  𝑁th order inductively coupled resonator synthesis of a BPF. 

Table IV Sheath helix dimensions 

Parameter Description Value 

𝑛 Number of turns 55 

𝑟 Radius 50 mm 

𝑎 Wire diameter 0.51 mm (24 AWG) 

𝑝 Pitch 3 mm 
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 𝑑𝑋ℎ𝑒𝑙𝑖𝑥
𝑑𝜔

|
𝜔=𝜔0

= 2𝐿0  (5.33) 

Then, 𝐶0 can be calculated from 

 
𝜔0
2 =

1

𝐿0𝐶0
  (5.34) 

Finally, 𝐶𝑎 can be calculated from 

 

(
𝜔0
𝜔𝑎
)
2

=
𝐶𝑎

𝐶0 + 𝐶𝑎
  (5.35) 

where 𝜔𝑎 is the antiresonance frequency. 

 

Using (5.32)-(5.35), the lumped circuit components are: 𝐿0 = 120.982 μH, 𝐶0 = 6.248 pF, and 

𝐶𝑎 = 5.781 pF. Figure 5.6(b) shows that the equivalent circuit and the simulated helix produce 

identical reactance profiles – confirming the validity of the circuit model. 

 

 

 

Figure 5.5  Equivalent lumped-element model of the quarter-wave sheath helix resonator. 
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(a) 

 

(b) 

Figure 5.6  (a) HFSS model of the quarter-wave sheath helix resonator. (b) Reactances of the sheath helix and its equivalent 

lumped-element circuit. 
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5.2.2 CAPACITIVELY COUPLED QUARTER-WAVE SHEATH HELICES 

If two quarter-wave helices are connected, the resultant circuit will be a half-wave helix. 

Figure 5.7(a) depicts the structure with a port between the two helices. The dimensions of the 

two quarter-wave helices that compose the half-wave helix are the same as those listed in Table 

IV. To develop the equivalent lumped-element circuit model, consider the structure in 

Figure 5.6(a) again. Due to the infinite ground, image theory can be used to visualize the 

quarter-wave helix as two series-connected quarter-wave helices, i.e., a half-wave helix. By 

extension, the half-wave helix lumped-element circuit model should take the form shown in 

Figure 5.7(b), which is derived from Figure 5.5. The reactance of the half-wave helix is given in 

Figure 5.7(c). Using (5.32)-(5.35), the circuit parameters are: 𝐿0 = 251.574 μH, 𝐶0 = 2.767 pF, 

and 𝐶𝑎 = 2.983 pF, and the reactance of the equivalent lumped-element circuit is plotted in 

Figure 5.7(c). Due to the symmetry of the structure, the lumped element values in Figure 5.7(b) 

are given by 𝐿0𝑎 = 𝐿0𝑏 = 𝐿0/2, 𝐶0𝑎 = 𝐶0𝑏 = 2𝐶0, and 𝐶𝑎1 = 𝐶𝑎2 = 2𝐶𝑎. 

 

Now, if a capacitive discontinuity with a square area of 0.179 m2 and a plate separation of 10 mm 

is placed between the two helices [as in Figure 5.8(a)], then the structure can be represented by 

Figure 5.8(b), where the circuit in Figure 5.7(c) was modified to include the capacitive 

discontinuity Cd = 158.536 pF. Figure 5.8(c) shows that the reactance profile obtained from the 

HFSS structure is almost identical to that of the equivalent circuit model. 
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(a) 

 

(b) 

 

(c) 

Figure 5.7  (a) HFSS model of the half-wave sheath helix resonator. (b) Equivalent lumped-element circuit of the half-wave 

sheath helix resonator. (c) Reactances of the sheath helix and its equivalent lumped-element circuit. 
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(a) 

 

(b) 

 

(c) 

Figure 5.8 (a) HFSS model of the half-wave sheath helix resonator with a capacitive discontinuity. (b) Equivalent lumped-

element circuit of the HFSS model. (c) Reactances of the HFSS model and the equivalent lumped-element circuit. 
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5.3 IMPLEMENTATION OF QUARTER WAVE SHEATH HELICES IN BPFS 

5.3.1 SECOND ORDER BPF WITH 10% BANDWIDTH 

The circuit diagram for a second order (𝑁 = 2) BPF with one sheath helix is shown in Figure 5.9. 

From Section 5.2.1, we let 𝐿1 = 120.982 μH  and 𝐶1 = 6.248 pF  (note that 𝐶𝑎  is disregarded 

because its effect is negligible at the resonant frequency). The design parameters for the second 

order BPF with 10% bandwidth are given in Table V. 

𝐿2 was split into two inductors: (a) a coil with a small inductance 𝐿2𝑎 = 1.94 μH that couples to 

the sheath helix and (b) a larger inductor 𝐿2𝑏 = 119.04 μH that is uncoupled from the helix. 

Table VI lists the parameters of 𝐿2𝑎. Since it is difficult to determine mathematically the relative 

positions of the sheath helix and the coil inductor that will achieve the proper mutual inductance 

𝑀, a parametric sweep was performed from which it was determined that the coil inductor 𝐿2𝑎 

must be placed about 54 mm above the base of the sheath helix. The response of the filter is 

plotted in Figure 5.10 together with those of an equivalent ladder network BPF and a BPF using 

coupled resonators. 

 

Table V Design parameters of the second order BPF with 10% bandwidth 

Parameter Value Parameter Value 

𝑓0 5.789 MHz 𝐾 [from (5.28)] 311 Ω 

Δ 0.1 𝐿2 [from (5.21) and (5.27)] 120.982 µH 

𝐿1 120.982 µH 𝐶2 [from (5.21) and (5.27)] 6.248 pF 

𝐶1 6.248 pF 𝑀 [from (5.31)] 8.550 µH 

𝑅 [from (5.20)] 311 Ω   
 

 

Figure 5.9  Circuit representation of a second order BPF with a sheath helix. 
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5.3.2 SECOND ORDER BPF WITH 50% BANDWIDTH 

The design for the second order BPF with 50% bandwidth uses the same architecture shown in 

Figure 5.9, with the design parameters listed in Table VII. Once again, 𝐿2 was split into two 

inductors: 𝐿2𝑎 = 67.51 μH (coupled to the sheath helix) and 𝐿2𝑏 = 53.47 μH (not coupled). When 

𝐿2𝑎 is 90 mm above the base of the sheath helix, the response is given by Figure 5.11. 

Table VI Coil inductor parameters for the second order BPF with 10% bandwidth 

Parameter Description Value 

𝑛 Number of turns 3 

𝑟 Radius 49.235 mm 

𝑎 Wire diameter 0.51 mm (24 AWG) 

𝑝 Pitch 3 mm 
 

 

Figure 5.10 𝑆21 parameters of the second order BPF with 10% bandwidth. 
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Table VII Design parameters of the second order BPF with 50% bandwidth 

Parameter Value Parameter Value 

𝑓0 5.789 MHz 𝐾 [from (5.28)] 1.556 kΩ 

Δ 0.5 𝐿2 [from (5.21) and (5.27)] 120.982 µH 

𝐿1 120.982 µH 𝐶2 [from (5.21) and (5.27)] 6.248 pF 

𝐶1 6.248 pF 𝑀 [from (5.31)] 42.774 µH 

𝑅 [from (5.20)] 1.556 kΩ   
 

Table VIII Coil inductor parameters for the second order BPF with 50% bandwidth 

Parameter Description Value 

𝑛 Number of turns 17 

𝑟 Radius 49.235 mm 

𝑎 Wire diameter 0.51 mm (24 AWG) 

𝑝 Pitch 0.62 mm 
 

 

Figure 5.11 𝑆21 parameters of the second order BPF with 50% bandwidth. 
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5.3.3 THIRD ORDER BPF WITH 10% BANDWIDTH 

The circuit diagram for the third order (𝑁 = 3) BPF with two sheath helices separated by a 

capacitive discontinuity is shown in Figure 5.12. From Section 5.2.2, we let 𝐿2𝑎 = 𝐿2𝑏 = 𝐿2 2⁄ =

125.787 μH  and 𝐶2𝑎 = 𝐶2𝑏 = 2𝐶2 = 5.534 pF  (again, 𝐶𝑎  is disregarded in the design). As 

mentioned in Section 5.1, for an odd order there is freedom to choose 𝑅, hence we choose 

𝑅 = 50 Ω. The design parameters for the third order BPF with 10% bandwidth are given in Table 

IX. 

Again, 𝐿1 and 𝐿3 were split into 𝐿1𝑎 = 𝐿3𝑎 = 1 μH, which couple to the sheath helix, and 𝐿1𝑏 =

𝐿3𝑏 = 12.19 μH . In the HFSS simulation, 𝐿1𝑎  and 𝐿3𝑎  were simulated as coils with the 

dimensions listed in Table X. The responses of the filter and those of the ladder network and 

coupled resonator BPFs are plotted in Figure 5.13. It is noted that the passbands are similar in 

width, though shifted from the ladder network and coupled resonator implementations. 

 

 

Table IX Design parameters of the third order BPF with 10% bandwidth 

Parameter Value Parameter Value 

𝑓0 6.032 MHz 𝐾12 = 𝐾23 [from (5.27) and (5.28)] 154.32 Ω 

Δ 0.1 𝐿1 = 𝐿3 [from (5.21) and (5.27)] 13.19 µH 

𝐿2 251.57 µH 𝐶1 = 𝐶3 [from (5.21) and (5.27)] 52.77 pF 

𝐶2 2.77 pF 𝑀12 = 𝑀23 [from (5.31)] 4.07 µH 

𝑅 50 Ω   
 

 

Figure 5.12 Circuit representation of the third order BPF with sheath helices and a capacitive discontinuity. 
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5.3.4 THIRD ORDER BPF WITH 50% BANDWIDTH 

The design for the third order BPF with 50% bandwidth uses the same architecture shown in 

Figure 5.12, with the design parameters listed in Table XI. Once again, 𝐿1 and 𝐿3 were split into 

two inductors: 𝐿1𝑎 = 𝐿3𝑎 = 67.51 μH (coupled to the sheath helices) and 𝐿1𝑏 = 𝐿3𝑏 = 53.47 μH. 

The dimensions for coils 𝐿1𝑎 and 𝐿3𝑎 are given in Table XII. Figure 5.14 plots the responses for 

the simulated, ladder network, and coupled resonator filters. 

 

It is shown that the responses do not agree, which is due to 𝐶𝑎 of the sheath helices. Also plotted 

in Figure 5.14 are the responses of the lumped-element model simulated in Keysight ADS with 

𝐶𝑎 = 14.84 pF. When 𝐶𝑎 is taken into account, a strong agreement is observed. 

Table X Coil inductor parameters for the third order BPF with 10% bandwidth 

Parameter Description Value 

𝑛 Number of turns 2 

𝑟 Radius 49.235 mm 

𝑎 Wire diameter 0.51 mm (24 AWG) 

𝑝 Pitch 3 mm 
 

 

Figure 5.13 𝑆21 parameters of the third order BPF with 10% bandwidth. 
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Table XI Design parameters of the third order BPF with 50% bandwidth 

Parameter Value Parameter Value 

𝑓0 6.032 MHz 𝐾12 = 𝐾23 [from (5.27) and (5.28)] 345.06 Ω 

Δ 0.1 𝐿1 = 𝐿3 [from (5.21) and (5.27)] 2.64 µH 

𝐿2 251.57 µH 𝐶1 = 𝐶3 [from (5.21) and (5.27)] 263.85 pF 

𝐶2 2.77 pF 𝑀12 = 𝑀23 [from (5.31)] 9.11 µH 

𝑅 50 Ω   
 

Table XII Coil inductor parameters for the third order BPF with 50% bandwidth 

Parameter Description Value 

𝑛 Number of turns 3 

𝑟 Radius 49.235 mm 

𝑎 Wire diameter 0.51 mm (24 AWG) 

𝑝 Pitch 0.65 mm 
 

 

Figure 5.14 𝑆21 parameters of the third order BPF with 50% bandwidth. 
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Chapter 6 Conclusion 

This thesis has explored a method of power and data transmission that uses only a single 

conductor with no ground return. To facilitate this study, a few fundamental concepts on 

inductive and resonant WPT were developed in order to demonstrate the superiority of resonant 

WPT over traditional inductive WPT. Moreover, the benefits of a relay in increasing transfer 

distance and design flexibility were discussed in the specific case of a 3-resonator system. The 

last introductory concept was that of the sheath helix, which forms the most crucial element of 

the single-conductor system presented here. 

 

The capability of the proposed single-conductor system to be used as a communication channel 

was studied. OOK modulation was used due to its simplicity, which was then extended to the 

modified Miller line code widely used in RFID and NFC communication. The results showed 

that data rates in the hundreds of kilobits per second are possible with the chosen modulation 

schemes, rendering the system suitable for RFID and NFC application. However, it was shown 

that communication at higher data rates is severely limited by the bandwidth of the system. 

 

In order to increase the data rate for the channel, two methods were investigated: 

1. Ripple voltage reduction: In addition to the ISI introduced by the frequency-selective nature 

of the single-conductor system, higher data rates suffer from increased ripple voltage that 

hinders the reliable reception of data. To combat this, a new design criterion was developed 

for the asynchronous receiver. The criterion relies on distorting the incoming signal by 

reducing the cutoff frequency of the receiver’s LPF, which in turn reduces the ripple voltage. 

Simulation results demonstrated that this new criterion significantly improves the 

communication performance by decreasing the BER, thereby allowing higher data rates to 

be used. An additional consequence of this criterion is the reliable detection of messages 

with a lower modulation index, which is theorized to be highly beneficial to SWIPT and 

wirelessly powered backscatter communication. 

 

2. System bandwidth enlargement: By modeling the sheath helix as a resonant lumped-

element circuit, it was possible to apply well-known band-pass filter design techniques for 

Butterworth filters, in which bandwidth is a design parameter. This provides a framework 

for the design of single-conductor communication systems with a bandwidth requirement. 
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Mathematical relationships were derived to convert from the ladder-network synthesis to 

the inductively coupled resonator synthesis. These equations were utilized to design four 

single-conductor systems employing sheath helices in HFSS: two second-order systems with 

10% and 50% bandwidths and two third-order systems with 10% and 50% bandwidths. 

Simulation results for the structures closely agreed with simulation results performed in 

Keysight ADS for the equivalent lumped-element circuits. These results demonstrated how 

easy it is to design single-conductor systems with desired bandwidths for WIPT purposes. 

6.1 FUTURE WORK 

This work opens up several directions for further investigation: 

 Chapter 4 presented results showing the potential of the single-conductor system for use 

with RFID sensors. However, the results were produced only with an SDR. Hence, a 

practical implementation with an RFID sensor should be performed to confirm the results. 

 Chapter 4 also introduced a new receiver design, which was only implemented as an SDR. 

Again, a practical implementation to confirm the results of the simulation is desired. 

Further, it was discussed that the design may be highly applicable to SWIPT and wirelessly 

powered backscatter communication –applications that warrant further study, both 

theoretically and practically. 

 It was shown in literature and this thesis that a wire or a capacitive discontinuity placed 

between the sheath helices supports WPT and data transfer. It is of interest to test other 

conductive structures of arbitrary shapes and sizes as this could inspire new applications. A 

related study should explore the transmission range enabled by this technology by using 

longer conductors between the sheath helices. Studying the shape, size, and length of the 

conductor is of interest because they will change the structure of the overall system and thus 

affect its resonant frequency, bandwidth, and gain. 

 As with any transmission medium, multiple-input multiple-output (MIMO) should be 

applied to it to study its potential for use in data and power networks. As with the shape, 

size, and length of the conductor, multiple transmitters and receivers will affect the resonant 

frequency, bandwidth, and gain of the overall system. 

 In order to exploit existing band-pass filter architectures, Chapter 5 used a simple circuit 

model for the helix. However, it was seen that the model is imperfect, which resulted in a 

discrepancy between the design criteria and the actual simulation results. A more accurate 

model would enable a better design such that the criteria are met. 
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 Chapter 5 only provided simulation results of the proposed BPF design method, which 

should be confirmed by measurement. Moreover, the BPF design method relied on equal 

source and load impedances, which may not always be possible. The literature cited in this 

work provides a method to design systems that are not bound by this restriction and that 

should be implemented with the single-conductor system. 

 This thesis looked into two methods to increase the data rates: an improved envelope 

detector for ASK and bandwidth enlargement of the system. Another popular method that 

should be investigated is equalization. 
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Appendix A. Isolation Transformers 

The measurements performed on the single-conductor system investigated in this thesis 

produced fickle and unreliable results. It was observed in some instances that touching or even 

approaching the measurement devices or their coaxial cable connections caused the 

measurement to change. The reason for this can be explained by considering the structure in 

Figure A.1(a). The sheath helix connected to a conductive plate can be viewed as an inductively-

loaded monopole antenna with an electrically small ground plane. Feeding it directly with a 

coaxial cable will cause an undesired current 𝐼2  to flow on the outside of the coaxial cable 

because it provides a path to ground with smaller impedance, thus producing unbalanced 

currents in the antenna, 𝐼 and 𝐼1 (where 𝐼1 < 𝐼). As a result, the open-circuited end of the sheath 

helix will couple to the outside of the coaxial cable instead of to its ground plane, unintentionally 

incorporating the measurement devices, their connections, and anything that is in proximity to 

them into the antenna. To suppress the current flowing outside the coaxial cable, a simple 

isolation transformer may be used to balance the currents flowing in the monopole antenna, as 

shown in Figure A.1(b), thereby producing one half of the single-conductor system presented in 

this thesis [46], [74]. However, it was shown in [46] that a single isolation transformer was 

insufficient to stabilize the response and instead a cascade connection of several transformers 

was required. 

 

Tests performed by the research group showed that more stable measurements, which agree 

with simulation, are obtained by the addition of a cascade connection of several isolation 

transformers at the input and output of the system, as in [46]. Figure A.2 shows the frequency 

response of the channel with up to five transformers at the input and output. It is clear that four 

transformers at each port are sufficient to stabilize the measured response. 
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(a) 

 

(b) 

Figure A.1  (a) An inductively-loaded monopole antenna with an electrically small ground plane fed directly by a coaxial cable. 

(b) An inductively-loaded monopole fed with an isolation transformer. 
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Figure A.2 Measured channel response with up to five transformers at each port. 
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Appendix B. Probability of Error for the Asynchronous 

Detection of OOK Data 

AWGN is modelled by a circularly Gaussian (i.e., complex) distribution with mean 𝜇 (complex 

value) and variance 𝜎2 = 𝑁0 as 𝑁~𝒞𝒩(𝜇,𝑁0). Individually, the 𝑥 and 𝑦 components of the noise 

are represented by Gaussian variables as 𝑁𝑥~𝒩(𝜇𝑥 ,
𝑁0

2⁄ ) and 𝑁𝑦~𝒩(𝜇𝑦,
𝑁0

2⁄ ), where 𝜇𝑥 , 𝜇𝑦 ∈

ℝ. The individual distributions can be mathematically expressed as 

 

𝑓𝑋(𝑥) =
1

√𝜋𝑁0
𝑒
−
(𝑥−𝜇𝑥)

2

𝑁0 𝑓𝑌(𝑦) =
1

√𝜋𝑁0
𝑒
−
(𝑦−𝜇𝑦)

2

𝑁0   (B.1) 

For a signal corrupted by AWGN, the received signal passband is given by 

 
𝑟(𝑡) =∑𝑠𝑘𝑔(𝑡 − 𝑘𝑇𝑠) 𝑐𝑜𝑠(𝜔0𝑡)

𝑘

+ 𝑛(𝑡) 

=∑𝑠𝑘𝑔(𝑡 − 𝑘𝑇𝑠)𝑐𝑜𝑠 (𝜔0𝑡)

𝑘

+ 𝑛𝑥(𝑡) 𝑐𝑜𝑠(𝜔0𝑡) + 𝑛𝑦(𝑡)𝑠𝑖𝑛 (𝜔0𝑡) 
 (B.2) 

where 𝑠𝑘 is the kth symbol and 𝑔(𝑡 − 𝑘𝑇𝑠) is the pulse shape sent at the kth symbol interval 𝑇𝑠. 

The envelope of this signal is given by 

 

𝑒(𝑡) = √[∑𝑠𝑘𝑔(𝑡 − 𝑘𝑇𝑠) + 𝑛𝑥(𝑡)

𝑘

]

2

+ [𝑛𝑦(𝑡)]
2

  (B.3) 

and in terms of random variables 

 

𝐸 = √(𝑆𝑘 +𝑁𝑥)
2 +𝑁𝑦

2  (B.4) 

For an OOK signal, two cases must be considered: 𝑆𝑘 = 0 and 𝑆𝑘 = 𝐴. 

𝑆𝑘 = 0: 

The probability of error is given by 𝑝𝑒|0 = 𝑃(𝐸 > 𝑧) where 𝑧 is a threshold value above which the 

receiver detects the symbol as 𝐴. The probability of error can be rewritten as 

 

𝑝𝑒|0 = 𝑃(√𝑁𝑥
2 +𝑁𝑦

2 > 𝑧) = 𝑃(𝑁𝑥
2 +𝑁𝑦

2 > 𝑧2)  (B.5) 
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where 𝑁𝑥
2 +𝑁𝑦

2 > 𝑧2 is simply the area 𝒮 outside a circle with radius 𝑧 and centred at the origin. 

Then 

 
𝑝𝑒|0 =∬𝑓𝑋𝑌(𝑥, 𝑦)𝑑𝑥 𝑑𝑦 

𝒮

  (B.6) 

Since the 𝑥 and 𝑦 component of noise are independent of each other, their joint probability 

distribution function may be re-expressed as the product of their individual probability 

distribution functions and (B.6) becomes 

 

𝑝𝑒|0 =∬
1

𝜋𝑁0
𝑒
−
𝑥2+𝑦2

𝑁0 𝑑𝑥 𝑑𝑦 

𝒮

  (B.7) 

Changing from rectangular to polar coordinates 

 

𝑝𝑒|0 = ∫ ∫
1

𝜋𝑁0
𝑒
−
𝜌2

𝑁0𝜌 𝑑𝜙 𝑑𝜌 

2𝜋

𝜙=0

∞

𝜌=𝑧

 

= ∫
2𝜌

𝑁0
𝑒
−
𝜌2

𝑁0𝑑𝜌
∞

𝑧

 

 (B.8) 

𝑆𝑘 = 𝐴: 

In this case, the mean of the 𝑥 component has shifted to 𝜇𝑥 = 𝐴 and hence (B.7) becomes 

 

𝑝𝑒|1 =∬
1

𝜋𝑁0
𝑒
−
(𝑥−𝐴)2+𝑦2

𝑁0 𝑑𝑥 𝑑𝑦 

𝒮

  (B.9) 

and 𝒮 is now the area defined by √(𝐴 +𝑁𝑥)
2 +𝑁𝑦

2 < 𝑧. Again, converting to polar coordinates 

 

𝑝𝑒|1 = ∫ ∫
1

𝜋𝑁0
𝑒
−
𝜌2+𝐴2

𝑁0 𝑒
2𝜌𝐴𝑐𝑜𝑠𝜙

𝑁0 𝜌 𝑑𝜙 𝑑𝜌 

2𝜋

𝜙=0

𝑧

𝜌=0

 

= ∫
𝜌

𝜋𝑁0
𝑒
−
𝜌2+𝐴2

𝑁0 ∫ 𝑒
2𝜌𝐴𝑐𝑜𝑠𝜙

𝑁0 𝑑𝜙 𝑑𝜌 

2𝜋

𝜙=0

𝑧

𝜌=0

 

= ∫
2𝜌

𝑁0
𝑒
−
𝜌2+𝐴2

𝑁0 𝐼0 (
2𝜌𝐴

𝑁0
)𝑑𝜌

𝑧

𝜌=0

 

 (B.10) 

where 𝐼0 is the modified Bessel function of the first kind of zero order. Then, the total probability 

of error is 
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𝑝𝑒 =
1

2
[∫

2𝜌

𝑁0
𝑒
−
𝜌2

𝑁0𝑑𝜌
∞

𝑧

+ ∫
2𝜌

𝑁0
𝑒
−
𝜌2+𝐴2

𝑁0 𝐼0 (
2𝜌𝐴

𝑁0
)𝑑𝜌

𝑧

𝜌=0

]  (B.11) 

Note that the probability distribution functions (the integrands) and the optimal threshold shift 

to the right with decreasing SNR (see Figure B.2). Therefore, to improve the detection of 

symbols, the threshold 𝑧 must change. 

  

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure B.2 Shifting threshold level as the SNR decreases for SNRs of (a) 15 dB, (b) 10 dB, (c) 5 dB, and (d) 0 dB. The noise 

distribution is 𝑓0(𝜌) and 𝑓1(𝜌) when bit 0 and bit 1 are transmitted, respectively, with 𝐴 = 5. 
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Appendix C. Envelope Detector Algorithm 

 

YES 

NO 

Vout(n) = Vin(n) 

Vout(n) = Vout(n-1)e-2πfcΔt 

Vin(n) > Vout(n) 

n = n+1 

Vin(1)  > 0 

Vout(1) = 0 Vout(1) = Vin(1) 

NO YES 


