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ABSTRACT

This thesis presents three essays on trading volume, capital gains overhang (CGO) and
analysts’ recommendations and estimates. In the first essay, I examine a possible cause
for the higher returns experienced by stocks with higher volume around earnings
announcements. I find that these returns are concentrated in stocks with either large
aggregate unrealized capital gains or losses. A high volume minus low volume portfolio
conditioned on the magnitude of CGO generates significant and robust returns as high as
11% per year. This suggests that this earnings announcement volume premium is
associated with selling pressure from investors who are influenced by the magnitude of
unrealized capital gains or losses. This also suggests that the well known disposition
effect may not hold for stocks with extreme unrealized capital losses and is consistent
with recent theoretical and empirical research that shows extreme losses prompt selling.

In the second essay, I analyze the accuracy of the modified Grinblatt and Han
(2005) CGO approximation methodology (employed in the first essay) by utilizing a
transaction-level data set. I find that their first simplifying assumption, using daily
closing prices instead of actual transaction prices, increases daily CGO values by
approximately 0.11%, but that this increase occurs uniformly across observations and
does not significantly affect the relative ranking of CGO values. I also find that their
second simplifying assumption, using a weighted average method of calculating CGO
values, is superior to both first-in-first-out and last-in-first-out methods.

In the third essay, I examine analysts’ recommendations and estimates. Analysts

are generally viewed as having a positive or optimistic bias in their stock



recommendations. Additionally, it is widely believed that analysts will drop coverage of
firms instead of issuing highly negative recommendations or estimates. I evaluate
whether the bias of analysts’ consensus recommendations and annual earnings estimates
can be corrected through adjustments for dropped coverage, and if such corrections
increase recommendation and estimate accuracy. I find that corrective adjustments can
significantly reduce, although not eliminate, the optimism bias for récommendations.
Such corrections do not significantly improve the accuracy of recommendations, but they

can significantly improve the accuracy of annual earnings estimates.
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CHAPTER 1

INTRODUCTION

In this thesis I present three essays on topics in finance. In Chapter 2, I examine the high
volume return premium around earnings announcements and its interaction with capital
gains overhang (i.e. unrealized capital gains or losses). In Chapter 3, I further examine
the capital gains approximation methodology used in Chapter 2, and evaluate its accuracy
versus alternate methodologies. In Chapter 4, I examine the impact of dropped coverage
on the accuracy of analysts’ recommendations and earnings estimates, and evaluate
modification methods for improving the accuracy of both recommendations and estimates

which take into account dropped coverage.

Chapter 2 examines the high volume retum premium in relation to capital gains
overhang. The high volume return premium is a well-documented phenomenon where
stocks which have high abnormal volume over a given period tend to exhibit higher
subsequent abnormal returns. I hypothesize that this is attributable to the buying and
selling of stocks which have either large capital gains or losses, and that the actions of
sellers is driven by behavioural biases. Specifically, investors will become increasingly
risk averse when sitting on large unrealized capital gains, and will make potentially
irrational selling decisions which results in a temporary downward pressure on the stock
price. This will be followed by subsequent high returns as the stock adjusts to its
‘rational’ price. In the case of large capital losses, investors who were previously
reluctant to consummate their losses will eventually be forced to realize them after a
given point, whether due to capital constraints or other factors. This will also result in a
temporary downward pressure on the stock price, followed by a subsequent rebound.

To test this hypothesis, I examine the high volume return premium around quarterly

earnings announcements, or the earnings announcement volume premium. Earnings



announcements are significant news events, and lead to an increase in trading volume —
as such, they provide a fertile ground for conducting a volume related study. Consistent
with prior research, I find the presence of an earnings announcement volume premium.

I then calculate aggregate capital gains overhang measures for individual stocks
using a modified version of Grinblatt and Han’s (2005) methodology. This allows for the
estimation of the aggregate (i.e. market-wide) capital gains overhang for individual stocks.
The earnings announcement volume premium results are further conditioned on this
capital gains overhang value, and I find that the earnings announcement volume premium
is primarily concentrated in stocks with either high capital gains or losses, and is
insignificant for those with low or negligible capital gains or losses. I interpret this as
evidence in support of my hypothesis that behavioural factors play a significant role in

explaining the earnings announcement volume premium.

Chapter 3 evaluates the accuracy of the modified Grinblatt and Han (2005) capital
gains overhang methodology used in Chapter 2. One obstacle faced by researchers
focusing on capital gains is the lack of transaction-level data at the individual investor
level. As a result, methodologies have been developed to approximate the aggregate level
of capital gains overhang using daily closing prices and turnover values. In the Grinblatt
and Han (2005) methodology, it is assumed that all existing investors sell to new
investors in a pro-rata or weighted average fashion, and that all transactions occur at the
day’s closing price.

Using a transaction-level data set from an American brokerage firm, I test these
assumptions by calculating actual capital gains overhang values at the level of individual
investors for each stock. These are then aggregated and the results compared to values
calculated using the modified Grinblatt and Han (2005) methodology on the same data set.
Additionally, I evaluate whether investors’ behaviour is better modelled using a first-in-
first-out methodology (where initial investors are assumed to sell their holdings first) or a
last-in-first-out methodology (where the most recent investors are assumed to sell their

holdings first).



I find that using daily closing prices instead of actual transaction prices slightly
increases capital gains overhang values, but that this increase is uniform across the
distribution of capital gains overhang values, and as such does not introduce major
distortions to any tercile or quintile categorizations. Additionally, I find that the weighted
average methodology, while not perfect, does provide a superior approximation versus
either the first-in-first-out or the last-in-first-out methodologies. Overall, I conclude that
the modified Grinblatt and Han (2005) methodology for estimating aggregate capital
gains overhang provides reasonable approximations, particularly for calculating the

relative capital gains overhang values of individual stocks.

Chapter 4 examines analysts’ consensus recommendations and earnings estimates.
Consistent with prior research, I find that there is a positive bias in the recommendations.
This positive bias has typically been ascribed to overly optimistic recommendations by
analysts, which could be due to economic factors such as existing business relationships
with the covered company, or behavioural factors such as overreaction to good news or
analyst herding. While not discounting these explanations, I seek to supplement the
existing research by considering not only those analysts who are issuing
recommendations or estimates, but also those analysts who have stopped issuing
recommendations or estimates. I hypothesize that pessimistic analysts are removing
themselves from the analyst pool rather than issuing a highly negative recommendation
or estimate, and as a result the remaining recommendations and estimates demonstrate a
positive bias.

I empirically test this hypothesis using both consensus recommendations and
individual analysts’ annual earnings per share estimates. In both cases, I use a variety of
methods to adjust for dropped coverage, all of which use a pessimistic recommendation
or estimate to replace dropped values. In the case of consensuses recommendations I find
that the bias can be reduced through such methods, but that the accuracy is not
significantly improved. For annual earnings per share estimates, I find that the accuracy

can be significantly improved, with a rough approximation being that a dropping analyst



can be considered to be issuing an estimate equal to the minimum of the remaining

estimates for the following three years.
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CHAPTER 2

CAPITAL GAINS OVERHANG AND THE EARNINGS
ANNOUNCEMENT VOLUME PREMIUM'

2.1 INTRODUCTION

Earnings announcements lead to a substantial increase in trading volume (Lee et al.
(1993), Kandel and Pearson (1995)), and there is a positive relationship between this
trading volume and both contemporaneous and future stock returns (Bamber and Cheon
(1995), Gervais et al. (2001), Garfinkel and Sokobin (2006), Lamont and Frazzini (2007),
and Lerman ez al. (2008)). In this paper, we present a novel hypothesis that implies the
positive relationship between trading volume and future returns will be stronger in
subsets of stocks with either large capital gains or losses. We report robust empirical
findings that support the hypothesis.

Lamont and Frazzini (2007) report that stocks whose trading activity is mainly
concentrated around earnings announcements attract higher returns in months where
eammings announcements are expected. Their finding is an extension of the
contemporaneous positive relationship between trading volume and stock returns reported
in Karpoff (1987) and Bamber and Cheon (1995).> Lamont and Frazzini (2007) ascribe
this to temporary buying pressure associated with increased investor attention (Barber
and Odean (2008)) in the expected month of earnings announcement.

Other studies suggest that price increases after volume shocks may persist for a

sustained period of time. Gervais ef al. (2001) find that stocks experiencing positive

' This chapter is based upon the paper “Not All Trading Volumes are Created Equal: Capital Gains Overhang and the

Earnings Announcement Volume Premium” co-authored with Wonseok Choi and Jung-Wook Kim, which has been
submitted for publication.

Bamber and Cheon (1995) report that firms with large trading volume and small price changes around earnings
announcements are more likely to be associated with price increases than are firms with small trading volume and
large price changes.



volume shocks tend to outperform those with hegative shocks over the next 50 to 100
trading days.® This high volume-high return relationship is also found in a wide range of
countries (Kaniel et al. (2005)).4 Garfinkel and Sokobin (2006) and Lerman et al. (2008)
also find that stocks with high abnormal volume measured around earnings
announcements experience stronger drift (as measured over the following 60 trading days
or until one day after the subsequent earnings announcement, respectively).

Trading requires both buyers and sellers. Thus, to explain the relationship between
trading volume and returns, we need to explain the motivations of both groups. Lamont
and Frazzini (2007) suggest that a short lived (within the expected month of earnings
announcement) effect of trading activity around earnings announcements may reflect
(possibly irrational) attention driven buying, which is accommodated by liquidity
providers or arbitrageurs who exploit temporary overpricing. However, a price increase
accompanied by heavy trading may not reverse quickly, or increased trading may be
associated with continued price increases over a relatively long horizon, as in Gervais et
al. (2001), Garfinkel and Sokobin (2006), and Lerman et al. (2008). In such cases, we
require an additional explanation regarding who initially sells stocks, because such sellers
seem to lose money on average.

In this paper, we report robust empirical findings for a calendar time trading
strategy based on abnormal volume measured in a three day window around earnings

announcements, and present a possible explanation. We focus on abnormal trading

They argue that the positive relationship between volume and future returns is distinct from trading volume’s
impact on the autocorrelation pattern of stock returns (Campbell ef al. (1993), Wang (1994), and Llorente et al.
(2002)) by showing that even when large abnormal trading volume is observed with small price changes, stock
prices continue to go up.

Most models of trading volume cannot explain how high abnormal volume or volume shock leads to persistent
increases in prices. For example, Wang (1994) argues that if private information drives high volume, the impact of
this volume on future prices depends on the price change that accompanies the high volume. In models where
trading volume is driven by portfolio rebalancing activities (Lo and Wang (2000, 2006)), high volume does not
necessarily predict higher future returns. Models where trading volume results from differences in opinions (Kandel
and Pearson (1995)) cannot explain the positive relationship between current trading volume and future returns,
cither. On the contrary, there are several papers that suggest increases in prices with high trading volume will
eventually revert. Miller (1977) conjectures that high dispersion in opinions will lead to lower returns, because the
views of pessimists are not properly reflected in stock prices due to short sale constraints. Lamont and Frazzini
(2007) suggest that if high dispersion in opinions generates high trading volume, then this volume can be associated
with temporary overpricing of stocks. Baker and Stein (2004) argue that high trading volume indicates the presence
of optimistic noise traders and show that such volume leads to lower returns.

7



volume around earnings announcements as many investors make substantial portfolio
rebalancing decisions around earnings announcements.

Our strategy is to establish long (short) positions in stocks with high (low)
abnormal volume from the first day of the next month after an earnings announcement
and hold them until the end of the next earnings announcement month or for four months,
whichever comes first. By construction, the mean (median) lag before being included in a
portfolio is 14.42 (13.00) days after an earnings announcement. This strategy is different
from Lamont and Frazzini (2007), where stocks are purchased on the first day of the
expected month of earnings announcement and held for a month. Our strategy is based on
actual earnings announcements, stocks are included with significant lags, and stocks are
held for a longer period. We do this to examine the persistency of the impact of trading
volume on future returns (i.e. those returns which are not confined to the immediate
window around earnings announcements). Surprisingly, despite this lag, this strategy
generates positive and significant profits ranging from approximately 5% to over 11% per
year and survives a series of risk adjustments. This implies that the profits are not merely
a reflection of a positive relationship between price and volume just around earnings
announcements. We define the return of the zero investment portfolio as the earnings
announcement volume premium (henceforth EAVP).

In identifying the source of the EAVP, we first examine whether known risk factors
may explain the profit of the strategy. We examine risk adjusted profit based on Fama
and French’s 3-factor model and its extensions which include price momentum (Carhart
(1997)) or liquidity (Sadka (2006)) factors.” To check whether these profits merely
reflect the well known post-earnings announcement drift (Bernard and Thomas (1989,

1990), henceforth PEAD), we also include a SUE factor.® Our results are also robust to

Chordia ef al. (2007a) report that the increase in trading volume around earnings announcements is insignificant for
the most illiquid stocks. Since we examine stocks with large abnormal volumes, it is unlikely that the returns we
document are explained by the so called illiquidity premium (Amihud (2002)). Nevertheless, we do control for
illiquidity in the following analyses.

SUE is standardized unexpected earnings based on a seasonal random walk model. The SUE factor is calculated as
the difference in monthly equally weighted returns between the highest and the lowest SUE decile portfolios. Full
details of our calculation methodology can be found in Section 2.2.
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this additional adjustment.” This is consistent with Lerman ez al. (2008) who show that
the high volume-high return relationship around earnings announcements and PEAD are
not the same phenomenon.8

To explain the EAVP, we develop a testable hypothesis which focuses on the role
of unrealized capital gains or losses. Our hypothesis is motivated by the well known
disposition effect (Shefrin and Statman (1985)) and shows that the interaction between
investors who base their selling decision on unrealized capital gains or losses and
liquidity providers or arbitrageurs creates trading volume that has future return
implications.

The disposition effect refers to certain investors’ tendency to sell winners
prematurely (due to increased risk aversion for gains) and to hold onto losers far too long
(due to increased risk taking for losses). Premature selling pressure on the winner stocks
would be accommodated by arbitrageurs (thus creating high trading volume) and the
arbitrageurs would be rewarded with high abnormal returns afterwards. Lack of selling
pressure for loser stocks would be associated with low trading volume and subsequent
low abnormal returns. In a similar spirit, Grinblatt and Han (2005) suggest that the price-
momentum effect (Jegadeesh and Titman (1993)) arises because of this disposition effect:
stocks that are sold by investors realizing gains tend to be underpriced due to excessive
selling pressure. Conversely, stocks for which investors are reluctant to realize losses
tend to be overpriced due to reduced selling pressure. They find supporting evidence in
the cross-section of stock returns. Using mutual fund holdings data, Frazzini (2006) also
finds evidence that PEAD is most pronounced when capital gains and news events have

the same sign. However, most of the studies examining the disposition effect, including

Even though the EAVP survives adjustments for known risk factors, it may still represent unknown risk factors. For
example, Garfinkel and Sokobin (2006) suggest that trading volume may proxy for differences in opinion which
could be a priced risk factor, which depresses stock prices, generating higher expected returns. However, other
proxies for opinion divergence do not fare well. For example, Garfinkel and Sokobin (2006) report that high values
of analysts’ forecast dispersion do not lead to stronger earnings announcement drift, contrary to the risk based
interpretation. Diether et al. (2002) also find a negative relationship between analysts’ forecast dispersion and
stock returns. Avramov ef al. (2008) show that the negative effect of analysts’ forecast dispersion is mainly due to
low credit rated firms’ subsequent price drops which accompanies increases in forecast dispersion. In any case,
opinion divergence proxied by analysts’ forecast dispersion is associated with decreases in prices rather than
increases in prices, and thus will not be able to explain the EAVP.

For example, our result suggests that future returns of good news firms with large abnormal trading volume are
different from those with small abnormal trading volume.
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Frazzini (2006) who examines the effect around earnings announcements, focus on the
relationship between past capital gains (or losses) and returns without investigating the
role of trading volume explicitly, even though the disposition effect is supposed to
influence prices only through abnormal trading decisions.

On the other hand, several recent theoretical and empirical works suggest that the
reluctance to realize losses implied by the disposition effect may not hold for extreme
losses. Unlike stocks that experience capital gains, wealth can be a binding constraint in
the case of extreme capital losses. Simply put, investors may not accumulate losses
indefinitely. Barberis and Huang (2001), Barberis et al. (2001), and Gomes (2005)
present theoretical possibilities that investors become more risk averse after a continued
drop in a stock’s price and may eventually decide to realize the losses. Consistent with
this, Teo and O'Connell (2008) find that institutional investors aggressively reduce risk
following losses in currency trading. Chordia et al. (2007b) find that greater magnitudes
of past returns, even when they are negative, increase trading activity, and argue that such
patterns are due to the portfolio rebalancing needs of investors who are reacting to
changes in asset valuations. Tax considerations are also known to induce loss realization.
As losses deepen, the tax benefits of realizing losses may outweigh the tendency to hold
onto losing stocks. Grinblatt and Keloharju (2001, 2004), Grinblatt and Moskowitz
(2004), and Starks et al. (2006) provide evidence of tax-loss selling, which is more
pronounced near the end of the year.” Jin (2006) also finds that capital gains taxes
encourage institutions that serve tax sensitive clients to sell stocks with large capital
losses around earnings announcements. All this evidence allows us to hypothesize that
abnormal selling pressure may arise for stocks with large capital losses.

Among the possible reasons for selling stocks with capital losses, some could be
consistent with rational investor behavior. For example, realizing losses for tax benefits
or selling losing stocks to stop further losses. On the contrary, other reasons could be

consistent with sub-optimal investor behavior. For example, investors may postpone

Grinblatt and Moskowitz (2004) find that being a consistent winner has a substantial positive impact on the cross-

section of returns (possibly due to premature realization of gains), while being a consistent loser appears to be
irrelevant to the cross-section of returns. They suspect that the weak return predictability for consistent losers could
be related to a tax-loss selling induced reversal in returns that offsets momentum in these stocks.
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selling losing stocks far too long due to a reluctance to realize losses and eventually sell
them at the worst moment (i.e. when the stocks have potential for price increases).
Whatever the case may be, if selling pressures are not driven by forecasts of future
fundamentals but driven by the magnitude of past losses only, liquidity providers or
rational arbitrageurs may take the other side of such trades and the prices of those stocks
will subsequently rebound. |

Discussions so far suggest a testable hypothesis that the EAVP could arise as a
result of interactions between two groups of investors: those who make their portfolio
decisions with regard to capital gains or losses, and arbitrageurs who trade only if there is
a profit opportunity. If unrealized capital gains or losses do not affect the trading
decisions of investors, we do not expect to find any systematic relationship between the
EAVP and capital gains overhang. However, if there are investors who are affected by
capital gains overhang (due to the disposition effect or loss realization), the EAVP should
be stronger in either or both of the two extremes of capital gains overhang.

To examine this issue, we divide our sample into quintiles based on the aggregate
measure for unrealized capital gains (losses), or capital gains overhang (henceforth CGO),
for each stock. The CGO of each stock is defined as the difference between the current
price and the aggregate reference price, which is defined as the turnover weighted
average of past purchase prices using the algorithm defined in Grinblatt and Han
(2005)."® Within each CGO quintile, we construct zero investment portfolios consisting
of a long position in high abnormal volume stocks and a short position in low abnormal
volume stocks. We take these positibns from the first trading day of the next month after
the earnings announcement and hold them until the end of the next earnings
announcement month or until four months elapse, whichever comes first.

Our novel findings can be summarized as follows.

First, we find that the EAVP is concentrated in CGO quintile 1 (large unrealized
losses) and CGO quintile 5 (large unrealized gains). The EAVP in CGO quintile 1
amounts to 9.60% per year, while that in CGO quintile 5 is smaller but still positive and

significant at 5.76% per year. The concentration of the EAVP in these quintiles generates

10 gee Section 2.2 for details of how the CGO measure is constructed.
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a U-shaped pattern which is robust to various risk adjustments including Fama and
French’s 3-factor model and its extensions which include price momentum (Carhart
(1997)), liquidity (Sadka (2006)) and/or SUE factors.'' The EAVPs in other quintiles are
notably smaller or become insignificant after risk adjustments. This finding suggests that
the EAVP is associated with active selling which is not driven by the fundamentals of the
underlying stocks but by the magnitude of CGOs. This puts temporary downward
pressure on stock prices, which is subsequently corrected. This finding suggests that only
those high abnormal trading volumes with large unrealized capital gains or losses will be
associated with higher returns.

Second, the EAVP is not merely reflecting a contemporaneous positive relationship
between trading volume and high returns (Karpoff (1987)) nor is it short lived. If earnings
announcements are uniformly distributed within a month, the average implementation lag
of our strategy would be two weeks after an earnings announcement. '* Thus, on average,
the EAVP does not reflect an immediate price increase accompanying abnormal trading
volume. However, it is still possible that a significant portion of the EAVP can reflect
price changes close to earnings announcements. To examine this issue, we further remove
the first month of our original holding period from each portfolio. Thus, for example, if a
stock announces earnings in April, it will first enter a portfolio on the first day of June.
Even with this modification, we still observe a positive and significant EAVP in the full
sample and in both CGO quintiles 1 and 5. Such persistent effects show that our findings
are distinct from research that examines the relationship between abnormal volume and
returns on the (expected) month of earnings announcement such as Lamont and Frazzini
(2007). Existing literature on selling pressure focuses mostly on relatively short term
effects. Even so, our longer term effect of selling pressure induced by prior gains or
losses is consistent with Frazzini (2006), who finds that the effect of prior gains or losses

on the PEAD is quite persistent. More generally, our finding is consistent with Garfinkel

""" Grinblatt and Han (2005) show that the CGO effect subsumes the momentum effect. After controlling for the CGO
effect, momentum loses its predictive power in the cross-sectional regression of stock returns. We find that our
CGO effect is mostly independent of the momentum effect and possesses stronger predictive power for the EAVP.
See Section 2.4 for details.

Earnings announcements skew slightly towards the end of the month. Mean (median) announcement day is 18.11
(19.00), with a standard deviation of 7.93 days. Mean (median) lag until being included in a portfolio is 14.42
(13.00) days.
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and Sokobin (2006), and Lerman et al. (2008) who find that abnormal trading volume
around earnings announcements has a prolonged impact on PEAD (extending to 60
trading days or one day after the subsequent earnings announcement, respectively).

Third, when portfolios are subdivided by SUE, we find that the EAVP is largest in
those cases where stocks with large capital losses receive good news. For these stocks,
the EAVP amounts to 10.56% per year. This pattern suggests that good news triggers loss
realization, and is consistent with Barber et al. (2007) who find that the proportion of
losses which are realizqd increases when the general market appreciates. This may be
because investors find it easier to accept losses if an event occurs that lets them recoup
even a small part of the losses."> This result also shows how the EAVP and PEAD may
interact with each other in generating future return patterns. We should note that this
behavior of sellers is sub-optimal since they are selling stocks with good news, and such
stocks are known to exhibit persistent price increases (Bernard and Thomas (1989, 1990)).

Fourth, the EAVP is observed in small and medium firms (the first and second size
terciles) but not in large firms (the third size tercile). However, the sources for the EAVP
within small and medium firm subsample are notably different. For small firms, the CGO
effect is strongest (11.16% per year) for large unrealized losses (as in the full sample).
However, for medium sized firms, the CGO effect is only observed for large unrealized
gains. In large firms, the EAVP becomes insignificant even in the two tails of the CGO
distribution. This finding is consistent with Gervais et al. (2001) and Lerman et al. (2008)
who find a stronger volume premium for smaller firms. This finding is also consistent
with the general empirical pattern that anomalous return behavior is stronger in smaller
stocks where individual investors, rather than institutional investors, are major players.

Fifth, the EAVP for stocks with large capital losses is not merely a reflection of the
well known January effect. If tax considerations are the main motives for realizing losses,
we expect a significant drop in the EAVP when we remove December and January

returns since tax-loss selling is concentrated at the end of the year (Grinblatt and

'*  Good news may also facilitate the realization of losses due to the existence of investors who buy on good news to
exploit post-earnings announcement drift.
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Keloharju (2001, 2004)). However, the EAVPs are virtually the same when we remove
these two months.

Finally, all of the results from the calendar time analyses hold for event time
analyses and also pass other robustness checks including different sorting mechanism
(quintile vs. tercile, absolute and relative cutoffs in sorting stocks) and sub-period
analyses.

Our results supplement existing explanations for the EAVP which focus mainly on
the motivation of buyers and the resulting upward price pressure. According to Gervais et
al. (2001), heightened visibility created by an abnormal volume shock broadens a stock’s
investor base, resulting in upward pressure on the stock price. Barber and Odean (2008),
Lamont and Frazzini (2007) and Lerman et al. (2008) also stress the buying pressure for
attention grabbing stocks in explaining the high volume-high return relationship. These
explanations focus on the buy side, given that a volume shock is observed. We
supplement this story by examining a possible cause for the high abnormal volume itself.
We provide explanations for who become sellers around such attention grabbing events,
on what they base their selling decisions, and what the implications of such decisions are
for future returns.

Our findings are distinct from recent research that emphasizes the link between
information uncertainty and future returns such as Zhang (2006) and Francis et al. (2007).
Zhang (2006) shows that price momentum is stronger among stocks with more
uncertainty. However, Zhang (2006) and Francis et al. (2007) discuss their findings based
on models of representative investors, such as those of Daniel ef al. (1998) and Brav and
Heaton (2002), which are devoid of trading volume. In addition, increased uncertainty
does not necessarily lead to high abnormal volume. Rather, a high degree of uncertainty
may prevent investors from making any trades at all until such uncertainty is resolved.

The remainder of the paper is structured as follows. Section 2.2 describes the data.

Section 2.3 reports our main results. Section 2.4 discusses various robustness checks and

Section 2.5 concludes.
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2.2 DATA AND VARIABLE CONSTRUCTION

Our sample consists of 51,175 quarterly earnings announcements made between April
1983 and September 2001, as reported in the Compustat quarterly data file."* In keeping
with the conventions of prior volume related studies, we include only common shares of
NYSE/AMEX companies. This section details the construction methodologies for the

main variables used in the chapter.
Abnormal Volume

Our chapter’s primary goal is to identify a possible source for the predictive power of
volume triggered by earnings announcements. To measure this volume properly, we need
to control for the normal level of trading volume for each company (i.e. expected volume
were it not an earnings announcement day). Following Tkac (1996) and Lo and Wang
(2000), we estimate the normal level of volume by running a market model regression

using daily turnover data for the prior calendar year (i.e. y-1):

TOi.r =a;,., +ﬁi,y-—l -MKTTO, + € [1]

where 70, , is the turnover measure for company 7 on day ¢ (in year y-/) and MKTTO, is

the value weighted turnover for the entire market measured on day ¢ (in year y-1). The
resultant « and B coefficients for company i in year y-I are then used to calculate
estimated daily turnovers (ESTTO) for company i in year y. Specifically, ESTTO is

calculated as:

ESTTO,,, =4, +B,,. - MKTTO, , (2]

" Quarterly announcement data is consistently available from Compustat starting in the first quarter of 1972.

However, since the construction of CGO requires five years of past data, our sample period effectively begins in
1977. The liquidity factor of Sadka (2006) is only available from 1983, and as such further restricts the start of our
sample period. However, our results are not affected by the exclusion of the 1977 to 1982 data.
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where ESTTO;,, is the estimated turnover for stock i on day 7 of year y and ¢, _, and

i,y—1
/?i,y_l are the a and f parameter estimates from [1]. The difference between the actual

daily turnover and the estimated daily turnover is the market-adjusted volume for the day.
Finally, we define abnormal volume for an earnings announcement made on day ¢ as the
sum of daily market-adjusted volume over the three day window [#-1, t+1].

Table 2.1 shows market-adjusted volume around event time for [¢-5, #+1]. There is
a surge in market-adjusted volume at ¢, consistent with that reported in Lee et al
(1993).'® Positive and significant market-adjusted volume is observed over the three day
window [#-1, 1+1] regardless of whether companies receive good or bad news, or have
high or low CGO.'® Table 2.1 confirms that earnings announcements are attention

grabbing events in which active portfolio rebalancing happens among investors.
[Figure 2.1 about here]

Capital Gains Overhang (CGO)

The CGO measure estimates unrealized capital gains or losses. We estimate aggregate
CGO around earnings announcements for each company based on the recursive formula
as defined in Grinblatt and Han (2005). The basic idea of their methodology is to
calculate CGO as the difference between the current stock price and the price at which an
average investor would have purchased the stock (i.e. the average reference price). While
the current stock price is easily observable, the reference price must be continually
recalculated in response to trading activity. For example, a stock price increase with high
volume means that a large number of shares are purchased at the new (higher) price, and
necessitates that the reference price be adjusted up towards the new purchase price

(thereby reducing the average capital gain). In contrast, a stock price increase with low

13 A detailed description of the characteristics of abnormal volume can be found in Section 2.3. _
16 Good (bad) news is defined as the top (bottorn) SUE quintile. High (low) CGO is defined as the top (bottom) CGO
quintile. Formal definitions of SUE and CGO are given in the following paragraphs.
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volume means that fewer shares are purchased at the new (higher) price, and does not
necessitate that the average reference price be adjusted as much (thereby increasing the
average capital gain).

Grinblatt and Han (2005) use weekly miniCRSP data over a five year horizon to
calculate CGO. We also use a five year horizon, but use daily CRSP data in our
calculations. Daily frequency allows us to use a consistent interval between earnings
announcement dates and the CGO construction window for each stock (i.e. a five year
window ending exactly five trading days prior to each earnings announcement, as
described below). However, our results are robust to whether we use daily or weekly data
in calculating CGO.

For each stock, we first calculate a daily reference price, which represents the
volume weighted average purchase price for the stock. To achieve this, we iteratively
apply the following reference price formula starting with the first available observation in

the CRSP daily data file:
R, =V, -F+(1-V) R, (3]

where 7 is a trading day, V is the daily turnover,'” P is the stock price,'® and R is the
reference price. The initial reference price of a company is defined to be the first stock
price available in CRSP." Finally, we define the CGO of a company which makes an

earnings announcement on day ¢ as follows:

cGo, = Fes ~Res) [4]

-5

17" Daily tarnover is defined as the number of shares traded divided by the total number of shares outstanding.

8 Stock price is calculated as the day’s closing price (or the average of bid / ask prices if no closing price is available)
divided by the cumulative price adjustment factor in the CRSP daily data file. This is done to correctly account for
stock splits and stock dividends.

This is the same as assuming that 100% of the shares outstanding have traded on that day. To mitigate the impact of
an arbitrarily chosen initial reference price, we use a calibration period of 1,300 trading days (approximately five
years) as in Grinblatt and Han (2005). If 1,300 trading days of data is not available for a company prior to the start
of our sample period we delay including it in the analyses until its calibration period has completed.
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Our main hypothesis is that capital gains or losses cause trading at the time of
earnings announcements. Thus, if CGO is measured very close to an earnings
announcement, it may be contaminated by trading based upon the upcoming earnings
announcement itself. In such situations, it is difficult to evaluate the causal relationship
between CGO and the event volume it triggers. We try to minimize this concern by
lagging CGO values by five trading days.

As in Grinblatt and Han (2005), CGO is positively correlated with market
capitalization and past momentum in our sample. It is also negatively correlated with
average share turnover in the prior year.’” Thus, in examining the effect of CGO,
controlling for these variables will be important. We will return to this issue in the

following section when we implement our trading strategy which utilizes CGO values.
Standardized Unexpected Earnings (SUE)

For those investors who make investment decisions based on capital gains or losses as
measured by CGO, a large surprise at an earnings announcement could act as a catalyst to
realize these gains or losses. We measure surprise using standardized unexpected
earnings (SUE) based on a seasonal random walk hypothesis, where unexpected earnings
are calculated as earnings per share for the current quarter less earnings per share for the
same quarter, one year prior. We then normalize this difference by dividing it by the
standard deviation of the past 20 unexpected earnings values (i.e. five years of data).’
Table 2.2 summarizes the day ranges used in the construction of the main variables.
In the following section, we implement calendar time trading strategies based on these

key variables.

[Figure 2.2 about here]

2 Correlation results are available from the authors upon request.
21 If more than 10 of the past 20 unexpected earnings values are missing or invalid, we do not calculate the standard
deviation and consider the quarter’s SUE value to be missing for the company.
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23 EMPIRICAL FINDINGS
2.3.1  The Earnings Announcement Volume Premium (EAVP)

We examine the EAVP by constructing calendar time portfolios. We collect all of the
earnings announcements in a given quarter and sort them into quintiles based on
abnormal volume. A stock is assigned to an abnormal volume quintile portfolio at the
start of the next month after the earnings announcement, and is held within that portfolio
until the end of the next earnings announcement month or until four months elapse,
whichever comes first.?? All cutoff values are based on the prior quarter’s distribution.

If an earnings announcement is made in the first week of a month, the stock will not
enter a portfolio until almost four weeks after the earnings announcement. If the earnings
announcement dates are uniformly distributed within a month, average implementation
lag would be about two weeks.? If the high returns of high abnormal volume stocks are
concentrated only around earnings announcements (for example, they persist for only one
or two weeks immediately after the earnings announcements), our portfolio strategy
underestimates the magnitude of abnormal volume’s effect on future returns.”* However,
we introduce this lag to measure the persistent impact of high abnormal volume on future
returns and to ensure that portfolio rebalancing occurs monthly. With our methodology,

each quintile contains an average of approximately 129 to 139 stocks.
[Table 2.1 about here]

Panel A of Table 2.1 shows summary statistics for each abnormal volume quintile.

Several interesting patterns emerge.

2 Since abnormal volume is calculated using a [r-I, t+]] window around earnings announcements, the abnormal

volume of a company which announces earnings on the last trading day of the month requires information from the
first trading day of the following month. In such cases, we skip one additional month before including the stock in a
portfolio in order to maintain the implementability of our strategy. Such observations represent only 2.7% of the
total sample and do not change our results in any significant way.

As discussed in endnote 11, actual mean (median) lag until being included in a portfolio is 14.42 (13.00) days.

In a following subsection we employ an even more conservative implementation lag in order to further examine if
the EAVP mainly reflects a contemporancous positive relationship between returns and abnormal volume.
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First, abnormal volume values are quite dispersed. Mean (median) values for
abnormal volume quintiles 1 and 5 are -0.0066 (-0.0058) and 0.0188 (0.0182)
respectively. Thus, even though earnings announcements are attention grabbing events,
there are substantial variations in the resulting abnormal volume.

Second, SUE is monotonically increasing across abnormal volume quintiles,
ranging from a mean (median) of -0.1835 (-0.1534) to -0.0026 (0.0508).* This suggests
that good news tends to generate higher abnormal volume than bad news. This is
interesting since analysts’ forecast dispersion, which is used as a measure of opinion
dispersion (Diether et al. (2002)) and is presumed to be a source of trading volume in
some research (Ajinkya et al. (1991) and Kandel and Pearson (1995)), is reported to be
larger in companies with poor earnings (Ciccone (2001)). There is little discussion in the
literature as to why good news tends to generate higher abnormal volume than bad news,
and exploring possible explanations is one of the topics of this chapter.

Third, the average level of daily turnover in the prior year is higher in abnormal
volume quintiles 1 and 5 than in the middle quintiles. This shows that the EAVP cannot
be solely explained by different liquidity levels for high and low abnormal volume stocks.
Also, Chordia et al. (2007a) show that the most illiquid stocks tend not to experience
high volume around earnings announcements regardless of whether good or bad news is
received. Thus, it seems unlikely that the EAVP is systematically related to the illiquidity
premium (Amihud (2002)). Even so, we still control for liquidity related return premiums
when examining the returns of our calendar time portfolios.

Fourth, company size displays a hump-shaped pattern, with the smallest values
found in abnormal volume quintiles 1 and 5. However, the difference in this variable
between abnormal volume quintiles 1 and 5 is significant, so we will include a control for
size in our subsequent analyses.

Fifth, B/M values are decreasing across abnormal volume quintiles, and the
difference in this variable between abnormal volume quintiles 1 and 5 is significant. Thus,

B/M will also be controlled for when examining our calendar time portfolio returns.

3 Mean SUE values are strongly influenced by a small number of extremely large outliers, especially in the negative
tail of the distribution. Winsorizing SUE values at 1% from both tails results in mean values ranging from -0.1437
in abnormal volume quintile 1 to 0.0588 in abnormal volume quintile 5.

20



Finally, high abnormal volume stocks tend to show higher past returns as measured
by 12-month momentum ending immediately prior to the earnings announcement month.
This may reflect the fact that SUE and momentum are positively correlated (Chordia and
Shivakumar (2006)).

Panel B of Table 2.1 shows summary statistics for each abnormal volume tercile.
The same general patterns as in Panel A of Table 2.1 are observed. The reason for
reproducing the results of Panel A of Table 2.1 using terciles is as follows. In the
following analyses, we will refine our strategy by simultaneously using multiple sorting
variables. In such cases, maintaining a sufficient number of stocks in each of the
portfolios is important to ensure that our results are not driven by outliers. For this reason,
we will use abnormal volume terciles in defining our high minus low portfolios in the
refined strategies where multiple sorting variables are involved. Panel A (B) of Table 2.1
shows that each volume quintile (tercile) portfolio in the base-case strategy contains an
average of approximately 130 (220) stocks.

Panels C and D of Table 2.1 shows raw and risk-adjusted returns for each abnormal
volume quintile and volume tertile portfolio and for a high minus low portfolio. The
EAVP is defined as the monthly return to a zero investment portfolio which takes a long
position in abnormal volume quintile 5 or abnormal volume tercile 3 (high volume) and a
short position in abnormal volume quintile 1 or abnormal volume tercile 1 (low volume),
where stocks are equally weighted within each portfolio.

Panel C of Table 2.1 reports the EAVP defined using abnormal volume quintiles.
The first column reports raw returns. They are monotonically inc'reasin‘g\across abnormal
volume quintiles. The EAVP is 0.47% per month (5.64% per year) and is significant.

We also use various benchmark models in order to control for the potentially
different risk characteristics of the abnormal volume quintiles. We start by calculating
Jensen’s alpha using the conventional Fama-French 3-factor model, and find that the
magnitude of the risk-adjusted EAVP (0.50% per month (6.00% per year)) is similar to
that based on raw returns. Next, we add a momentum factor as discussed in Carhart

(1997). The EAVP from this 4-factor model is smaller at 0.32% per month (3.84% per
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year), but is still significant. Thus, even though the EAVP has some systematic exposure
to the momentum factor, it cannot be entirely explained by the momentum effect.

As shown in Panels A and B of Table 2.1, high abnormal volume stocks have
higher average SUE values than low abnormal volume stocks. This raises the possibility
that the EAVP is related to PEAD, in which high SUE stocks outperform low SUE stocks
(Bernard and Thomas (1989, 1990)). To control for PEAD, we incorporate a SUE factor
that is defined as the difference in returns between SUE decile 10 (large positive surprise)
and SUE decile 1 (large negative surprise) portfolios. The EAVP estimated under the
Fama-French 3-factor model augmented by this SUE factor® is 0.32% per month (3.84%
per year) and remains significant. This shows that the EAVP after earnings
announcements is not a mere manifestation of PEAD.

Finally, as a control for any difference in liquidity levels between high and low
abnormal volume stocks, we use the liquidity factor as discussed in Sadka (2006), which
is designed to capture market-wide liquidity shocks that are not easily diversifiable.?’
Adding this new factor to Carhart’s 4-factor model does not change the EAVP in any
significant way.

Panel D of Table 2.1 reports results based on abnormal volume terciles. These
results are very similar to those based on abnormal volume quintiles.

In summary, the EAVP remains positive and significant even after controlling for
the conventional risk factors used in asset pricing literature. Our finding is related to that
of Lamont and Frazzini (2007), who find that stocks with high predicted abnormal
volume increases in months where earnings announcements are expeéted tend to have
higher returns than stocks with low predicted abnormal volume increases during the same
months. However, Lamont and Frazzini (2007) focus on the contemporaneous
relationship between predicted abnormal volume and returns for the expected month of
earnings announcements. A stock goes into the long position from the first day of the

month of expected earnings announcement and stays in the portfolio for the month. On

*® We do not include Carhart’s momentum factor and the SUE factor at the same time due to their positive correlation

(Chordia and Shivakumar (2006)).

Sadka (2006) separates price impact into permanent variable and transitory fixed price components and finds that
only the market-wide variation of the permanent variable component is priced. We use this liquidity factor in our
tests.
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the contrary, our primary focus is on the impact of abnormal volume around earnings
announcements on subsequent returns. In our case, a stock is assigned to a long position
from the first day of the next month after the earnings announcement is made and held
until the end of the next earnings announcement month or for 4 months, whichever comes
first. Thus, if earnings announcements are evenly distributed across the month, the
average lag before a stock is assigned to a portfolio would be 15 days. In our data, mean
(median) lag before a stock is included in a portfolio is 14.42 (13.00) days after an
earnings announcement. This lag suggests that our results may not be driven by price
changes immediately following earnings announcements. In a following subsection we
will further examine whether the EAVP is a persistent phenomenon and not simply
concentrated in the short period surrounding earnings announcements by implementing
an even more conservative lag structure.

In the next subsection, we explore possible sources of the EAVP by examining its

relationship with CGO.

2.3.2  The EAVP across CGO quintiles

Our main hypothesis is that the EAVP arises from the interaction between a class of
investors who make their selling decisions based on capital gains or losses and
arbitrageurs or liquidity providers who exploit the opportunities created by the abnormal
selling pressure coming from such investors. To test this hypothesis, we re-examine the
trading strategy discussed in the previous subsection in relation to our CGO measure. A
stock is assigned to a CGO quintile portfolio at the start of the next month after the
earnings announcement based on cutoff values obtained from the prior quarter’s CGO
distribution. Within each CGO quintile, we construct abnormal volume terciles in a
similar manner. Each portfolio contains an average of approximately 45 stocks per month.
This additional level of refinement results in 15 (CGO quintile-abnormal volume tercile)

portfolios in total.*®

2 Our results for this table, and other tables, are similar if we calculate abnormal volume terciles across all
observations instead of within each CGO quintile or tercile. See Section 2.4 for more details.
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[Table 2.2 about here]

Panel A of Table 2.2 reports the mean and median values for CGO, abnormal
volume and number of observations in each portfolio. There is a substantial dispersion in
mean (median) CGO values across the CGO quintiles, ranging from -52.00% (-32.14%)
for quintile 1 to 37.58% (35.91%) for quintile 5. Mean (median) abnormal volume for the
high abnormal volume portfolios ranges from a low of 0.0118 (0.0063) to a high of
0.0137 (0.0076) across the CGO quintiles. These numbers suggest that high abnormal
volume is not confined to a particular CGO quintile

Panel B of Table 2.2 reports one of the central findings of the chapter. The EAVP
exhibits a strikingly robust U-shaped pattern across CGO quintiles. The raw return EAVP
for CGO quintiles 1 and 5 is positive and significant at 0.80% and 0.48% per month
(9.60% and 5.76% per year), respectively. The risk-adjusted EAVP remains positive and
significant for these two quintiles as well. However, in the middle CGO quintiles (2
through 4), the EAVP has substantially lower magnitude and significance than in the two
extreme CGO quintiles, especially with risk adjustments. This pattern suggests that not
all trading volumes are created equal in their implications for future returns. The
abnormal volume around earnings announcements contains information for future returns
only in stocks with extreme capital gains or losses.

Another intriguing fact is that the EAVP in CGO quintile 1 is from 1.6 to 2.1 times
higher than that in CGO quintile 5. For CGO quintile 1, the risk-adjusted EAVP ranges
from a low of 0.74% to a high of 0.81% per month (8.88% to 9.72% per year). For CGO
quintile 5 the values range from a low of 0.36% to a high of 0.48% per month (4.32% to
5.76% per year). The EAVP in CGO quintile 5 is consistent with the disposition effect.
When investors subject to the disposition effect want to realize gains in past winner
stocks, arbitrageurs will see a profit opportunity and absorb the selling pressure.
Therefore, we expect to see positive returns following these types of trades, and this is

indeed the pattern we find in CGO quintile 5.
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It is also important to note that the EAVP is driven mostly by large (abnormal)
positive returns to the long (high abnormal volume) positions rather than by large
(abnormal) negative returns to the short (low abnormal volume) positions. This shows
that the EAVP of CGO quintile 1 is not entirely consistent with the disposition effect,
which predicts that investors will be reluctant to realize losses and this lack of selling
pressure will drive abnormally low returns for past losers. This implies that the EAVP in
CGO quintile 1 should be driven by abnormally low returns to the short (low abnormal
volume) positions. However, as in CGO quintile 5, the EAVP in CGO quintile 1 is also
being driven by the high returns to the long (high abnormal volume) positions. In fact, the
returns of low abnormal volume stocks in CGO quintile 1 are not significantly different
from zero in all risk-adjusted models except the 3-factor model.

The large EAVP in CGO quintile 1 suggests that loss realization may play an
important role in the relationship between abnormal volume and returns around earnings
announcements. Even though loss realization is not extensively discussed in disposition
effect related literature, recent research by Grinblatt and Keloharju (2001, 2004),
Grinblatt and Moskowitz (2004), and Jin (2006) suggests that it can be an important
factor in the cross-section of returns. We further discuss the issue of loss realization in a

following subsection.
2.3.3  Persistence of abnormal volume effects

Our portfolio strategy is constructed to incorporate stocks into portfolios at the start of the
next month after the earnings announcement. Thus, stocks for companies which make
earnings announcements near the end of a month could enter a portfolio as few as two
days later, and as such it is still possible that the contemporaneous positive relationship
between abnormal volume and returns could explain a significant portion of the EAVP.
To help answer this, we insert an additional lag when forming our portfolios. In
other words, a stock that announces its earnings in month m enters a portfolio at the start
of month m+2, not at the start of month m+1. If abnormal volume’s impact on returns is

concentrated in the short period surrounding announcements, the EAVP should be

25



significantly reduced. We perform this exercise for the base EAVP cases (Panels A and B
of Table 2.3) and for the EAVP across CGO quintiles (Panel C of Table 2.3).

[Table 2.3 about here]

Panels A and B of Table 2.3 show that even though the EAVPs unconditioned on
CGO are reduced in magnitude (from 0.47% to 0.39% per month (5.64% to 4.68% per
year) in volume quintile based EAVP and from 0.40% to 0.33% per month (4.80% to
3.96% per year) in volume tercile based EAVP), they still remain positive and significant
in most cases. Panel C of Table 2.3 also shows that the EAVP in CGO quintiles 1 and 5 is
largely robust to the lag adjustment. For CGO quintile 1, the raw return EAVP becomes
0.47% per month (5.64% per year) versus 0.80% per month (9.60% per year) without the
lag adjustment. Thus, there is still a considerable EAVP even for this conservative
portfolio. The risk-adjusted EAVPs in CGO quintile 1 are also significant, with the only
exception being the case of the 3-factor model augmented with the SUE factor.

Interestingly, the EAVP in CGO quintile 5 becomes larger and more significant
when we skip an additional month. For example, the raw return EAVP becomes 0.62%
per month (7.44% per year), which is larger than the 0.48% per month (5.76% per year)
observed when we do not omit the first month. Additionally, the EAVP for the 3-factor
model augmented with the SUE factor remains highly significant in CGO quintile 5,
unlike the unconditioned EAVP shown in Panels A and B of Table 2.3.

Table 2.3 compares our prior findings, and shows that the U-shaped pattern of the
EAVP is strongly preserved when we skip an additional month when forming our

portfolios.

[Figure 2.3 about here]

In summary, this subsection shows that the EAVP among stocks with large capital

gains or losses is quite persistent and is not a mere reflection of the contemporaneous
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positive relationship between abnormal volume and returns around ecarnings

announcements.
2.3.4  The impact of news on the EAVP

So far, we have focused on the relationship between the EAVP and CGO prior to the
arrival of news. It is possible that investors’ final trading decisions depend on both prior
CGO and how the current news moves the stock price. For example, Frazzini (2006)
argues that post-event drift is larger when the news and CGO have the same sign.

In a prior subsection, we find that the EAVP is mainly concentrated in CGO
quintiles 1 and 5. The strong EAVP in quintile 5 is consistent with the existence of
selling pressure due to investors’ premature realization of potential winners with large
capital gains. However, we need a different explanation for what triggers high abnormal
volume in stocks with large capital losses and why such volume predicts high subsequent
returns. One possible hypothesis is that investors, who behave as the disposition effect
posits within the realm of moderate gains or losses, will eventually decide to realize their
losses when they exceed a certain threshold. The resulting selling pressure, not related to
the stock’s fundamentals, will be absorbed by arbitrageurs or liquidity providers, and will
lead to higher subsequent returns.

Our hypothesis on loss realization is not entirely new in the literature. For example,
when investors hold undiversified portfolios, a large loss in any one stock would imply a
substantial decrease in their wealth. Barberis and Huang (2001), Barberis et al. (2001),
and Gomes (2005) suggest a decrease in wealth may increase investor’s risk aversion and
thus let the investor opt to realize those losses rather than holding on to them, which puts
downward pressure on prices.”’ In addition, for tax sensitive investors, the benefits of

realizing losses from a tax standpoint may become too large to ignore and this tax-loss

» The loss realization we discuss in this paper is different from popular suggestions among practitioners about stop
loss selling. For example, O’Neil (1995) recommends placing a stop loss at -8%. The average capital loss in CGO
quintile 1 is -52%, and therefore the loss realization in CGO quintile 1 does not fit well with a typical stop loss
strategy. In this regard, investors are reluctant to realize losses until they become extremely large.

27



selling may have future return implications as in Grinblatt and Keloharju (2001, 2004),
Grinblatt and Moskowitz (2004), and Jin (2006).

Next, we ask under what circumstances would investors prone to the disposition
effect find it least painful to realize losses. Barber et al. (2007) provide an interesting
hypothesis on this issue. They find that the proportion of losses realized by Taiwanese
investors increases with market returns and interpret this finding as suggesting that
investors are more willing to realize losses when they can recoup even a small part of
them. If their conjecture is correct, good news may provide investors with an exit
opportunity by allowing them to recover a part of their losses. If this is the case, investors
would more actively sell stocks with large cﬁpital losses after those companies receive
good news than bad news. Consequently, we should find that the EAVP in stocks with
large prior losses will be concentrated in those which receive good news.

On the other hand, it is also possible that the arrival of additional bad news after
investors have already experienced massive losses triggers panic selling, thereby
lowering the stock price to a level not warranted by the content of the news. Such a
scenario suggests that the EAVP among stocks with large capital losses will be
concentrated in those stocks which receive bad news. By empirically examining the
impact of news on the EAVP, we may be able to determine which scenario is more
plausible.

In order to study the interaction effect of CGO and current news, we examine the
EAVP in CGO-SUE double sorted portfolios. A stock is assigned to a SUE tercile
portfolio at the start of the next month after the earnings announcement based on cutoff
values obtained from the prior quarter’s SUE distribution. CGO terciles are defined in the
same way as CGO quintiles are defined in previous subsections, and we further divide
each CGO tercile into abnormal volume terciles. This results in 27 (SUE tercile-CGO
tercile-abnormal volume tercile) portfolios in total. Each portfolio contains an average of

approximately 25 observations per month.

[Table 2.4 about here]
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Table 2.4 shows the EAVP for CGO terciles 1 and 3 for each SUE tercile. Several
interesting patterns emerge.

First, CGO tercile 1-SUE tercile 3 (large capital losses with good news) has the
largest raw return EAVP at 0.88% per month (10.56% per year). The risk-adjusted EAVP
for this combination is even higher, ranging from 0.97% to 1.07% per month (11.64% to
12.84% per year) and remains highly significant. Examining the risk-adjusted returns of
the high and low abnormal volume portfolios separately, we can see that the EAVP for
this combination is being driven primarily by large positive returns to the long (high
abnormal volume) positions rather than by large negative returns to the short (low
abnormal volume) positions. This shows that good news triggers loss realization and that
this is the major source of the EAVP.

Second, the raw return EAVP among stocks with large capital losses which receive
bad news (CGO tercile 1-SUE tercile 1) is also positive and significant, even though the
magnitude is smaller at 0.70% per month (8.40% per year). The risk-adjusted EAVP for
this combination ranges from 0.50% to 0.60% per month (6.00% to 7.20% per year) and
remains significant. However, unlike the case of stocks with large capital losses with
good news, the EAVP for this group is generally not driven by large positive returns to
the long (high abnormal volume) positions, especially with risk adjustments.

Third, for CGO tercile 3, the raw return EAVP is positive and significant for SUE
terciles 2 and 3 (0.56% and 0.52% per month (6.72% and 6.24% per year), respectively),
but negative and insignificant for SUE tercile 1. A similar pattern is found for the risk-
adjusted EAVP values. The bpositive EAVP {'alues afe driven mainly by the positive
returns to the long (high abnormal volume) positions, especially for SUE tercile 3. We
take this as evidence that investors more actively sell winner stocks when the earnings

news is not bad, which is consistent with Frazzini (2006).
2.3.5 Firmsize

Even though our results survive risk adjustments which include Fama-French’s size

factor (which is defined as the returns to the first decile (small) stocks minus the returns

29



to the tenth decile (large) stocks), it is still possible that our results may exhibit variations
across firm size groups. For example, smaller stocks are more likely to be held by
individual investors who could be more susceptible to sub-optimal investment behaviors
than institutional investors. If this is the case, we expect stronger CGO effects in smaller
stocks. To examine this issue, we first subset our results by size terciles. Size is the
market capitalization at the end of the prior calendar year, and size terciles are defined
using cutoff values based on the market capitalization distribution of all NYSE
companies as of the end of the prior calendar year.30 Panel A of Table 2.5 reports the
EAVP unconditioned on CGO. The EAVP is observed in small and medium firms (size
terciles 1 and 2). The EAVP is 0.80% and 0.41% per month (9.60% and 4.92% per year)
and highly significant for small and medium firms, respectively. The EAVP for both
small and medium firms survive risk adjustments. However, the EAVP is not observed in
large firms. Panel B of Table 2.5 reports the EAVP across CGO terciles subsetted by size
tercile. In small firms, the EAVP is most strongly observed in CGO tercile 1, with a value
of 0.93% per month (11.16% per year), suggesting sub-optimal realization of losses
(regardless of a firm’s future prospects) plays a significant role in the EAVP for this
group. The EAVP for CGO tercile 3 is smaller at 0.72% per month (8.64% per year) but
also highly significant. Thus, for small stocks, realizing both losses and gains is the
source of the EAVP. On the contrary, the EAVP for medium firms is significant only in
CGO tercile 3 at 0.61% per month (7.32% per year). This implies the sub-optimal
realization of gains, consistent with the prediction of the disposition effect, is the major
source of the EAVP in this group. In large stocks, the EAVP is not observed in any CGO
tercile. These results are consistent with the findings of Gervais et al. (2001) and Lerman
et al. (2008) who report that a stronger volume and future return relationship is found

among smaller stocks.

[Table 2.5 about here]

30 Observations with size values below the 35" percentile are assi§ned to size tercile 1, those between the 35 and 65™
percentile are assigned to size tercile 2, and those above the 65" percentile are assigned to size tercile 3.
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2.4 ROBUSTNESS CHECKS
In this section, we present additional robustness checks for our results.
2.4.1  Absolute cutoff points

So far in our analyses, we defined Volumc terciles within each CGO quintile or tercile.
Such portfolio formation schemes were used in order to maintain a roughly equal number
of stocks in each portfolio. However, under this relative scheme, the distribution of
abnormal volume in the high (low) volume portfolio of a particular CGO quintile or
tercile may be significantly different from that of the high (low) volume portfolios of
other CGO quintiles. Even though the descriptive statistics of abnormal volume shown in
Panel A of Table 2.2 mitigate such concerns, we replicated all our analyses using volume
terciles defined using absolute cutoff values based on the prior quarter’s distribution of
abnormal volume unconditioned on CGO values. We confirm that our results do not

change in any significant way with this change in portfolio formation scheme.”!

2.4.2  End of the year and January effects

We check whether our results are driven by the well known end of the year or January
effects. Loser stocks (i.e. those with poor past performance and presumed large capital
losses) are known to experience heavy selling pressure in December and consequently
rebound in January. This pattern is often explained by tax-loss selling. If tax
considerations are the main motive for realizing losses, and tax-loss selling is
concentrated at the end of the year (Grinblatt and Keloharju (2001, 2004), Grinblatt and
Moskowitz (2004), and Starks et al. (2006)), our results will show strong seasonality as
well. We report the EAVP calculated after excluding December and January in Table
2.6.°* The U-shaped pattern and the magnitude of the EAVP are virtually the same as

31 Results are available from the authors upon request.
32 Excluding either December or January separately does not change our results in any significant way.
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those reported for the full sample. This does not imply that taxes are not an important
factor in investors’ decisions about realizing losses. Rather, it implies that the realization

of losses may not be confined to these two months.

[Table 2.6 about here]

2.4.3  Sub-period analyses

We also check whether our results are concentrated in certain time periods. We divide our
sample into two sub-periods, the 1980s and 1990s, and run our portfolio analyses
separately.” The results are shown in Table 2.7. U-shaped patterns are observed in both
periods, although the EAVP for CGO quintile 1 is much higher in the 1990s as compared
to the 1980s. This could be due to the downward trend in transaction costs (Chordia et al.
(2007a)), which in turn leads to increased trading. Results for CGO quintile 5 are varied,
as the EAVP for raw returns and the 3-factor model both increase slightly in magnitude in
the 1990s (and remain significant) while the EAVP for the other three risk-adjusted
models decrease in magnitude and significance. Overall, we conclude that our findings

are not exclusive to one decade.

[Table 2.7 about here]

2.4.4  Cross-sectional analyses

In this subsection, we check whether the results obtained from our calendar time portfolio
analyses hold in event time. In order to examine CGO’s incremental effect on the
influence of abnormal volume on future returns, we run pooled sample least squares
cross-sectional regressions using company-quarter observations. To correct for possible

correlation within companies or across companies for a given quarter, we calculate

3 The inclusion of the last year in our sample (2001) to the 1990s sub-period does not change our results in any
significant way.
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standard errors by clustering observations either by company or by year-quarter as

suggested by Peterson (2007).** Our regression models are of the form:
yi,t = )B ) xi,t +a, + gi,t [5]

where i is the company, ¢ is the calendar quarter in which the company makes the
earnings announcement, and &, is a year-quarter dummy (i.e. a time fixed effect) which

controls for any economy-wide shock. In our data, the latter part of the sample contains
more company-quarter observations than the earlier part of the sample. Thus, ordinary
least squares (OLS) regressions could be unduly influenced by these latter observations.
To address this issue, we run weighted least squares (WLS) regressions by deflating each
observation using the total number of observations for a given quarter as in Vuolteenaho
(2002).

Our dependent variable, DRIFT60, is calculated as the cumulative sum of daily
size- and B/M-adjusted returns from days #+2 to t+61. 3> Abnormal volume data is sorted
into deciles by year-quarter, and this decile number (henceforth VOL) replaces the raw
abnormal volume value in the following regressions. This smoothing is motivated by the
fact that raw abnormal volume values are residuals from company level regressions, and
as such could be noisy.*® Table 2.8 shows the results of the WLS regressions. Standard

errors are adjusted by clustering observations by year-quarter.’’
[Table 2.8 about here]

Regression 1 is the base case. Here, we regress DRIFT60 on SUE, SUE interacted
with the natural logarithm of company size (henceforth LSIZE SUE), and VOL. SUE

3 Since it is impossible to correct for both cross-company and within-company correlations simultaneously, we

implement clustering by company and clustering by year-quarter separately.

The size- and B/M-matched portfolios are constructed using the methodology of Brav and Gompers (1997), which
in turn uses the book value specification of Fama and French (1993).

As a robustness check we also run the regressions using raw volume. Doing so does not change our results in any
significant way.

Clustering observations by company does not change our results in any significant way.
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will control for the positive correlation between earnings surprise and subsequent returns,
and LSIZE SUE will control for the documented fact that the magnitude of PEAD is
lower in large stocks. Consistent with the previous portfolio analyses, we find that the
effect of abnormal volume on DRIFT60 is positive and significant.

Next, we examine the variation in the predictive power of VOL in relation to CGO.
For regression 2, we add VOL interacted with CGO (henceforth VOL CGO) to the base
case. The coefficient for this interaction term is significant and negative, implying that
the positive impact of abnormal volume on returns is stronger for lower CGO values.
This is consistent with the results from our calendar time portfolio analyses which show
that the CGO effect is stronger in CGO quintile 1. To further investigate this finding, in
regression 3 we replace VOL_CGO with the absolute values of positive and negative
CGO separately interacted with VOL (henceforth VOL_CGOPOS and VOL_CGONEG,
respectively). Consistent with the U-shaped patterns we identified in the calendar time
portfolio analyses, the coefficients of VOL_CGOPOS and VOL_CGONEG are both
positive and significant, with VOL_CGONEG having the larger coefficient.

One concern is that the magnitude of CGO may be correlated with the degree of
illiquidity. This is because high turnover accelerates the resetting of the reference price
towards the current market price, thereby reducing the magnitude of CGO. Thus, the
positive impact of absolute CGO on DRIFT60 may just reflect an illiquidity premium.
Also, CGO may be correlated with momentum, and thus the impact any CGO related
variables have on DRIFT60 may simply be capturing the well known momentum effect.
To address these concerns, in regression 4 we include both the natural logarithm of
average daily turnover measured over the 52-week period prior to the earnings
announcement week and the 12-month price momentum. Additionally, we also include
momentum squared interacted with VOL to see if the absolute values of CGO interacted
with VOL are capturing any non-linear momentum effects. Adding these new control
variables does not change our results in any significant way. Thus, we conclude that the
positive impact the absolute value of CGO has on returns is not merely the result of an
illiquidity premium or a momentum effect.

Overall, we conclude that our calendar time results remain valid in event time.
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2.5 CONCLUSION

In this chapter, we examine a calendar time trading strategy which takes long (short)
positions in stocks that experience high (low) abnormal volume around earnings
announcements. This strategy generates both statistically and economically significant
profits, which we define as the earnings announcement volume premium (EAVP). We
find that the EAVP is mainly concentrated in stocks with either large capital gains or
losses as measured by the aggregate capital gains overhang (CGO) metric developed by
Grinblatt and Han (2005). This U-shaped pattern for the EAVP with respect to CGO
values is robust to various risk adjustments such as size and B/M (Fama and French
(1993)), momentum (Carhart (1997)) and liquidity (Sadka (2006)). The EAVP is also
shown to be different from the well known post-earnings announcement drift (Bernard
and Thomas (1989, 1990)).

Our results show that the major source of the EAVP is either the premature
realization of gains as posited by disposition effect, or the realization of extreme losses,
both of which exert excessive downward pressure on stock prices resulting in subsequent
price corrections. Our results extend existing analyses on the effect of CGO on price
momentum (Grinblatt and Han (2005)) or on PEAD (Frazzini (2006)), and add that the
well known disposition effect may not hold for stocks with extreme losses. The findings
are consistent with recent theoretical and empirical research which stress loss realization
for extreme losers (Barberis and Huang (2001), Barberis et al. (2001), Grinblatt and
Keloharju (2001, 2004), Grinblatt and Moskowitz (2004), Gomes (2005), Starks et al.
(2006), and Jin (2006)). ‘

We also show that the EAVP of CGO quintile 1 (unrealized losses) and CGO
quintile 5 (unrealized gains) extends well beyond the first month after the earnings
announcements. This sets our results apart from Lamont and Frazzini (2007) who analyze
the contemporaneous impact of concentrated trading around earnings announcements on
returns for the months of earnings announcements. Our findings are not driven by the end
of the year effect, and are also observed in decade sub-samples. Finally, the results are

also present in event time analyses.
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We find that the EAVP is largest among stocks with large capital losses and good
earnings news. This implies that investors realize big losses when the arrival of good
news provides an opportunity for them to recoup, even partially, past losses. These results
are consistent with Barber et al. (2007) who find that the percentage of realized losses
increases when the overall market goes up and hypothesize that investors find it easier to
realize losses when they can recoup even a small portion of those losses. However, the
timing of such selling decision turns out to be bad since those stocks receiving good news
start performing well.

We also find that the EAVP is strongest in small stocks (first market capitalization
tercile). In small stocks, the EAVP is observed in stocks with either large unrealized
capital gains or losses, as in the full sample. However, in this group a much stronger
EAVP is observed in stocks with large unrealized capital losses, suggesting selling of
stocks with extremely large capital losses plays an important role in the EAVP.
However, in medium sized stocks, the EAVP is only significant in stocks with large
unrealized capital gains. Further, the EAVP is not observed in any CGO subgroups for
large stocks. This implies that the concentration of the EAVP on stocks with large
unrealized capital gains and losses in the full sample is mainly driven by small and
medium firms. This finding is consistent with Gervais et al. (2001) and Lerman et al.
(2008) who find a stronger volume and future return relation among smaller companies.
Our findings are consistent with a conjecture that investors who are subject to irrational
behavior play a more dominant role in small stocks than in large stocks.

The EAVP is not driven by the well known January effect since the magnitude of
the EAVP changes little when we exclude December and January returns.

Our findings supplement existing explanations on high volume and high abnormal
return relationships discussed in the literature. Gervais et al. (2001), Lamont and Frazzini
(2007), and Lerman et al. (2008) suggest increased visibility or attention for stocks which
experience large volume shocks increases the potential investors base for the stocks,
generating upward pressure in the stock prices. This explanation focuses on the buy side
given that a volume shock is observed. We supplement this story by examining a possible

cause for the high abnormal volume itself, providing explanations on who become the
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sellers around such attention grabbing events, on what they base their selling decisions,
and what the implications of such decisions are for future returns.

The robust empirical findings in this chapter could be further researched at a micro
level by using data on individual investors’ transactions. This would undoubtedly help us
gain a greater understanding of the relationship between abnormal volume and future

returns, and help explain why not all trading volumes are created equal.
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Alpha Values

Abnormal Volume 3JF+SUE 4F +Liq
Quintile / Tercile Raw Return 3F 4F Factor Factor
Panel C: Raw and risk adjusted returns by abnormal volume quintile
1 0.0096 -0.0032**  -0.0001 -0.0026* 0.0001
(0.0263) (0.9385) (0.0864) (0.9554)
2 0.0111 -0.0010 0.0005 -0.0013 0.0009
(0.3811) (0.6433) (0.2890) (0.4102)
3 0.0125 0.0002 0.0016 0.0001 0.0020*
(0.8419) (0.1700) (0.9462) (0.0762)
4 0.0136 0.0011 0.0026** 0.0009 0.0031**
(0.3724) (0.0253) (0.4608) (0.0080)
5 0.0143 0.0017 0.0032%* 0.0006 0.0033**
(0.2003) (0.0189) (0.6568) (0.0156)
High-Low 0.0047*%*  0.0050**  0.0032**  0.0032**  0.0032**
p-value (0.0005) (0.0002) (0.0098) (0.0141) (0.0114)
Panel D: Raw and risk adjusted returns by abnormal volume tercile
1 0.0102 -0.0024* 0.0002 -0.0020 0.0005
(0.0594) (0.8490) (0.1310) (0.6592)
2 0.0123 0.0002 0.0016 0.0001 0.0020*
(0.8664) (0.1322) (0.9571) (0.0528)
3 0.0142 0.0017 0.0031%* 0.0009 0.0033%*
(0.1618) (0.0094) (0.4838) (0.0055)
High-Low 0.0040**  0.0041**  0.0029**  0.0029**  0.0028**
p-value (0.0001) (0.0000) (0.0030) (0.0042) (0.0037)
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Table 2.2 - Summary statistics, raw and risk-adjusted returns for monthly calendar time portfolios

double sorted by CGO and abnormal volume

Panel A reports the mean (median) values of CGO percent and abnormal volume by CGO quintile across all abnormal volume terciles
(full sample), as well as for the high and low abnormal volume terciles separately and for the difference between the high and low
abnormal volume terciles. The average number of monthly observations is also reported across all abnormal volume terciles, as well as
for the low and high abnormal volume terciles separately. For cach earnings announcement, we define the earnings announcement
window as the three trading day interval, [#-], t+11, where ¢ is the earnings announcement day. The capital gains overhang (CGO) of a
stock is defined as the difference between the current stock price and the reference price, which is then normalized by the current stock
price as defined in Grinblatt and Han (2005). The reference price is recursively calculated using the prior five years of transaction
price and turnover data. We measure the CGO of each company as of five trading days before an earnings announcement. Each stock
is assigned to a CGO quintile portfolio starting from the next month after the end of the earnings announcement window and ending at
the end of the next earnings announcement month, or until four months elapse, whichever comes first. Abnormal volume is defined as
the sum of daily market-adjusted volume for the earnings announcement window. Within each CGO quintile, abnormal volume
terciles are assigned in the same manner as CGO quintiles. All cutoff values are based on the prior quarter’s distribution. Panel B
reports raw and risk-adjusted returns (Jensen’s alphas) from various factor model specifications for high and low abnormal volume
tercile portfolios and zero investment portfolios (ZIPs) by CGO quintile. The earnings announcement volume premium (EAVP) is
defined as the monthly return to a ZIP which takes a long position in abnormal volume tercile 3 (high volume) and an equivalent short
position in abnormal volume tercile 1 (low volume). Stocks are equally weighted within each portfolio. In adjusting for risk factors
through regressions, dependent variables for high and low abnormal volume tercile portfolios are raw returns minus the risk-free (t-
bill) rate, and dependent variables for ZIPs are raw returns for the high abnormal volume portfolios minus raw returns for the low
abnormal volume portfolios. 3F regressions use the standard Fama-French three factors; 4F regressions add the momentum factor as
defined in Carhart (1997) to the 3F specification; 3F+SUE Factor regressions add a SUE factor to the 3F specification, where the SUE
factor is calculated as the difference in monthly equally weighted returns between the highest (decile 10) and the lowest (decile 1)
SUE portfolios; 4F+Liq Factor regressions add the permanent variable liquidity factor as defined in Sadka (2006) to the 4F regressions.
Results with p-values below 0.05 (0.10) are marked with ** (*) and are in bold.

Panel A: Summary statistics by abnormal volume tercile within CGO quintile

Abnormal CGO Quintile
Volume Tercile 1 2 3 4 5
CGO Percent values
Full Sample Mean  -0.5200** -0.0266%* 0.1025** 0.2080%* 0.3758**
p-value (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
Median -0.3214 -0.0103 0.1073 0.2078 0.3591
| Mean  -0.4768** -0.0254** 0.1011%* 0.2074** 0.3654**
p-value (6.0000) (0.0000) (0.0000) (0.0000) (0.0000)
Median -0.3078 -0.0099 0.1062 0.2062 0.3510
3 Mean = -0.4924** «0.0294** 0.1022%* 0.2076** 0.3652%*
p-value (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
Median -0.3093 -0.0143 0.1056 0.2070 0.3499
High-Low Mean -0.0155* -0.0040** 0.0011 0.0003 -0.0002
p-value (0.0849) (0.0154) (0.3629) (0.8120) (0.8809)
Median -0.0016 -0.0044 -0.0007 0.0008 -0.0011
Abnormal volume values
Full Sample Mean  0.0018%* 0.0027** 0.0030** 0.0032** 0.0033**
p-value (0.6000) (0.0000) (0.0000) (0.0000) (0.6000)
Median -0.0005 -0.0002 0.0001 0.0003 0.0003
1 Mean  -0.0064** -0.0057** -0.0048** -0.0040** -0.0029**
p-value (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
Median -0.0047 -0.0042 -0.0035 -0.0028 -0.0019
3 Mean  0.0125%* 0.0137** 0.0129%* 0.0129** 0.0118**
p-value (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
Median 0.0075 0.0076 0.0074 0.0076 0.0063
High-Low Mean  0.0189** 0.0193** 0.0177** 0.0169** 0.0147*+
p-value (0.0000) (0.0000) (0.0000) (0.0000} (0.0000)
Median 0.0122 0.0118 0.0110 0.0104 0.0082
Number of observations
Fuil Sample Mean 141.4 1314 130.4 1349 134.1
Median 129.0 130.0 131.0 134.0 132.0
| Mean 48.7 443 42.4 436 449
Median 46.0 43.0 41.0 440 440
3 Mean 47.0 444 45.1 46.1 46.8
Median 43.0 430 440 44.0 45.0
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Panel B: Raw and risk adjusted returns by abnormal volume tercile within CGO quintile

Abnormal CGO Quintile
Volume Tercile 1 2 3 4 5
Raw returns
1 Mean  0.0093** 0.0097+* 0.0078** 0.0120%* 0.0116**
p-value (0.0307) (0.0021) (0.0086) (0.0001) (0.0001)
3 Mean  0.0173%* 0.0129** 0.0109%* 0.0126** 0.0165**
p-value (0.0001) (0.0006) (0.0013) (0.0003) (0.0000)
High-Low Mean  0.0080%* 0.0031* 0.0031* 0.0006 0.0048**
p-value (0.0001) (0.0918) (0.0607) (0.7223) (0.0050)
3 Factor alpha values
1 Alpha  -0.0043* -0.0030* -0.0042%* -0.0005 0.0005
p-value (0.0833) (0.0733) (0.0083) (0.7143) (0.7455)
3 Alpha 0.0037 -0.0002 -0.0013 0.0001 0.0053**
p-value (0.1539) (0.8988) (0.4104) (0.9397) (0.0028)
High-Low Alpha  0.0081** 0.0027 0.0030* 0.0007 0.0048**
p-value (0.0002) (0.1238) (0.0611) (0.6917) (0.0038)
4 Factor alpha values
1 Alpha 0.0017 0.0000 -0.0026* -0.0002 -0.0006
p-value (0.3743) (0.9911) (0.0989) (0.8815) (0.7094)
3 Alpha  0.0091** 0.0018 -0.0007 0.0000 0.0039~*
p-value (0.0001) (0.2956) (0.6436) (0.9946) (0.0305)
High-Low Alpha  0.0074** 0.0018 0.0019 0.0002 0.0045**
p-value (0.0010) (0.3253) (0.2401) (0.8908) (0.0089)
3F + SUE Factor alpha values
1 Alpha -0.0012 -0.0020 -0.0047%* -0.0025* -0.0008
p-value (0.6250) (0.2564) (0.0054) (0.0865) (0.6277)
3 Alpha  0.0063%* -0.0005 -0.0025 -0.0025 0.0028
p-value (0.0182) (0.7916) (0.1273) (0.1418) (0.1150)
High-Low Alpha  0.0076** 0.0015 0.0022 0.0000 0.0036**
p-value (0.0009) (0.4274) (0.1757) (0.9794) (0.0359)
4F + Lig Factor alpha values
1 Alpha 0.0018 0.0003 -0.0024 0.0004 -0.0001
p-value (0.3656) (0.8428) (0.1297) (0.7951) (0.9718)
3 Alpha  0.0094** 0.0019 -0.0003 0.0005 0.0042**
p-value (0.0000) (0.2739) (0.8294) (0.7596) (0.0202)
High-Low Alpha  0.0076%* 0.0016 0.0021 0.0001 0.0043**
p-value (0.0009) (0.3800) (0.1978) (0.9322) (0.0139)
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Table 2.3 - Raw and risk-adjusted returns for monthly calendar time portfolios sorted by abnormal
volume and monthly calendar time portfolios double sorted by CGO and abnormal volume (month 1
removed)

Panel A reports raw and risk-adjusted returns (Jensen’s alphas) from various factor model specifications for each abnormal volume

quintile porifolio and zero investment portfolios (ZIPs) after removing the first month of the holding period return of each stock in
each portfolio. For each eamings announcement, we define the earnings announcement window as the three trading day interval, [¢-1,
t+1], where ¢ is the carnings announcement day. Abnormal volume is defined as the sum of daily market-adjusted volume for the
earnings announcement window. Each stock is assigned to an abnormal volume quintile portfolio starting from the month m+2, where
m is the month of the end of the earnings announcement window, and ending at the end of the next earnings announcement month, or
until three months elapse, whichever comes first. All cutoff values are based on the prior quarter’s distribution. The earnings
announcement volume premium (EAVP) is defined as the monthly return to a ZIP which takes a long position in abnormal volume
quintile 5 (high volume) and a short position in abnormal volume quintile 1 (low volume). Stocks are equally weighted within each
portfolio. In adjusting for risk factors through regressions, dependent variables for abnormal volume quintile portfolios are raw returns
minus the risk-free (t-bill) rate, and dependent variables for ZIPs are raw returns for the high abnormal volume portfolios minus raw
returns for the low abnormal volume portfolios. 3F regressions use the standard Fama—French three factors; 4F regressions add the
momentum factor as defined in Carhart (1997) to the 3F specification; 3F+SUE Factor regressions add a SUE factor to the 3F
specification, where the SUE factor is calculated as the difference in monthly equally weighted returns between the highest (decile 10)
and the lowest (decile 1) SUE portfolios; 4F+Liq Factor regressions add the permanent variable liquidity factor as defined in Sadka
(2006) to the 4F regressions. Panel B reports similar returns for each abnormal volume tercile portfolio and zero investment portfolios
(ZIPs) which take a long position in abnormal volume tercile 3 (high volume) and a short position in abnormal volume tercile 1 (low
volume). Panel C reports raw and risk-adjusted returns (Jensen’s alphas) for high and low abnormal volume tercile portfolios and zero
investment portfolios (ZIPs) by CGO quintile, after removing the first month of the holding period return of each stock in each
portfolio. The capital gains overhang (CGO) of a stock is defined as the difference between the current stock price and the reference
price, which is then normalized by the current stock price as defined in Grinblatt and Han (2005). The reference price is recursively
calculated using the prior five years of transaction price and turnover data. We measure the CGO of each company as of five trading
days before an camings announcement. Each stock is assigned to a CGO quintile portfolio starting from the month m+2, where m is
the month of the end of the eamings announcement window, and ending at the end of the next earnings announcement month, or until
three months elapse, whichever comes first. Within each CGO quintile, abnormal volume terciles are assigned in the same manner as
CGO quintiles. All cutoff values are based on the prior quarter’s distribution. Results with p-values below 0.05 (0.10) are marked with
** (*} and are in bold.

Alpha Values
Abnormal Volume 3F+SUE 4F+Liq
Quintile / Tercile Raw Return 3F 4F Factor Factor

Panel A: Raw and risk adjusted returns by abnormal volume quintile

1 0.0106 -0.0023 0.0005 -0.0018 0.0007
(6.1739) 0.7472) (0.3184) (0.6606)
2 0.0118 -0.0001 0.0014 -0.0006 0.0017
(0.9177) 0.2750) (0.6706) (0.1676)
3 0.0122 0.0002 0.0014 0.0000 0.0019
(0.8957) (0.2719) (0.9798) (0.1460)

4 0.0133 0.0009 0.0027** 0.0008 0.0032%*
(0.5112) (0.0433) (0.5969) (0.0161)

5 0.0145 0.0020 0.0035** 0.0003 0.0037**
(0.2150) (0.0365) (0.8540) (0.0258)

High—Low 0.0039**  0.0043** 0.0030* 0.0021 0.0030*

p-value (0.0175) (0.0087) 10.0735) (0.2105) (0.0698)

Panel B: Raw and risk adjusted returns by abnormal volume tercile

1 0.0110 -0.0016 0.0008 -0.0013 0.0011
(0.2684) (0.5534) (0.4028) (0.4331)
2 0.0121 0.0003 0.0016 0.0001 0.0021*

(0.8304) (0.1525) (0.9615) (0.0666)

3 0.0143 0.0019 0.0034** 0.0007 0.0037%*
(0.1819) (0.0166) (0.6478) (0.0088)

High—Low 0.0633**  0.0035**  0.0026%* 0.0020 0.0026**
p-vaiue (0.0066) (0.0035) (0.0335) (0.1061) (0.0308)
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Panel C: Raw and risk adjusted returns by CGO quintile by abnormal volume tercile

Abnormal CGO Quintile
Volume Tercile 1 2 3 4 5
Raw returns
1 Mean  0.0099** 0.0092%* 0.0085** 0.0140** 0.0120**
p-value ©.0351) (6.0053) 0.0117) (0.0000) (0.0003)
3 Mean  0.0146** 0.0135%* 0.0116%* 0.0148** 0.0182**
p-value ©.0011) (0.0008) (0.0018) 0.0001) (0.0000)
High-Low Mean 0.0047% 0.0043* 0.0031 0.0008 0.0062**
p-value 0.0742) (0.0956) 0.1700) 0.7118) (0.0030)
3 Factor alpha values
1 Mean -0.0043 -0.0033 -0.0039* 0.0014 0.0007
p-value (0.1573) {0.1063) (0.0591) {0.4372) (0.6827)
3 Mean 0.0013 0.0003 -0.0004 0.0023 0.0069**
p-value (0.6671) (0.8913) (0.8327) (0.2838) (0.0013)
High-Low Mean  0.0056** 0.0036 0.0035 0.0008 0.0062%*
p-value (0.0399) (0.1537) (0.1305) (0.7219) (0.0026)
4 Factor alpha values
1 Mean 0.0014 -0.0009 -0.0024 0.0019 -0.0006
p-value (0.6003) (0.6626) (0.2477) (0.3237) (0.7613)
3 Mean  0.0071%* 0.0022 0.0000 0.0025 0.0053**
p-value 0.0110) (0.3065) (0.9864) (0.2567) (0.0147)
High-Low Mean  0.0057** 0.0031 0.0024 0.0006 0.0059**
p-value (0.0454) {0.2291) (0.3103) (0.8066) {0.0057)
3F + SUE Factor alpha values
1 Mean -0.0005 -0.0025 -0.0043*%* -0.0006 -0.0010
p-value (0.8596) (0.2407) (0.0486) {0.7488} {0.6077)
3 Mean 0.0033 -0.0004 -0.0017 -0.0002 0.0036*
p-value (0.3035) (0.8745) 0.4274) (0.9387) 0.0911)
High-Low Mean 0.0039 0.0021 0.0026 0.0004 0.0046**
p-value (0.1748) (G.4151) (0.2823) (0.8549) 0.0311)
4F + Lig Factor alpha values
1 Mean 0.0015 -0.0007 -0.0023 0.0025 0.0002
p-value (0.5908) (0.7344) (0.2796) (0.1944) (0.9087)
3 Mean  0.0076** 0.0025 0.0004 0.0030 0.0057**
p-value (©.0071) (0.2657) (0.8618) (0.1675) (0.0099)
High-Low Mean  0.0061** 0.0032 0.0027 0.0005 0.0055**
p-value 0.0330) (0.2286) (0.2623) (0.8236) (0.0106)

44



(c0z0°0) 6s10°0) (zzi90) (c910°0) (12000 (11z9°0) (zs000) (zroo'o) (€66€°0) (1L00°0) osi0'0) 695£°0)

*»»PP00°0 *3¥$00°0 1100°0- »+5700°0 »»6500°0 1100°0- »+$S00°0 *x0L00°0 1200°0- »+7S00°0 %%9500°0 0200°0- €
(1500°0) (zgr60) oo (6800°0) (19¢6°0) z900) (1£60°0) ®L50°0) (®120°0) oo (€8LE°0) {8500°0)
*xS010°0 70000 *1500°0 *+L600°0 7000°0 £0500°0 *xLOT100 61000 *x0900°0 *38800°0 72000 £+0L00°0 1
aunjod mop — awnjoa Y31y
(61zs0) (+€85°0) (zzeow) (£269°0) (r622°0) (129¢#°0) (289¢°0) (98£7°0) (€1£8°0) 00000 €1000) (so000)
z100'0 €100°0- 8000°0- L0000 T°00°0- 7100°0- 91000 12000~ £000°0- *%6£10°0 »+6600°0 ++S010°0 €
(#1010 (6560°0) (9zz0) ®L010) ©zL00) (6es2°0) (69+8°0) (®61v°0) (0z00°0) (6¢00°0) (6200°0) [t472K
05000 »+S€00°0 9700°0- 84000 *1£00°0 §T00°0- 9000°0- L100°0~ *»8L00°0- »+8710°0 »+T110°0 95000 1
(] 312431 2wnjoA [DULIOUGD) 21104 MOT]
(c2000) (09500 (ZIseo) ®1100) ©zs00) irzo) (2000°0) (+600°0) (vL07°0) 00000) 00000 ®S10°0)
*x9500°0 *»x1900°0 0200°0- »»7S00°0 *L£00'0 £200°0" *%6900°0 »x6700°0 000~ 16100 ==PS10°0 +x5800°0 €
0000°0) 6r110) (S95£°0) (0000°0) oos10) 97¢£°0) (6000°0) (8rr6 0 (191570 00000 (L000°0) (8500°0)
«»8S10°0 L£O00 $T000 ++SY10°0 €£00°0 §700°0 *x1010°0 20000 8100°0- *x9170°0 »+P€10°0 +£9710°0 1
(£ 9]1042) 2uNjoa [DULIOUGD) SUINJOA YSIE]
€ 4 1 £ 4 1 € (4 1 € 4 1 SloIL
090
I3 L, HNS dI2L 4NS S L A8 a1dIs L HNS
sanppa
pydjp 10190, b1 T + 40100, § (T jound sanyod bydp 40100, p D) jpurd sanppa pydp 4010 € 1 1PUDF suinjad moy 1y jaupd

"PLOG U D18 PUE () 44 M POYIEW D18 (01°0) $O°0 MO[Oq Sanpa-d (iim SINSY

'suoissa1331 Jp 9yl 0) (90Q7) BpES Ul pauyop st 10j0ey Apmbyy ojqelres jusueuuad oy ppe suoissoldal 10)oe,] bri+p ‘uoneoyroads J¢ oy) 01 (L661) MeYIRD Ul PAULJOP SE 1010B) WNUOWOW
o) ppe suoissaIBal Jp S10108) 231Y) YOUDIJ—elE,] PIEPUBIS IY) 2SN sU0IssaiSal ¢ 'so1j0jiiod owINjoA [PULIOUGE MO] SY) 0] SUINISI MBI SauIW sofjojuiod ownjoA |ealouqe Y3y dy) 10§ swingol
Mmel o1e sJ|Z 1o} sojqenea yuspuadop pue ‘el ([[1G-3) 221J-)SLI dY) SNUILT SLINIDI Mel o1 so1jojod 9[1019) SWIN|OA [eULIOUqe MO pue Y31y o) sajqeiieA Judpuadop ‘suoissaidal ySnoys si01e)
ysu Joj Supsnipe uj 'sgjz pue sorjojued 2]1012) swinjoa jeuriouqe mof pue ySiy 10} suonesy1dsds [spour 10)or) snoliea woly (Seydie s, uosus() suamal pajsnipe-ysu pue mel podar g ySnonyp
V Sjoued “JSIfj SAWO00 I9A3YIYM ‘asde|d SYIIOW N0 [HUN JO WIUOW JUSWISUNOUNE STULIES 1X5U 94} JO PUS 2Y) 18 SUIPUS PUB MOPUIM JUSWOIUNOUE STUTLIED SY) JO PUS 31} IOYE YIUOW 1XAU 3y
woyy Sues orjojirod 9[10193 SWNJOA [RULIOUGE-3{101) OD)-9[1919) NS € 01 poudisse Si 300)s Yors ‘MOPUIM JUSWIddUNOUUE SSUTILIEd JY) 10 Swn[oA pasnipe-)ariew A[lep Jo wins dy) se pouyap
S1 JWNJOA JEULIOUqY Juowaounouue sfurnres ue 010Jaq skep Suipes oA Jo se Kuedwos Yoes Jo QDY) ) ANSEIW I\ "BIEp Jeaomn; pue o5ud vonoesuel Jo s1eak oaly 1oud oy Suisn paje|ndjed
Kyoa15IM901 $1 9513d 93UBI9J2I SY L, (SO0T) UEH PUE NEJQULID) Ul POULAP st 0ouid Y201S JUOKIND 31y Aq PIZijewrion usy st YoM “20ud 25us19Ja1 2y pue 30Ud J50)S JUSLND SY) USOMIDQ IDUIINIP
21} Se pauyep sI Jo01s € Jo (0DD) Sueiposo sued jendes oy ‘jopowt Y[em wopuel [eUosess e uo paseq sSutures pojdadxoun pozipiepurls s1 gNg “Avp yuowrsdunouue SZWIWIRD dY) S 7 I9YM
‘1747 7-1] ‘Teasnymr Kep Surpen; 0oIy oY) SB MOPUIM JUSWHOUNOUUE STUINIED A1) SULSP aam “uswddunouue sFujures yoes JoJ "orjoyiod yoes unpim paySiom Kjjenbs are 01§ "9a[1919) OHD
£q 211013} HNS YOS I ‘(SWNJOA MO]) | S]1213) dWNjOA [euliouqe ut uonisod yoys e pue (Awnjoa Y1y) ¢ 211919) SWNjoA [eULIOUqe Ul uonisod Suo| e soxe) YdIgM {[Z © 0) UIndl AJfiuow oy) se
paulop si (JAVH) wniaid swnjoa yuswassunoue sFuruies oy y, ‘uonnquIsp s Ja)senb joud oY) uo paseq a1k sanjeA JJONO [ “S[IID) OO YOI UTYHIM PAIRINITED 218 SI[I1I) SWIN]OA [ewlIouqe
PUE ‘SUOHBAIISGO [B SSOIOR PAJRINO[ED 318 S3[1DI9) (D)) PUB SI[1013) 4N "9[1010] SWINjoA jeuriouqe £q Kjjeury pue ‘a10191 OD)) Aq Uy 91510} ANS £q 1511 pouos o1e sorjojiod o1oym (sd17)
sorjop0d JuounsaAur 019z pue sorjojilod 9[1019) swNjoA [EULIOUGE MO} pue Yy Joj suonesyisads [opow 10198] snolleA woyy (seydie s, uesuof) swingol paisnfpe-ysit pue mel spodo d1qe) sty g,
uInjoA [euIoUqe pue ‘0o ‘ANS Aq pattos ardir sorjoyriod awr) JepuUd[Ld AJYIUOW 10] SILINIAI PI)snfpe-ysi pue mey - 7 JqeL

45



Table 2.5 - Raw and risk-adjusted returns for monthly calendar time portfolios double sorted by size
and abnermal volume and triple sorted by size, CGO and abnormal volume

Panel A reports raw and risk-adjusted returns (Jensen's alphas) from various factor model specifications for each abnormal volume

tercile portfolio and zero investment portfolios (ZIPs) by size tercile. Size is the market capitalization at the end of the prior calendar
year, and size terciles are defined using cutoff values based on the market capitalization distribution of all NYSE companies as of the
end of the prior calendar year. For each carnings announcement, we define the earnings announcement window as the three trading
day interval, [¢-], t+1], where ¢ is the earnings announcement day. Abnormal volume is defined as the sum of daily market-adjusted
volume for the earnings announcement window. Each stock is assigned to an abnormal volume tercile portfolio starting from the next
month after the end of the earnings announcement window and ending at the end of the next earnings announcement month, or until
four months elapse, whichever comes first. Abnormal volume tercile cutoff values are based on the prior quarter’s distribution, and are
calculated across all observations. The earnings announcement volume premium (EAVP) is defined as the monthly return to a ZIP
which takes a long position in abnormal volume tercile 3 (high volume) and a short position in abnormal volume tercile 1 (low
volume). Stocks are equally weighted within each portfolio. In adjusting for risk factors through regressions, dependent variables for
abnormal volume tercile portfolios are raw returns minus the risk-free (t-bill) rate, and dependent variables for ZIPs are raw returns for
the high abnormal volume portfolios minus raw returns for the low abnormal volume portfolios. 3F regressions use the standard
Fama-French three factors; 4F regressions add the momentum factor as defined in Carhart (1997) to the 3F specification; 3F+SUE
Factor regressions add a SUE factor to the 3F specification, where the SUE factor is calculated as the difference in monthly equally
weighted returns between the highest (decile 10) and the lowest (decile 1) SUE portfolios; 4F+Liq Factor regressions add the
permanent variable liquidity factor as defined in Sadka (2006) to the 4F regressions. Panel B reports the same returns where abnormal
volume terciles are defined within each capital gains overhang (CGO) tercile, where CGO tercile cutoffs are based on the prior
quarter’s distribution and are calculated across all observations. Size terciles are defined as in Panel A. The CGO of a stock is defined
as the difference between the current stock price and the reference price, which is then normalized by the current stock price as
defined in Grinblatt and Han (2005). The reference price is recursively calculated using the prior five years of transaction price and
turnover data. We measure the CGO of each company as of five trading days before an earnings announcement. Each stock is assigned
to a CGO tercile portfolio starting from the next month after the end of the earnings announcement window and ending at the end of
the next earnings announcement month, or until four months elapse, whichever comes first. Results with p-values below 0.05 (0.10)
are marked with ** (*) and are in bold.

Panel A: Raw and risk adjusted returns by size tercile by abnormal volume

tercile
Abnormal Size Tercile
Volume Tercile 1 2 3
Raw returns
1 Mean  0.0095** 0.0101** 0.0111*%*
p-value 0.0079) (0.0026)} 6.0002)
3 Mean  0.0175** 0.0143%* 0.0117**
p-value (0.0000) (0.0001) (0.0005)
High-Low Mean  0.0080** 0.0041** 0.0006
p-value (0.0000) (0.0051) (0.6464)
3 Factor alpha values
1 Mean  -0.0029* -0.0032* -0.0014
p-value (0.0999) 0.0512) (0.2355)
3 Mean  0.0056** 0.0014 -0.0010
) p-value {0.0004) (0.3869) (0.4583)
High~Low Mean  0.0085** 0.0046%* 0.0004
p-value {0.0000) (0.0014) (0.7406)
4 Factor alpha values
1 Mean 0.0006 -0.0009 0.0004
p-value 0.6974) (0.5528) 0.7277)
3 Mean  0.0070%* 0.0023 0.0006
p-value (0.0000) (0.1689) 0.6518)
High-Low Mean  0.0065** 0.0032%* 0.0002
p-value 0.0001) (0.0248) (0.8686)
3F + SUE Factor alpha values
1 Mean -0.0020 -0.0030* -0.0014
p-value (0.2748) (0.0874) (0.2627)
3 Mean  0.0045%* 0.0010 -0.0018
p-value (0.0061) (0.5426) (0.1979)
High-Low Mean  0.0065** 0.0040** -0.0004
p-value (0.0001) (0.0079) (0.7402)
4F + Lig Factor alpha values
1 Mean 0.0009 -0.0009 0.0006
p-value 0.5671) (0.5723) {0.5863)
3 Mean  0.0073** 0.0029* 0.0008
p-value (6.0000) (0.0833) (0.5614)
High-Low Mean  0.0064%* 0.0038** 0.0002
p-value (0.0001) (0.0084) {0.8976)
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Panel B: Raw and risk-adjusted returns for portfolios sorted by size by CGO by abnormal volume

Size Tercile 1

Size Tercile 2

Size Tercile 3

Abnormal

CGO Tercile CGO Tercile CGO Tercile
Volume
Tercile 1 2 3 ] 2 3 i 2 3
Raw returns Raw returns Raw returns
1 Mean 0.0086** 0.0082*%* 0.0118** 0.0087** 0.0098** 0.0111** 0.0108%* 0.0097** 0.0131**
p-value (0.0410) (0.0206) (0.0004) (0.0457) (0.0033) (0.0006) (0.0073) 0.0011) (0.0000)
3 Mean 0.0180** 0.0136%* 0.0190** 0.0105** 0.0129** 0.0172** 0.0131** 0.0104** 0.0117%*
p-value (0.0000) (0.0005) (0.0000) 0.0227) (0.0006) (0.0000) (0.0019) (0.0022) (©.0004)
High-Low  Mean 0.0093** 0.0054** 0.0072%* 0.0019 0.0031 0.0061** 0.0022 0.0007 -0.0014
p-value (0.0001) (0.0414) (0.0069) 0.5757) (0.1339) (0.0198) (0.3798) (0.6368) 0.4620)
3 Factor alpha values 3 Factor alpha values 3 Factor alpha values
1 Mean -0.0046* -0.0036 0.0007 -0.0055* -0.0029 -0.0007 -0.0021 -0.0026* 0.0012
p-value (0.0578) (0.1064) (0.7593) (0.0525) 0.1579) (0.7091) (0.4797) (0.0743) (0.4845)
3 Mean 0.0055%* 0.0024 0.0076** -0.0033 -0.0003 0.0054** -0.0010 -0.0025 0.0003
p-value ©.0274) (0.2599) (0.0008) (0.3022) (0.8686) (0.0259) (0.6900, (0.1045) (0.8588)
High-Low Mean 0.0101%* 0.0060** 0.0069** 0.0022 0.0026 0.0062** 0.0011 0.0001 -0.0009
p-value 0.0001) (0.0252) (0.0078) (0.5185) (6.2075) 0.0191) (0.6657) (0.9360) (0.6389)
4 Factor alpha values 4 Factor alpha values 4 Factor alpha values
1 Mean 0.0002 -0.0014 0.0009 -0.0005 -0.0016 -0.0013 0.0045* -0.0014 -0.0002
p-value (0.9072) {0.5310) (0.6954) (0.8513) (0.4480) (0.5105) (0.0672) (0.3514) 0.9122)
3 Mean 0.0089** 0.0031 0.0065%* 0.0009 -0.0004 0.0034 0.0044** -0.0017 -0.0010
p-value 0.0002) (0.1659) 0.0045) (0.7747) (0.8626) (0.1616) (0.0313) (0.2867) (0.5495)
High-Low  Mean 0.0087+* 0.0044 0.0056** 0.0014 0.0012 0.0047* 0.0000 -0.0003 -0.0008
p-value (0.0006) (0.1028) (0.0333) (0.6999) (0.5548) 0.0771) (0.9922) (0.8402) (0.6796)
3F + SUE Faclor alpha values 3F + SUE Faclor alpha values 3F + SUE Factor alpha values
1 Mean -0.0024 -0.0028 -0.0019 -0.0032 -0.0036* -0.0027 0.0004 -0.0033** -0.0002
p-value (0.3455) (0.2196) (0.3867) (0.2823) (0.0998) 0.1718) (0.8913) (0.0342) (0.8855)
3 Mean 0.0061** 0.0020 0.0040* -0.0001 -0.0013 0.0029 0.0005 -0.0038** -0.0024
p-value (0.0200 (0.3853) (0.0695) (0.9767) (0.5317) (0.2480) (0.8362) (0.0194) (0.1396)
High-Low  Mean 0.0084** 0.0048* 0.0060** 0.0031 0.0022 0.0056** 0.0001 -0.0005 -0.0021
p-value (0.0011) (0.0858) (0.0282) (0.3957) (0.2987) (0.0426) (0.9654) (0.7508) (0.2746)
4F + Lig Factor alpha values 4F + Lig Factor alpha values 4F + Lig Faclor alpha values
1 Mean 0.0004 -0.0009 0.0012 -0.0006 -0.0015 -0.0008 0.0048* -0.0012 0.0006
p-value (0.8642) (0.6879) (0.5914) (0.8091) (0.4682) (0.6725) (0.0520) (0.4159) (0.7272) -
3 Mean 0.0093%* 0.0033 0.0068** 0.0012 0.0004 0.0040 0.0046%* -0.0015 -0.0007
p-value (0.0001) (0.1429) (0.0036) (0.6975) (0.8574) (0.1074) (0.0273) (0.3623) (0.6888)
High-Low  Mean 0.0090** 0.0042 0.0056** 0.0019 0.0019 0.0048* -0.0002 -0.0002 -0.0012
p-value (0.0005) (0.1299) (0.0389) (0.6069) (0.3563) (0.0755) (0.9434) (0.8767) (0.5223)
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Table 2.6 - Raw and risk-adjusted returns for monthly calendar time portfolios double sorted by

CGO and abnormal volume (December and January removed)

This table reports raw and risk-adjusted returns (Jensen’s alphas) from various factor model specifications for high and low abnormal
volume tercile portfolios and zero investment portfolios (ZIPs) by CGO quintile after removing December and January observations
from each portfolio. The earnings announcement volume premium (EAVP) is defined as the monthly return to a ZIP which takes a
long position in abnormal volume tercile 3 (high volume) and a short position in abnormal volume tercile 1 (low volume), where
abnormal volume terciles are defined within each CGO quintile. Stocks are equally weighted within each portfolio. For each eamings
announcement, we define the earnings announcement window as the three trading day interval, [¢-/, r+1], where ¢ is the earnings
announcement day. The capital gains overhang (CGO) of a stock is defined as the difference between the current stock price and the
reference price, which is then normalized by the current stock price as defined in Grinblatt and Han (2005). The reference price is
recursively calculated using the prior five years of transaction price and turnover data. We measure the CGO of each company as of
five trading days before an earnings announcement. Each stock is assigned to a CGO quintile portfolio starting from the next month
after the end of the earnings announcement window and ending at the end of the next earnings announcement month, or until four
months elapse, whichever comes first. Abnormal volume is defined as the sum of daily market-adjusted volume for the carnings
announcement window. Within each CGO quintile, abnormal volume terciles are assigned in the same manner as CGO quintiles. All
cutoff values are based on the prior quarter’s distribution. In adjusting for risk factors through regressions, dependent variables for
high and low abnormal volume tercile portfolios are raw returns minus the risk-free (t-bill) rate, and dependent variables for ZIPs are
raw returns for the high abnormal volume portfolios minus raw returns for the low abnormal volume portfolios. 3F regressions use the
standard Fama—French three factors; 4F regressions add the momentum factor as defined in Carhart (1997) to the 3F specification;
3F+SUE Factor regressions add a SUE factor to the 3F specification, where the SUE factor is calculated as the difference in monthly
equally weighted returns between the highest (decile 10) and the lowest (decile 1) SUE portfolios; 4F+Liq Factor regressions add the
permanent variable liquidity factor as defined in Sadka (2006) to the 4F regressions. Results with p-values below 0.05 (0.10) are
marked with ** (*) and are in bold.

Abnormal CGO Quintile
Volume Tercile 1 2 3 4 5
Raw returns
1 Mean 0.0040 0.0064* 0.0050 0.0091** 0.0102**
p-value (0.3753) (0.0647) (0.1232) (0.0048) (0.0016)
3 Mean  0.0115%* 0.0091%* 0.0077** 0.0099** 0.0146**
p-value (0.0119) (0.0289) (0.0388) (0.0076) (0.0001)
High~Low Mean  0.0075%* 0.0026 0.0027 0.0008 0.0044**
p-value (0.0010) (0.2120) (0.1343) (0.6409) (0.0157)
3 Factor alpha values
1 Alpha  -0.0054%* -0.0030* -0.0042%* -0.0004 0.0020
p-value (0.0261) (0.0966) (0.0146) (0.7635) (0.1914)
3 Alpha 0.0021 0.0000 -0.0010 0.0009 0.6072**
p-value (0.4501) (0.9988) (0.5354) (0.5988) (0.0000)
High-Low Alpha  0.0074** 0.0030 0.0032* 0.0013 0.0052**
p-value (0.0014) (0.1265) (0.0605) (0.4160) (0.0022)
4 Factor alpha values
1 Alpha 0.0001 0.0012 -0.0012 0.0002 0.0014
p-value (0.9783) (0.4684) (0.4476) (0.9166) (0.3693)
3 Alpha  0.0080** 0.0021 0.0005 0.0021 0.0065%*
p-value (0.0015) (0.2897) (0.7808) (0.2234) (0.0002)
High-Low Alpha  0.0079** 0.0009 0.0017 0.0019 0.0050**
p-value (0.0013) (0.6524) (0.3279) (0.2549) (0.0052)
3F + SUE Factor alpha values
1 Alpha -0.0030 -0.0016 -0.0043** -0.0029* 0.0010
p-value (0.2390) (0.4026) (0.0170) (0.0505) (0.5490)
3 Alpha 0.0044 -0.0007 -0.0018 -0.0017 0.0046**
p-value (0.1264) (0.7505) (0.2819) (0.3064) (0.0069)
High-Low Alpha  0.0074%* 0.0010 0.0025 0.0012 0.0036**
p-value {0.0030) (0.6439) (0.1625) (0.4882) (0.0436)
4F + Lig Factor alpha values
1 Alpha 0.0001 0.0012 -0.0013 0.0007 0.0016
p-value (0.9793) (0.4497) (0.4146) (0.6459) (0.3237)
3 Alpha  0.0082** 0.0021 0.0005 0.0024 0.0066**
p-value (0.0611) (0.2831) (0.7496) (0.1758) (0.0002)
High-Low Alpha  0.0082%* 0.0009 0.0019 0.0016 0.0050**
p-value (0.0009) (0.6599) (0.2839) (0.3354) (0.0061)
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Table 2.7 - Raw and risk-adjusted returns for monthly calendar time portfolios double sorted by

CGO and abnormal volume (subsample analyses by decade)

Panel A and Panel B report raw and risk-adjusted returns (Jensen’s alphas) from various factor model specifications for high and low
abnormal volume tercile portfolios and zero investment portfolios (ZIPs) by CGO quintile for the subsample periods of 1983-1990
and 1991-2000, respectively. The earnings announcement volume premium (EAVP) is defined as the monthly return to a ZIP which
takes a long position in abnormal volume tercile 3 (high volume) and a short position in abnormal volume tercile 1 (low volume),
where abnormal volume terciles are defined within each CGO quintile. Stocks are equally weighted within each portfolio. For each
earnings announcement, we define the eamings announcement window as the three trading day interval, [£-1, 1+1], where ¢ is the
earnings announcement day. The capital gains overhang (CGO) of a stock is defined as the difference between the current stock price
and the reference price, which is then normalized by the current stock price as defined in Grinblatt and Han (2005). The reference
price is recursively calculated using the prior five years of transaction price and turnover data. We measure the CGO of each company
as of five trading days before an earnings announcement. Each stock is assigned to a CGO quintile portfolio starting from the next
month after the end of the earnings announcement window and ending at the end of the next earnings announcement month, or until
four months elapse, whichever comes first. Abnormal volume is defined as the sum of daily market-adjusted volume for the earnings
announcement window. Within each CGO quintile, abnormal volume terciles are assigned in the same manner as CGO quintiles. All
cutoff values are based on the prior quarter’s distribution. In adjusting for risk factors through regressions, dependent variables for
high and low abnormal volume tercile portfolios are raw returns minus the risk-free (t-bill) rate, and dependent variables for ZIPs are
raw returns for the high abnormal volume portfolios minus raw returns for the low abnormal volume portfolios. 3F regressions use the
standard Fama~French three factors; 4F regressions add the momentum factor as defined in Carhart (1997) to the 3F specification;
3F+SUE Factor regressions add a SUE factor to the 3F specification, where the SUE factor is calculated as the difference in monthly
equally weighted returns between the highest (decile 10) and the lowest (decile 1) SUE portfolios; 4F+Liq Factor regressions add the
permanent variable liquidity factor as defined in Sadka (2006) to the 4F regressions. Results with p-values below 0.05 (0.10) are
marked with ** (*) and are in bold.

Panel A: 1983 - 1990 only

Abnormal CGO Quintile
Volume Tercile 1 2 3 4 5
Raw returns
1 Mean 0.0044 0.0096* 0.0087 0.0137%* 0.0106*
p-value (0.5159) (0.0614) (0.1087) (0.0163) 0.0521)
3 Mean 0.0104 0.0089 0.0094 0.0118** 0.0150%*
p-value (0.1217) (0.1432) (0.1194) (0.0495) (0.0109
High-Low Mean  0.0060** -0.0007 0.0007 -0.0019 0.0044+**
p-value (0.0285) (0.7641) (0.7627) (0.4711) (0.0305)
3 Factor alpha values
1 Alpha -0.0032 0.0011 -0.0001 0.0042%* 0.0038*
p-value (0.2397) 0.5210) (0.9500) (0.0226) (0.0632)
3 Alpha 0.0035 -0.0006 0.0012 0.0039* 0.0083**
p-value (0.2626) (0.7559) (0.5285) (0.0665) (0.0000)
High-Low Alpha  0.0067** -0.0017 0.0013 -0.0003 0.0046**
p-value (0.0200) (0.4692) (0.5770) (0.9110) (0.0286)
4 Factor alpha values
1 Alpha -0.0006 0.0022 0.0002 0.0037** 0.0019
p-value (0.7934) (0.1783) (0.8874) (0.0436) (0.2685)
3 Alpha  0.0058** 0.0001 0.0001 0.0025 0.0076%*
p-value (0.0445) (0.9659) (0.9544) (0.2005) (0.0000)
High-Low Alpha  0.0064** -0.0022 -0.0001 -0.0012 0.0057**
p-value (0.0282) (0.3630) (0.9510) (0.6588) (0.0049)
3F + SUE Factor alpha values
1 Alpha 0.0024 0.0033* -0.0002 0.0018 0.0016
p-value (0.3512) 0.0716) (0.9031) (0.3439) (0.4484)
3 Alpha  0.0068** 0.0006 -0.0004 0.0007 0.0075**
p-value (0.0428) (0.7614) (0.8449) (0.7455) (0.0002)
High-Low Alpha 0.0044 -0.0027 -0.0002 -0.0011 0.0059**
p-value (0.1476) (0.2860) (0.9448) (0.7104) (0.0098)
4F + Lig Factor alpha values
1 Alpha -0.0009 0.0024 0.0001 0.0044%* 0.0019
p-value (0.7083) (0.1599) (0.9657) 0.0194) (0.2826)
3 Alpha  0.0059** 0.0000 0.0002 0.0029 0.0076**
p-value (0.0461) (0.9879) (0.9343) (0.1505) (0.0001)
High-Low Alpha  0.0068%* -0.0024 0.0001 -0.0014 0.0058+*
p-value (0.0234) (0.3189 (0.9722) (0.5994) (0.0054)
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Panel B: 1991 - 2000 only

Abnormal CGO Quintile
Volume Tercile 1 2 3 4 5
Raw returns
1 Mean  0.0120** 0.0105%* 0.0083** 0.0117%* 0.0137**
p-value (0.0204) (0.0073) (0.0094) (0.0005) (0.0001)
3 Mean  0.0226%* 0.0167** 0.0138** 0.0155** 0.0195*%*
p-value (0.0000) (0.0003) (0.0003) (0.0002) (0.0000)
High-Low Mean  0.0106%* 0.0063** 0.0055** 0.0038 0.0058**
p-value (0.0007) (0.0240) (0.0226) (0.1070) (0.0243)
3 Factor alpha values
1 Alpha -0.0059 -0.0059** -0.0055** -0.0029 -0.0001
p-value (0.1006} (0.0150) (0.0099) (0.1289) (0.9663)
3 Alpha 0.0045 0.0000 -0.0011 -0.0008 0.0048*
p-value (0.2183) (0.9968) 6.6037) (0.7423) (0.0607)
High-Low Alpha  0.0104** 0.0059** 0.0044* 0.0021 0.0048**
p-value 0.0018) (0.0297) (0.0536) (0.3481) (0.0377)
4 Factor alpha values
1 Alpha 0.0030 -0.0009 -0.0025 -0.0018 0.0005
p-value (0.2857) (0.6810) (0.2341) (0.3702) (0.8213)
3 Alpha  0.0124** 0.0028 0.0008 0.0009 0.0044
p-value (0.0001) (0.3065) (0.7201) 0.7021) (0.1040)
High-Low Alpha  0.0095** 0.0037 0.0033 0.0027 0.0039
p-value (0.0070) (0.1847) (0.1725) (0.2504) (0.1099)
3F + SUE Factor alpha values
1 Alpha -0.0048 -0.0053** -0.0060** -0.0047%* -0.0015
p-value (0.1964) (0.0373) (0.0073) (0.0125) (0.4411)
3 Alpha 0.0061 -0.0009 -0.0023 -0.0032 0.0026
p-value 0.1122) (0.7452) (0.3052) (0.1819) (0.3032)
High-Low Alpha  0.0109** 0.0043 0.0037 0.0016 0.0041*
p-value (0.0018) (0.1187) 0.1172) (0.4965) (0.0895)
4F + Lig Factor alpha values
1 Alpha 0.0029 -0.0009 -0.0025 -0.0018 0.0005
p-value (0.2903) (0.6767) (0.2290) (0.3739) (0.8197)
3 Alpha  0.0124** 0.0028 0.0008 0.0009 0.0044
p-value (0.0001) (0.3090) (0.7270) (0.7085) (0.1048)
High-Low Alpha  0.0095%* 0.0037 0.0033 0.0027 0.0039
p-value (0.0073) (0.1849) (0.1735) (0.2550) (0.1113)
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Figure 2.1 - Daily market-adjusted volume around event time

This figure shows the average of daily market-adjusted volume by trading day relative to an earnings announcement
day (¢) for the full sample, good news and bad news subsamples (top and bottom SUE quintiles for each quarter,
respectively) and high and low CGO subsamples (top and bottom CGO quintiles for each quarter, respectively). SUE is
standardized unexpected earnings based on a seasonal random walk model. The capital gains overhang (CGO) of a
stock is defined as the difference between the current stock price and the reference price, which is then normalized by
the current stock price as defined in Grinblatt and Han (2005). The reference price is recursively calculated using the
prior five years of transaction price and turnover data. We measure the CGO of each company as of five trading days
before an earnings announcement. All cutoff values are based on the prior quarter’s distribution.
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Figure 2.2 - Timeline for variable construction

This figure shows the trading day ranges used in calculating the main portfolio sorting variables when an eamings
announcement occurs on day #. For each earnings announcement, we define the earnings announcement window as the
three trading day interval, [z-1, t+1]. Abnormal volume is defined as the sum of daily market-adjusted volume for the
earnings announcement window. The capital gains overhang (CGO) of a stock is defined as the difference between the
current stock price and the reference price, which is then normalized by the current stock price as defined in Grinblatt
and Han (2005). The reference price is recursively calculated using the prior five years of transaction price and turnover
data. We measure the CGO of each company as of five trading days before an earnings announcement.
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CHAPTER 3

AN ANALYSIS OF CAPITAL GAINS OVERHANG
APPROXIMATION METHODOLOGIES

3.1 INTRODUCTION

Key to the analyses in Chapter 2 is the estimation of an aggregate Capital Gains
Overhang (CGO) value for a given stock on a given day. This CGO value is calculated
using a modified version of Grinblatt and Han’s (2005) methodology, in which daily
trading volumes are combined with daily closing prices to iteratively update a reference
price, which represents the volume-weighted average purchase price of the stock. The
CGO value is then calculated as the difference between this reference price and the
current closing price.'

Due to data limitations,> there are two important assumptions made by this
methodology. First, it assumes that sales are made by all existing shareholders in
proportion to their current holdings. Thus, if 1% of outstanding shares are traded on a
given day, it is assumed that all existing shareholders sell 1% of their holdings. Second, it
assumes that all transactions occur at the daily closing price.

In this Chapter, I utilize a transaction-level data set from an American brokerage
firm to empirically examine the validity of these two assumptions. Additionally, I
examine two alternate methods of assigning sell transactions, firsz-in-first-out (FIFO) and
last-in-first-out (LIFO), to determine if they are more accurate than the weighted average
(WA) method currently used. An overview of the various CGO values calculated and the

tests performed in this Chapter is shown in Figure 3.1 below.

Full details of this methodology are given in Chapter 2.

The modified version of Grinblatt and Han’s (2005) methodology relies on daily market data from CRSP.
(Specifically, the daily closing price and the total number of shares traded are utilized.) It is the lack of more
detailed (i.e. transaction-level) data which necessitates the subsequently mentioned simplifying assumptions.

[N
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[Figure 3.1 about here]
3.2 DATA

The main data set used in this chapter consists of transaction-level data from an American
brokerage firm.? The full data set spans the January 1, 1991 to November 29, 1996 date
range, and consists of 1,854,776 transactions in 102,512 customer accounts, and includes
10,877 stocks. I supplement this data with price and share adjustment factors, closing
prices, outstanding shares and exchange data from the CRSP daily data file. I then filter
the combined data, removing transactions with missing or invalid transaction and/or
closing price(s), those not currently trading on the NYSE or AMEX*, and those which are
traded by fewer than 10 accounts over the entire date range.’ This results in a sample data

set of 1,113,762 transactions in 90,686 customer accounts, and includes 2,831 stocks.
3.3 ACTUAL CGO VALUES BASED ON TRANSACTION PRICES
3.3.1 Introduction

I start my analysis by calculating actual CGO values for each Date-Stock-Account using
transaction prices. (This will be referred to as Actual Transaction Price CGO, or ATP
CGO). Prior to performing the calculations, two set of modifications are applied to the

data. These are described below.

The transaction-level data was generously provided to me by Professor Alok Kumar from the Department of
Finance, McCombs School of Business, University of Texas at Austin.

Only NYSE and AMEX stocks are selected in order to maintain comparability with the results from Chapter 2.

This filter is used to ensure that thinly traded stocks, with potentially more volatile prices, do not unduly influence
the results. After applying the two previous filters, this results in the removal of 932 transactions, or approximately
0.08% of the remaining data set.
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3.3.2  Share and price comparability correction

The transaction-level data reports the actual number of shares transacted as well as the
actual transaction price. In order to ensure comparability across time, these values are
adjusted to account for stock splits and other such events. Similar adjustments are made
to the closing price and outstanding share data sourced from the CRSP daily file. To
make these modifications, the cumulative factor to adjust shares® and the cumulative
factor to adjust price’ from the daily CRSP file are employed. The number of shares
transacted and the number of shares outstanding are both multiplied by the cumulative
factor to adjust shares, and the transaction prices and daily closing prices are divided by

the cumulative factor to adjust prices.
3.3.3  Negative balance correction

A potential problem with the transaction-level data set is that the starting date has been
selected to correspond with the first trading day of a calendar year, and does not
necessarily represent the opening date of investors’ accounts. Thus, investors may have
purchased shares prior to January 1, 1991, but sell them on or after this date. In such
cases, it will appear as if investors are holding a negative inventory of shares. To correct
for this, each stock in each account is examined from the start of the holding period to the
end. If at any time during this period a transaction occurs that would result in a negative
share balance, the number of shares sold is adjusted to result in a zero share balance.

For example, suppose that Account 1 buys 1,000 shares of Stock A on January 2,
1993, and then sells 2,000 shares of Stock A on January 3, 1993 (with no intervening
transactions in Stock A). In such a situation, Account 1 is assumed to be selling 1,000
pre-existing shares (i.e. purchased before the start of the data range) and the 1,000 shares
purchased on January 1, 1993 (i.e. purchased within the data range). Thus, the number of
shares sold on February 1, 1993 is adjusted to 1,000, resulting in a net balance at the end

Data item CFACSHR from the CRSP daily data file.
7 Data item CFACPR from the CRSP daily data file.
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of January 3, 1993 of zero shares, and the cost basis for the se/l transaction will be based
on the January 1, 1993 buy transaction price.

The net effect of such adjustments is to ignore any ‘pre-existing’ share balances for
which a cost basis and CGO value cannot be accurately calculated, and only include those
for which an exact CGO value can be calculated.® All subsequent calculations use these

adjusted transaction amounts.”
3.3.4  Base calculation methodology

For the base calculation, my objective is to produce an aggregate cost basis (CB) and
share balance (SB) at the Date-Stock level. These can then be used to calculate a cost per
share (CPS), which can then be compared to the current market price to arrive at a CGO
value. To do this, I first calculate cost basis adjustment (CBA) and share balance
adjustment (SBA) values at the Account—Stock—Date level.'® These are then aggregated
across accounts, and the results are processed chronologically to produce the running
total CB and SB values by Date-Stock.

SBA values for each Date-Stock-Account are simply the number of shares
transacted (buys have positive values, and sells have negative values). CBA values for
each Date-Stock-Account are calculated as follows.

For buys:

CBA = shares transacted x transaction price [1]

Approximately 16.8% of transactions require this modification.

Another potential complication involves situations where there are multiple transactions for a given Account-Stock-
Date. As there are no time stamps on the transactions, they are processed from largest buy (based on number of
shares) to smallest buy, and then from smallest sale to largest sale. This minimizes the number of adjustments that
will be required. Approximately 1.4% of transactions fall on such multiple transaction days.

CBA and SBA values are the amounts by which the cost basis and share balance increases/decreases for a given
Date-Stock-Account. This differs from the CB and SB values which are the running total of all prior CBA and SBA
values. In other words, the CBA and SBA represent the transaction values, while the CB and SB represent the
account balances.
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For sells:
CBA = shares transacted x historic average cost per share (CPS) [2]

Thus, sales are assumed to occur in a pro-rata fashion across all existing holdings
for the given Account—Stock. This is an admitted limitation of this methodology, as in
reality an investor is able to specify the sale of specific share blocks for tax purposes. For
example, an investor may find it beneficial to sell shares purchased at the highest price to
minimize capital gains taxes. Alternately, if an investor has capital losses from other
investments, she may want to sell shares purchased at a lower price, thus realizing a gain
at a time when it can be immediately offset by a loss. Lacking information on which
blocks are being sold by investors, I apply a pro-rata methodology. Thus, there are still
assumptions being made regarding sales even using transaction-level data, but it has now
been reduced to the account level as opposed to the overall market level as in the
Grinblatt and Han (2005) methodology.

Next, CB and SB values are summed across Accounts by Date-Stock to arrive at
aggregate CB and SB values at the Date-Stock level. A potential complication with the
CB and SB data at the Date-Stock level is that not every stock will be transacted by at
least one account on every date. To avoid gaps in the time series, I merge the above data
into a second data file (extracted from the CRSP daily data file) which contains a
complete date range for each stock. CB and SB values for missing days are populated
using the most recent available values. Thus, for days with no trading activity, the CB
and SB remain unchanged, although the CGO will fluctuate with changes in the daily
closing price (as described below).

The final step is to calculate actual CGO values by Date-Stock. To do this, the cost
per share (CPS) is first calculated as follows:

CB,,
CPSs,t=—‘S"—'; [3]

5.t
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where CPS;, is cost per share for stock s on date ¢, CBs, is the cost basis for stock s on
date ¢, and SB;, is the share balance for stock s on date . CGO is then calculated as

follows:

-CP
CGO,, _ &, -CPS,) [4]

5.t

where CCO;, is the capital gains overhang for stock s on date 7, P, is the daily CRSP
closing price for stock s on date ¢, and CPS;, is cost per share for stock s on date ¢ as
definedin|[ 3 }. _

This is similar to the methodology used by Grinblatt and Han (2005), in that the
current price is used as the denominator in the equation. Mathematically, this will
increase the magnitude of negative CGO values (i.e. capital losses) in relation to positive
CGO values (i.e. capital gains), as noted in Chapter 2. A difference compared to the
methodology of Chapter 2 is that I am not using lagged values (Chapter 2 uses values
from date #-5). This lagging is not necessary, as I am not performing an event time
analysis, but I am comparing CGO values on a specific date calculated using different
methodologies. Thus, an ‘event’ that impacts a stock on a given date will influence all of
the methodologies concurrently.

A detailed example of this calculation methodology can be found in Appendix 3.1,
Panel A.

3.3.5  Base case results

Figure 3.2 shows the mean ATP CGO values by date, and Figure 3.3 shows the 10, 50",
and 90" percentile values of the ATP CGO distribution by date."!

[Figure 3.2 about here]

"' All CGO values, including those in subsequent sections, are trimmed at 1% / 99% by date. This will reduce the
impact of large outliers, which is of particular concern for negative CGO values which can range to —o.
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For Figure 3.2, an equal-weighted average CGO value (across stocks) is calculated
for each Date. On average, the mean value for each date is based on CGO values for
2,200 stocks (ranging from a low of 152 stocks to a high of 2,380 stocks), and 2.05

accounts for each stock (ranging from a low of 1 account to a high of 276 accounts).

[Figure 3.3 about here]

There are two key observations to be made regarding Figure 3.3. First, the
magnitude of negative CGO values is typically greater than the magnitude of positive
CGO values. This is a result of using the current price in the denominator of the CGO
calculation, which increases the magnitude of negative values in relation to positive
values.'? Second, the dispersion of CGO values increases over time. This is to be
expected, as the actual CGO calculation methodology does not incorporate a calibration
period as in Chapter 2. '* The lack of a calibration period is not a major concern, though,
as I am not attempting to construct an exact measure of CGO for the entire market, but .
rather I am attempting to compare CGO values constructed using different methodologies.
Even so, to avoid potential problems resulting from thinly traded stocks at the start of the
data set, I introduce two measures. First, as previously mentioned, only stocks which are
traded within 10 or more accounts across the entire date range are included in the sample.
Second, in my analysis I will focus on paired-sample #-tests which will compare results

on a daily basis, which will minimize issues related to the drift of CGO values over time.

12 Based on Formula [ 4 }, possible CGO values range from +1 to —o.

3 In the modified version of Grinblatt and Han’s (2005) methodology used in Chapter 2, a calibration period of five
years was used before including a stock in the sample set. This was done to mitigate the impact of the initial
assumption that 100% of outstanding shares traded at the first day’s closing price. No such assumption is made in
the actual method used in this Chapter, so a calibration period is not used.
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34 ACTUAL CGO BASED ON DAILY CLOSING PRICES
3.4.1 Introduction

One of the assumptions in the Grinblatt and Han (2005) methodology is that all
transactions, whether buys or sells, occur at the day’s closing price. Thus, my first test
involves recalculating the CGO values from the prior section using the daily closing price
for all buy and sell transactions instead of the actual transaction price. (This will be
referred to as the Actual Closing Price CGO, or ACP CGO.) Comparing the results to the

base case above will provide insight into the reasonableness of this assumption.
3.4.2 ACP CGO results

The mean of daily CGO values calculated using transaction prices is -0.005957 while that
based on closing prices is -0.004816. Figure 3.4 plots the difference between the two
CGO values on daily basis.

[Figure 3.4 about here]
3.4.3  Paired t-tests by date
With a few exceptions early in the date range, the ACP CGO values are higher than ATP
CGO values. To further test the significance of these differences, I run a paired-sample #-
test which compares the daily mean values for both methods (i.e. 1,518 pairs of daily

values are used). The resultant p-value is 0.0000, indicating that there is a significant

difference in the daily mean values at all conventional significance levels.
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3.4.4  Paired t-tests by date—stock

As a further check, I run a similar paired s-test, but at the stock level. Thus, for each stock,
I compare 1,518 pairs of daily CGO values. The average p-value for this stock-level

paired ¢-test is 0.01855. The breakdown of p-values is shown in Table 3.1 below.

[Table 3.1 about here]

As can be seen, the vast majority of stocks have highly significant differences in
CGO values.

34.5 CGO tercile / quintile migration

So far, there is strong evidence that using the daily closing price instead of the actual
transaction price does result in statistically different CGO values. While this is important,
even more important is whether these differences occur uniformly across the various
stocks. This is critical as the analyses in Chapter 2 divide the data into CGO
terciles/quintiles and examine the relative performance of the various groups. Thus, if
using closing prices merely increases all CGO values by a fixed amount, then the stocks’
relative CGO values and resultant terciles/quintiles will not be changed.

To test this, I assign stocks into CGO terciles (quintiles) on a daily basis using ATP
CGO values and breakpoints calculated using contemporaneous daily ATP CGO values. I
then assign the same stocks to CGO terciles (quintiles) on a daily basis using ACP CGO
values and breakpoints calculated using contemporaneous daily ACP CGO values. I then
construct a transition matrix, to see how many Date-Stock observations fall into a
different CGO tercile (quintile) using the different methods. Results are shown in Table

3.2 below. Panel A shows tercile-based results, and Panel B shows quintile-based results.
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[Table 3.2 about here]

By summing the diagonals (in bold), I can determine how many observations stay
in the same tercile (quintile) across the two assignment methods. I find that 97.5%
(95.5%) of observations stay in the same tercile (quintile). Only 0.0% (0.1%) of
observations shift more than 1 tercile (quintile). Additionally, the percent of observations
which do shift appears to be relatively evenly distributed across terciles (quintiles), and
does not appear to be more prevalent in any specific tercile (quintile).

Thus, it appears as if the impact of using closing prices, while significant, is applied
relatively uniformly across the terciles/quintiles and does not cause an inordinate number

of observations to be reclassified into a different CGO tercile or quintile.
3.5 WEIGHTED AVERAGE, FIFO AND LIFO METHODS
3.5.1  Introduction

The prior section concluded that using closing prices instead of transaction prices does
introduce a bias to the CGO values, but that this bias does not result in an unacceptable
number of observations being misclassified regarding CGO terciles or quintiles. Building
on this result, the next step is to evaluate three potential methodologies for calculating
CGO values using closing prices: weighted average (WA), first-in-first-out (FIFO), and
last-in-first-out (LIFO). (These will bé referred to as WA CGO, FIFO CGO and LIFO
CGO, respectively.)

3.5.2  Methodology

For all three of these methods, buys and sells are aggregated at the Date—Stock level (i.e.
buys and sells are summed across all accounts), and the summed transaction is assumed

to occur at the daily closing price.
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For buys, all three methods use the same calculation. Specifically, the cost basis for
a stock 1s increased by the number of shares purchased multiplied by the daily closing
price. For sells, each of the methods uses a different calculation. For the weighted
average method, it is assumed that all existing shareholders sell an equal percentage of
their holdings. Thus, the cost per share remains unchanged, and only the total number of
shares held changes (i.e. decreases). For the FIFO method, it is assumed that the first
purchasers sell first (i.e. shares purchased on the earliest date are sold first). Thus, the
total cost basis is reduced by the number of shares sold multiplied by the purchase price
of the earliest purchaser.'* For the LIFO method, it is assumed that the last purchaser
sells first (i.e. shares purchased on the latest date are sold first). Thus, the total cost basis
is reduced by the number of shares sold multiplied by the purchase price of the last
purchaser. "’

Detailed examples of the various calculation methods are shown in Appendix 3.2.
Panel B provides an example of the WA CGO calculation (which is identical to the ACP
CGO calculation in this case). Panel C provides an example of the FIFO CGO calculation,
and Panel D provides an example of the LIFO CGO calculation.

3.5.3 WA CGO, FIFO CGO and LIFO CGO results

Results for these three new methods, as well as the base case (ACP CGO) method, are

shown in Table 3.3 below.
[Table 3.3 about here]

Panel A of Table 3.3 shows the means and standard deviations of the daily averages

(equally-weighted across all stocks) of the various CGO values. Panel B of Table 3.3

14" 1f more shares are sold than were purchased by the first purchaser, the excess is assumed to be sold by the second

remaining purchaser. Any excess shares from this transaction are assumed to be sold by the third remaining
purchaser, and so on.
If more shares are sold than were purchased by the last purchaser, the excess is assumed to be sold by the second
last remaining purchaser. Any excess shares from this transaction are assumed to be sold by the third last remaining
purchaser, and so on.
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shows the means and standard deviations of the daily differences between the three new
CGO values and the ACP CGO value, respectively. As can be seen, the WA CGO
method produces slightly lower values, while the FIFO and LIFO methods produce
higher values. This is particularly true for the LIFO method, although this is not
surprising as the LIFO method produces the largest CGO values in appreciating
markets.'® Based on the magnitude of the difference in means, the FIFO method appears
best, but based on the standard deviation of the difference in means the WA method
appears best. Thus, the results so far are not conclusive.

To get a better understanding of these results, I plot the daily differences for the
above three pairs in Figure 3.5 below. Panel A shows the difference between the WA
CGO and the ACP CGO, Panel B shows the difference between the FIFO CGO and the
ACP CGO, and Panel C shows the difference between the LIFO CGO and the ACP CGO.

[Figure 3.5 about here]

Consistent with the standard deviations reported in Panel B of Table 3.3, it can be
seen that the differences are least volatile for the WA CGO values, and increasingly
volatile for the LIFO and FIFO CGO values, respectively. Also, it can be seen in Panel C
that LIFO CGO values are almost always greater than those of the base case (ACP CGO),

as previously noted.
3.5.4  Paired t-tests by date

Following the analysis methods of Section 3.4, I next calculate p-values for paired ¢-tests
by date for each of the combinations (WA CGO vs. ACP CGO, FIFO CGO vs. ACP
CGO and LIFO CGO vs. ACP CGO). In all cases, the p-values are 0.000, indicating that
there is a significant difference in the daily mean values at all conventional significance

levels. Thus, this test sheds little additional light on which method is best.

' This is illustrated in Panel D of Appendix 3.1.
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3.5.5  Paired t-tests by date—stock

Next, I run similar paired #-tests, but at the stock level. Thus, for each stock, I compare
1,518 pairs of daily CGO values. This is performed once for each of the three comparison

sets described above. The breakdown of p-values is shown in Table 3.4 below.
[Table 3.4 about here]

The results are remarkably consistent across the CGO calculation methods, with
only a handful of stocks not having a significant difference. Thus, the tests so far merely
validate that all three methods produce CGO values that are significantly different than
the ACP CGO values, but they do not definitively indicate any one method is superior.

3.5.6 CGO tercile / quintile migration

As a final test, I construct tercile and quintile migration matrices for the various methods
in a manner similar to that in Section 3.4.5. Results are shown in Table 3.5 below. Panel

A shows tercile-based results, and Panel B shows quintile-based results.
[Table 3.5 about here]

Examinihg Panel A of Table 3.5, it can be seen that the WA CGO method has the
largest percentage of observations in the same CGO tercile (89.1%), as well as the
smallest percentage of observations shifting more than one CGO tercile (0.3%).
Interestingly, the LIFO method is second-best, clearly beating the FIFO method on these
metrics.

Panel B of Table 3.5 shows that results are similar for CGO quintiles. Specifically,
the WA CGO method is clearly the best, with the LIFO CGO method being second-best
and the FIFO CGO method being third-best.
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Thus, the WA CGO method produces the lowest amount of misclassification
errors for both CGO terciles and quintiles. Even so, it should be noted that 10.9%
(18.9%) of CGO terciles (quintiles) are being misclassified using this method. While the
weighted average method is the best of the three available methods, it still leaves room

for improvement.
3.6 CONCLUSION

In this Chapter, I analyze the accuracy of the modified Grinblatt and Han (2005) capital
gains overhang (CGO) computation methodology employed in Chapter 2. This is done by
utilizing a transaction-level data set from an American brokerage firm, which allows for
the computation of CGO values accurate to the level of individual investor accounts.

The first major assumption employed in the modified Grinblatt and Han (2005)
methodology is the use of daily closing prices instead of actual transaction prices in the
CGO calculations. Thus, my first test involves comparing CGO values based on actual
transaction prices (ATP CGO) with those based on daily closing prices (ACP CGO) in
order to check the reasonableness of this assumption. I find that a bias is introduced by
this assumption, increasing the daily CGO values by a highly significant 0.11%. I further
examine the impact of this bias on the allocation of observations to CGO terciles
(quintiles), and find that the impact is uniformly spread across observations and that only
2.5% (4.5%) of observations are categorized into incorrect terciles (quintiles) as a result.

The second major assumption tested is the use of a weighted average method for
calculating the impact of sell transactions on the total cost basis and resultant CGO values
(WA CGO). Under this method, all existing shareholders are assumed to sell an equal
percentage of their existing holdings. This method is compared to a first-in-first-out
(FIFO) method in which the earliest purchasers are assumed to sell first, and a last-in-
first-out (LIFO) method in which the latest purchasers are assumed to sell first. All three
methods result in CGO values that have a statistically significant difference from the
ACP CGO values, but based on the number of observations being misclassified into CGO

terciles (quintiles) the weighted average method is clearly superior to the FIFO and LIFO
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methods. Even so, approximately 10.9% (18.9%) of observations are classified into
incorrect CGO terciles (quintiles) with the weighted average method.

An important future addition to this work would be to determine if there are
potential adjustments to the WA CGO calculation methodology which would minimize
the number of observations that are misclassified by CGO terciles/quintiles. One possible
way of achieving this would be to determine if the over/underestimation of CGO values
using the weighted average methodology are systematically related to specific stock
characteristics (for example size, B/M, or even industry sectors), and then apply relevant

‘adjustment’ factors to CGO values for such stocks.
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Table 3.1 — P-value distribution for equality of means

Significance Number of Percent of
Level Stocks Stocks
Not significant 109 4%
10% Level 22 1%
5% Level 25 1%
2% Level 2,674 94%
Totals 2,830 100%
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Table 3.2 — CGO tercile and quintile transition matrices (ATP CGO versus ACP
CGO)

Panel A — Tercile Transition Matrix

ACP CGO Tercile

ATP CGO
1 2 3
Tercile
1 32.4% 0.7% 0.0%
2 0.7% 32.8% 0.6%
3 0.0% 0.6% 324%

Same Tercile: 97.5%
+/- 1 Tercile: 2.5%
Other: 0.0%

Panel B — Quintile Transition Matrix

ACP CGO Quintile
ATP CGO 1 2 3 4 5
Quintile
1 19.5% 0.5% 0.0% 0.0% 0.0%
2 0.5% 18.8% 0.7% 0.0% 0.0%
3 0.0% 0.7% 18.7% 0.6% 0.0%
4 0.0% 0.0% 0.6% 18.9% 0.4%
5 0.0% 0.0% 0.0% 0.4% 19.5%
Same Quintile: 95.5%
+/- 1 Quintile: 4.4%
Other: 0.1%
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Table 3.3 — Summary statistics for CGO calculation methodelogies

Panel A — Means and Standard Deviations for CGO Values

Mean Std Dev

ACP CGO| -0.004816 0.048063
WA CGO| -0.006790 0.047674
CGO FIFO| -0.003724 0.048156
CGO LIFO| 0.003998 0.049375

Panel B — Means and Standard Deviations for Differences in CGO Values

Mean Std Dev

WA CGO - ACP CGOJ| -0.001974 0.003554
FIFO CGO - ACP CGO| 0.001092 0.006318
LIFO CGO - ACP CGO| 0.008814 0.004918
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Figure 3.4 - Differences in mean CGO values by date (ACP CGO minus ATP CGO)
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Panel B-FIFO CGO minus ACP CGO

Differences in CGO Mean Values
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Panel C -FIFO CGO minus ACP CGO

Differences in CGO Mean Values
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CHAPTER 4

THE IMPACT OF DROPPED COVERAGE ON ANALYSTS’
CONSENSUS RECOMMENDATIONS AND EARNINGS PER
SHARE ESTIMATES

4.1 INTRODUCTION

Virtually all brokerage and financial management firms employ stock market analysts.
Their functions range from global macroeconomic analysis to company level analysis. In
this paper, my interest lies with the company level analysts. Typically, such analysts will
specialize in one or more industry sectors, such as automotives or retailing. Within a
sector, a given analyst will typically follow a set of companies, for which he will produce
periodic comprehensive research reports supplemented by more frequent, but less
detailed, updates. Within the research report, the analyst will usually give a qualitative
overview of the company’s current operations and future prospects, provide pro-forma
financial statements or estimates of key financial numbers (including earnings) for the
next one to three years (the estimate), and give their final opinion on whether the stock
should be purchased or sold (the recommendation).

Analysts’ reports and updates are heavily relied upon by both institutional and
individual investors, and a strong opinion from an influential analyst can have a
significant and immediate impact upon a company’s stock price. Thus, it is not surprising
that there is a wide body of literature which analyzes the analysts. Prior research topics
include firm characteristics and estimate accuracy', analyst characteristics and estimate

accuracy’, estimate dispersion and its ability to predict future volatility and returns®,

' Das (1998), Kross et al. (1990), Beckers ef al. (2004).

2 Dugar and Nathan (1995), Clement (1997), Carelton et al. (1998), Desai ef al. (2000), Hodgkinson (2001), Irvine ef
al. (2004).

> Bildersee e al. (1996), Han and Manry (2000), Athanasaakos and Kalimipalli (2003), Beckers et al. (2004),
Johnson (2004).
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estimate timeliness and accuracy”, investors’ reactions to estimates and changes therein’,
coverage initiation and suspension®, and biases in estimates and recommendations. Of
these, the last two topics will be the focus of this paper. Specifically, I attempt to
determine if the dropping or suspension of coverage can explain the bias in analysts’
recommendations, and if adjusting for dropped coverage can produce more accurate

recommendations and estimates.
4.1.1  Dropping coverage

Analysts and the companies they cover have a strange, symbiotic relationship.
Collectively, analysts have the power to cause serious damage to a company and its
management, yet individually they are highly dependent upon the generosity of the
company in providing access and information. Add to this the other business relations a
company may have with an analyst’s firm, and it becomes apparent that many analysts
walk a fine line between objectivity and partiality.

Thus, it is not surprising that recommendations take on euphemistic names such as
“market under perform” or “underweight” rather than “sell immediately”. Similarly, it
makes sense that an analyst would prefer to drop or suspend coverage rather than
significantly downgrade a company and risk angering management. For example,
suspension of coverage could be explained to the company’s management as a temporary
measure, due to a lack of resources as a result of recent and unexpected staff departures.

Given this, I hypothesize that there is information value in dropped or suspended
coverage which is not being properly incorporated in the consensus recommendations and
estimates of the remaining analysts. This hypothesis will be empirically examined later in

the paper.

¢ Stickel (1992), Cooper et al. (2001).

5 Stickel (1991), Stickel (1995), Francis and Soffer (1997), Ho and Harris (1998), Michaely and Womack (1999), Ho
and Harris (2000), Krishnan and Booker (2002), Gleason (2003).

% Bushan (1989), O’Brien and Bhushan (1990), McNichols and O’Brien (1997), Kim ef al. (1997), Rao et al. (2001),
Rock et al. (2001).
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4.1.2  Biases

The majority of the literature supports the theory that analysts are overly optimistic in
making their recommendations and estimates. This optimism has been attributed to
several factors:

1. Business relations’ - Sell-side analysts are often employed by large
financial services firms, who provide both brokerage and investment
banking services. In theory, strict controls are supposed to be in place
to keep these divisions separated, but in reality investment banking
relations (or potential relations) have exerted an influence on affiliated
analysts’ estimates and recommendations. (One need only look at the
$1.4 billion settlement in 2004 by Citigroup and other firms for
confirmation of this fact.)

2. Self-selection® - Analysts and their firms select which companies they
will cover. Optimistic estimates garner more business than pessimistic
estimates, as there are a virtually unlimited number of potential buyers,
but only a small number of potential sellers. Additionally, the media
prefers to focus on positive recommendations versus negative
recommendations. Thus, it is natural that more of the companies
covered will be expected to perform well.

3. Attachment’ - Often, individual analysts can select the firms within an
industry that they will cover. In addition to the previously mentioned
self-selection bias, this can also induce an attachment bias, where the
analyst becomes overly enamoured with a particular stock. This effect
also occurs with equity holders who find it difficult to sell a poor
performing stock for non-rational reasons. For example, they may have

owned the stock for a long period or the company may produce a

Dugar and Nathan (1995), Michaely and Womack (1999), Hodgkingson (2001).
¥ McNicols and O’Brien (1997), Hong (2002).
Hong (2002).
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product to which they have an emotional attachment, such as Walt
Disney Company.

4. Compensation '° - Analysts whose firms have other business
relationships with the target company, such as an investment banking
relationship, realize that the market assumes their recommendations
and estimates will be overly optimistic. Thus, to compensate for the
market’s discounting, they will favourably bias their recommendations
and estimates.

5. Overreaction'! - Investors, and even professional énalysts, often
overreact to good news. For example, a small earnings increase
following numerous quarters of decreased earnings is often
prematurely interpreted as the beginning of a turn-around, resulting in
overly optimistic recommendations and estimates.

6. Herding'? - Analysts, like mutual fund managers, do not like to be too
far from the average or consensus values. While the rewards from
being the one rebel who is correct are significant, the punishments for
being the one rebel who is wrong are even greater. Thus, analysts tend
to show “an inappropriate degree of consensus in estimates relative to

observed outcomes” >

, which is known as herding. When combining
this behaviour with overreaction by one or two first-moving analysts, it
is easy to see how a contagion effect can take hold, resulting in

optimistically biased recommendations and estimates.

Increasing attention has been focused on ways to correct for these biases, with the
objective of arriving at a more accurate consensus estimate. Chase (2000), drawing on
prior work from decision science, looked at alternate methodologies for combining

separate, but not systematically biased, estimates to achieve increased accuracy. Hayes

19 Loffler (1998).

' Debondt and Thaler (1984).

12 Debondt and Forbes (1999), Desai et al. (2000), Hong et al. (2000), Rao et al. (2001), Gleason and Lee (2003).
3 Debondt (1999).
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and Levine (2000) postulated that analysts’ estimates are drawn from a truncated normal
distribution and used maximum likelihood estimators instead of the mean value. Kim et
al. (2001) used the mean plus a positive multiple of the change in the mean instead of the
mean alone. Gu and Wu (2003) found the median estimate to be more accurate than the
mean estimate.

In summary, it has been well-documented that analysts are optimistically biased in
their estimates, but it has not yet been resolved what the exact origin of this bias is, nor
how to correct for it. I contribute to this debate by hypothesizing that a contributing factor
is pessimistic analysts are removing themselves from the analyst pool, rather than issuing
a negative recommendation. If this hypothesis is true, then there is information content
contained in the dropped or suspended coverage data that is not being incorporated in the
consensus recommendations and estimates. The remainder of this paper empirically

examines this hypothesis.

4.1.3  Data options

Much of the prior research, including the majority of that cited above, has been based on
analysts’ estimates of future earnings. In my analysis, I will start with a simplified
analysis based upon analysts’ consensus recommendations, and then proceed to a more
detailed analysis based on analysts’ individual estimates. My rationale for analyzing both
recommendations and estimates is that each data set has relative strengths, and by
analyzing both I can arrive at a more complete assessment of the impact of dropped
coverage. Strengths of the recommendation data are:
1. Earnings estimates are a tool (albeit a very important one) to arrive at a

recommendation, and focusing exclusively upon earnings may miss
other non-earnings factors that may be of relevance (e.g. quality of
earnings).

2. Earnings estimates are generally given for a maximum of three years
forward. Making buy and sell decisions based solely upon these

estimates may omit future events that are known with relative certainty
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(e.g. mining or manufacturing facilities that will be coming on line,
patents set to expire).

3. When an analyst drops a company, it is more difficult and subjective to
infer an earnings estimate from this action. It is straightforward to
impute a SELL' recommendation in such cases, rather than trying to
assign a low (or negative) earnings estimate.

4. Recommendations are easily comparable across firms, whereas
estimates require adjustments to account for factors such as differences
in share prices and industry profitability levels.

Strengths of the estimate data are:

1. Estimates can take any penny-denominated increment, whereas
recommendations come in five steps. Thus, there is less loss of detail
in using estimates. "

2. Using detail-level data (i.e. at a company—broker level) allows for
exact tracking of which brokers are dropping coverage, which removes
potential inaccuracies introduced by approximating brokerage
behaviour based on the changes in the number of analysts issuing
recommendations.

3. Using estimate data allows for exact comparison with actual values for
the specified interval. For example, an annual earnings per share
estimate can be compared to the actual annual earnings per share value
for that year. This removes the problem of mismatched time-frames,
where a “long term” recommendation may be erroneously compared to

the short term performance of a stock.

Full details of how the respective data sets are utilized are given in the following sections.

1% 1/B/E/S reports recommendations using a five-step system: 1=Strong Buy, 2=Buy, 3=Hold, 4=Underperform, and
5=Sell.

Although the majority of analysts use some variant of the five-step rating system, some do use a three- or four-step
system. I/B/E/S converts such ratings to a five-step system for reporting purposes. This can result in an even greater
loss of accuracy.

15
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4.2 CONSENSUS RECOMMENDATION ANALYSIS - UNMODIFIED
RECOMMENDATIONS

4.2.1 Data

The main data set used in this section is the Institutional Brokers Estimates System
(I/B/E/S) Recommendations Summary Statistics (Consensus Recommendations) data file
for the date range of January 1994 to December 2006. This file has one observation per
month for each company covered by one or more analyst(s), and contains consensus
recommendation values based on the most recent recommendations from all analysts as
of the monthly summary date.'® I further restrict the data to U.S. companies traded on the
NYSE, AMEX and NASDAQ, and I drop those consensus recommendations which have
three or fewer brokers providing recommendations. This results in a final data set of

412,624 observations.
4.2.2  Distribution of recommendations

As a first step, I calculate the mean consensus recommendation for the entire data set.
I/B/E/S reports recommendations using a five-step system: 1 = Strong Buy, 2 = Buy, 3 =
Hold, 4 = Underperform, and 5 = Sell. Thus, were there to be no biases in the
recommendations or in the selection of companies being covered, the mean should be
close to 3.0 (the average of the highest rating of 1 and the lowest rating of 5). The actual
mean recommendation is 2.198 with a standard deviation of 0.534. A #-test for the
hypothesis that the mean recommendation is 3.0 has a #-statistic of -964.74 and a p-value
of 0.000, indicating that the actual mean recommendation is different from 3.0 at all
significance levels. I take this as evidence that the recommendations have an optimistic
bias.

Next, I divide the mean recommendations into four ranges: between 1.0 and 2.0

(high), between 2.0 and 3.0 (high middle), between 3.0 and 4.0 (low middle) and between

16 The summary date is typically the third Thursday of each month,
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4.0 and 5.0 (low). The number of recommendations that fall into each of these ranges is

shown in Figure 4.1 below.
[Figure 4.1 about here]

A very small percentage (0.2%) of recommendations fall into the low range, and the
distribution is highly skewed towards the high range. Were the covered companies
randomly selected from all companies listed on their respective exchange, the
distributions should be more symmetric as, by definition, not all stocks can outperform

the overall market.
4.2.3  Analyst performance

Next, I analyze the accuracy of analysts’ consensus recommendations. This is done by
calculating the average cumulative post-summary date returns by recommendation
category. To do this, I use the monthly holding period returns from the CRSP Monthly
data file. For each consensus recommendation observation, the cumulative monthly
returns for the first through twelfth following months are calculated. These are then
averaged for each of the four recommendation categories.

If analysts are providing accurate recommendations, there should be higher
cumulative returns for the more positive recommendation categories, and the differences
between recommendation categories should be statistically significant. To test the first
requirement, I analyze the raw cumulative monthly returns by recommendation category.

Results are shown in Figure 4.2 below.
[Figure 4.2 about here]

The lower rated stocks outperform the higher rated stocks in almost all time frames.
In fact, for all but the first three months, returns are monotonically increasing as one goes

from higher to lower rated stocks, and for the first three months this pattern is only
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disrupted by the returns to the low category. I have three possible explanations for this.
First, analysts may be overly optimistic (pessimistic) regarding their higher (lower)
recommendation stocks. Second, analysts’ recommendations may be primarily based on
past performance.'’ Third, analysts’ recommendations may be more short-term in
nature.'® Regardless of the reason, it is clear that the recommendations are, on average,
not an accurate predictor of performance in the subsequent 12 months. "

Next, I test the requirement that differences in returns between the rating categories
be statistically significant. To do this, I perform #-tests for the difference between each
pair of recommendation categories for each of the 12 cumulative holding period returns.

The results are summarized in Table 4.1 below.
[Table 4.1 about here]

As can be seen, in the majority of cases the means are significantly different. The
exceptions are those pairs which include recommendation category 4 (low). This must be
interpreted with caution, though, as the high p-values are primarily a result of the low
number of observations found in recommendation category 4 (low). For example,
recommendation category 4 (low) contains approximately 600 observations in each of the
cumulative return intervals, while category 3 (low middle) contains approximately 35,000
observations in each of the cumulative return intervals.

One potential limitation of my analysis is that I am using raw returns. This could be
producing inaccurate results if certain risk characteristics are not uniformly distributed
across the ratings categories, and the higher returns to the lower rated stocks are
attributable to a higher level of riskiness. For example, the lower rated categories may

contain a higher proportion of small stocks. To account for this, I also calculate risk-

This is in line with contrarian strategies (i.c. superior returns can be achieved by buying past losers and sclling past
winners) documented by researchers such as De Bondt and Thaler (1985) and Lakonkishok, et al. (1994).
Consensus recommendation summaries are typically produced by I/B/E/S on the third Thursday of every month,
based on recommendations issued (or confirmed) since the last summary date. Monthly returns used in Figure 4.2
begin on the first day of the month following the consensus recomimendation summary. Thus, a lag of two to six
weeks may exist between the issuance of a recommendation and the inclusion of an underlying stock in a portfolio.
It is possible that these results are being influenced by selection bias. Specifically, stocks which have been selected
for coverage may not be representative of the overall universe of stocks. To check for such bias, a Heckman
correction is implemented as in Garfinkel and Sokobin (2006). There is no substantial change to the results.
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adjusted returns using a three factor model.?® Results are shown in Appendix 4.1, Panels
A and B, and are qualitatively similar to those using raw returns. '
Overall, I conclude that the returns to the recommendation categories are
significantly different, but that the accuracy of the recommendations is highly suspect,
given that negatively rated stocks outperform positively rated stocks based on both raw

and adjusted returns.

4.3 CONSENSUS RECOMMENDATION ANALYSIS - MODIFIED
RECOMMENDATIONS

4.3.1  Methodologies

In this section I attempt to adjust for analysts’ biases by incorporating information
regarding dropped coverage. The resulting distribution and accuracy of these adjusted
recommendations will then be compared with those based on the unmodified results.

To make these adjustments, I utilize two methods. Under Method 1, a running total
of the number of analysts dropping coverage (or ‘drops’) is retained for each company.
At each summary date, the mean recommendation is recalculated by assigning a low
rating (i.e. a numeric value of 5.0) to each of the outstanding drops. If the number of
analysts subsequently increases, the running total of drops is increased by one for each
new analyst. No adjustments are made to the mean recommendation if the running total
of drops has a positive value (i.e. more analysts have initiated coverage than dropped
coverage since the start of the data set), but the running total of drops is still retained and
carried forward.

The rationale behind this method is that when an analyst drops coverage, it is
equivalent to issuing a low recommendation (i.e. a numeric value of 5.0) which remains

in effect until coverage is re-initiated. When the same (or another) analyst subsequently

®  Risk-adjusted returns are the residuals from monthly regressions (by company) of actual returns less risk-free
returns on the typical Fama-French three factors (market return less risk-free return, small minus big (size) returns
and high minus low (B/M) returns). The monthly Fama-French factors are sourced from Ken French’s data library
available through his website.
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initiates coverage®', it is no longer assumed that they are issuing a low recommendation.
Instead, their recommendation is now incorporated into the reported consensus
recommendation value. Thus, positive values for the running total of analyst changes do
not result in modifications to the mean recommendation, as the analysts represented by
that positive number already have their recommendations included in the mean
recommendation value.

Under Method 2, a ceiling of zero is imposed on the running total of analyst
changes. Thus, an addition followed by a drop will result in a running total of -1, as
compared to 0 under Method 1. By placing a ceiling of zero on the cumulative number of
analyst changes, I control for the situation where a newly-listed company develops an
analyst following during the data period and is incorrectly credited with a large positive
“buffer” simply for adjusting to a normal level of coverage.

Numeric examples of both methods are included in Appendix 4.2.

4.3.2  Distribution of recommendations with bias-correcting modifications

Mean recommendations are recalculated using the above two methods, and are allocated
to the same four ranges previously used. Results are shown in Figure 4.3 below, along

with the unmodified results from the prior section.

[Figure 4.3 about here]

Method 1 only slightly reduces the skewness in the distribution. By contrast,
Method 2 provides a significant shift towards a more normal distribution.

I next calculate the overall mean recommendations, and run z-tests run to see if they
are statistically different than 3.0. Results for the two modification methods, along with a

repeat of the unmodified results, are shown in Table 4.2 below.

2 With the summary recommendation data set, it cannot be determined if an analyst who previously dropped

coverage is re-initiating coverage, or if an entirely new analyst is initiating coverage. For the calculations in this
section the distinction is irrelevant.
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[Table 4.2 about here]

Methods 1 and 2 move the mean recommendation progressively closer to the
desired mean value of 3.0, although the p-values indicate that a statistically significant

level of bias still exists.
4.3.3 Analyst performance with bias-correcting modifications

Next, I repeat the prior analysis of the accuracy of analysts’ recommendations using the
modified recommendations. Results for Method I are shown in Figure 4.4 and Table 4.3

below, and results for Method 2 are shown in Figure 4.5 and Table 4.4 below.
[Figure 4.4 about here]
[Table 4.3 about here]
[Figure 4.5 about here]
[Table 4.4 about here]

The results are very similar to those based on the unmodified recommendation
categories. For both Methods 1 and 2, the returns increase monotonically for all month
ranges when going from high recommendations to low recommendations. Also, p-values
for differences between category pairs have improved, and jn the case of Method 2 all
pairs are significantly different. Even so, the returns are still the opposite of what would
be expected if the recommendations are accurate. Specifically, stocks with lower

recommendations still outperform those with higher recommendations.
These analyses are also repeated using the three-factor adjusted returns as described
in the prior section. The results are shown in Appendix 4.1, Panels C through F, and are

qualitatively similar to those using raw returns.
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Overall, T conclude that while the modification methods, especially Method 2, do
result in a more normal distribution of recommendations, they are unable to improve the

accuracy of the recommendations.
4.4 DETAILED ESTIMATE ANALYSIS
4.4.1  Introduction

In the prior section I utilize I/B/E/S summary recommendation data, and find that
replacing dropped recommendations with the lowest recommendation value reduces the
skewness of the recommendation distribution, but does not significantly improve the
accuracy of the consensus recommendations.

Unfortunately, this analysis has several limitations. First, it uses a five-category
rating system, which results in a loss of detail when I/B/E/S is required to translate from a
different rating system. 22 Second, there could be significant differences in
recommendations within each category. Third, the analysis looks at one to 12 month
performance, while the recommendation may be more long-term in nature. Fourth, it does
not track specific brokers, but rather makes assumptions regarding which ones drop and
re-initiate coverage.

To overcome these limitations, I implement an analysis which utilizes the I/B/E/S
Detail History data file. This file contains estimated and actual annual earnings per share
(EPS) values by broker, which will avoid the problems noted above. By using exact EPS
estimates and actual values, problems one and two regarding the potential over-
aggregation and/or misclassification of recommendation categories are removed.
Similarly, by comparing estimates and actual values for a specific fiscal year, the issue
noted in problem three is removed, as the estimates and actual values are for the exact
same time period. Also, the fourth problem is avoided by using broker-level estimates, as
values can be substituted when a specific broker drops coverage, and removed if and

when that broker resumes coverage.

2 For example, some brokers use three or four recommendation categories.
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4.4.2  Data and analysis

I begin with the full I/B/E/S Detail History data file. From this, I select only EPS
estimates for the current fiscal year made between 1994 and 2006, inclusive. The data set
is further filtered to include only U.S. firms* traded on the NYSE, AMEX and
NASDAQ.24 This results in 420,507 estimates across 15,584 companies and 847 brokers.

Next, for each company-year, the following summary statistics are calculated:
number of estimates, mean estimate, and standard deviation of estimates. The mean
number of estimates per company-year is 7.49, with a standard deviation of 7.51 and a
range of 1 to 56.

Each series of annual estimates for a company-broker is then examined to
determine situations where coverage has been dropped.*® A broker is considered to have
dropped coverage if it provides estimates for one or more fiscal years, and then stops
providing estimates for one or more fiscal years. If coverage subsequently resumes, it is
only the intervening missing years that will be treated as dropped years.

When substituting values for dropped coverage, there are two considerations. The
first is the number of years for which to substitute values. To evaluate the effectiveness of
different methodologies, I run the subsequent analyses using substitution periods of 1, 2,
3, 4, 5 and an unlimited number of years.?® The second consideration is the specific
substitution value to be used. Again, I implement several different methods:

e Method A:  Estimate is set to the minimum of remaining estimates
o Method B:  Estimate is set to the mean of remaining estimates less 4 times
the standard deviation of remaining estimates (i.e. mean — 0.5

x std dev)

B 1/B/E/S selection variables used are MEASURE = “EPS” and FPI = “1”.

2 Where a broker issues more than one estimate for a given company / fiscal year, I select only the most recent
estimate prior to the earnings announcement date.

Note that I/B/E/S also provides analyst information, which is a further level of detail beyond the broker level. I do
not utilize this data, as I am not concerned with which analyst within a given brokerage is covering a stock, but
rather whether or not the brokerage is covering a stock at all. This avoids issues where specific analysts change
employers, where coverage responsibilities are shifted among analysts within a brokerage, or where analyst
information is not reported by the brokerage.

Note that if another estimate is made before the end of the substitution period, the substitution period ends and that
estimate is used. Similarly, no substitution periods are allowed to extend the date range beyond 2006.
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e Method C:  Estimate is set to the mean of remaining estimates less 1 times
the standard deviation of remaining estimates (i.e. mean — 1.0
x std dev)

o Method D:  Estimate is set to the mean of remaining estimates less 1%
times the standard deviation of remaining estimates (i.e. mean
— 1.5 x std dev)

e Method E:  Estimate is set to the mean of remaining estimates less 2 times
the standard deviation of remaining estimates (i.e. mean — 2.0

x std dev)

This results in a total of 30 different analyses, which vary in the number of estimates
being filled in, and the magnitude of the substituted values.

For each of these combinations of substitution years and calculation method, I
calculate the mean EPS estimate by company-year. I then calculate a price-scaled
estimate delta value as the mean EPS estimate minus the actual EPS value, all divided by
the prior year-end closing price.”” Next, the price-scaled delta values are averaged across
all company-years, and p-values are calculated for the hypothesis that the mean price-
scaled delta value is equal to zero (i.e. perfect estimate accuracy). Results are shown in

Table 4.5 below.

[Table 4.5 about here]

There are two main observations to be made about the results. First, in terms of the
magnitude of the mean price-scaled deltas, all of the modified estimation methods
produce better results than the unmodified base case. Second, based on p-values, only
two Method—year combinations have a significantly high p-value: Method 4 with a

maximum of three substitution years, and Method D with a maximum of two substitution

¥ Two filtering criteria are applied at this point. First, observations for company-years with three or fewer (non-
substituted) estimates are removed. Second, price-scaled delta values are trimmed at the 1%/ 99 percentiles
calculated across all remaining observations.
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years. (Recall that Method A uses the minimum remaining estimate as the substitution
value, and Method D uses the mean estimate less 1.5 times the standard deviation of
estimates as the substitution value.)

Investigating these two results further reveals that the minimum remaining estimate
is on average -1.33 standard deviations away from the mean. This makes sense, as the
substituted estimates in Method A are slightly smaller in magnitude than those in Method
D, and thus give similar results when applied for one extra year. Next, I try to improve on
both the Method A — 3 year and the Method D —- 2 year results.

Given that I am using annual estimates, there are no further adjustments that can be
made based on substitution years. For example, Method A — 2 year and Method A — 4
year results (i.e. using +/- one year) have already been generated and are found to have
insignificant p-values. On the other hand, the substitution values can be adjusted. For
both the Method A — 3 year and the Method D — 2 year results 1 re-run the analyses with
adjustments of +/-0.01 standard deviations. For the 3 year results I start at -1.33 standard
deviations from the mean, and for the 2 year results I start at -1.50 standard deviations
from the mean. Following an iterative procedure, 1 find that the following standard
deviation—year combinations, shown in Table 4.6 below, give the lowest deltas and

highest p-values.
[Table 4.6 about here]

Using two substitution years, the substitution value of mean estimate — 1.50 std dev
proves to be the most accurate value. (For example, using a substitution value based on
1.49 (1.51) standard deviations results in a lower p-value of 0.9181 (0.8079)). Using
three substitution years, a substitution value of mean estimate — 1.27% std dev results in
the most accurate value. Between the two, the 3 year, -1.27 std dev method is slightly
superior as it has a lower mean delta and standard deviation, and a higher p-value.

I interpret these results as follows. When an analyst drops coverage, it can be
interpreted as issuing an EPS estimate of either (a) the mean remaining estimate less 1.5

standard deviations of the remaining estimates for the following two years, or (b) the
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mean estimate less 1.27 standard deviations of the remaining estimates for the following
three years. Alternately, a slightly less accurate “rule of thumb” is to assume dropped
coverage is analogous issuing an estimate equal to the minimum of the remaining
estimates for the following three years.

A potential limitation of this analysis is that it is based on annual estimates. As
previously mentioned, this restricts adjustments to the substitution period to whole year
increments, and effectively makes the substitution value the main variable by which the
methodologies can be adjusted. A possible future expansion would be to use quarterly
estimates, which would allow for a greater degree of adjustment to the substitution
periods.

An additional expansion involves more specific controls for dropped coverage. For
example, by analyzing the overall number of analysts providing coverage for the entire
universe of stocks, dropped coverage due to economic downturns and financial industry

| lay-offs could be controlled for, allowing for isolation of those situations where coverage

is dropped due to firm-specific factors.
4.5 CONCLUSION

Stock market analysts are themselves highly analyzed, and a large body of literature
exists which evaluates their behaviour and predictions. Even so, the majority of this
literature has focused on earnings estimates, not overall recommendations. Similarly,
very little investigation has been performed on the impact of dropping or suspending
coverage. I address both of these shortcomings by evaluating the impact of dropped
coverage on the bias and accuracy of analysts’ consensus recommendations, and on the
accuracy of analysts’ annual earnings per share estimates. |

As a result, this paper contributes to the existing literature in three ways. First, it
provides additional evidence that analysts’ recommendations are optimistically biased,
and poorly correlated with subsequent returns. Second, it shows that incorporating the
information available from dropped coverage can significantly reduce the optimism bias

in analysts’ recommendations. Third, this incorporation does not significantly improve
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the accuracy of the recommendations, but it can significantly improve the accuracy of the
annual earnings per share estimates. This is taken as evidence that there is significant
information content in the number of analysts which drop or suspend coverage for a

given company.
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Table 4.1 — P-values for comparison of cumulative raw return means by rating
category pairs

Tvs.2 1vs.3 1vs. 4 2vs.3 2vs. 4 3vs. 4

1 month 0.000 0.000 0.709 0.003 0.372 0.220

2 months 0.000 0.000 0.574 0.000 0.796 0.380
3 months 0.000 0.000 0.108 0.000 0.606 0.746
4 months 0.000 0.000 0.010 0.000 0.212 0.812
5 months 0.000 0.000 0.000 0.000 0.039 0.363
6 months 0.000 0.000 0.000 0.000 0.005 0.129
7 months 0.000 0.000 0.000 0.000 0.002 0.081
8 months 0.000 0.000 0.000 0.000 0.000 0.028
9 months 0.000 0.000 0.000 0.000 0.000 0.015
10 months 0.000 0.000 0.000 0.000 0.000 0.012
11 months 0.000 0.000 0.000 0.000 0.000 0.026
12 months 0.000 0.000 0.000 0.000 0.000 0.017

Rating categories: 1 = high, 2 = high middle, 3 = low middle, 4 = low.

Table 4.2— Summary statistics and 7-test results for HO:mean recommendation = 3.0

Mean Std Dev t-stat p-value
Unadjusted 2.198 0.534 -964.744 0.000
Method 1 2.263 0.594 -796.498 0.000
Method 2 2.611 0.738 -338.952 0.000

111



Table 4.3 — P-values for comparison of cumulative raw return means by rating
category pairs using modification method 1

1vs.2 1vs.3 1vs. 4 2vs. 3 2vs. 4 3vs. 4

1 month 0.000 0.000 0.045 0.003 0.435 0.895

2 months 0.000 0.000 0.000 0.000 0.110 0.633
3 months 0.000 0.000 0.000 0.000 0.011 0.273
4 months 0.000 . .0.000 0.000 0.000 0.002 0.178
5 months 0.000 0.000 0.000 0.000 0.000 0.119
6 months 0.000 0.000 0.000 0.000 0.000 0.056
7 months 0.000 0.000 0.000 0.000 0.000 0.018
8 months 0.000 0.000 0.000 0.000 0.000 0.002
9 months 0.000 0.000 0.000 0.000 0.000 0.000
10 months 0.000 0.000 0.000 0.000 0.000 0.000
11 months 0.000 0.000 0.000 0.000 0.000 0.000
12 months 0.000 0.000 0.000 0.000 0.000 0.000

Rating categories: 1 = high, 2 = high middle, 3 = low middle, 4 = low.

Table 4.4 — P-values for comparison of cumulative raw return means by rating
category pairs using modification method 2

1vs.2 1vs.3 1vs. 4 2vs.3 2vs. 4 3vs. 4

1 month 0.000 0.000 0.000 0.000 0.000 0.000

2 months 0.000 0.000 0.000 0.000 0.000 0.000
3 months 0.000 0.000 0.000 0.000 0.000 0.000
4 months 0.000 0.000 0.000 0.000 0.000 0.000
5 months 0.000 0.000 0.000 0.000 0.000 0.000
6 months 0.000 0.000 0.000 0.000 0.000 0.000
7 months 0.000 0.000 0.000 0.000 0.000 0.000
8 months 0.000 0.000 0.000 0.000 0.000 0.000
9 months 0.000 0.000 0.000 0.000 0.000 0.000
10 months 0.000 0.000 0.000 0.000 0.000 0.000
11 months 0.000 0.000 0.000 0.000 0.000 0.000
12 months 0.000 0.000 0.000 0.000 0.000 0.000

Rating categories: 1 = high, 2 = high middle, 3 = low middle, 4 = low.
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Table 4.5 — EPS estimate accuracy by substitution years and calculation method

el . £-stat p-value
Sub;tel:::lon Ml;:ll::f Std Error II)V: ::; ]I;t ?t’; HO0:Mean HO0:Mean
Delta=0 Delta=0

BASE (Unmodified) CASE

N/A 0.00259  0.00009  -0.0557 0.1680  28.6402  0.0000
METHOD 4

1 0.00111  0.00010  -1.2884 0.1675 11.3269  0.0000

2 0.00040 0.00010 -1.4674 0.1675 3.8982  0.0001

3 -0.00002  0.00011  -1.5415 0.1675  -0.1453  0.8844

4 -0.00025  0.00011  -1.5595 0.1675  -2.2851  0.0223

5 -0.00038  0.00011  -1.5652 0.1675  -3.4433  0.0006

Unlimited  -0.00053  0.00011 -1.5707 0.1675  -4.8076  0.0000

METHOD B
1 0.00200 0.00009  -0.4211 0.1675 22,7501 0.0000
2 0.00173  0.00009  -0.4796 0.1675  19.8101 0.0000
3 0.00157  0.00009  -0.5039 0.1675 18.0980  0.0000
4 0.00149  0.00009  -0.5098 0.1675 17.1612  0.0000
5 0.00145  0.00009  -0.5116 0.1675 16.6478  0.0000

Unlimited 0.00140  0.00009  -0.5134 0.1675 16.0839  0.0000

METHOD C
1 0.00141  0.00009  -0.8423 0.1675  15.7165  0.0000
2 0.00086  0.00009  -0.9593 0.1675 9.4907  0.0000
3 0.00055  0.00009  -1.0077 0.1675 6.0211 0.0000
4 0.00039  0.00009  -1.0195 0.1675 4.1709  0.0000
5 0.00030  0.00009  -1.0232 0.1675 3.1933  0.0014

Unlimited 0.00020  0.00009  -1.0268 0.1675 2.1238  0.0337

METHOD D
1 0.00081 0.00010 -1.2634 0.1675 8.5494  0.0000
2 -0.00001 0.00010  -1.4389 0.1675  -0.0706  0.9437
3 -0.00047  0.00010  -1.5116 0.1675  -4.4938  0.0000
4 -0.00072  0.00011 -1.5293 0.1675  -6.7603  0.0000
5 -0.00085  0.00011  -1.5348 0.1675  -7.9319  0.0000

Unlimited  -0.00100  0.00011 -1.5402 0.1675  -9.2308  0.0000

METHOD E
1 0.00022 0.00010 -1.6846 0.1675 2.1073 0.0351
2 -0.00087  0.00011 -1.9185 0.1675  -7.6448  0.0000
3 -0.00149  0.00012  -2.0154 0.1675 -12.2575  0.0000
4 -0.00182  0.00013  -2.0390 0.1675 -14.5468  0.0000
5 -0.00200  0.00013  -2.0464 0.1675 -15.7244  0.0000

Unlimited  -0.00220  0.00013  -2.0536 0.1675 -17.0607  0.0000
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Table 4.6 — Optimal EPS substitution values

o . p-value
Substitution . Mean Std Dev Min Max )
Years Substitution Value Delta Delta Delta Delta H0:Mean
Delta=0
2 Mean - 1.50 Std Dev  -0.000007 0.0183 -1.4389 0.1675 0.9437
3 Mean - 1.27 Std Dev 0.000002 0.0179 -1.2798 0.1675 0.9849
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Figure 4.1 — Percent of mean recommendations by range
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Figure 4.2 — Cumulative monthly raw returns by mean recommendation category
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Figure 4.3 — Percent of mean recommendations by range by modification method
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Figure 4.4 — Cumulative monthly raw returns by mean recommendation category
using modification method 1
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— 4.0 t0 5.0 (low) 1.4% | 3.2% | 5.2% | 7.1% | 9.0% |10.9% | 13.0%15.2%17.5%19.7%| 21.6%| 23.8%
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Figure 4.5 — Cumulative monthly raw returns by mean recommendation category
using modification method 2
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APPENDIX 4.1 — Analyst Performance Using Three-Factor Adjusted Returns

Panel A — Cumulative Monthly Adjusted Returns by Mean Recommendation Category
(Unmodified Consensus Recommendation)

15.0%
10.0%
5.0%
0.0% -
-5.0% “Q"W“&W«wémwm»m &
-10.0%
Pl 2 3 4 5 6 7 8 9 |10 | 11 12
i :
T
amien 1.0 10 2.0 (high) [0.5%1-1.1% |-1.7%)|-2.3%)| -2.9% |-3.5%)| -4.1%| -4.6% |-5.1%-5.6% -6.0% |-6.5%

i 2.0 £0 3.0 (high middle) -0.3%1-0.6%|-0.8%!-1.1%|-1.4%-1.6%|-1.9%|-2.1%-2.4%|-2.6% -2.9%}-3.1%
e 3.0 10 4.0 (low middle) ;0.0%[0.1% 0.3%0.4% | 0.5% ) 0.5% | 0.5% | 0.5% | 0.6% | 0.9% | 1.0% | 1.1%
—een4.0 to 5.0 (low) 1-0.4%. 0.1% | 1.1%|2.0% | 3.4% | 4.7% | 5.6% | 7.0% | 8.2% | 9.3% ! 9.4% 10.9%

Panel B — P-values for Comparison of Cumulative Adjusted Return Means by Rating
Category Pairs (Unmodified Consensus Recommendation)

1vs.2 1vs.3 1vs. 4 2vs.3 2vs. 4 3vs. 4

1 month 0.000 0.000 0.912 0.000 0.848 0.572
2 months 0.000 0.000 0.256 0.000 0.518 0.993
3 months 0.000 0.000 0.035 0.000 0.149 0.554
4 months 0.000 0.000 0.004 0.000 0.039 0.287
5 months 0.000 0.000 0.000 0.000 0.004 0.076
6 months 0.000 0.000 0.000 0.000 0.000 0.017
7 months 0.000 0.000 0.000 0.000 0.000 0.009
8 months 0.000 0.000 0.000 0.000 0.000 0.002
9 months 0.000 0.000 0.000 0.000 0.000 0.001
10 months 0.000 0.000 0.000 0.000 0.000 0.000
11 months 0.000 0.000 0.000 0.000 0.000 0.001
12 months 0.000 0.000 0.000 0.000 0.000 0.001

Rating categories: 1 = high, 2 = high middle, 3 = low middle, 4 = low.
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Panel C — Cumulative Monthly Adjusted Returns by Mean Recommendation Category
(Method 1 Modifications)

12.0%

7.0%

2.0% 1

3.0%

-8.0% .

1t 123 als5s 678 9 10 11]12

wipenn 1.0 10 2.0 (high) -0.5%-1.1% |-1.8%|-2.4%-3.0% |-3.6% |-4.2%|-4.8% |-5.3%|-5.8%|-6.2% | -6.7%
2.0 0 3.0 (high middle) |-0.3%-0.6% |-0.9%|-1.2%|-1.5% -1.8%|-2.1%|-2.4%-2.7%|-3.0%)-3.2% | -3.4%|
eiim3.0 to 4.0 (low middle) |0.0% |0.1% | 0.3%]0.4% [ 0.5% | 0.6% | 0.7% | 0.7% | 0.8% | 0.9%  1.1% | 1.1%
—8—1.0 t0 5.0 (low) 10.6% | 1.4% | 2.4% | 3.3% | 4.1% | 4.9% | 5.8% | 7.0% | 8.1% | 9.2% |10.2%]11.5%

Panel D — P-values for Comparison of Cumulative Adjusted Return Means by Rating
Category Pairs (Method 1 Modifications)

1vs.2 1vs.3 1vs.4 2vs.3 2vs. 4 3vs. 4

1 month 0.000 0.000 0.000 0.000 0.003 0.068
2 months 0.000 0.000 0.000 0.000 0.000 0.005
3 months 0.000 0.000 0.000 0.000 0.000 0.000
4 months 0.000 0.000 0.000 0.000 0.000 0.000
5 months 0.000 0.000 0.000 0.000 0.000 0.000
6 months 0.000 0.000 0.000 0.000 0.000 0.000
7 months 0.000 0.000 0.000 0.000 0.000 0.000
8 months 0.000 0.000 0.000 0.000 0.000 0.000
9 months 0.000 0.000 0.000 0.000 0.000 0.000
10 months 0.000 0.000 0.000 0.000 0.000 0.000
11 months 0.000 0.000 0.000 0.000 0.000 0.000
12 months 0.000 0.000 0.000 0.000 0.000 0.000

Rating categories: 1 = high, 2 = high middle, 3 = low middle, 4 = low.
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Panel E — Cumulative Monthly Adjusted Returns by Mean Recommendation Category
(Method 2 Modifications)
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weneem 3 () t0 4.0 (low middle)
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-0.2%

-0.3%

-0.4% | -0.5%

-0.6% [ -0.7%
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-0.9%
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il 4, () to 5.0 (low)
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2.5% § 2.8%

3.1%

3.6% | 4.0% [

Panel F — P-values for Comparison of Cumulative Adjusted Return Means by Rating
Category Pairs (Method 2 Modifications)

1vs.2 1vs.3 1vs. 4 2vs. 3 2vs. 4 3vs. 4

1 month 0.000 0.000 0.000 0.000 0.000 0.015

2 months 0.000 0.000 0.000 0.000 0.000 0.000
3 months 0.000 0.000 0.000 0.000 0.000 0.000
4 months 0.000 0.000 0.000 0.000 0.000 0.000
5 months 0.000 0.000 0.000 0.000 0.000 0.000
6 months 0.000 0.000 0.000 0.000 0.000 0.000
7 months 0.000 0.000 0.000 0.000 0.000 0.000
8 months 0.000 0.000 0.000 0.000 0.000 0.000
9 months 0.000 0.000 0.000 0.000 0.000 0.000
10 months 0.000 0.000 0.000 0.000 0.000 0.000
11 months 0.000 0.000 0.000 0.000 0.000 0.000
12 months 0.000 0.000 0.000 0.000 0.000 0.000

Rating categories: 1 = high, 2 = high middle, 3 = low middle, 4 = low.
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