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ABSTRACT

In this study, a kinetic model for silicide formation through solid state reactions in
transition metal-Si diffusion couples has been developed The reactive interface in a metal-
silicon couple is considered to be a reaction region, and the reaction process is divided into
three steps. Scveral physical quantities have been defined to describe each of these steps,
i.c., the diffusion flux of moving reactant to the reaction region (J), the release rate of
nonmoving rcactant (r) and the formation rate of the growing phase (F). The relationship
between these quantities in a given reaction region has been demonstrated by means of a
rcaction process plot (RPP), which is also developed in this study.

Expressions for free encrgy degradation rate (FEDR) in a reaction region are derived.
Itis shown, by using the cxpressions and an RPP, that in a given reaction region there are
always a number of possible reaction processes competing with one another. One of these
processcs can result in the largest FEDR. Based on this result, a criterion for solid state
rcactions in metal-Si diffusion couples is proposed, i.e., of all possible reaction processes,
the reaction which can result in the largest FEDR will actually occur.

According to the kinetic model and the reaction criterion, the stepped curve in the RPP
for a reaction region adjacent to an elemental nonmoving reactant represents the actual
reaction path of the release process in the region. Therefore, the silicide formation
scquence in the region is predictable if the stepped curve or the RPP for the region is
available. A method for calculating relative maximum release (RMR) rates and constructing
scmiquantitative RPPs (SRPPs) has been proposed. Using this method, calculations of
RMR rates have been done for 15 metal-Si systems and a few typical SRPPs have been
drawn using the resulting data. Predictions of first silicide formation and multiple phase
growth sequence have been done using the SRPPs for these systems. Comparison of the
predictions with the experimental results from the literature shows very good agreement,
which provides strong support for the kinetic model and the reaction criterion.

Multiple phase sequential growth in thin film Ni-Si couples has been investigated by
means of transmission electron microscopy (TEM), energy dispersive X-ray spectroscopy
(EDS) and electron diffraction. The observed growth sequence is Ni2Si and then NiSi.
Experimental results from a previous study using thin film Mn-Si couples are also given,
which indicates a formation sequence of Mn3Si followed by MnSi. The results in the two
systems provide experimental evidence for the predictions of silicide formation sequences
in these systems.

Direct deposition reactions of Ni on Si substrates have also been investigated using
TEM, EDX and electron diffraction. The observed silicide formation sequence is NiSi>,



Ni2Si, then NiSi and Ni-rich solid solution layers.  Most of the observed phenomena in
this study can be explained by SRPPs and the new kinctic model, which provides
additional support for the new model.
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SYMBOLS

Since the symbols in Chapter 2 (Literature Review) are from original papers, some

symbols are used for different definitions. In order to avoid confusion, the symbols in

Chap.2 and those in other chapters are listed separately. Furthermore, the models which

some particular symbols are only used for are indicated in the list for Chap.2.

Symbols in Chapter 2

Bg
C
AC

AG,
AG*

Agv

AH'
AH°

Jin

Jout

Constant in parabolic growth equation (Kidson)

Composition

Composition difference in a given phasc (Gosele and Tu)

Interdiffusivity of the moving species (Bené)

Chemical interdiffusion coefficient with subscript indicating particular phasc
(Gosele and Tu)

Gibbs free energy

Constant determined by the compositions of the involved phases (Gosele and Tu)
Gibbs free energy change

Change in "chemical" free energy due to the formation of a new phase (d'Heurlc
and Gas)

Activation energy of nucleation (d'Heurle and Gas)

Chemical free energy change due to new phase formation (Thompson)

Constant factor related to the compositions of the equilibrium phases (Goscle and
Tu)

Effective heat of formation (Pretorius)

Standard heat of formation (Pretorius)

Deformation energy loss due to the volume change caused by phase transformation
(d'Heurle and Gas)

Diffusion flux into a reactive interface

Diffusion flux out of a reactive interface

Difference between the diffusion fluxes into and out of a reactive interface
Boltzmann constant

Constant in Kidson equation

Number of initial reaction centers on a substrate surface (Losch)

Total number of surface atoms (Losch)

Number of easy mass transport channels (Losch)



Ratio of diffusion fluxes (Gosele and Tu)
Critical value of diffusion flux ratio

Critical valuc of diffusion flux ratio
Temperature difference between the liquidus curve and the peritectic (or peritectoid

point for the system under consideration (Tsaur et al .)
Critical thickness of an amorphous phase (Gosele and Tu)

Critical thickness of phases with subscript indicating particular phase (Gosele and

Tu)
Changeover thickness (Gosele and Tu)

Effective interface reaction barrier (Gosele and Tu)

Interfacial mobility

Average jump distance of diffusing atoms (Thompson)

Interface energy between B phase and a crystalline compound X (Thompson)
Increase in surface energy due to new phase formation (d'Heurle and Gas)

Symbols in other Chapters

oo

Fik
Fik max
Fik'

Area

Concentration of moving reactant atoms in a reaction region

Ratio of moving reactant atoms to nonmoving reactant atoms in one formula
unit of ith silicide

Diffusivity of moving reactant

Activation energy for breaking nonmoving reactant bonds without new bond
formation

Energy compensated by new bond formation during old bond breaking process
Arrhenius activation energy for ith silicide formation

Energy barrier for a reaction at coherent interface

Activation energy of rearranging a molecule from reaction region to the
growing phase

Formation rate of k phase of ith silicide

Maximum formation rate for k phase of ith silicide to form

Conditional maximum formation rate for k phase

Gibbs free energy



GRr
go(c)

AG®

AGik
AGik
AG'jx
AG'ix hom
AGik tot
AG;;

AG

d.G
d.G
4;G
dgik
dg?r

Gibbs free encrgy of jth part of a system

Free energy of a reaction region

Free energy per molecule of a solution of uniform concentration ¢
Standard free energy change of reaction

Free energy change for the formation process

Average free energy change for formation process per molccule

Energy barrier for heterogeneous nucleation

Energy barrier for homogeneous nucleation

Total driving force in a reaction region

Free energy change for a relecase process at the stochiometric composition

Free energy change for a release process which is a function of diffusion flux

Free energy change due to energy exchange between different parts of a system
Free energy change due to the energy exchange with the environment

Free cnergy change due to changes within a system

Free energy change for formation process per unit area of a reaction region
Free energy change for release process per unit area of a rcaction region

Free energy change for ith silicide formation per unit arca of a reaction region

Standard heat of formation

Elastic strain energy per unit volume induced by nuclcation
Lower critical diffusion flux for ith silicide to form

Upper critical diffusion flux for ith silicide to form
Diffusion flux into reaction region

Generalized thermodynamic flux

Diffusion flux out of reaction region
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Chapter 1. INTRODUCTION

During the last two decades, transition metal silicides have attracted tremendous
interest from scientists around the world. Many silicon-rich silicides have been widely
used in very large scale integrated circuit (VLSI) technology and will probably be used in
other electronic devices. This is becausc they have many advantages over other matcrials,
and because they are compatible with existing Si integrated circuit technology [1-9]. In
Table 1-1, these silicides are listed in three groups (i.e., near noble metal silicides,
refractory metal silicides and semiconducting silicides), depending on their general
properties and applications.

For applications to VLSI technology and in electronic devices, thin film silicides
grown on Si substrates are required. In many cases, epitaxial thin film silicides are
desirable. Various techniques for growing thin film silicides on Si substrates have becn
developed. Among them, the most basic and a very important one is silicide formation
through thermal reaction of thin film metal-Si diffusion couples, since many other
techniques, such as rapid thermal annealing (RTA), ion beam mixing (IBM), solid phase
epitaxy (SPE), self-aligned silicidation, buried silicide layers, and direct deposition
reactions (DDR) etc., are based on thermal reactions. Therefore, kinetic studics of silicide
formation through thermal reactions are technologically significant.

Silicide formation kinetics is also of interest from the viewpoint of basic science.
When a metal film is deposited onto an atomically clean surface of a Si substrate, the two
elements are brought into intimate contact. At elevated temperatures, various physical and
chemical processes, such as diffusion, intermixing, and chemical reactions, may take placc.
One of the main consequences of these processes is silicide formation. Therefore, a
mechanistic understanding of these processes is not only an important theorctical
foundaiion for processing control of thin film silicide growth but also a valuable
contribution to solid state reaction theories. For instance, the results from reactions at
metal-Si interfaces may be good references for the kinetic studies on the reactions at metal-
metal or metal-ceramics interfaces.

Thus far, a number of prominent experimental phenomena have been discovered in
thin film metal-Si diffusion couples, which include single phase growth, silicide formation
sequences, competitive growth, solid state amorphization (SSA), and DDR. These
phenomena cannot be explained by conventional theories. For example, the kinetic
behavior of single phase growth and competitive growth are in contradiction with classical
diffusion reaction theory. The silicide formation sequences and SSA cannot be explained
by equilibrium thermodynamics, i.e., whether and when a silicide phase can form is not



predictable from its thermodynamic stability and from the magnitude of free energy change
for this phase formation. In order to explain and predict these phenomena, many kinetic
models have been proposed [10-28]. Each model, however, is applicable only for some
cases but fails in other cases. Thuys, the objective of this study is to establish a generalized
kinetic model for silicide formation through solid state reactions in thin film metal-Si
diffusion couples and to provide experimental support for the mode!.

The thesis is divided into seven chapters. Chap.2 is a brief overview of important
experimental phenomena Observed in transition metal-Si diffusion couples and of kinetic
theories reported in the literature, The main body of the thesis consists of four chapters,
i.e., Chaps. 3 to 6. Ip Chap.3, a kinetic model and a reaction process plot (RPP),
demonstrating the relajjonship between the physical quantities that control the reaction
processes, will be developed. In Chap.4, expressions for free energy degradation rate
(FEDR) in a reaction region (i.e., a reactive interface in a diffusion couple) are derived. It
1s shown, by using the expressions and an RPP, that in a given reaction region there are
always a number of possible reaction processes competing with one another. One of these
processes can result in the largest FEDR. Based on this result, a reaction criterion, the
largest FEDR criterion, js Proposed for silicide formation in a diffusion couple. Chapter 5
shows semiquantitative calculations of RPPs. The results are used to predict silicide
formation sequences in 15 metal-S;j systems. The results from a multiple phase sequential
growth experiment and the (DDR) experiment are given in Chap.6. The results from the
former experiments are compared with predictions from the new model, while the new
phenomena observed ip the latter experiment are explained using the RPP. In the final
chapter, the results from this study will be summarized and recommendations for future
work will be provided.

(8]
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Chapter 2. LITERATURE REVIEW

Kinetics of silicide formation through solid state reactions in thin film metal-Si
diffusion couples has been extensively investigated for more than twenty years. In early
studies, some prominent experimental phenomena, i.e., single phase growth, low reaction
temperature, scquential formation, and competitive growth, had been found. From
classical diffusion reaction theory, single phase growth and sequential formation are
unlikely to take place in a bulk diffusion couple. The discovery of these prominent
phenomena in thin film couples and the potential applications of single layer Si-rich
silicides to integrated circuit technology and other electronic devices have generated strong
interest in thin {ilm silicide formation kinetics. Experimental results from ently studies have
been discussed, in detail, in many review papers [1-9]. A number of kinetic models
explaining or predicting the experimental phenomena have been proposed by various
rescarch grouns [5, 6, 10-15]. During the last few years, with ultra high vacuum (UHV)
equipment being used for thin film deposition and with high resolution analytical
techniques, such as TEM and high resolution transmission electron microscopy (HRTEM),
being used for thin film interface characterization, new experimental phenomena have been
obscrved. These phenomena, including solid state amorphization (SSA), metastable phase
formation, room temperature deposition reactions, and different first phase formation, have
had a significant impact on kinetic theories and models for thin film silicide formation
developed from early studies. A number of new kinetic models and theories have been
proposed in order to account for these new experimental results [9, 16-28]. The
experimental results from the literature and the kinetic models proposed up to date will be
briefly reviewed in this chapter.

2.1. Single Phase Growth and Multiple Phase Growth

As is well known from classical diffusion reaction theory, in a bulk couple, all the
phases predicted by the equilibrium phase diagram will be observed to grow
simultaneously, apart from some exceptional absences of individual compounds [29-32].
It is found, however, that in a pure (i.e., no impurity contamination) thin film couple, these
phases tend to form sequentially, i.e., they grow one by one. Moreover, some phases
which can be observed in bulk couples do not show up in thin {ilm couples [1-9, 13, 14,
33-43]. Because of the apparently different growth behavior, the growth process in a bulk
couple and that in a thin-film couple are referred to as multiple phase growth and single
phase growth, respectively, in a couple of review papers [13, 14]. Itis also reported, from



early studies, that when an initial silicide phase grows over a critical thickness, a second
silicide starts to form and then the two phases grow simultaneously [37, 44-47]. In some
circumstances, it is also found that shortly after the second phase formation, the first phasc
starts to shrink while the second phase continues growing [45, 46]. When the
observations, from the experiments using UHV metal film depositions and well controlled
annealing ambience [34, 35, 48], and the results, from the experiments using oxygen
doped metal films [49-51], are compared, it is concluded that the simultaneous growth of
two phases is due to impurity effects. Later investigations in Co-Si, Rh-Si, and Mn-Si
diffusion couples [6, 9, 42-54], however, show that this phenomenon may also be
observed in diffusion couples with relatively thick metal films (e.g., about several hundred
nanometers for the Co-Si couple). In particular, the lateral diffusion couple experiments,
conducted by Zheng et al . [55] and Barbour et al . [56, 67). successf ully demonstrate that
initial phase formation and growth mechanisms are the same in both thin film and lateral
diffusion couples, and that the reaction sequence, observed in lateral couples, reflects the
behavior which would be found in bulk couples in earlier stages of silicide formation. In
these experiments, a Si film, 50 nm thick, was deposited onto an Al0; substrate, followed
by deposition of a 120 nm thick Ni island (400 x 400 um2). The samples were subjected
to a preanneal and then were heat treated at different temperatures (400 to 800°C) for
different periods. Fig.2-1 shows a cross-section of this configuration from onc of the
annealed sampies. It is found, by cross-sectional TEM (XTEM) observation [56, 57], that
at the beginning of the reaction, only one phase, i.e. Ni2Si, is formed and that the second
phase, NiSi, does not show up at the NiSi/Si interface until a critical thickness of NiSi is
reached. Similarly, the other phases, Ni3Si> and NisSi, are only observed after the NiSi
and Ni2Si grow over certain thicknesses respectively. From these experiments, it is well
understood that the difference in formation sequence between thin film couples and bulk
couples, after the first phase formation, is produced by the source limitation of one
component in thin film couple. If the source of one component is not enough for the first
phase to grow over its critical thickness, a single phase growth sequence will occur.
Actually, the experiments with relatively thick metal films on Si substrates [6, 9, 52-54]
already provide clear evidence for this argument. Fig.2-2 shows some results from these
experiments, e.g., thick Co and Rh films on Si [6, 52, 54]. These results suggest that the
reaction mechanisms for silicide formation would be the same in both thin film couples an1
bulk couples in the early stages of silicide formation although the formation sequences in
these couples appear different from each other. Because of this, single phase sequential
growth and multiple phase sequential growth are redefined, here, for the following
discussion. Single phase sequential growth means that silicides form in sequence and only



onesilicide grows at a time in a given diffusion couple. A multiple phase sequential growth
means that af'ter an initial silicide grows over a critical thickness, other silicide(s) start to
form sequentially and more than one silicide grows at the same time in a given diffusion
couple. (It can be either a bulk couple or a thin film couple or a lateral couple. Additional
experimental results on formation sequences will be discussed in the next section).

The experimental phenomena of both single phase growth and muitiple phase growth
disagree with the statement of classical diffusion reaction theory, i.e., all or most of the
equilibrium phases predicted will appear and grow simultaneously in a binary bulk
diffusion couple. This is not surprising as classical diffusion processes deal with bulk
diffusion couples annealed at high temperatures for long periods. The high temperatures
and long anealing tinies are required because the interface between two components of a
bulk couple is not as clean as in thin film couples. As a result of such annealing, the early
stages of silicide formation in a bulk couple are "skipped" in these experiments. This can
be demonstrated by a comparative experiment of silicide formation in thin film and in bulk
Ni-Si couples [42]. In this experiment, the formation sequence in a couple with a 100 nm
Ni film on a Si wafer is Ni2Si at 300°C for 20min., NiSi at 400°C for 20min., and NiSi3 at
800°C for 1h. On the other hand, four silicides, i.e., Ni5Siz (10um), Ni2Si (55um),
Ni3Si2 (670um), and NiSi (10um), are observed simultaneously after annealing a bulk
couple at 850°C for 8h. The NiSiz phase cannot be detected, by a microprobe with a spatial
resolution of 1um, until a bulk sample is annealed at 750°C for 5 days.

One explanation for the discrepancy between classical theory and experimental results
is that all the phases predicted by a phase diagram actually exist but cannot be observed
because of the spatial resolution limitation of analytical tools. Tu et al . [42, 58] have
examined Pd>Si/Si and NiSi/Si interfaces in Pd-Si and Ni-Si thin film couples respectively,
by XTEM lattice imaging techniques. According tc the Pd-Si and Ni-Si phase diagrams,
Si-rich silicides [59], PdSi and NiSip, would have appeared at the Pd;Si/Si and NiSi/Si
interfaces if the above argument was true. However, no such evidence is found even at

atomic scale resolution (about 0.3 nm).
It has beea reported, very recently, that simultaneous occurrence of multiphases is

observed in the interfacial reactions of UHV deposited Ti, Hf and Cr thin films with (111)
Si, respectively [60, 61}. In these experiments, an amorphous layer is found in all the as-
deposited samples of these thin film couples. At lower annealing temperatures, only
amorphous layer growth is observed, while at relatively high temperatures, more than one
crystalline silicide phase is detected, by HRTEM, at the amorphous phase/Si interface in
each type of couple. For instance, CrsSi3 and CrSi; are found to form side by side at the
amorphous phase/Si interface. It should be pointed out, however, that these results do not



provide support for the argument of coexistence of all equilibrium phases, for two reasons.
Firstly, from classical diffusion reaction theory, the coexistence of these phases should
have a layered configuration (Fig.2-3a), instead of the configuration reported by Ref.[60,
61] (Fig.2-3b). Otherwise, the chemical potential continuity at interfaces, required by the
theory [29], cannot be satisfied. Secondly, most of the equilibrium phases, predicted by
the respective phase diagrams, do not form even in these experiments, e g., only HfSi and
HIf'5Si3 are observed in a Hf-Si couple but there are five other phases (i.e., Hf2Si, Hf3Sis,
Hf4Si3, Hf5Sig and HfSij [56]) missing at the interface. Simluily, inrce other silicides,
Cr3Si, Cr2Si and Cr3Sia, are missing in the Cr-Si couple. Thus far, no experimental
evidence for the above argument, that all or most of equilibrium phases coexist at ihe carly
stages of silicide formation, has been found. On the other hand, sequential growth of
single phase or multiple phases has been widely accepted to be a general phenomenon in
both thin film couples and bulk couples in early stages of silicide formation.

2.2. Silicide Formation Sequence

It has been found that the growth of silicides in diffusion couples follows special
formation sequences, either single phase growth or multiple phase growth, depending on
the type of silicides and the relevant amount of the two components in the thin-film couples
[1-3, 6, 9, 13, 14].

2.2.1. Experimental Observations of Silicide Formation Sequences

One typical example for single phase growth is the reaction of thir-film Ni with a Si
substrate. According to experimental observations [1-3, 6, 9, 13, 14] (Fig.2-4a), the first
phase formed between the metal and Si is Ni2Si and it grows until all the Ni is exhausted.
The second phase, NiSi, then begins to form at the Ni2Si/Si interface and grows by
consuming the Ni2Si, till all the Ni2Si completely disappears. The last phase, NiSiz, is
formed only at high temperatures (= 750°C). If the diffusion couple is made of a thin Si
film and a Ni substrate, the reactions will follow the other sequence illustrated in Fig.2-4a.
The binary phase diagram for the Ni-Si system is shown in Fig.2-4b. Comparing Fig.2-4a
with Fig.2-4b, it is evident that one phase, i.e. Ni3Siz, which exhibits the most extensive
growth in bulk couples {42, 55], is absent.

At present, the most complete multiple phase growth sequence expcrimentally
observed is that in a Ni-Si lateral diffusion couple [55-57], which has been described in
Sec.2.1. More investigations using other metal-Si lateral or bulk couples are necessary to



gain more experimental evidence for multiple phase growth sequences, although the
cleanliness of the interface in a bulk couple may pose a problem. On the other hand, the
initial stage of multiple phase growth, i.e., simultaneous growth of the first two phases,
has also been studied by reacting relatively thick or impurity-doped metal films with Si
substrates [6, 9, 37, 44-47, 49-54]. In some of these M-Si couples (M represents Ni, Pt,
Co ctc.), metal atoms are the predominant moving species so that MSi forms initially and
MSi follows after M2Si reaches its critical thickness [37, 44-47, 49-52]. In contrast, Si
atoms are the major diffuser in Mo-Si couples so that MoSi3 is the first phase to form while
MosSi3 is the second phase [6]). It is believed that the moving species is one of the key
factors determining formation sequences [6, 9).

2.2.2. Prediction of Single Phase Formation Sequences

Prediction of sil‘cide formation sequences is a long standing problem for Kkinetic
studies. A number of empirical rules and theoretical models have been proposed to predict
and explain the formation sequences [11-28]. Before solid state amorphization (SSA)
reactions were found to be a rather general experimental phenomenon in thin film diffusion
couples (around 1987), the Walser-Bené rule [10] had been the most frequently referred to
empirical rule for predicting first phase nucleation in thin film metal-Si couples. The rule is
as follows: “The first compound nucleated in planar binary (thin film) reaction couples is
the most stable congruently melting compound adjacent to the lowest temperature eutectic
on the bulk equilibrium phase diagram”™. They reasoned [10, 62] that when a thin film of
metal was deposited on Si substrates, a "metallic glass" layer, with a composition near the
lowest-temperature eutectic in the binary system, was formed at the interface.
Consequently, the nucleation process is actually a process of atomic rearrangement from
liquid-like short-range order (SRO) to crystalline SRO. Since a higher energy barrier,
associated with the large rearrangement, is required for noncongruent states than for
congruent states at the same concentration, the nucleation process would highly favor
congruently melting states over noncongruent states. In addition. if the concentration
fluctuations driving nucleation are produced by a diffusion mechanism, the first phase that
nucleates would be the congruent phase closest in concentration to the initial eutectic
composition. According to earlier experimental results, this rule appeared to work in many
cases, so that it was very influential for more than ten years. A similar rule is also
proposed for first phase nucleation in metal-metal thin film systems [63].

After examining phase diagrams and sequences of phase formation in several metal-
silicon systems, Tsaur et al. [11] formulated a rule for predicting single phase growth
sequence: “The second phase formed is the compound with the smallest AT that exists in



the phase diagram between the composition of the first phase and the unreacted element”.
They defined AT as the temperature difference between the liquidus curve and the peritectic

(or peritectoid) point for the system under consideration. In addition to the experimental
results, this rule is based on the following argument. There exists an interface region
between the silicide and pure element. The interfacial region has a width estimated to be <
2nm and has a concentration profile with compositions ranging from the silicide to the pure
element. Nucleation of compounds within this composition range can occur, but usually
only one compound will nucleate and grow to a measurable amount. Phase nucleation is a
competitive process due to the variation of concentration in the interfacial region [11]. On
the other hand, the larger the AT value for a peritectic phase, the larger the compositional
difference between the solid peritectic compound and the liquid phase at the peritectic
temperature. Therefore, a small difference in composition between the peritectic and liquid
phase at the peritectic temperature yields a low-energy barrier for nucleation, because only
small compositional fluctuations are required for nucleation. This rule can explain the
formation sequences in Pd-Si, Pt-Si, Ni-Si, Co-Si, and some other systems.

The "effective heat of formation" model is proposed by Pretorius to predict single
phase growth sequences in metal-Si and metal-metal thin film couples [21-23, 64-66). In
this model, the effective heat of formation, AH', is defined by the expression [21-23]:

available concentration limiting element ) 2-1)
compound concentration limiting element - h

AH' = AHO x (
where AHO is the standard heat of formation of the silicide in Joules per mole of atoms.
When calculating AH' for a given metal-Si binary system, the composition at the lowest
eutectic point is taken as the available concentration limiting element, which is based on the
argument that the intermixing at the metal-Si interface, during annealing, takes place at
concentrations similar to that of the lowest eutectic point. In addition, another condition,
i.e., nucleation of a congruent phase is much easier than that of a noncongruent phase, is
imposed. Using this condition and the term, AH', an "effective heat of formation" rule for
single phase growth sequences is formulated by Pretorius [21, 22]: "The first silicide
compound to form during metal-Si interaction is the congruent phase with the most
negative effective heat of formation (AH') at the concentration of the lowest temperature
eutectic of the binary system. The next phase formed at the interface between the
compound and remaining element (Si or metal) is the next congruent phase richer in the
unreacted element, which has the most negative effective heat of formation." As can be
seen from comparison of this model with the Walser-Bené rule and the rule of Tsaur et al .,



the basic considerations about "available concentration limiting element” and "congruent
phase nucleation” in this model are the same as those in the other two rules. The only main
difference between these rules is that thermodynamic data, AH, instead of the information
from the equilibrium phase diagram, are used in the effective heat of formation model. If
the experimental results from early studies are used, predictions of first phase formation
from this model are about 80% successful [21-23, 64-66).

With better analytical techniques being used for characterizing metal-Si interfaces,
however, more and more experimental results have shown disagreement with the rules
introduced above. These experimental results can be divided into three groups and will be
discussed one by one in the following paragraphs.

1) Different initial phases: Both the Walser-Bené rule and the effective heat of
formation rule imply that only one phase is the initial phase in a given metal-Si diffusion
couple, whereas more and more experiments provide evidence of different first phase
formation being possible. A comparison of first phase formation predictions from these
two rules with the experimental results from 15 metal-Si systems are shown in Table 2-1.
It is evident, from this Table, that about 50% of these systems have more than one initial
phase being reported. A typical example is the Ni-Si system in which almost all early
studies found NisSi to form first [6, 11, 37, 55-57, 95-97). However, when a diffusion
barrier layer, such as an amorphous layer, a-NiZr [101] or a-NiCr [100}, is introduced at
the interface between Ni and Si, NiSiz or NiSi becomes the initial silicide in each respective
diffusion couple. One could argue that the Si surface structure is probably changed by
contacting the barrier layer, which may affect the first phase formation. Another
experiment with an ultrathin SiOz layer (about 1.5 nm) as a barrier layer shows that it is not
the case. In this experiment, the observed initial phase is NiSiz [102). Since the usual
oxide removal procedure, i.e., HF etching, can only remove oxide and leave the original
SiO,/Si interface exposed to the surface, the Si surface structures with and without SiO;
barrier layer should be the same [102]. Therefore, it is believed that the reaction in the
experiment with ultrathin SiO barrier should be the same as that in a Ni-Si couple without
the barrier layer if the initial Ni diffusion flux can be decreased to the same degree.

2) Solid State Amorphization and Metastable Phase Formation: From the three rules
introduced above, all the phases formed should be equilibrium phases from phase
diagrams. During the last few years, a number of research groups reported that an
amorphous metal-Si alloy layer formed initially and grew before any crystalline phase
formed, when a thin film metal-Si diffusion couple was annealed at relatively low
temperatures [61, 78, 105, 106, 123-138]. This phenomena is called solid state
amorphization. The metal-Si systems which have shown such kinetic behavior include Rh-
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Si [123], Ti-Si [78, 124-134], Ni-Si [135, 136], Cr-Si [61], V-Si [78], Zr-Si and Hf-Si
[61, 105, 106), and Nb-Si and Ta-Si [137, 138]. In these systems, the amorphous phasc
is the initial phase when a given system is annealed at low temperatures. Other metastable
phases that can form during annealing of thin film couples have also been reported. A well
known example is C49 TiSiz whose formation precedes that of the equilibrium phase C54
TiSiz [68, 69, 124, 125, 127, 134, 139-143]. Similarly, that the metastable phase,
hexagonal MoSi3, grows before tetragonal MoSis formation is observed {144]. Some
other examples are metastable 6-Ni2Si [145] and metastable hexagonal NiSi [96, 146]
formation on Si (111), respectively, and a metastable FeSi2 phase formation on Si (111)
[147].

3) Exceptions to the rules: When the Walser-Bené rule and effective heat of formation
rule were proposed, it was pointed out, by the authors, that there existed some exceptions
(e.g., ZrsSig [11] and MnsSi3 [11, 22] were predicted from the rule as the initial phases in
Zr-Si and Mn-Si systems) which were nct in agreement with the experimental results at that
time. No experimental support for these predictions has been found to date. Instead,
Mn3Si [9, 53] or MnSi [40, 41], and ZrSi2 [1-4, 11, 103, 104] or ZrSi [105, 106] have
been reported to be the initial phases in each respective system.

2.2.3. Explanation of SSA and Amorphous Phase Critical Thickness
Although the phenomenon of different initial phases has received very little attention,
SSA reactions have attracted great interest. Recently, Bené [16] proposed a kinetic model
and a criterion for the generation of initial bulk silicide phases (where the term of bulk
silicide phase is used, by Bené, to indicate the phases that are iarge enough to be detected
by electron or X-ray diffraction). According to the model [16], the metal-Si interface
region, which is at a high free energy state compared to the mixed state, will undergo
kinetic transition(s) to structure(s) that maximize the FEDR (locally) after successive small
increments of time. In other words, among all phases (stable, metastable or amorphous)
whose formation can reduce the local free energy of the metal-Si interface, the one with the
largest FEDR will form first. The term, FEDR, is expressed by ~-DAG, where D is the
interdiffusivity of the moving species in a given silicide, and AG is the free energy change
for this phase formation. This model and the largest FEDR criterion are used [16] to
explain amorphous phase formation at the beginning of silicide reactions. Hence, although
the amorphous phase has a smaller value of —AG than stable silicide phases, it can still
form initially if its D is so large that its -DAG is the largest compared to those for other
phases. From approximate free energy calculations, Bené [16] also concluded that growth
of amorphous phases between Si and Ni, Co, Pd, Pt, Ti, V, Ta, and Hf is possible, but
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not with Cr, Mo, and W. Experimentally, amorphous phase formation at the beginning of
silicide reactions has been found in Ni-, Ti-, V-, Ta-, Hf-, and Cr-Si systems [61, 78, 105,
106, 123-138] but not in Co-, Pd-, Pt, and Mo-Si systems [72, 107, 127, 130].

Gosele and Tu [19] examined and derived expressions for the critical thickness, x;m,

of an amorphous phase. There are two different cases depending on the specific form of
free energy (G) - versus - composition (Ca) diagrams. In the first case (shown in Fig.2-

5(a)), x:;m is expressed as

xg = HyaACEI Do/HyAC ! (2-2),
where Aczq' and Aciq' are indicated in Fig.2-5(b), Hyo, and Hy are factors related to the

compositions of the equilibrium AyB and AoB phases, Dy is the diffusion coefficient in a
phase, and x;f I is the effective interface reaction barrier which describes the energy barrier

associated with changes in atomic arrangements or effects due to volume changes at the
interfaces [12-14, 19]. Gosele and Tu suggested that, in this case, as soon as the
amorphous phase reaches the critical thickness, xf;", the crystalline phase, AyB starts to

form. Meanwhile, the amorphous layer will continue growing. In the second case (shown
in Fig.2-6) the amorphous phase starts to shrink after it reaches x‘;m. The procedure for

estimating the x(cx"it is developed based on the following concept: At the beginning of the

reaction the FEDR for amorphous phase formation is the largest so that it grows first. The
FEDR will decrease with phase growth. As soon as the FEDR becomes smaller than that
for the crystalline phase to form, the amorphous phase starts to shrink and the crystalline
phase grows. The thickness of the amorphous phase at the point where the FEDR for the
amorphous phase and that for crystalline phase are equal is the critical thickness, x‘(;m.
These theoretical results have been used to qualitatively interpret the experimental
phenomena of amorphous phase formation and subsequent crystalline phase formation in
multilayer diffusion samples [19].

It can be seen, from the above discussion, that a lot of experimental and theoretical
work has been done on silicide formation sequences. However, predictions of the
formation sequences from various models are not very successful and questions still
remain. More details concerning these models and theories are discussed in Sec.2.6.



2.2.4. Prediction of Multiple Phase Growth Sequence

There has been little done on predicting multiple phase growth formation. Very
recently, Jan, Chen and Chang [148] predicted the growth of Co,Si, CoSi, and CoSiz in
thin film Co-Si couples using numerical solutions of diffusion equations and interdiffusion
coefficients determined from bulk Co-Si diffusion couples. Quantitative agreement was
obtained between the calculated thicknesses of CozSi, CoSi and CoSiz and the data
reported in the literature. It is noteworthy that the values of parabolic growth constants of
these silicides, experimentally determined from samples annealed at high temperatures
(800-1050°C), when extrapolated to lower temperatures, agree quite well with thosc
obtained by Lau et al. [47] from thin film couples annealed at these temperatures.
Moreover, it is pointed out, by these authors, that the growth sequence of these silicides,
according to the order of the parabolic growth constants, is CozSi, CoSi, and CoSis at low
temperatures (430-545°C) and is CoSi, Co2Si and CoSiy at high temperatures (>1000°C).
The predicted low temperature growth sequence is in agreement with the experimental
observations reported in the literature {1-4, 6, 11, 43, 85, 86]. These results provide
strong support for the argument that the mechanisms of silicide reactions in both thin film
and bulk couples are basically the same, and that the the difference between single phase
growth sequence and multiple phase growth sequence is due to reactant source limitation in
thin film couples [25].

2.3. Solid State Amorphization

As mentioned above, SSA phenomena have attracted much attention. It has been
found, by XTEM or HRTEM, that in many metal-Si systems (including metal-amorphous
Si bilayer, metal-Si multilayer, and metal films on single crystal Si), such as Ti-Si [128,
131-134], Ni-Si [135, 136], Rf-Si [61, 105, 106}, Zr-Si [10S, 106], Ta-Si [137, 138],
Nb-Si [137, 138], Mo-Si [132] and Co-Si {132, 135], a very thin amorphous layer is
formed during metal film deposition at room temperature. When these couples are
annealed, the amorphous phase disappears and a crystalline phase forms in the Mo-Si and
Co-Si systems respectively, whereas the amorphous layer grows initially in each of other
systems. In the literature amorphous layer growth in the latter cases is referred as to SSA.

More extensive research on SSA reactions has been done in metal-metal systems than
in metal-Si systems so that the theoretical and experimental results from metal-metal
systems are often used to explain phenomena observed in metal-Si systems. These results
will be briefly summarized in the following [149, 150):
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1) The driving force for SSA is a large negative heat of mixing between the two
components of a metal-metal bilayer couple, which results in the mixed amorphous alloy
having a lower free energy than that of the bilayer structure (i.e., two metals separated by
an interface).

2) The reaction advances by a layered growth process. At the beginning of the
reaction, the amorphous layer growth is linear in time with the rate proportional to the
interface mobility, x, whereas the layer growth becomes and then remains a parabolic
function of time during the latter stages. In other words, when the layer thickness is less
than the characteristic length | ~ D/x (D is the interdiffusion coefficient), one has interfacial
reaction controlled growth. If the layer thickness is much thicker than 1, the growth is
diffusion controlled (see section 2.6.1.1. for more details about diffusion controlled and
interfacial reaction controlled processes). It has been estimated that l=1.6nm for Ni-Hf
couples at 340°C [149]. Typical amorphous growth experiments in metal-metal systems
are carried out over time scales of about 10%s with the layer thicknesses ranging up to 100-
200 nm, where there is still no crystalline phase formed. These results suggest that linear
growth occurs only at very early stages of SSA so that the atom transport over the growing
layer plays the dominant role in controlling glass (i.e., amorphous) growth [149, 150].

3) In near noble metal - refractory metal couples the near noble metal atoms are the
major diffusers in the growing glass layers and they have much higher diffusivities than
refractory metal atoms.

4) It is believed that metastable glass phase formation prior to the formation of any
stable crystalline phases in a given couple is due to kinetic constraint(s) on crystalline phase
nucleations [149]. Johnson and Schwarz [151] have suggested possible kinetic
constraint(s): The first is the absence of mobility of one component, such as refractory
metal atoms in a near noble metal-refractory metal couple. The second factor is the absence
of a potentially low energy or coherent interface between the intermetallic compound crysial
and parent metals of the diffusion couple. The last factor is the "kinetic interfacial barrier",
i.e., the successive atomic rearrangements required to grow an intermetallic compound
from an existing interface may require many correlated atomic jumps, which would lead to
a small interfacial mobility, x. According to Johnson [149], experimental support for the
original interface between two metals and the grain boundaries to act as preferred nucleation
sites of SSA has been obtained.

In metal-Si systems, it is found that some experimental results are very similar to those
observed from metal-metal couples, but the others are not. Gibbs free energy versus
composition and metastable phase diagrams for the Ti-Si system have been calculated
[150], which show that there is a large negative heat of mixing of the components in this
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system and that amorphous phase formation is possible over a wide composition range.
Experimentally, exothermal SSA is observed in the Ti-Si system and a value of enthalpy
change equal to -35 kJ/mol [150], for a Ti-Si multilayer sample with an overall equiatomic
composition, is determined using differential scanning calorimetry. Enthalpy change of
mixing for many other metal-Si systems has also been calculated [16]. All these systems
have a negative value of enthalpy change, which indicates that there exists a thermodynamic
driving force for SSA in each respective system. Based on the magnitude of the calculated
values, Bené [16] divides these systems into two categories, i.e., those with large negative
mixing enthalpy values, in which SSA is favorable and those with small negative mixing
enthalpy values, in which SSA is unfavorable. As mentioned in Sec.2.2.3, experimental
results from the literature do not agree very well with this classification [61, 78, 105, 106,
123-138]. It seems that the magnitude of mixing enthalpy may not be a proper criterion for
SSA, although a negative mixing enthalpy is a necessary condition for SSA.

SSA in metal-Si systems also produces a microscopically uniform flat layer (as in SSA
in metal-metal systems), although the critical layer thickness for inducing crystalline phase
formation is usually equal to or smaller than 20nm, about 10 to 20 times smaller than that in
metal-metal systems. Growth kinetics studies of the glass layers provide different results.
The growth kinetics is reported to be diffusion controlled in Ti-Si and Ni-Si systems,
respectively, by Holloway and Sinclair [131] and by Ma et al . [136]. But, the kinetics is
found, by Chen and co-workers [105, 106, 133, 137, 138], to be interfacial reaction
controlled in Ti-Si, Zr-Si, Hf-Si, Ta-Si and Nb-Si systems, even at the layer thicknesses of
17nm and 27nm.

It has also been shown that fast diffusion of one component in the amorphous phase
may be an important characteristics of SSA in metal-Si systems. In reacted Ti-Si
multilayers, Kirkendall voids in the silicon layers indicate that Si is the dominant diffuser
[131, 150]. The reaction kinetics for SSA is about five orders of magnitude faster than that
for crystalline silicide formation at the same temperature [131], which implies Si diffusion
is much faster in the glass layer than in the crystalline silicide layer. During SSA in Ni-Si
multilayer samples annealed at 250°C, the diffusion coefficient of Ni is between 2.9 x 10-14
and 4.3 x 10-13 cm2/s [135], while in a Ni-amorphous Si bilayer annealed at 240°C this
coefficient is estimated as being ~10-14 cm?/s {136]. According to Holloway and Sinclair
[135], these values are about 5 to 70 times larger than that for Ni2Si (which is the first
crystalline phase to form in these experiments) growth at the same temperature. In
addition, it is noted that so-called "anomalous diffusion", i.e., one of the two components
of a given diffusion couple diffuses much faster in the other, is usually observed in metal-
metal systems which exhibit SSA behavior and is believed to be one of possible kinetic
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constraints for crystalline phase nucleation [149]. This "anomalous diffusion", in fact, is
very common in almost all metal-Si systems when annealed at relative low temperatures.
However, only in some of these systems is SSA detected [78, 112, 132, 135), which
implies that "anomalous diffusion" may only be a necessary condition rather than a
sufficient condition for SSA to occur.

In summary, it is rather widely accepted, at present, that the essential factors that
permit SSA are fast diffusion of one component in the other and the existence of a negative
value of mixing enthalpy in the binary system under consideration [149-151]. It is believed
that the reason SSA can take place is due to kinetic constraints on crystalline phase
nucleation [149, 151], although this remains to be confirmed both theoretically and

experimentally.
2.4. Direct Deposition Reactions

During the last ten years or so, DDRs between the deposited metal and the Si substrate
have been investigated by many groups. The significance of this research is both scientific
and technological. Scientifically, it is very interesting to know the mechanism of DDR.
There are a number of reports that the reaction between the two components takes place
readily even at room temperature, when the first few layers of metal atoms are deposited
onto the Si substrate [112, 113, 145, 152-169]. Furthermore, it is found that, in Ni-Si and
Co-Si systems, the first silicide formed during DDR is different from that most frequently
observed during thermal annealing of thin film couples [145, 152-162]. In other systems,
however, such as the Pd-Si [112, 113, 145, 165, 166] and Fe-Si [168, 169] systems,
initial silicides are the same for DDR and thermal reaction of thin film couples in a given
system. These phenomena cannot be explained by existing theories for silicide formation,
or by other theories for solid state reactions. On the technological side, a so-called
"template” method, for growing high quality epitaxial Ni or Co disilicide thin film, has
been invented, by Tung et al . [152] using DDR techniques. In this procedure, a few
layers of Ni or Co are deposited onto (111) Si substrates and then the samples are annealed
at elevated temperatures (450-550°C) to obtain ultrathin and high quality epitaxial disilicide
films {152]. This film serves as a "template” for further silicide film growth, by depositing
more metal (Ni or Co) or co-depositing metal with Si onto the "template” followed by
annealing. If a conventional solid phase epitaxy technique is used, epitaxial disilicides can
only form at high temperatures (2600°C for CoSi2 and 2750°C for NiSiz). The resulting
films tend to be discontinuous for thicknesses < 100nm [152]. In contrast, the "template"
technique can produce continuous epitaxial disilicide layers at relatively low temperatures

16



with a large range of thicknesses. Therefore, DDRs find important applications in the
"template” technique.

In the rest of this section, emphasis will be put on silicide formation sequence during
DDR, especially on the first phase formation, because it will be shown later in this thesis
that the formation sequence can be explained using a new kinetic model developed in this
study.

Experimental observations of DDR in Ni-Si [145, 152-159], Co-Si [145, 156-162],
Pt-Si [112, 163, 164], Pd-Si [112, 113, 145, 165, 166], Ti-Si and Sc-Si [167], and Fe-Si
[168, 169] systems have been reported. Of these systems Ni-Si and Co-Si are most
extensively studied. Recent review papers about the experimental phenomena of DDR in
these two systems can be found in Ref. [156-159].

Many experimental results show that epitaxial NiSi2 forms on (111) Si substrates
during DDR at room temperature if the Ni thickness is less than three monolayers (ML)
[145, 154, 157, 159]. When the Ni thickness is between 3 and 10 ML, either NisSi
islands or NiSij islands topped by some unreacted Ni are observed [159]). Above 10 ML
of Ni, the silicide islands coalesce, the Ni-Si reaction stops, and unreacted Ni starts to
accumulate on top of the reacted layer. The initial silicide's identity on (100) Si substrates
is still not very clear.

It has been found that an epitaxial CoSi2 layer is grown when 1-4 ML of Co are
deposited onto (111) Si substrates at room temperature [156-162]. At more than S ML of
Co, the surface becomes more Co-rich than the CoSiz phase. When more than 10 ML of
Co is deposited, either unreacted Co or a distorted Co2Si phase is found at the surface
[159].

For the Pt-Si system, the initial phase that formed during DDR at room temperature
was reported to be polycrystalline Pt2Si in Ref.[112] and an amorphous phase with a
composition close to either Pt2Si or PtSi by Ref. [164]. An earlier study provides evidence
that Pt2Si forms initially at 320°C while PtSi forms first at 400°C during DDR [163].

Unlike the Pt-Si system, there is good agreement in studies on Pd-Si systems, i.e., a
Pd»Si layer is grown when the first few monolayers of Pd are deposited onto Si substrates
at room temperature [112, 113, 145, 165, 166). Even if the deposition is carried out with
the substrate heated up to 200°C, the initial phase observed is still Pd>Si [165].

For room temperature DDR in the Ti-Si system, it is reported [167] that when the
deposited Ti is less than 1 ML, the reacted Ti-Si regions grow to form a Si-rich phase,
which probably corresponds to the interfacial transition region between Si and the silicide
phase that forms during further deposition. When IML to 4 ML of Ti are deposited a
silicide phase with an average composition of TiSi forms. This phase is highly disordered
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and inhomogeneous. With further deposition, up to 11 ML, a TiSix solid solution phase
(5<x<15 at%) forms. This final phase yields to a metal overlayer for 15 ML.

It is observed [168] that when 5 ML of Fe is deposited onto (100) Si substrates at
room temperature, the interaction between Fe and Si produces a polycrystalline or an
amorphous FeSi silicide film 3 ML thick (0.8nm). This silicide film is uniform and
homogeneous. There is some unreacted Fe lying on top of the FeSi film. According to
Alvarez et al ., by selecting an adequate temperature range, it is possible to directly grow a
certain phase on the Si substrate [169]. Their results show that when a fixed deposition
rate is used, epitaxial FeSi and B-FeSiz can form as the initial ph>se when the Si substrate
is held at 475°C and 750°C, respectively. This is attributed to the different diffusivities of
Si at those temperatures.

It is quite puzzling that DDR can occur at room temperature and that the silicides, such
as NiSi2 and CoSiz, which can form only during high temperature annealing in thin film
diffusion couple, can form easily at room temperature. These phenomena can be explained
using the new model and will be discussed further later. Here, only the effect of latent heat
on DDR is discussed.

When metal atoms in vapor phase condense on a surface, latent heat (which basically
is the difference in potential energy between metal atoms in vapor phase and those in solid
phase) will be released. This energy is usually on the order of a few electron volts per
atom. If this energy is directly transferred to one or two Si atoms as soon as a metal atom
reaches the Si surface, it is large enough to allow the Si atom(s) break its (their) chemical
bonds with the Si substrate and react with the metal atom readily without the help of
thermal activation. An alternative form of energy transfer is that the metal atom passes the
energy to the Si atoms surrounding it in the form of lattice vibrations and hence increases
the temperature of the local crystal lattice, which in turn puts the Si atoms in a thermally
activated state. From this point of view, it can be inferred that deposition rate, deposition
method (e.g., evaporation and sputter etc.), the type f metal, and substrate temperature
will be the main factors that determine silicide fo. .ation sequences during DDR. The
effects of these factors on the reaction could be quite complex. Faster deposition rates will
inject more power (i.e., energy per unit time) into the substrate surface area, which may
accelerate the reaction. On the other hand, faster deposition rate means faster supply of
metal atoms to the surface. If the reaction rate for a certain silicide formation is not as fast
as the metal supply rate, this silicide is kinetically unfavorable. Instead, some other
reaction, fast enough to consume the deposited metal atoms, may take place. This
inference is in agreement with the result that a small deposition rate in the range of a
monolayer per minute favors the room temperature growth of epitaxial CoSi [158].
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An interesting experimental observation is that Ni5Si and NiSi can form in a Ti/Ni/Si
sample during sputter deposition of Ti on top of Ni film that is previously deposited onto a
Si substrate [170]. In this experiment, a thermocouple is attached to the back of a Si wafer.
A 12 nm/min deposition rate of Ti is used. After a one minute deposition, Ni2Si formation
is observed. Further deposition results in NiSi growth as well. It is found that the highest
substrate temperature is 380°C [170]. Obviously, the silicide reaction occurs because of the
elevated substrate temperature which is in the range for conventional furnace annealing.
The thermal effect is attributed to the highly energetic secondary electrons that are necessary
for sustaining the plasma in the front of the substrate, the latent heat of Ti, and the kinetic
energy of Ti and argon ions. The energy borne by these particles is transformed into heat
when they arrive at the substrate [170]. It should be pointed out that the kinetic energy of
these particles is usually in the range of a few hundred electron volts, i.e., about one
hundred times higher than the latent heat of most metals. Therefore, this experiment is only
an extreme example showing how the energy bome by free atoms and other particles can be
transformed into heat to promote the metal-Si reactions.

2.5. Factors Influencing Reaction Kinetics

The main factors which affect the reaction kinetics of silicide formation are diffusion,
impurities, and crystalline defects. They will be discussed in this section.

2.5.1. Diffusion in Thin Film Couples

Theoretical and experimental considerations about special aspects of diffusion in thin
films have been reviewed by Balluffi and Blakely [171] and Tu [13]. When studying thin
film metal-Si diffusion couples, three topics are of much interest; i.e., identification of the
major diffuser, diffusivity of the moving species in the growing phase, and the effects of
crystalline defects on diffusion.

Identification of the major diffuser is very important in explaining the complicated
phenomena in thin film metal-silicon reactions. For instance, in the example of the
simultaneous growth of two phases described above (Fig.2-2), the second phase that
formed is CoSi in the Co-Si system but Rh3Siz in the Rh-Si system. This difference is due
to Co being the major diffuser in the former case, whereas Si is the major diffuser in the
latter case.

The major diffusers in most transition metal silicides are well documented. Table 2-2
shows a summary of major diffusers determined from marker experiments [1-6, 9, 96,
107, 172-183]. It is notable, according to this table, that in V3Si, CozSi, NizSi, Pt2Si,
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Ru3Si3, Os2Si3, Rh4Sis, and most of the disilicides (with the exception of NiSi2 and
CoSi2), the majority atoms are the most mobile. This phenomenon is called, by some
authors [5, 183], an "ordered CuzAu effect". According to these authors [5, 183], the
majority atoms constitute a continuous network on which a vacancy can easily migrate.
Conversely, the motion of minority atoms requires either the coexistence of two vacancies
(minority and majority) or a local destruction of the crystalline lattice. In either case the
motion of the minority atoms will be characterized by an activation energy considerably
larger than that for the majority atoms.

For monosilicides, such as NiSi, CoSi, PtSi, FeSi, IrSi, etc., there is no general rule
for major diffusers. Even the silicides which are isostructural compounds may have
different moving species. As an example, NiSi, FeSi, and IrSi all have the FeSi-B20
structure, but, from Table 2-2, metal atoms are the moving species in NiSi while Si is the
major diffuser in FeSi and IrSi.

It should be pointed out that for some silicides, such as CoSi, PtSi and Pd,Si, the
identity of moving species is still controversial. Although most previous studies conclude
that Si and Pt are the dominant diffusers during CoSi and PtSi growth, respectively, very
recent investigations suggest that Co [173] is the major diffuser in CoSi and Si [179] is the
moving species in PtSi. As for Pd;Si, earlier experiments show that both Si and Pd
diffuse during Pd>Si formation. The result from a recent study [181] indicates that Si is the
dominant diffuser while Pd will participate in mass transport only when Si motion becomes
obstructed.

Experimental determination of diffusivity, D, of moving species is essential for kinetic
studies. For example, in the competitive growth model [12-14], diffusivity and the
effective interface reaction barrier are crucial kinetic factors in determining whether a phase
can grow. If these factors for a given metal-Si couple are known, this model can be
practically tested. Data for diffusion activation energies have been reported (Table 2-3).
However, except for a few studies [148] in which the diffusivities and activation energies
are determined from concentration profiles in the phases under consideration, all studies
only provide the data of so-called apparent activation energies. This type of activation
energy is obtained by assuming that the silicide growth follows a parabolic law, i.e., x2 =
Dt, (where x is the thickness of growing phase and t is annealing time) and by determining
the slope of the Arrhenius plot, i.e., In(x2/t) versus 1/T plot (T is annealing temperature).
The activation energy determined by this method may be a combination of activation
energies for several processes since the growth of a silicide layer involves processes such
as the interfacial reactions, diffusion in the phase under consideration and diffusion in
adjacent phases. As such, the application of the apparent activation energy, as a diffusion
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activation energy, is reasonabple only when the contributions from other processes to the
apparent activation energy are negligible compared with that of the diffusion process of
inerest.

It has been found in early studies that reaction temperatures for thin film couples are
much lower than those for bulk couples [1-3, 13, 25, 167]. One of the main reasons for
tius is that the films generally contain high densities of point defects such as vacancies and
low temperature short circuits for diffusion, such as grain boundaries and dislocations.
The effects of crystalline defects on diffusion and on the reaction kinetics have been
investigated by various groups. Diale et al. [173] find that Co atoms diffuse in both the Co
layer and CoSi layer, by a vacancy mechanism, during the CoSi growth in a Co-Si thin
film couple. These authors also present evidence that some of the Co vacancies in the CoSi
layer are annihilated at the Co surface. Comrie and Egan report [180] that Si is the
dominant moving species in both polycrystalline and epitaxial Pd>Si growth and diffusion
takes place through a vacancy mechanism. After comparing Ni2Si formation rates in thin
film couples with the values of Ni lattice and grain boundary diffusion coefficients in bulk
Ni2Si, Gas [185] has concluded that Ni3Si formation in thin film couples is controlled by
grain boundary diffusion of Ni in the growing NiSi phase. A similar result is also
reported by Olowolafe et al. [37]. Corcoran et al. find that Si diffusion through the grain
boundaries in C54-TiSij is the major atomic transport mechanism [141]. Some studies
have provided results demonstrating how defects can affect reaction kinetics. For instance,
when metal contacts of TiPdAg, MgPdAg, and NiAg to Si are capped with TasOz2, the
thermal reactions between the metals and Si are either suppressed or enhanced, depending
on the contact system [186]. This is because the capping layer suppresses both the
generation and annihilation of vacancies at the free surface of the metal which are necessary
to support the reactions. In the experiment of TiSi2 formaiion just mentioned above, it is
found that, in addition to a decrease in the diffusion flux with increasing TiSiz layer
thickness, the diffusion flux also decreases as the TiSiz grain size grows laterally with
annealing time. As a result, a non-parabolic growth behavior is observed [141].

From the discussions in this section, it can be seen that diffusion study can be
complicated significantly by the presence of a high density of defects. For example, a self
diffusion coefficient measured from a bulk sample is not necessarily the same as thatin a
thin film sample of the same material. The high density of vacancies in the thin film will
result in a smaller activation energy or larger diffusivity for self diffusion because the
vacancy concentration is much higher than the equilibrium value. If during thermal
reaction, the vacancies are annihilated faster than they are generated, the diffusivity will
decrease with annealing time. If the metal is also the major diffuser in the growing silicide,
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then both the diffusion of the metal atoms in the silicide and the reaction kinetics will be
affected by the diffusivity change in the metal film. Adding impurity effects (please see the
next section) complicates the diffusion process even more.

Considering the complexity of diffusion in thin film couples, it seems that the original
motivation of diffusion studies, i.e., finding the relation between diffusion an*' reaction
kinetics as well as the formation sequences, is unreachable. Actually, it has been
somewhat ignored that the solid state reactions in metal-Si couples take place only at the
interfaces between various phases. From this point of view, a knowledge of the major
diffuser, its flux at a given interface and the composition of the growing phase at this
interface is enough to study the effects of diffusion on silicide reaction kinetics. A simple
method for determining the difference in diffusion fluxes, AJ (AJ=Jjy - Jout, Where Jjp and
Jout are the fluxes into and out of the interface under consideration) at reactive interfaces
has been developed in this study. The details of the method will be described in Chap.3.
The primary advantage of this method is it allows the diffusion flux, AJ (for convenience,
Al is referred to as diffusion flux, instead of "difference of diffusion fluxes"), to be
estimated without knowing the information about diffusivities, concentration or chemical
potential gradients, defect densities, and the change of diffusivities with concentrations and
defect densities, etc. In addition, by linking the diffusion flux at a given time with the
phase that is growing at the interface at the same time, the relation between diffusion and

silicide formation sequences is made evident.

2.5.2. Impurity Effects

Impurities are usually introduced for various reasons, such as impurities incorporated
in mets! films during deposition, impurities implanted into substrates, and impurities
diffused into thin films from the annealing environment.

Impurity effects on silicide formation kinetics have been investigated by a number of
groups [6, 35, 45, 49-51, 184, 187-195]. These efiects can be divided into two
categories. One of these is the effect ol impurities on the diffusion of the moving species.
The other is the competition between impurity-metal compound formation and silicide
formation.

It has been found that impurities can greatly decrease the diffusivity of the moving
species. For example, increasing partial pressures of Oz during Pt depositions causes
P12Si growth rates to decrease by up to a factor of 20 and causes changes in the formation
sequence [35]. When a Pt-Si couple is annealed in a UHV system, the diffusion coefficient
of Pt in this couple is about one order of magnitude higher than that in a Pt-Si couple
annealed in a conventional furnace [6]. In another experiment with a Ni-Si thin film
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couple, it has been found that oxygen diffuses through the Ni film to for.n SiO; at the
silicide/metal interface, which prevents further Ni transpoit (o the reactive interface [49]. A
similar situation is also observed in refractory metal-Si thin film couples [187-189], where
the difference is that diffusion of the moving species, Si, instead of metal, is blocked by
SiO2 formation at either the refractory metal/Si interface or the refractory metal/silicide
interface. Dopants (B, P, and As), which are implanted into Si substrates before metal
deposition and thermal annealing, also have significant effects on the diffusivity of moving
species. For instance, it is reported that segregation of As and P at the interface slows
down Si diffusion which delays silicide growth in Co-Si [190], Ti-Si [191, 192] and W-Si
[193] thin film couples, respectively.

The most important consequence of decreasing diffusion flux probably is that the
critical thicknesses, required for inducing new phase formation, are decreased. This results
in multiple phase growth even in thin film couples. For example, when a Pt-Si couple with
an oxygen doped Pt film is annealed, the rapid decrease of diffusion flux induces PtSi
formation at the Pt3Si/Si interface in the presence of unreacted Pt [45, 50, 51]. However,
in purer Pt-Si couples, PtSi will not begin to form until all the Pt is consumed. Similar
phenomena are also observed in the Ni-Si system [49] and in the Mo-Si system, wherc
MosSi3 forms at MoSia/Mo interface. At this point, it should be emphasized that Pt and Ni
are the major diffusers in Pt-Si and Ni-Si couples, respectively, while Si is the moving
species in Mo-Si couples. The results suggest that there must exist a strong connection
between diffusion flux, critical thicknesses and silicide formation sequences.

The second type of impurity effect, i.e., the competition between impurity-metal
compound formation and silicide formation, has not been studied as extensively. In onc
case, the dopant, B, forms a stable tungsten boride compound during annealing of a W-Si
thin film couple, which normally forms WSij [192]). The growth of WSij is strongly
retarded by the boride formation. In another example, a Si-deficient, oxygen-rich Ti-Si-O
sublayer forms at the Ti/TiSi2 interface when a Ti-Si thin film couple with a high oxygen
concentration is annealed, by RTA, between 550°C and 600°C [188]. It is found that this
Ti-Si-O layer is composed of TiOx and TiSi2 compounds, which also slow down TiSiz
growth. It seems that this type of impurity effect requires a high impurity content. This
high content of impurity is unusual in most metal-Si thin film couples for microelectronic
applications, which probably accounts for the lack of documented experimental results.

2.5.3. Crystal Structure and Orientation of Substrates

It should be noted, in Table 2-3, that the apparent activation energies for Ni2Si, NiSi,
PtSi and Pd>Si formation are different for each respective silicide to grow on different
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substrates. It is interesting that the activation energy for the formation of each of these
silicides on (100) Si substrates is smaller than that for the same silicide to form on (111) Si
[37, 95, 111, 184]. Olowolafe et al [37] find that when thin Ni films deposited onto
various substrates are annealed from 200°C to 325°C, only Ni2Si, forms on (100), (111)
and polycrystalline Si substrates, while simultaneous growth of two phases, Ni3Si and
NiSi, is observed in Ni-amorphous Si (vacuum deposited) thin film couples. In addition, it
is found that the growth rates of Ni2Si depend on the substrates. On (100), polycrystalline
and amorphous Si substrates the rates are similar, which are four times higher than on
(111) Si [31]. The slower growth of NizSi on (111) Si is attributed, by the authors, to
slower Ni grain boundary diffusion due to the larger grain size of Ni2Si. Majni et al also
report that the growth rate of NiSi on (100) Si is significantly higher than on (111) Si [95].
Zheng et al (97) find that NiSis grows at the expense of NiSi when the NiSiz/NiSi bilayer
is in contact with evaporated Si (i.e., a configuration of NiSi/NiSiz/amorphous Si) at
450°C, whereas NiSi2 dissociates into NiSi and Si when the bilayer is in contact with
single crystal Si at the same temperature. All these results suggest that the crystalline
structure and the orientation of Si substrates have significant effects on silicide formation
kinetics. Furthermore, it is well known that Ni and Pt are the major diffusers during Ni-Si
and Pt-Si reactions. Therefore, these effects cannot be explained by the possible difference
in Si diffusion in crystalline and amorphous substrates.

Very recently, Losch [28] proposed a kinetic model to explain substrate effects on
silicide and SiO; growth kinetics. This model is based on two assumptions: 1) There is a
limited number n; of initial reaction centers on the substrate surface. This number depends
on the surface structure and is generally smaller than the total number ng of surface atoms.
2) The n, reaction centers determine, from the very beginning of the interaction, the number
nc of easy mass transport channels, which in turn determine all the later growth processes.
It is argued [28] that a reconstructed Si substrate surface is inhomogeneous in terms of the
structure of free surface atomic sites, which may result in different reactivities of the
surface atomic sites. According to the author, the reaction centers are the Si surface atomic
sites with high reactivity and the easy mass transport channels are actually short circuits for
diffusion, such as grain boundaries and dislocations. The number n. depends on the ratio
of ny/ns, which means that the short circuits will not change during the reaction, as long as
they are formed. This model has been used to explain qualitatively some nf the observed
kinetic behavior in terms of substrate surface structure [28]. The model! has two main
disadvantages: 1) The method for determining n; and n is unclear. It is questionable that
the short circuits for diffusion are exclusively determined by the reactive atomic sites in a
few surface layers, especially in those thin film couples where metal atoms are the moving
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species. 2) It is unlikely that n¢ remains constant during silicide growth if factors such as
stress change, grain growth, and point defect density change, are taken into account. In
addition, real time observations of the oxidation process of Si by TEM [196, 197]
demonstrate that the oxidation reaction on (111) Si substrate takes place one atom layer at a
time, which disagrees with the reaction center assumption.

2.6. Theories and Models for Silicide Formation

Many theories and models have been proposed to explain experimental phenomena of
transition metal silicide formation in thin film couples or predict silicide formation
sequences [5, 6, 10-28]. The theories and the models from early studies have been
reviewed by a number of authors [1-9]. In this section these theories and models, together
with those from recently published papers [16, 17, 22-28], will be briefly introduced and
discussed.

2.6.1. Silicide Growth Kinetics:

Kinetic behavior of silicide formation is determined by monitoring the silicide growth
process. The most often used techniques in these investigations are Rutherford
backscattering spectrometry (RBS) and x-ray diffraction (XRD). During the last few
years, XTEM techniques have become more and more popular in the areas of metal/Si
interface characterization and silicide growth kinetics investigation. Since this technigue
has much better spatial resolution and, therefore, is more accurate and reliable, it provides
many valuable results for kinetic studies.

Silicide formation kinetics can be classified into three types, i.e. diffusion controlled
processes, interface reaction controlled processes, and nucleation controlled processes.
The first two types of kinetics are used to describe layered growth processes. These two
types of kinetic processes are studied by monitoring the thickness change of the growing
silicides with annealing time. If the thickness is a linear function of the time, the growth
process is classified as an interface reaction controlled process. If the thickness is a
parabolic function of of annealing time, the growth process is called a diffusion controlled
process [1-9].

The other type of kinetics is used to explain island growth of silicides. In layered
growth processes silicides nucleate almost simultaneously at the entire interface between the
metal and Si substrate and then grow in one dimension. However, in an island growth
process, silicides nucleate first at some points of the interface and then grow in three
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dimensions [5, 7, 9, 20, 41]. Therefore, this type of kinetics is nucleation controlled.
Each type of kinetics will be discussed below.

2.6.1.1. Diffusion Controlled and Interface Reaction Controlled Processes

Gosele and Tu [12-14] have derived an expression for silicide growth rate in a thin
film metal-Si couple. Similar expressions have also been developed by other researchers
[S, 17, 18, 24, 25]. Since Gosele and Tu's expression is the first that introduces the
concept of interface reaction barrier (an alternative concept is interface reaction constant)
into silicide growth kinetics and has a concise form, only this expression is discussed here.
Starting from the assumptions that the silicide layer, B, may be characterized by an
essentially constant chemical interdiffusion coefficient D;, a steady state of diffusion

fluxes, and compound formation only occurring at the interface, Gosele and Tu [12]
derived the following expression for f layer growth rate.

G Aceqkeff
dxg e e (2-3)
dt 1 4 xgkSD ’
pkg Dp)

where xg and t are the silicide layer thickness and annealing time, respectively, k‘gf isa

constant and is called the effective interfacial reaction barrier, AC‘;;;l is the difference

between the equilibrium concentrations of the diffuser at the two interfaces of the § layer,
and Gg is a constant determined by the compositions of the involved phases.

From Eq.( 2-3), a changeover thickness x; can be defined by

B -
X (2-4).

It can be seen that the growth kinetics described by Eq. (2-3) are different below and above
the changeover thickness. It follows that

dx eq eff * .
—d-tﬁ-GpAC pkﬁ , or xpxt, for xg<< xﬁ (2-5);
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‘%‘ﬁsc c“‘BE— or xg & Vi, f > 2.6
== GpA BXp Xg - for xp >> xg (2-6).

Eq.(2-5) and (2-6) indicate that the growth process is interface reaction controlled
3

B
According to Gosele and Tu [12-14], whenever planar growth of a compound takes place,
it should pass through two stages. Initially, growth will follow interface controlled

when xpg << x’;, whereas the growth process is diffusion-controlled when xg >> x

kinetics. After the layer has grown so that the condition xg >> x; is satisfied, the process

will change over to diffusion controlled growth kinetics. This theory can explain many
cases well, where a thickness against time relationship has been experimentally established,
such as WSi,, MoSiy, TiSig, etc. For these silicides, when bulk diffusion couples are
used, the growth kinetics is diffusion controlled [3]. But, when thin-film couples are used,
in most observed cases, the processes for the growth of WSi3, MoSi3, and TaSi, etc. are
interface controlled {2, 5]. The implication is that the thicknesses of the silicide layers
obtained in thin film couples are smaller than the changeover thicknesses for these silicides.
More recently, linear time dependence of amorphous MSi alloy (where M is metal) layer
growth has been experimentally observed {105, 106, 133, 137, 138].

On the other hand, there exist shortcomings in these types of expressions. First, in
most cases, the effective interfacial reaction barrier, or alternatively the interfacial reaction
constant, is not experimentally measurable [17, 26] so that the prediction of the Kinetic
behavior transition from an interfacial controlled process to a diffusion controlled process is
impossible. In fact, the growth kinetics for the formation of many silicides in thin film
couples, such as NisSi, NiSi, Co;Si, CoSi, Pt3Si, PtSi, Pd,Si, FeSi, IrSi, HfSi, MnSi
and RhSi, has been reported to be diffusion controlled [2, 5]. It is not known whether this
is because the changeover thickness, x;, is too small to be detected or because there is no

interfacial controlled process occurring during silicide growth at all. Secondly, the physical
meaning of the effective interfacial reaction barrier is not very clear. According to Gosele
and Tu [12], the reaction barrier may arise from the rearrangement of the atoms at the
interfaces required for the growth of a compound layer. From investigations of WSi,
however, it has been found that the so called interface barrier for WSi; formation is in fact
an oxide layer, which prevents Si atoms from penetrating the interface and therefore delays
the WSi, reaction [198-200]. It is also reported that the formation of this oxide layer may
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be thermodynamically driven and that the layer can even appear at the original clean
interface after W film deposition, if the diffusion of oxygen in the metal film is rapid
enough [199]. After special techniques, such as ion beam mixing, are used to break down
the oxide layer already formed, the growth of WSi3 is found to follow diffusion controlled
kinetic behavior [199-201].

2.6.1.2. Nucleation Controlled Processes
Nucleation controlled processes for silicide formation have been reviewed by d'Heurle

and Gas [5, 7, 20]. They use classical nucleation theory to discuss the phenomena
encountered in thin film reactions. According to the classical theory of nucleation, the
activation energy AG* for a new pha:sc AB forming at an interface between two phases A

3
and B, is proportional to _(_A_ch_))_z,. Ao indicates the increase in surface energy, because two

interfaces A/AB and AB/B replace the original A/B interface during AB formation; AG is
the free energy change per unit volume of AB and is given below:

AG = AG. -~ AHy4 2-7.

AGq is the change in "chemical” free energy per unit volume of AB due to the formation of
the new phase and AHy is the deformation energy term due to the volume change caused by
phase transformation. Therefore, AG* can be written as:

(A0)3 (2-8)
(AG¢ - AHg)?

AG* x

According to d'Heurle and Gas [5, 7, 20], in general, when metals and silicon react
with one another to form silicides, the absolute value of the AG's is large and the AG*'s
are then small. As a result, nucleation is so easy and rapid that one cannot isolate it and
observe it experimentally. There are, however, two types of silicide reactions whose
nucleation processes are rather slow, so that the growth processes of these silicides show
an island growth behavior.

One example of these two reactions is rare earth metal (R.E.)-Si reactions to form
silicides with a formula (R.E.)Sij 7 [202, 203]. In this type of reaction, the silicon atoms
are very mobile [182, 204] because they act like interstitials. The silicon sublattice contains
15% vacancies, since the structure is that of AB> but the composition is R.E.Si1 7. The
relatively high mobility of Si atoms allows the growth of silicides at low temperatures
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(about 300°C). On the other hand, the metal atoms in the silicides do not become mobile
until extremely high temperatures, on the order of 1000°C. Therefore, when the silicides
are formed at low temperatures (such as around 300°C), the deformation stress can not be
relaxed easily. The result is a large AHg and small | AG. - AHg4|. Consequently, AG* is
large and the growth of these silicides is nucleation controlled.

The other type of nucleation controlled reaction is observed in the following silicides:
Mn;8Si19 [41, 53], NiSiz [5, 7], ZrSi; [5], RhgSis [204], Rh3Sig4 [204], PdSi [5, 7],
HfSi3 [5], OsSi2 [9], and IrSi3 [5]. In this case, AG¢ is very small and causes AG* to be
so large that the growth process becomes nucleation controlled. For e<ample, in the
formation of NiSis [5, 7], the reaction of Ni with Si results in diffusion controlled
formation of Ni2Si and NiSi at temperatures below 500°C. After total formation of NiSi
(no Ni or Ni2Si remaining), further heating does not cause any other change until about
800°C. Then, the sudden formation of NiSiz in islands is observed. The islands spread
through the whole thickness of the films. In this process, the equation for the reaction is

NiSi + Si = NiSia (2-9)*,

because the NiSi layer already exists on the Si substrate. Thus, the "chemical® free energy

change for this reaction, instead of being the free energy of NiSi2 formation, AG{\IiSiz'

should be the difference between AGgsliSiz and the free energy of NiSi formation, AG;Ji Si*

. f
1.e. AGe = AGNiSiz

- AGrgliSi' Since these two quantities of free energy of formation are
nearly equal, AGc is close to zero. This causes AG* to be large. At temperature T*, where
nucleation occurs, the diffusion coefficients are quite large so that growth of the nuclei is
extremely rapid [S, 7]. The theory of nucleation-controlled growth described above
can quantitatively explain island growth in the two types of silicide formation quite well,
although, according to d'Heurfe and Gas [5, 7], more work needs to be done for the model

of R.E.Sij 7 formaticn.

* Eq.(2-9) is not correct if the fact that Ni is the major diffuser during NiSiz growth [1-4,
6, 9, 97] is taken into account. The reaction is completed in two steps 2NiSi — NiSi3 + Ni
at NiSi/NiSis the interface and Ni + 2Si ~ NiSi3 at NiSi,/Si interface. In this case, AG. is
positive for the first step. However, d'Heurle and Gas's argument about small AG¢ and
large AG* is correct if it is assumed that Eq.(2-9) is correct.
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2.6.2. Kinetic Models for Silicide Formation

According to Thompson [26], two general approaches to analyzing the kinetic
constraints on phase selection have been pursued, one based on competitive growth
arguments, and the other based on constraints on nucleation. For the convenience of the
following discussion these approaches are called the competitive growth approach and the
competitive nucleation approach respectively. The kinetic models will be briefly discussed
in two groups according to the:r approaches. Since some basic diffusion theories are
involved in the following discussion, this section will start by introducing classical theory

governing diffusion reactions in bulk couples.

2.6.2.1. Kinetics of Layered Growth in Bulk Couples — Kidson Approach

Growth kinetics of multiple phase systems in binary bulk couples have been treated by
Kidson [29] and Wagner [30] in the 1960's and later by other authors [31, 32]. Since the
results from various approaches are very similar, only those derived from Kidson are
discussed here. By assuming that the concentrations at the interface are constant and equal
to the equilibrium values and by applying Fick's first law and the Boltzmann theorem,
Kidson obtained the following expressions for the layer thickness of a growing phase, B,
between phases o and y in an A-B binary bulk couple.

xg = Bg Vvt (2-10),

(DK)yg - (DK)gy, _ (DK)ga - (DK)ag,, 1 2-11
Cor=Crp ' Cap-Cpa ¥ e

Bp = 2{(

Here, xg and t are #» f layer thickness and annezling time, the subscripts yp and By

represent each side of an interface so that Cgy, Cyg, and Cga, Cop represent the
equilibrium concentrauons of element A at zach side of the B/y and a/f interfaces

respectively. D is the interdiffusion coefficient and K is a constant that implicitly depends
on all of the diffusion coefficients in the system since

K-\/tsa-C(x, t, Do, Dg, ...Dn) (2-12).
X

This is the well known parabolic growth law. Eq.(2-12) suggests that in a multiple
phase system, the thickness of any phase, as a function of time, depends only on the eight
parameters (D and K) within that phase and its two immediately adjacent phases.
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Kidson has discussed the physical meaning of Bg [29]. When Bg > O, the rate of
formation of the new B phase from the y phase is larger than the transition of the  phasc to
the o phase and consequently, the thickness of the B increases with time. When Bp <0,
the rate of supply of A element from the a to B phase is so fast compared to the flow rate in
the P phase that a "pile-up" of excess material occurs resulting in the direct transformation
of a toy. In this case, no § phase would appear in the diffusion region. When Bg =0, the
situation is similar to Bg < 0, i.e., again no §§ phase appears. Therefore, it is possible for
some phases to be absent from the diffusion region from a kinetic point of view. Kidson
has, however, ruled out these latter two cases, i.e., Bg < 0. The situation where Bgs0
would imply an infinite chemical potential gradient at the a/y interface, which is contrary to
the thermodynamic requirement that the chemical potential (ua) be continuous and
monotonic throughout the bulk couple. From these results it is concluded that all
equilibrium phases should be present [29-32]. It is found that the parabolic growth law
agrees with experimental results when the diffusion region in a bulk couple is sufficiently
large [29-32].

However, experimental observations, particularly XTEM and HRTEM observations of
the interfaces in thin film couples and lateral diffusion couples, have shown that singlc
phase and multiple phase sequential growth are the general characteristics of diffusion
reactions in binary couples (please see Secs.2.1 and 2.2). Therefore, the parabolic growth
law itself cannot explain the phenomenon of sequential growth. In addition, Tu [22] also
pointed out that, according to the parabolic law, the growth velocity is inversely
proportional to the layer thickness. Thus, an existing phase cannot vanish, since the
velocity will become extremely large as the thickness approaches zero. But, it is
demonstrated by competitive growth experiments that a phase already formed in a thin-film
couple does vanish under certain conditions. In the experiment [13, 37}, a thin Co layer
was deposited onto a CoSi layer, previously formed on a Si substrate. When the specimen
(Co/CoSi/Si) was annealed at 460°C, it was found that a Co,Si layer begon to grow at
Co/CoS:i interface and that the existing CoSi layer, instead of growing, began to shrink so
that the configuration of the specimen became Co/C0,Si/CoSi/Si. Upon further annealing,
the growth of Co,Si dominated at the expense of CoSi and Co. Finally, CoSi vanished
leaving a Co/Co2Si/Si structure . Then, with continued annealing, Co,Si grew until all the
Co was consumed. CoSi then reappeared between Si and Co2Si, i.e., the configuration of
the specimen changed to Co2Si/CoSi/Si, and CoSi grew by consuming €S and Si. The
same phenomena were also observed when Co was replaced with Ni or P [6, 205]. It is
obvious that the parabolic growth law cannot explain the disappearany. i phases, which
have already nucleated and grown.
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In general, as is pointed out by Dybkov [17], the coexistence of all or most of
equilibrium phases in multiphase binary systems is the exception rather than the rule.
According to Gosele and Tu [19] and Dybkov [17], the failure of classical diffusion
theories in predicting sequential phase formation occurs because only diffusion processes
are taken into account in these theories. In fact, diffusion of reactants is only a necessary
but not a sufficient step for a compound layer to grow. This step should be followed by a
chemical reaction or an interfacial reaction step [17]. Therefore, Gosele and Tu [19]
emphasize that for treating sequential phase formation, interfacial reaction barriers leading
to finite reaction constants x have to be introduced.

2.6.2.2. Competitive Growth Approach

A competitive growth model for silicide formation in thin film couples was proposed
first by Gosele and Tu [12-14). Later, an almost identical model was also developed by
d'Heurle and Gas [S] using a slightly different mathematical derivation. More complex
models derived from analytical solutions of diffusion equations and interfacial reaction rate
equations [18, 24], or from physicochemical considerations of interfacial reactions [17, 25]
have also been proposed independently. In spite of the variety of the expressions for
silicide growth rates derived from these approaches, all the models share a common
feature, i.e., the interfacial reaction constant term or effective interfacial reaction barrier is
incorporated into the expressions. Consequently, these models are able to qualitatively
explain sequentia! phase formation in thin film couples. The interfacial reaction constant,
according to Dybkov [17], indicates the reactivity of a given solid (such as Si or a silicide)
surface, while the effective interfacial reaction barrier, as stated by Gosele and Tu [19],
describes the energy barrier associated with changes in atomic arrangements or effects due
to volume changes at the interfaces.

Because of the similarity of these models in terms of their basic assumptions, their
results, and their explanation of sequential phase formation, only one of them, Gosele and
Tu's model, is selected to be briefly reviewed. This model involves both interface reaction
controlled and diffusion controlled processes. The flux of A atoms into the AB phase, Jf‘ .

is given by the following:

eff
ac

JA (2-13).

eff, .. x
(1+ xyk v ,DY)
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where AC‘;q, kin and D; have the same meaning as they do in Eq.(2-3) but are for the AyB

phase. The flux in AgB has a similar expression. According to Gosele and Tu [12],
because of the nature of the competitive growth, the growth rate of the two phases, § and

¥, should be
dx
- GBJé\— GBYJ;‘ (2-14),
d
o= Gyl - Gyplp (2-15);

where Gg, Gy, Ggy, and Gyg are constants determined by the compositions of the related
compounds in the diffusion couple. Eq.(2-14) and (2-15) represent the growth conditions
of the AgB and AyB layers. If %xl& > 0, the AgB layer will grow. From Eq.(2-14), this

condition can also be expressed as

JA
£ >%%1 -1y (2-16).
JY

Similarly, the growth condition for the AyB layer is

JA
J-% < gg_y -r (2-17).
Y

In Eq.(2-16) and (2-17), ] and r, are constants, and it can be proven that

rn >rn (2-18).

Based on these conditions, Gosele and Tu defined a convenient parameter for single
phase growth kinetics, in terms of the flux ratio, i.e.,

r= (2-19).

>| =
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Applying this parameter, r, combined with Eq.(2-5) and (2-6) (see Sec.2.6.1.1) and Eq.(2-
13) (Sec.2.6.2.2), they analyzed and discussed various possibilities related to the thin-film
diffusion couples as summarized in Table 2-4 and Fig.2-7. From Table 2-4, it can be seen
that r is a factor indicating how the two phases compete with each other to grow. If the
thicknesses of the both phases are smaller than their own changeover thicknesses, the
competition is between the interfacial reactions for each respective phase (Fig.2-7a). When
the layer thickness for onc phase is larger that its changeover thickness, but the thickness of
the other phase is smaller than its own changeover thickriess, the competition is between
the diffusion process in the former and the interfacial reaction for the latter (Figs.2-7b and
2-7c). Depending on the r values, the results of competition will be that either one phase
grows and the other shrinks or both phases grow at the same time.

In their analysis and explanation of single phase growth kinetics, the most important
poiat is the critical thickness of phases (f and y), xg and \$ Below these thicknesses only

singlc phasc (AgB or AyB) growth actually occurs, whereas above these critical values
simultanecous growth of two phases must result. This point has, in fact, become the basis
of all explanations about these unique phenomena in thin-film reactions.

From Table 2-4 and Fig.2-7, it can be seen that single layer growth can be explained
as follows. If there is unlimited supply of A and B, sooner or later, AyB (assuming it
forms first) can grow and exceed xf(. At this point, two compounds (AyB and AgB) grow

at the same time. If the material supply, for example B, is consumed before xy > xi, the

thickening process of AyB will stop. After a short transition period a new steady-state
diffusicn situation will develop, which may approximately be described by J? = 0. Thus,

Eqs.(2-14) and (2-15) change to

%L Gl > 0 (2-20),
axy GorJ2 <0 2.21):
dt = = YB B < (-'-l)’

which indicate that AgB will form and grow whereas AyB will shrink. This theory has
been used to explain the competitive growth of CoSi and CoSi, Ni3Si and NiSi, as well as
Pt2St and PiSi. It is successful in proving that an existing phase can vanish due to Kinetic
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reasons. [t can also qualitatively explain some other cases where single phase growth takes
place and is helpful in understanding the effects of diffusion on the growth scquence.
There exist some problems with competitive growth models. The first is that no
experimental data for the effective interfacial reaction barrier are documented. In most thin
film metal-Si systems, it is impossible to determine these constants experimentally because
no interfacial reaction controlled process has becn observed in these systems. Without
knowing the values of these constants, the predictive capability of these models is limited
[26]. The second, as stated by Thompson [26] and by Goscle and Tu [12], is that the
competitive growth approach does not consider the possibility of metastable phasc
formation. As a result, these models cannot predict and explain SSA and other metastable
phase formation [26]. The third problem is that some results deduced from particular
model(s) do not agree with the experimental results in the literature. For example, Tu [13,
14] pointed out, according to Gosele and Tu's model, that only the phase with the fastest
growth rate can form. This may not be true. In the Ni-Si lateral diffuston couple
experiment (see Fig.2-1 and Sec.2.1), after NisSi and NiSi form, Ni3Si2 starts to grow
and the interface between Ni2Si and Ni3Siz moves opposite to the Ni flux. This indicates
that JNissi2 = JNi2si- From other investigations, Ni3Siz has the largest thickness in bulk
couples [40, 42], i.e., Ni3Siz has the fastest growth rate. However, it is not the first phasc
appearing in the thin-film couple, and it does not appear in the single phasc formation
sequence. Another example is from Dybkov's model [17]. According to the model, the
initial phase (or phases) in a metal-Si system is exclusive and determined only by the
interfacial reaction constants of all the phases in that system. This is not in agreement with

the experimental results showing different first phase formation (please sce Table 2-1).

2.6.2.3. Competitive Nucleation Approach

In this approach, it is considered that phase formation requires nuclcation as an initial
step [11], so that the silicide formation sequence (or called phasc sclection by somce
authors) is determined by nucleation competition among all phascs that have a
thermodynamic driving force to form. Many researchers have discussed nucleation [5, 7,
10, 11, 16, 20-23, 26, 206]. Based on non-classical heterogencous nuclcation theory,
Allen and Sargent [206] have suggested that the following factors should be taken into
account in order io model nucleation during interfacial reaction in real systems: 1) The
thermodynamic driving forces and the influence of gradient energy contributions (i.c., the
free energy increase due to a steep concentration gradicnt in a nonuniform solution with
respect to a uniform solution); 2) interfacial structures, compositions and encrgices; 3)
relative diffusion rate, including the influence of the initially steep concentration (chemical
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potential} gradients; 4) elastic distortion energy contributions; 5) prenucleaction state of the
interface, including its structure and cleanliness; and 6) the influence of small
concentrations of certain elements such as phosphorus. As is pointed out by these authors,
obviously, we are a long way from putting together a theory which can incorporate all of
these demands. Actually, almost all competitive nucleation models proposed up to date
include only one or two of the factors listed above. These approaches will be discussed
separately depending on which factor(s) is (are) incorporated in respective model(s).

The influence of gradient energy contribution has been discussed by Allen and Sargent
[206]). They emphasized that the gradient energy is comparable to the macroscopic
chemical driving force for the interface reaction when a steep concentration gradient exists
in a distance of a few atom diameters. Consequently, the contribution of gradient energy to
the overall driving force is not negligible. After considering the effects of the original
interface in a binary diffusion couple on heterogeneous nucleation, they concluded that
non-classical heterogeneous nucleation theory, which incorporates the contribution of
gradient energy to the overall energy of the system during nucleation, is applicable to model
interfacial reactions in thin film metal-Si couples [206]. However, there is no such model

in the literature, as far as the author knows.
The effects of thermodynamic driving force, AGe, interfacial energies, Ao, and elastic

distortion energy, AHg, on nucleation have been examined by d'Heurle and Gas {5, 7, 20]
in terms of a nucleation energy barrier. Using classical nucleation theory (i.e., in this
theory no gradient energy is taken into account), these authors showed that the nucleation
energy barrier, AG*, is a funciion of AG, Ao and AHg. If Ao and AHg4 were known, the
prediction of first phase nucleation could be achieved by comparing the activation energies
for various phases to nucleate. The phase with smallest AG* will form first because, from
classical nucleation theory [7], the nucleation rate exponentially depends on AG* (i.e.,
exp{-AG*/kgT}). This type of model, according to Thompson [26], has limited predictive
capability due to its dependence on unknown factors such as Ac and AHg. It is also
questionable whether this approach can predict metastable phase nucleation in cases where
metastable phases are known to form first, even though calculations of the driving force for
nucleation indicate ne barrier to the formation of stable phases.

The influence of interfacial structures and compositions on nucleation has been
incorporated into various models [10, 11, 16, 21-23]. In the Walser and Bené rule [10],
Tsaur et al rule [11] and Pretorius model [21, 22], the interfacial composition is a key
factor determining which phase will nucleate. Walser and Bené postulate that the original
interface in a thin film couple consists of a "metallic glass" due to thin film deposition
(which is already observed in many metal-Si systems), and that the "glass" has a
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com,. ition near the lowest- temperature eutectic in the binary system (this still needs to be
veniied experimentally). From this postulation, they expect that the first phase to nucleate
should have a composition close to that at the eutectic point. Similar arguments are adopted
by Tsaur et al [11] and Prestorius [21, 22]. When developing a new kinetic mode! for
silicide nucleation, Bené [16] pointed out that riany metal-metalloid glasses display a
significant local preferred ordering around eithei the metalloid, or around the metal, and
this preferred local ordering occurs over significant regions of glass composition. If the
ordering also takes place in the metallic glass at the original metal/Si interface in a thin film
couple, when crystalline compounds compete with each other to nucleate, the phase with its
structure similar to that of the ordered clusters in the glass layer will nucleate first. Whether
the amorphous layers at the metal/Si interfaces have the ordered clusters is still open to
question, as no experimental evidence has been found. Bené also qualitatively compared
the interfacial energies and found that at an interface in a diffusion couple, the total
interfacial energy for a new compound with one coherent interface and onc incoherent
interface is about the same as that for an amorphous phase, but is about half of that for a
compound with two incoherent interfaces. Thus, he concluded that the first two phases
will preferentially nucleate according to the interfacial energy. The main problems
associated with these approaches are: 1) They are only qualitative and, in particular, the
actual composition and structure of the amorphous layers are unknown, so that predictions
from these models are still empirical. 2) The arguments involving the interfacial
concentration® and structures cannot explain why amorphous phase growth, instead of
crystalline phase nucleation, takes place at the very beginning of the reactions. 3) These
approaches, except Bené's new model, ignore the effects of diffusion on interface
compositions and nucleation.

The effects of relative diffusion rates on nucleation have been discussed by Thompson
[26]. According to the author, interdiffusion and self-diffusion play important roles in
phase selection (i.e., formation sequence). While the relative rates of nucleation arc
ultimately controlling in phase selection, nucleation is controlled by interdiffusion, and the
nucleation rates are controlled, not only by the barriers to nucleation (including chemical
free energy change and interfacial energy change, according to nucleation theory), but also
by the diffusion required to form critical sized clusters of the product phases. Based on
this argument and a numbt &t/ “sumptions, an expression for SSA in a A-B binary couple
has been derived as:
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DPBinb . 352y (2-22),
DA in +] 3 Ag_2

where f3 is a limited solid solution of A in B, Dp jp g and Dy j g are the self-diffusion
cocfficients of B and the diffusivity of A in B, A is the average jump distance of A atoms,
Opx is the interface energy between f§§ and a crystalline compound X (for simplicity, it is

assumed that there is only one compound in the A-B binary system), Ag = Agy + (AG)A2
where Agy and Ao are the chemical free energy change and interfacial free energy change
respectively duc to X formation at the interface. This expression indicates that if DB jn g <<
DA in g, Or if Oy is large and Ag is small, SSA will occur. This model is qualitatively in
agrecment with the experimental observations that SSA is usually observed in the binary
diffusion couples in which one component has a much larger diffusivity in the other. The
advantage of this model is its emphasis on the important roles of diffusion in nucleation and
nuclcation rates which have been ignored by most competitive nucleation approaches.

Various competitive nucleation models have been briefly reviewed. All these
approaches depend, more or less, on some unknown factors, such as interface energies,
elastic distortion energies, etc. These models actually imply that phase formation
sequences are determined only by nucleation, i.e., the phase nucleating first will grow first.
According to competitive growth models [12-14, 17, 19, 24], a phase which already
nucleates may disappear due to its kinetic instability. Therefore, a phase that nucleates first
inay not be the phase that grows first. A good example is Ni-Si deposition reactions,
found in Ref. [16] and references therein. In the competitive growth approach, the
important role of nucleation in determining phase formation sequences is also ignored.
Actually, competition among various phases exists all through the silicide reactions. At the
very beginning, there may be only nucleation competition among the phases. As soon as
first phase starts to grow, the competition is between the growth rate of the first phase and
the nucleation rates of other phases. Therefore, a successful competition approach should
be able to describe not only competitive nucieation or competitive growth but also the
competition between the nucleation and growth processes. From the discussion above, it is
imaginable how difficult it could be to develop such a model. Thus, a different approach
may be helpful to improve our understanding of silicide formation processes and the
capability of predicting silicide formation sequences. Such a model has been developed
during this study and will be discussed in Chapters 3 to 5.
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2.6.3. Applications of Thermodynamic Theories to the Studies of Silicide
Formation

It has been recognized for years that the first phase to form in a metal-Si couple need
not be the most stable phase, in terms of the largest (negative) free energy change of
formation [10, 16, 26, 62]. In fact, progress in the arca of SSA has shown that a
metastable phase can be the first phase to form [61, 105, 106, 128-138, 149-151]. Asa
result, it is believed that phase selection is mainly determined by kinetics with the free
energy playing a secondary role [16]. The "secondary role", according to Bené, mcans that
the evolution of the reaction must be in the direction of decreasing Gibbs free encrgy, but
the free energy is not necessarily a minimum for any state along the reaction path.
Therefore, application of thermodynamic theories is mostly limited to determining whether
there exists a driving force (i.e., decrease in free energy) for a given reaction and how large
it is, if the necessary thermodynamic data are available [5, 7, 14, 20-23, 64-65, 149-151].

As mentioned in Sec.2.3, SSA is driven by a negative heat (or enthalpy change) of
mixing between the two components of a diffusion couple [149]. The enthalpy changes of
mixing for a number of metal-Si systems have been calculated [16, 150]. The cnthalpy
change for forming an equiatomic Ti-Si amorphous layer has becn experimentally
determined as -35 kJ/mole [150]. Again, the thermodynamic driving forcc is only a
necessary condition, since it is found that although all the calculated systems have negative
heats of mixing, only in some of them has SSA been observed [61, 78, 105, 106, 128-
138].

Another area of Kkinetic studies involving thermodynamic driving forces, is the
nucleation of new phases [5, 7, 20, 26, 149, 206]. In this case, nucleation is driven by the
chemical free energy for new phase formation {5, 7, 20, 26, 206] and the gradicnt cnergy
due to the existence of a steep concentration (or chemical potential) gradicnt near the
reactive interface [206). According to d'Heurle [7], in a single phase growth sequence, the
driving force for a subsequent compound decreases with respect to that for the immediate
preceding compound (See Fig.2-8 and the discussion in the next paragraph). As a result,
nucleation is likely to become dominating as the driving force decreases, even though the
first phase formation may not be nucleation controlled at all, due to the large driving force
during the initial reaction. Therefore, the magnitude of the driving forces is an important
issue in terms of the nucleation energy barrier and nucleation rate (see Sec.2.6.2).

In examining driving forces, a free energy versus composition plot is usually used as a
reference [5, 7, 16, 20, 149-151]. A schematic free energy versus composition plot for A-
B binary system is shown in Fig.2-8 [7], which depicts the free energy curves for two
solid solutions a and B (assuming very low solubilities) and four compounds A3B, AB,
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ABj and AB3. According to d'Heurle [7], if the first phase to form is AB, the driving
force is shown by line IH.When the second phase A3B forms through the reaction, AB+
2A — A3B, the driving force is represented by the line EC and not the line DC. Similarly,
if AB3 nucleates after AB2 formation, the driving force is line LK, which will result in a
nucleation controlled process or may even be too small to allow AB3 to nucleate. Itis
obvious, from the example, that a quantitative free energy versus composition plot would
be very helpful in determining the driving force for new phase formation. Another point
worth mentioning here is that the common tangent between o and H in Fig.2-8 indicates a
metastable equilibrium between the chemical potentials of a and AB phases at the a/AB
interface during AB growth. This interface will become unstable as soon as A3B is able to
nucleate. This approach has been broadly used in explaining SSA, single phase growth
and sequential formation [5, 7, 16, 20, 149-151]. From this approach, it can be seen that
the thermodynamic requirement that the chemical potential be continuous and monotonic
throughout a diffusion couple, as stated by Kidson (see Sec.2.6.2.1), is still satisfied in the
case of single phase growth. Consequently, the coexistence of all equilibrium phases in a
diffusion couple is not necessary in order to satisfy such a requirement.

It has already been noted that equilibrium binary metal-Si phase diagrams have been
used to predict single phase formation sequences in the Walser-Bené rule [10] and the
Tsaur er al rule [11]. The basic consideration for these rules, however, is based on kinetic
arg’ .nents, such as the effects of interface compositions and structures. In addition, the
rules are apparently unable to predict metastable phase formation, just as the
thermodynamic stability of a phase fails to tell the kinetic stability of the phase, i.e.,
whether and when it can form.

A very interesting recent trend is the application of the concept of free energy
degradation rate (or the rate of free energy change) and a similar concept, effective heat of
formation, to kinetic studies. This will be discussed in the rest of this section.

In an attempt to link thermodynamics to kinetics, Pretorius [21-23] formulated an
effective heat of formation mode! (see Sec.2.2.2 and Eq.(2-1)). From the model, the
criterion for predicting formation sequence is basically that the phase with the largest
(negative) effective heat of formation will grow [21, 22]. The advantage of this approach
is that the change in enthalpy with the composition (and hence with the evolution of the
reaction) is incorporated into the model. The disadvantages are the following: 1) The term
effective concentration, or available concentration limiting element, is not well defined, so
that the formation sequence prediction after first phase growth heavily depends on the
questionable restriction that the non-congruent phases are relatively unstable (see
Sec.2.2.2), but not on the effective heat of formation approach. 2) Since only the heats of
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formation for equilibrium phases are used in this model, it also fails to predict metastable
phase formation. Even if the heats of formation for metastable phases are used, this model
will still fail because the metastable phase may have a similar composition as the stablc
phase, but a smaller value of heat of formation.

A more advanced model linking thermodynamics to kinetics is the one recently
proposed by Bené [16]. After reviewing the work being done on other systems, such as
dendrite nucleation and growth, and snowflake generation, Bené pointed out that these
systems change their shape as a function of size because the new metastable shape allows a
more rapid decrease in the system energy. The metastable shape of these systems can be
analogous to the metastable chemical structure that forms in metal-Si couples. As a result,
Bené proposed a criterion for silicide nucleation, i.e., maximum FEDR or the largest
FEDR. According to the criterion, at the beginning of the reaction, the phasc whose
formation results in the maximum FEDR grows first. When the growth of a new phasc
reduces the energy of the system faster than continued growth of the first phase, the new
phase will start to nucleate [16]. The criterion has been used by some other groups |19,
90]. This criterion appears to be logical since the largest FEDR implies that under given
kinetic conditions the free energy of the reactive interface and surrounding region is a
minimum relative to ail energy states accessible by other reactions. The state determined by
the largest FEDR criterion is stable in terms of minimum free energy at given kinetic
conditions and time. There are some disadvantages in Bené's criterion. 1) This criterion
(and the expression) is only qualitative so that it is not applicable to actual prediction of
formation sequences. 2) The expression for FEDR, i.e., -DAG, is only applicable to
diffusion controlled growth processes but not to nucleation processes and interfacial
controlled reaction. As mentioned in Sec.2.6.2.3, first phase formation may be a
competition between nucleation of all possible phases. After this, the competition becomes
that between the growth of the existing phase and the nucleation of other possible phascs.
As a result, this expression cannot be practically used to determine formation sequence.

From the discussion above, it can be seen that the concept that the free encrgy changes
with the advance of the diffusion reaction, has been used, more or less, by many
researchers [7, 16, 19, 20, 21-23, 61-66, 90]. It should be pointed out that since free
energy in a diffusion couple must change with annealing time, the free energy change or the
FEDR can also reflect the kinetic characteristics of the changing system. Therefore, the
study of FEDR and its role in determining formation sequences is definitely significant to
the kinetic studies of silicide formation.

In this literature review, the experimental phenomena of silicide formation, the theories
and models for reaction kinetics and the applications of thermodynamic theories in the
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related studies have been discussed. Itis noted that many kinetic theories and models have
been proposed. Some of them can qualitatively explain many of the experimental
phenomena quite well. The main disadvantages are: 1) They have limited capability of
predicting silicide formation sequences because of their dependence on unknown kinetic
factors, such as interface reaction barrier and interface energy. 2) The focus of most models
is concentrated on first phase formation. Single phase formation sequence and,
particularly, multiple phase formation sequences have not been given sufficient
consideration. 3) The competitive growth approach and competitive nucleation approach
both only work well in some cases but fail in other cases, probably because the real
reaction process involves competition among nucleation rates and growth rates of all
possible phases instead of only between growth rates or only between nucleation rates.
Therefore, development of a new kinetic model, which is able to explain the experimental
phenomena and predict both single phase formation sequences and multiple phase

formation sequence, is still necessary.



Table 2-1 Comparison of first phase predictions with
experimental results from the literature.

First Phases First Phases First Phases References
Predicted from Predicted from Observed in
W-B Rule2[10]  EHF Ruleb [22 Experiments

TiSiy TiSip TiSiz {6, 11, 67-69]
TiSi [3, 70-73]
TisSi3 3]
VSiz VSiy VSiy [6, 11, 74-77)
V3Si [4, 77]
CrSis CrSiz CrSiy [6, 11, 67, 78-81]
MnsSi3 Mn;sSi3 Mn3Si [9, 53]
MnSi [40, 41]
FeSi FeSi FeSi [6, 11, 82-84]
CosSi CosSi CosSi [1-4, 6, 11, 43, 85, 86]
CoSi [4, 78, 87, 88]
CoSix [89, 90]
CoSiy [91-94]
NisSi NisSi NizSi {6, 11, 37, 55-57, 95-97]
NiSi [98-100]
NiSip (101, 102]
Zrs5Sig ZrSip ZrSiy [1-4, 10, 11, 103, 104]
ZrSi [105, 106]
NbSij NbSip NbSia [6, 10]
MoSiz MoSis MoSia [6, 10, 67, 107-109;
MosSi3 and Mo3Si [110}
PdsSi Pd,Si Pd,Si [1-6,67, 111-113]
HfSi HfSi [6, 114, 115]

—_— e e e
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Table 2-1 continued

First Phases First Phases First Phases References
Predicted from Predicted from Observed in
W-B Rule2 [10]  EHF Ruleb [22 Experiments
TaSip TaSip TaSip [6, 116, 117]
WSis WSia WSiy [6, 118-120]
Pt12Si P1,Si PtSi [1-6, 33-35, 44, 45,
50, 112]
PtSi

[121, 122]

aW.B rule indicates the Walser-Bené rule.

b EHF rule indicates the effective heat of formation rule.



Table 2-2 Major diffusers in thin silicide films [1-6, 9, 96, 107, 172-183]

Silicide Diffuser Marker Silicide Diffuser Marker
TiSia Si Xe, Si RhSi Si Ar
V3Si \% Xe Rh4Sis Si d
VSiz Si Xe, c Rh3Siq Si d
CrSiz Si Xe, Si Pd,Si Pd and Si o, W
FeSi Si Xe PdSi Pd and Si w
CosSi Co W, Si, Xe TbSi1 Si ¢, Kr, Ar
CoSi Si, Co Ta ErSiy 7 Si ¢, Kr, Ar
CoSiz Si, Co HfSi Si Ar, Zr
NisSi Ni Xe, Si TaSi; Si Nb
NiSi Ni Xe WSi, Si ¢, Mo, Ge
NiSip Ni Xe Os3Si3 Si c

YSiy7 Si Tb, Er, Kr IrSi Si Co, Rh
ZrSis Si Si IrSi1 75 Si Co, Rh

NbSis Si c,V PtsSi Pt Si

MoSiz Si c PtSi Pt, Si Si, Ti, Co, Ni

Rh>Si3 Si w

c: By analogy from isomorphous silicide studied in the same investigation.

d: Deduced from oxidation experiments.

45



Table 2-3 Apparent activation energies from the literature

Metal Silicide Ea (eV/atom) Reference Comments
Ti TiSi 1.8 (4]
TiSiz 1.8 [72]
\Y V3Si 2.0 [117]
VSiy * 7 [117]
Cr CrSiz [80]
Mn MnSi 19 [7, 41, 53]
Fe Fe®. .36 [84]
B-FeSiy 2.6 [84]
Co CosSi 1.5 [4, 96]
CoSi 1.9 [4, 96]
CosSi 1.45 [148] bulk couple
CoSi 1.66 [148] bulk couple
CoSiy 1.97 [148] bulk couple
Ni NisSi 1.5 [3, 96]
NiSi 1.4-1.65 [3, 96]
NisSi 1.3 [37] on polycrystal Si
1.5 [37] on (100) Si
1.6 [37] on(111) Si
NiSi 1.23 [95] on (100) Si
1.83 [95] on(111) Si
Mo Mo3Si 33 [117]
MosSi3 3.7 [117]
MoSi, 22,24 (4, 108, 117]
Rh RhSi 1.95 31
Pd PdsSi 0.9 [111] on amorphous Si
0.95 [111] on (100)Si
1.05 [111] on (111) Si




Table 2-3 continued

Metal Silicide EA (eV/atom) Reference Comments
Hf HfSi 2.5 (3]
HfSiy 3.5 [115] on amorphous Si
W WsSi3 3.7 [117)
WSia 22,30 [3, 117]
Ir IrSi 1.9 (3, 4]
Pt Pt5Si 13,15 [3, 4, 35]
PtSi 1.5, 1.6 [3, 4, 35]
PtSi 1.45 [184] on (100) Si
1.60 [184] on(lll)_L
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Table 2-4 Summary of Gosele and Tu’s analysis of growth kinetics

Fig. 2-7a Fig. 2-7b Fig. 2-7c
XB<<Xy, Xy<<X. xﬁ«x* Xy>>X XB>>Xy, Xy<<X.,
B’ Y B Ty B Ty
Aceakem ACIK Ty, ACSD?
Ig BB B BB
= ——— B ———— P —
J {f
Y cq €qry* €
ACKS ACD! ACTK"xp
case [ ApB shrinks ApgB shrinks, AyB AgB shrinks, A\B
r<r A,B grows grows, until rysr grows, until rysr
case II AgB and A\B AgBand AyB grow  AgB and AB grow
r<r<n grow simultaneously until  simultaneously until
ra=r r=r
case I1I AgB grows AgB grows, AgB grows,
rnp<r AyB shrinks AyB shrinks, AyB shrinks,
until rsrp until r<ry
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Fig.2-1 Plot of the length of the individual phases vs annealing time at 600°C, showing
the phase sequence in the lateral diffusion couples [55].
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Fig.2-5 Gibbs' frec cnergy G as a function of concentration C5 of component A in a
binary system forming one metastable phase a-AB and two equilibrium compound phases
ApB and AyB. (a) a-AB is assumed to be the first phase to grow aud cross the dotted
tangent on the sccond growing compound AB. AC‘;q indicaies the concentration change in

«-AB in the diffusion couple assuming local thermodynamic equilibrium at the interfaces.
(b) Same as (a), but now it is assumed that AyB grows simultancously with the amorphous
phase which had formed first [19].
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Fig.2-6 (a) Same as Fig.2-5a, but now the G curve of the amorphous phasc docs not cross
the dotted tangent on the second growing phase AyB. The amorpheus phase is assumed to
start to grow first. (b) Same as (a), but now the second growing phasc AyB has becn
introduced which leads to a concentration reversal across the amorphous layer as compared
to (a) [19].
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Fig.2-8 Schematic free energy versus composition plot for A-B binary system depicting
the free energy curves for two solid solutions a and § (assuming very low solubilitics) and

four compounds A3B, AB, AB> and AB3[7].
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Chaptei' 3. A KINETIC MODEL FOR SILICIDE FORMATION

In this chapter a kinetic model for silicide formation in transition metal-Si diffusion
couples is developed using an approach different from competitive growth and competitive
nucleation approaches (see Sec.2.6). First, a simple method, which uses numerical
calculations to estimate diffusion fluxes into reactive interfaces during silicide formation
processes, has been developed. It is found, from the analysis of calculated diffusion
fluxes, from experiments from five different published papers [34, 44, 51, 95, 121], that
the formation of a new silicide or the growth sequence is not only determined by diffusion
fluxes in the diffusion region, but also determined by some other variables. New physical
quantities, then, are defined to describe these variables and these are incorporated into the
model. The relationships among these physical quantities are examined and mathematical
expressions for these relations are developed. The relationships among these quantities are
demonstrated by means of a reaction process plot, which is also deveioped in this study.
Finally, the madel is used to explain the kinetic behavior during silicide formation in thin
film metal-Si diffusion couples.

3.1. Computation of Ditfusion Fluxes and Release Rates

3.1.1. Basic Equations

Silicide formation through thermal reaction of thin film diffusion couples is a process
of phase transformation induced or manipulated by solid state diffusion. There are two
basic types of processes. One of these is characterized by a diffusion couple in which both
components are diffusers and is referred to as a "Type I" process here. A "Type II"
process is one in which the diffusion of one component is slow when compared with the
other component. As a result, only one diffuser (major diffuser) is generally considered in
this type of process. In the following discussions the major diffuser will be referred to as
the moving reactant while the other reactant is referred to as the non-moving reactant. Thin
film silicide reactions usually occur at temperatures below half of the lowest eutectic
temperature in the binary phase diagram for a given diffusion couple. As such, Type II
processes are more common in silicide reactions and will be examined exclusively here.

A Type Il process is shown schematically in Fig.3-1. It is assumed that the reaction
occurs at the interface (for consistency, the interface is called a reaction region (R region) in
this section and the definition can be found in section 3.3.1) between nonmoving reactant

and growing silicide.



miM + ;iN — MpNg (3-1),

where M and N represent the moving reactant and non-moving reactant respectively; p=m;
and g=n; indicate the number of moving reactant and nonmoving reactant atoms (or formula
units, i.e., f.u.) per unit formula of product (MpNgq or abbreviated as i for ith silicide)
respectively. In practice, M coutd be metal atoms (e.g., in near noble metal-Si diffusion
conples) or Si atoms (as in refractory metal-Si diffusion couples). N could be Si atoms (in
near noble metal-Si diffusion couples), metal atoms (in refractory metal-Si diffusion
couples) or silicide “molecules.”

As showr in Fig.3-1, the growth rate of i is%%i—, and AJ =J;, —Jout 7epresents the

difference between the diffusion fluxes of M into (J;5, which is equal to Jg[ in Fig.3-1) and
out of (Jout, Which is equal to J% in Fig.3-1) the reaction region. For convenience, AJ will

be referred to as the diffusion flux instead of the difference between diffusion fluxes, Jin
and Jour. According to diffusion theory, an equation, expressing the relation between the

growth rate, ’% and the diffusion flux, AJ, can be written by assuming a mass balancc

between the moving reactant atoms supplied and consumed.

miNi-%-’:—i- AJ {3-2),

where N; is the number density of ith silicide (f.u./cm3) and (N; gxt' ) is the formula

units of ith silicide that form per unit area and unit time. This quantity can be defined as the
formation rate, Fii (f.u./cm?s), and hence

m;Fik = AJ (3-3).
The nonmoving reactant is also consumed during the reaction (Fig.3-1), because the
nonmoving reactant (e.g., N atoms or "molecules") exposed to the R region is released

from its lattice into the region by interaction between M atoms and N "molecules”. r; is
defined as the release rate of N atoms into a unit area of R region per unit time.

mN; %- niFik = i (3-4).

57



The physical meaning of release rate and formation rate will be further discussed later. It
should be pointed out that, in these equations and the following equations, the subscripts
indicate products or the reactions which form these products and the superscripts will be
used to indicate reactants whenever necessary, unless otherwise specified.

A special case of a Type Il process, which can be described by these equations, is one

where the nonmoving reactant is silicon. In this case, the reaction is
miM + n;Si — MpSiq (3-5).

If the diffusion flux of M atoms in the Si substrate is negligible compared with the flux of
M in the new phase, AJ in Eqs.(3-2) and (3-3) can be replaced by Jip.

From Eqgs.(3-2) and (3-4), it is evident that if the growth rate of the new phase, (%),
is given, the diffusion flux and the release rate (AJ and r) can be evaluated. Fortunately,
growth data are available from silicide formation experiments. ‘:i_)t\ can be expressc '
numerically by—)ﬁil—;ﬁ if the time interval (At = tj,1 - §) is small enough (where x;.1

G+l - 4
and x;j are the thicknesses of new phase at time tj,] and t;j, respectively). Therefore,
E~s.(3-2) and (3-4) can be rewritten as

miNi_xitl_:‘i. =AJ (3-6),
1 - 4

niNiM- s (3-7).
G+l = Y

These two equations are the basic equations for calculating diffusion fluxes and release

rates.

3.1.2. Method for Computing Diffusion Flux and Release Rate
Data for analysis were taken from published results (e.g., Figs.3-2 to 3-6). Linear

regression was used to curve fit the data.

X = Xg + kpVt (3-8),



where X, is the intercept and Kp, is the slope of the regression line. In all cases parabolic
growth was assumed, although this is not a necessary condition for the analysis. The
square of the correlation coefficient was greater than 0.95 in most cases, although in a few
instances values as low as 0.85 were obtained. It should be noted, however, that in these
instances a poorer fit was obtained for linear growth.

Once xg and kp are determined and an appropriate time interval is set, {j and x;j values
can be calculated. The resulting values of x; and {; are inserted into Eqs.(3-6) or (3-7) to
calculate diffusion fluxes and release rates of reactants at time t={j. All these calculations,
including linear regression analysis, are done with Lotus 123 softwarc on a PC
microcomputer.

An Xx¢ value in Eq.(3-8) larger than zero (e.g., Fig.3-7) indicates that before anncaling
starts at the temperature of interest or before the defined t=0 condition, a new phasc has
already been formed. This is practically possible, since during heating of the sample phasc
formation may occur. In this case, the starting diffusion flux should be considered as the
one calculated at point x = xgand t = 0. If xg < O, then the reaction has an incubation
period which, in single phase growth processes, usually is the time required for the growth
of a previous phase to be completed. Therefore, the calculated starting diffusion flux and
release rate have to begin from the point x = kpVt™ + Xg = 0, where t* is the time required to
initiate growth of the phase of interest.

3.1.3. Selection of Experimental Data from The Literature

Experimental data from the literature were selected according to several requirements:

i) The experimental data had to be picsented in the form of growth kinetics, e.g., X vs
Vt.

ii) Each system must have been well characterized, providing information such as the
major diffuser, silicide number densities, etc.

iii) Experiments showing typical phenomena in thin film metal-Si reaction processcs,
such as successive single phase growth, different first phase formation and multiple phase
growth, were chosen.

According to the requirements above, five experiments were selected [34, 44, 51, 95,
121). The kinetic curves for these experiments are shown in Figs.3-2 to 3-6. In order to
avoid confusion in discussing the various experiments, the experiments are designated as
follows: Ex.1 for Muta =~d Shinoda [44] (Fig.3-2); Ex.2 for Canali et al. [34] (Fig.3-3);
Ex.3 for Navaet al. [51) ..ig.3-4); Ex.4 for Tu et al. [121] (Fig.3-5); EX.5 for Majni et
al. [95] (Fig.3-6).
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When the basic equations for the numerical calculations of diffusion flux and release
rates were derived, only one reaction region in a diffusion couple was considered. In
practice, reaction processes may be more complex. Reactions often occur in more than one
reaction region at the same time, so that observed growth rates of the products are not
always the same as their true growth rates. This effect has to be accounted for in any

growth calculations.

3.2. Calculations and Analysis of Pt,Si and PtSi Formation in Pt/Si Thin
Film Couples

In this section Ex.1 and Ex.2 are analyzed using the equations described in the

previous section.

3.2.1. Simultaneous Growth of Pt;Si and PtSi

Ex.1 was conducted using diffusion couples with electron beam evaporated Pt 1. ine
on n-type <111> Si wafers [44]. The samples were annealed in flowing hydrogen. It was
found that the reaction proceeded as follows: Pt-Si, Pt-Pt3Si-Si, Pt-Pt2Si-PtSi-Si, and
Pi2Si-PtSi-Si [44]. According to the definition in Sec.2.1, this is a multiple phase
sequential growth process. The process is shown schematically in Fig.3-8. Fig.3-8a
shows the sample configuration before annealing; Fig.3-8b shows the initial stage of
annealing, i.e. single phase growth of Pt3Si; Fig.3-8c shows the main stage of annealing,
i.e. simultaneous growth of PtaSi and PtSi. Itis well known that Pt is the major diffuser in
both the PtSi and PtSi phases [2, 6]. Therefore, Pt3Si formation in the initial stage
(Fig.3-8Db) takes place at the Pt2Si/Si interface according to

2Pt + Si — Pt3Si (3-9),
whereas Pt2Si formation in the main stage (Fig.3-8c) takes place at the Pt>Si/PtSi interface.
Pt + PtSi — Pt,Si (3-10).

At the same time, PtSi formation in the main stage occurs at the PtSi/Si interface and the

reaction should be

Pt + Si — PtSi (3-11).



Since the reported experimental data were from the main stage of anncaling, caution must
be taken when evaluating diffusion fluxes.

The observed change in layer thicknesses with time is illustrated in Fig.3-9. In order
to differeniiate between the thickness of Pt;Si and that of PtSi, x; and Xj+1 are used here to
. . o * *
indicate the thicknesses of Pt2Si at time tj and tj4 ( tj+1 = tj+ At) and X and Xy are

used for PtSi. As shown in Fig.3-9a, during period At, the observed thickness increase,
Ax, of PtaSi is

AX = Xj+1 = Xj (3-12),

which is aiso the true thickness increase of Pt2Si. However, for PtSi, the obscrved
thickness increase is not the same as the true displacement of the PtSi/Si intertace.
According to Fig.3-9b, the observed thickness increase of PtSi, Ax*, is

® .* .*
AX* = "j+l - Aj (3-13).

Ax* is not the true displacement of the PtSi/Si interface, because a part of PtSi has been
consumed by Pt»Si formation (Eq.(3-10)) and has not becn included in the obscrved
thickness x;l. If the missing part is labeled as Ax”, the true displacement of the PtSi/Si

interface is
(Ax*)T = Ax* + AX” (3-14).
AX” can be obtained from the following equation:

AX Si Ax”

Si .
“P:zsﬁ‘]PtZSn——‘Al = Np,o; NPtSi AL (3-15);

where nls>izsi and n}S,:Si are the numbers of Si atoms per formula unit of Pt,Si and PtSi

respectively; Nppas; and Nps; are the number densities of Pt2Si and PtSi respectively; \F(

”

Ax , At ) and are the growth rate of Pt12Si and the contracting rate of PtSi

respectively. Since "S:Si = nl§ti28i = 1, Eq.(3-15) becomes
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» _ Npi2si
-2l A 3-16).
Ax Npisi = (3-16)

By inscerting Eq.(3-16) into Eq.(3-14), one obtains the true displacement of the PtSi/Si

interface as
(Ax*)T = Ax* 4 NPU2Si A 3-17).
Nptsi
The difference in diffusion fluxes at time , i.e., AJP‘(tj) - JgIZSi - Jll:ttSi’ can be

calculated from Eq.(3-6) by letting the growing silicide (i) be PtSi and nonmoving reactant
(N) be PtSi and by inserting nﬁ‘zSi = 1 and Npyasi = 2.118 x 1022 f.u./cm3 [3]:

2.118 x 102228 _ Appyyy) (3-18).
i+l - 4

Similarly, the release rate of PtSi at the Pt;Si/PtSi interface can be calculated from the
following equations (derived from Eq.(3-7)):

2.118 x 1022%&1_-?“ 5L (1) (3-19).
j+1 =

From Egs.(3-6) and (3-17), the equation for evaluating the Pt diffusion flux to the
PSi/Si interface (Jprg;) can be derived by letting PiSi be the growing silicide (i) in Eq.(3-6)
and by letting the true displacement of the PtSi/Si interface, (Ax*)T, be equal to (xj+1 - X;)
in Eq.(3-6), i.e.,

* *
Pt R Xjrl = X} 1_ Pt
Mpyg; {Nprsi + Np2si }= o () (3-20),
1 =t Ge1 =Y

where m}I:ttSi = 1 and Nps; »3.342 x 1022 formula units/cm3 [3]. This yields



* *
L Xj+1 = Xj >
3.342 x 102 —————+ 2,118 x 102125 gl 1y (3.21),
tivl - el = S
J+1 3] j+1 |

The equations for computing Si release rate at the PtSi/Si interfacc can be obtained in a
similar manner:

*® *

X. - X.
J+1 J s .

3.342 x 102 ——————4+ 2,118 x 102 L5 L Si ) (3-22).
+1 = 4 EAR )

The total Pt diffusion flux through Pt2Si into the Pt3Si/PtSi interface can be evaluated
as

Pt _ Pt PL. 1Pt
Jiot = Ipiasi = AT + Jpgs;

(3-23).
This equation implies that the flux out of the Pt;Si/PiSi interface, Jll::Si, is equal (o the flux
into the PtSi/Si interface, JSP: To a first approximation, this assumption is rcasonable

considering that the thickness of the silicide film is less than 1 um. Eq.(3-23) is valid for t

= t*, where t* is the time for PiSi formation to start. Whent < t*, Jg‘m = 0 and AJPtis not

applicable for describing the supply rate of Pt to Pt3Si/Si interface becanse the reaction
there is defined by Eq.(3-9). Since knowledge of the initial flux, J::l(l = 0), is necessary
for this study, the following procedure is used to evaluate the value of Jl[:l(l =~ (). The totl
flux of Pt through Pi;Si at time t > t*, Jl:;t(t > t¥), can be obtairned fren Eq.(3-23).

Assuming that, at (his time, PtSi formation has not begun and only Pt;Si formation oceurs
at the P13Si/Si interface, this reaction can be described by Eq.(3-6) as

Zjrt = X (3-24).

Pt o Pt )
Jiot (1> *) =mp 5 ¢; Npr2gi— )
G+l = 4

Because this reaction supposedly follows a parabolic growth behavior, the change in
thickness of Pt;Si with time should satisfy the relation described by Eq.(3-8). inserting
Eq.(3-8) into Eq.(3-24), one obtains
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kp(\/tjn - \/tj)

Pt \ Pt
J o (U> %) = mP(ZSi Npi2si
e =

tot

Pt Pt k
or J (> t*) = . Npy2si ... ¢ (3-25).
10t Mpasi VPt '\/tj” + \/lj

From Eq.(3-25), kp can be evaluated because J:::t (t> t*) is known. The total starting

diffusion flux of Pt can thcn be calculated from the following equation:

Pt Pt ) C
Jlot(lo- 0) = Mp agi Np2si m’lm
= mpg; Neuzsi Yo (3-26),
125t VA[

where 1] =1 + At, and At > 0. Table 3-1 lists tne total diffusion flux ¢, 1 to the PtSi/Si
interface (J(}:‘(w 0)) and the release rate of Si (rls>:28i(t = 0)). Because this is the initial

stage of annealing (Fig.3-8b) and only one phase (Pt3Si) is forming, the total flux fPtto
the P1zSi/Si interface (reaction region) is equal to the diffusion flux of Pt in the Pt;Si phase,

i.c.
Pt Pt
Jiot = Ipeasi (3-27).
Also, the total relcase rate of Si is given below:
O (3-28).

tot = TPiz3i
In Table 3-2, the key values of diffusion fluxes and release rates at t = t*, when PtSi

starts to form. are listed. These resuiis include the total diffusion flux of Pt to the
Pt>Si/PtSi interface (.l:)t ; (1 =1%)), the total release rate of Si (rtbo't(t = t¥)), the difference in

diffusion fluxes of Pt at the P1,Si/PtSi interface (AJPYt = t*)), the reicase rate of PtSi for

P12Si formation: (rpae(1 = %)), the diffusior flux of Pt into the PtSi/Si interface for PtSi

formation (J‘P):Si(t = 1¥)) and the release rate of Si for PtSi formation (rsliSi(t = 1¥)). Att



=t*, multiple phase growth just begins (Fig.3-8c) and two phases grow togcether so that the
following relations among these quantities are applicablc:

Pt Pt Pt . 1Pt
Jiot = Ipeasi = AT+ Iy (3-23),
Si Si
Tiot = Tpisi (3-29).
Three important points are apparent from the calculation results.
1) The cal:>~* ons show that diffusion fluxes (J;:([%i and AJPY) decrease with

increasing silicide thickness and the release ratcs of Si and PtSi decrease accordingly. This
indicates that the amount of nonmoving reactant (Si or P15;; ‘nvolved in the reactions is a
variable instead of constant.

<) Although the liffusion fluxes and release rates may conunue decreasing by more
than an order of magnitude, the ratios of release rates of Si and PiSi :o the diffusion flux
remain constant for a given reaction.

3) At300°C and t = 0 the total diffusion {lux of Pt io the P13S1/Si1 interface (NS(to1)
- nglei) is 6.6 x 1015 (atoms/cm?2s) and the corresponding consumption rate of Si is 3.3 x

1015 atoms/cm?s (Table 3-1). At the same temperaturc and t = t*, however, the total

4]
diffusion {Tux of Pt to the P13Si/Si reaction region (Jf; l‘ - "'I*:zﬁi) decreases 10 4.5 x 1015

atoms/cm?2s and the corresponding totai release rate of S 15 2.6 x 1015 atoms/cm2s (Tablc
3-2). Obviously, the ratio of release rate of Si to total diffusion flux of Pt has changed
from
Si
rtol
AP (1 = 0)

tot

(t=0)
= 0.5

ot = 1%)
to i " = (.58.
AJ (U= 1¥)

Once the second R region (the PtpSi/PtSi interface) is separated from the first R region (the
PtSi/Si interface), the ratio for the first R region becomes
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Si
Tpisi(Y)

Pt .,
I pisi(¥)

A similar situation occurs in the samples annealed at 400°C and 500°C (Table 3-1 and 3-2).
This indicates that the ratio of release rate of N to diffusion flux of M may change during
the reaction process and that new phase forri ation coincides with this ratio change.

3.2.2. Successive Single Phase Growth of P*:Si and PtSi

Data from Ex. 2 and Fig.3-3 were used for thit -nalys:: “34]. !n this experiment, 270
nm thick Pt films were depositzd on n-type <111> asu .52 silicon wafers by sputtering.
The samples were then annealed in vacuum (10-6 torr) at 323°C. The reaction process was
a single phase sequential growth process as follows: Pt-Si, Pt-PtSi-Si, PtSi-Si, Fi3Si-
PtSi-Si, PtSi-Si [3+]. In this case, the process was 1. ade up of two successive reacticns.
The first rec.cuon can be described by Eq.(3-9) because it is tz same s the reaction in the
initial stage of simulianeous growth of Pt3Si and PtSi discussed in Sec.3.2.1. The reaction
is a Type II process and diffusion fluxes as well as release rates can pe calculated using
Eqs.(3-6) and (3-7), by letting Fi5Si be the growing silicide (i), and inserting mII:ZSi =2,

nls,IZSi = 1 and Npyas; = 2.118 x 102" atoms/cmZsinto those equations.

After the first reaction is completed, the second r: * :~ 1 occurs by two steps as shown
in Fig.2-10. The first step occurs at the Pt;Si/PtSi interface, where Pt3Si decomposes

ucwoiding to
Pt2Si — PiSi + Pt (3-30).

Pt, produced from Pt;Si decomposition, then diffuses through the growing PtSi phase to
the P1Si/Si interface and reacts with Si to form PtSi (recall Eq.(3-11)).

Pt + Si — PtSi

The second step is a Type Il process. However, if Eq.(3-6) and (3-7) are to be used to
calculate diffusion flux and release rate, a modifying factor has to be introduced due to the
v.ect of the first step on the whole process. The decomposition of every PtSi “molecule”
will lead to the formation of two PtSi "molecules”, one of them formed through a Type II
process. Therefore, when Eqgs.(3-6) and (3-7) are used for the calculation of diffusion flux



in the second step, the observed thickness increase of PtSi, j41 - Xj, should be divided by

a factor of 2, i.e.

Npisi——t=e g0 1) @3-31),

mPl
P 2(tj+1 - 1))

Xitl = X;

Si Si
Np o NPiSi = 5 q:(15)
S 1 SivY
PtSi 2(‘_]+] _ l_]) PiSi

Following the procedure described in Sec 3.1.2. and using Eqgs.(3-31) and (3 32), the

diffusion flux of Pt to the PtSi/Si interface, .L, and the releasc rate of Si, rP(Q , can be

1Si’
computed numerically. The calculated starting Pt flux to the “13Si/Si interface, Jll’)ll?.‘;i(l -

0), is 4.7 x 1015 atoms/cm?s and the ending flux is about 2.2 x 1014atoms/cm2s, whercas
the starting Pt flux to the PtSi/Si interface, J Pts (t* = 2842 s), is 9.5 x 1013 atoms/cm?s.

Several points are apparent:

1) The Si release rate -iecreases with a decrease in Pt diffusion flux.

2) Tk ratio of Pt diffusion flux to Si release rate remains constant during cach
reaction. A ratio change does not occur until P13Si formation is completed in ‘s
experiment.

3) Comparison of the results from the two expenments indicates that the Pt initial {lux
for PtSi formation in Ex.1 is about 2.6 x 1015 atoms/cm2s, whereas the flux in Ex.2 is 9.5
x 1013 atoms/cm?2s. The former is about 26 times higher :han the latter. On the other
hand, the total Pt flux when PtSi starts to form in Ex.1 is 4.5 x 1015 atoms/cm2s and is
comparable to that of Pt (4.7 x 1015aloms/cmzs) when Pt2Si starts to form in Ex.2. This
fact shows that the onset of change in the {(r )/JP‘} ratio is not controlled by the diffusion

flux (JPv).

The above results indicate that Si relcase rate is a variable. This variable can change
with Pt diffusion flux, but is not exclusively controllied by diffusion flux. To summarizc
the discussion above, the following equation can be written:

rSi

TP Ci if J c< pPre b UC (3-33),
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where rSi is the release rate of Si, JPis the diffusion flux into the reaction region and C;j is
the ratio of Si to Pt atoms in one formula unit of ith silicide, i.e.

n}’
Cj= 5 (3-34).

1

"iplfC and Jil:}c a.. the lower and upper critical values for Pt diffusion flux respectively.

Thus, Eq.(3-33) indicates that when the diffusion flux in a reaction gfegion is between
Jipl }i)l the ratio of release rate to diffusion flux is constant (C;). When the

diffusion flux into a reaction region is JP < J?LC or JPt > Jli);JC’ the ratio will change.

3.3, /A Kinetic Model For Silicide Formation

3.3.1. Assumptions
i} The phase boundary between the growing phase (the product) and the contracting

phase (the nonmoving reactant) is assumed to be the reaction region (Fig.3-11).

i1) During the reaction, one of the reactants diffuses through the growing phase to
arrive at the R region and is considered to be a moving reactant (M). The other reactant
(i.e., the element or compound which makes up the contracting phase) is considered to be a
nonmoving reactant (N) due to its low diffusivity in the growing phase. The reaction
process can be divided into three steps. Step 1: The M atoms diffuse through the growing
phase into the reaction region. Step 2: The M atoms in the R region interact with the N
atoms which are exposed to this region. The interaction between these two reactants causes
the N atoms to be released from their own lattice into the R region, forming product
“molecules™ with the M atoms at the same time. The “molecules™ have similar composition
and chemical bonding as the growing phase. Step 3: The “molecules” rearrange
themselves on the latrice of the growing phase.

There is suppert for the above assumptions from experimental observations. Firstly,
all experimental results, including those from XTEM and HRTEM observations to date,
suggest that thin film silicide growth takes place through the advance of the reactive
interfaces toward the contracting phase, i.e., the reactions only occur at the interfaces.
Secondly, as is well known, the interfaces or phase boundaries, except coherent or semi-
coherent interfaces, are usually a few atomic layers thick, poorly ordered, and non-uniform



in chemical composition. In particular, the interface is sandwiched between two phases
(Fig.3-11), whose chemical composition:: and crystalline structures are quite different. In
such a configuration, the reaction must take place by the release of N atoms at one side and
“crystallization" of new silicide (the product) on the other side of the interface region. In
addition, diffusion is a necessary first step to induce the reaciion by transporting moving
reactant into the interface region. Therefore, it is reasonable to assume a threc st:r process
for silicide formation in a diffusion couple.

3.3.2. Definition and Explanation of Important Fhysical Quantities

Three physical quantiti=s control the reaction pr-ess. These are the difiusion flux of
M (A)) into the E region, the release rate of N (r) and the formation rate of growing phasc
(F). Diffusion flux determines the supply rate of M to the R region; relcase rate determines
the supply rate of nonmoving reactant to the region and the reaction rate for forming
prodict “molecules” and formatior rate determines the velocity of rearranging the
“molecules” from the R region to the - stal lattice of the growing phase. The relationship
between release rate r and diffusion flux AJ determines =i _k silicide compound will form
while the relationship between formation rate F and r determines which phase (i.c.,
metastable or stable phase) of the silicide will grow.

3.3.3. Relationship Between Release Rate (r) and Diffusion Flux (AJ)

In Sec.3.2.2., Eq.(3-33) which expresses the relationship between release rate and
diffusion flux, was derived based on results from Ex.1 and Ex.2. To better understand the
physical meaning of the relationship and rSi, consider an experiment in which a single layer
of Pt atoms is deposit~d on an atomically ciean surface of bulk silicon crystal. An
intermixing process between the Pt and the Si atoms will occur due to the interaction-
between them. Several types of "molecules” with different compositions and different
structures may be formed during this process. Each of these requires a certain time o
complete its own formation process, because the chemical bonds of Si atoms on the top
surface have to be broken or rearranged before or during formation. The required time can
be considercd us an average interaction time (At; t. form a single molecule layer.
(Experimental evidence can be found in Refs. [145) and [160]. Gibson and co-workers
{145] reported that a 5 min period was required for four monolayers of Pd on Si to form
Pd3Si at room temperature. Pirri ef al. [160] reported a Co-Si chemical bond formation
process for Co on Si at room tempeiature.) For example, there are Cy, C3, ...C;j,...Cy
different "molecules” that can form, where C; represents the ith molecule and its
composition (recall Eq.(3-34)),

69



Cj = — (3-34).

The corresponding average interaction times for these molecule layers are At,
Atg,...Ali, . Atgrespectively. The difference in release rates between different "molecules”
will be determined mainly by the difference between the average interaction times. This is
because when molecule C; is formed, the number of molecuic layers formed per unit {ime
should be . If the number of formula units in a unit area of a single layer C; is Ni*’

At

= ~2ge rate of Si for molecule G is

Si\r*
o ‘N
1
L s e——— (3-35).
! Ay ' )
From Eqgs.(3-34) and (3-35),
Si . * Pt ¥
. n; -Ni m, -Ni
r. 1 - w— C 3'36 4
! At YA t ( !

where (miP'-N :)/At,' is the number of Pt atoms combined into molecule C; per unit area per

unit time. In a metal-Si couple, Pt atoms are transported to the Si surface by diffusion.
When the diffusion flux of Pt is just equal tc (miP(-N :)/At;, one obtains

Si
) w C——————— = C;JPt 3-37).
; Tan i (3-37)

Eq.(3-37) gives a critical value of diffusion flux, JS‘C. Beyond this value, i.e., for any JFt
> JS‘C Eq.(3-37) becomes
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I, = CGj—— < I (3-38),

since the number of Pt atoms which are combined into C; "molecules" per unit area per unit
. * . . 3 . .
time cannot be more than (m:)t-N ; VA% . This is determined by the average intcraction

time At. Consequently, as long as JPt > in’fjc, riSi will be constant. On the other hand, if
JPt < Jli)ltjc, which means the transportation rate of Pt is less than the capability of Cj

"molecules" to consume Pt atoms, the formation process of C; becomes “diffusion
controlled,” i.e., as soon as a Pt atom is transported into the interface it is combined into
"molecules”. In this case, Eq.(3-37) becomes

= 5 L Cjm———— (3-39),

which indicates that the release rate, ris', will vary linearly with JPt. Both of there

situations (JPt > J¥ tc and JPt < JP' ) can be clearly shown in a plot of rSi vs. JP, which is

1U iuC

plotted on a log scale (Fig.3-12). Therefore, Eq.(3-37) dcfines the maximum value of Si
release rate. For a given reaction, the maximum ris' can he written as

N
Si . Pt
T max ™ Gi At = ClJiUC (3-40),

Si

Pt . Sl N Pl
where r;  _ and J;;; represent the maxnmym r.;” and the upper critical value of J

respectively. Egs.(3-38) and (3-39) can also be rewritten =5

Si Si . Pt .

o= if JPt > Lue (3-41);
. _ o

riS' -=CIPLif IR (3-42).
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Egs.(3-40) to (3-42) are general forms of the relation between rSiand JPt for all
possible Pt-Si “molecules” (or siticides). When all the rSi vs. JP curves are plotted in one
diagram, the relationship between rSi and JPt over a broad range of diffusion fluxes can be
determined. Fig.3-13 illustrates one of these plots in % -.ch each dashed line represents a
possiblc “molecule” (silicide), so that each rSi vs. JP! curve can be fitted onto the plot
depending on the composition of the mixture. A stepped curve can then be drawn for all
thesc rSi vs, JPt curves. It is evident that the area below the stepped curve includes all
possible releasc rates for different silicides and the area above the stepped curve represents
non-viable release rates. As a result, the stepped curve represents the largest release rates
available at any value of diffusion flux, JPt. For a given flux, e.g., ng (Fig.3-13), there

arc a number of possible silicides and, therefore, a number of possible release rates of Si.
These release rates can be shown by the intersections of a vertical line through Jgt with all

the rSi vs. JPt curves (Fig.3-13). The release rate which will actually occur is expected to
be the largest one, i.e. ri', as shown in Fig.3-13. This is because the occurrence of the

largest release rate will result in the largest FEDR (see Chap.4).

Experimental evidence for the above is apparent if rSi vs. JPt curves are drawn using
the data from Ex.1 and Ex.2 (Fig.3-14). The curve for Ex.2 (dashed line) is discontinuous
because the Pt source was used up before JPt became low enough to initiate a new type of
molecule. According to this figure if there is enough Pt supply, the same continuous curve
as the solid curve (for Ex.1) in Fig.3-14 will be found for Ex.2. Sinc= many other
transition metal-Si systems have shown similar behavior as the Pt-Si system in both single
phase sequential growth and multiple phase sequential growth processes, one can conclude
that for a Type II proccss of silicide formation in a transition metal-Si systern, the system
has a tendency to let its release rate of N be as high as possible at a given diffusion flux of
M. Consequently, the stepped curve in Fig.3-13 represents the path by which rSi changes
with JPtin the R region, which is adjacent to Si. A critical flux is represented by the top of
cach step (Fig.3-13). This flux is the upper critical flux, Jil?JC’ which has been defined in

Eq.(3-40). There is also a lower critical {lux for each step. It can be determined by its

neighboring 4y, i.e.,

P
Pt Ci+1"‘(i+t1)uc
JiLC of - (3-43).



1 ore, the stepped curve can be expressed as

3 . Pl
rSi ’ Cir 1 anyuc .
<pr=Ci, i of << lic (3-44),
m};l‘N: Si
Pt i max

Eq.(3-44) is the same as Eq.(3-33) which was derived from experimental results.
3.3.4. Other Factors Influencing Release Rate

3.3.4.1. The Reactants

It is easy to understand that for diffe--nt reactants, ¢ . type and the strength of the
interaction between theni should be diiier.sit, For exa «ple, in Ex.1, there are two
reactions taking place at the same time but : difi 2rent R regions. At the PtSi/Si recacticn
region, the two reactants are Pt and Si wheicas at the Pt2Si/PtSi reaction region, the two
reactants are Pt and PtSi. The interaction between Pt and Si is different from that between
Pt and PtSi. As a result, the corresponding average interaction time, At;’s, are also
different and the Si release rate may differ from that of PtSi. Therefore, every pai: of
reactants should have its own release rate curve. A plot of rSi vs. JP can be gencralized as
the plot of N release rate vs. diffusion flux of M, i.e. N vs. JM as shown in Fig.3-15.
This type of plot includes all possible combinations of reacius.ts for silicide formation, since
N indicates any nonmoving reactant and M represents any moving reactant. Eqs.(3-41)
and (3-42) can also be generalized as

N N .
AR A AM = Jiuc (3-45),
K =G AM if AM < Jiuc (3-46).
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3.3.4.2. Reaction Temperature

The release rate of N is expected to increase with increasing reaction temperature, since
the phonon energy increases, thereby increasing the likelihood of breaking chemical bonds.
An example from Ex.1 is shown in Fig.3-16.

3.3.4.3. Impurities

Impurities are always present in silicide reactions. Generally, there are three sources
of impurities, i.e. impurities intentionally doped in the Si substrate, impurities incorporated
into the metal film during deposition and impurities diffused into the metal film from the
annealing environment. Because impurities present in the Si substrate or other nonmoving
reactant lattices can either weaken or strengthen the chemical bonds of the nonmoving
reactant, the release rate of N will either increase or decrease wit! increasing impurity
content. It should be emphasized that impurities must be present in 1. lattice of the N or at
least in the front of the R region to affect the release rate. According to this point of view,
only depant atoms and impurities which exi in the metal film or ti« 21:-ironment before
annealing, but diffuse into the R region or substrate during annealir.:. +/f<u thi veicase
rate.

The influence of impurities on release rate can be used to explain why simultaneous
growth of Pt,Si and PiSi was obtained in Ex.1 but not in Ex.2. Both release rate curves of
Ex.1 and Ex.2 are put together in Fig.3-14. This figure shows that the rele=x. rate of Si
for PtSi reaction has been decreased significantly in Ex.2. The following differences are
apparent when comparing the conditions of samples in these twc: experiments: 1) The
doping level is about 1016 atoms/cm3 in Ex.1 compared with about 1015 atoms/cm3 in Ex.2
(These values were estimated from reported resistivity values). 2) Segregation effects were
not reported in EX.1, but Al segregation was observed in an area adjacent to the reaction
region in Ex.2. The presence of Al in Ex.2 is mainly caused by sputter deposition. It is
likely that Al is absent in Ex.1. 3) Samples were annealed in flowing hydrogen in Ex.1
and in vacuum (10-v torr) in Ex.2. Which of the above impurities (dopant, Al or H) is
responsible is not clear yet. According to cue study of Si oxidation, when phosphorous
(an n-type dopant in Si) concentration in Si was increased, the oxidation rate of Si at low
temperatures (700-900°C) was correspondingly increased [207]. Therefore, it is quite
possible that the lower doping level is the reason for the iower release rate in Ex.2.

Recently, the effect of impurities on silicide formation kinetics have been investigated
by different groups. Dopants (B, P, As) and oxygen are reported to delay silicide
formation in Ti-Si, Mo-Si, W-Si and Co-Si systems [184, 187-195].
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3.3.4.4. Interface Conditions

Interface conditions include impurity segregation, the preparation procedurc of the
interface and the types of interfaces, such as incoherent, coherent or semi-coherent
interfaces, etc.

3.3.4.5. Conditions of the Contracting Phase

The conditions of the contracting phase include the type of the chemical bonding, the
composition, the crystal structure, the orientation, the type and concentration of crystal
defects and stress levels in the region near the reaction region.

3.3.5. Relationship between Formation Rate and Release Rate

Formation rate of the growing phase, F, is a physical ¢uentity that describes the
formation velocity of the growing phase from the product “molecules” which are formed
during the nonmoving reactant release process. In some ways, the formation process of
the growing silicide phase is similar to crystal growth from a liquid, in which the observed
growth rate is determined by the velocity of an interfacial process that transfers atoms or
"molecules” from disordered liquid phase into a well-ordered solid phase. In a silicide
formation process, the observed F is determined by the velocity of an interfacial process
that transfers “molecules” from a poorly ordered solid interface region into a well-ordered
phase. However, the important difference here is that the “molecuizs™ are formed by
another interfacial process, i.e., a nonmoving reactant release process. If these two
processes proceed at the same velocity, no excess “molecules” can accumulate in the
inierface region and hence the reaction and the interface region are stable. If the formation
process is slower than the release process, the accumulation of excess “molecules” may
induce ancther reaction or another phase to form, in order to maintain a stable interface.
Recently, the formation of metastable phases and amorphous phases during thermal
reaction of metal-Si thin fil- couples has been reported by many groups [96, 105, 106,
123-147, 149, 150]. It see:ns that these phenomena can be explained by the velocity
difference between the release nrocess and the formation process.

According to Assumption 2 in Sec.3.3.1, the formation rate, Fi (the subscripts i and
k indicate ith silicide and kth phase of the silicide in a given system, respectively), should
be a function of release rate rj, but not exclusively controlled by r;. This relationship is
demonstrated in Fig.3-17 and is expressed as

Fik = -?rll,_ if rj<rig (3-47),
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Fik = Fikmax il ri2rk (3-48),

where n; is the number of N atoms per formula unit of ith silicide and rik is a critical release
rate related to the maximum formation rate, Fik max, for k phase formation. When the
release ratc is low, Fik is a linear function of rj. If rj is equal to or higher than the critical
value rik, Fik reaches the maximum value an p=comes constant. The maximum formation
rale, Fik max, 1S detcimined by the energy barrier (see Chap.4) for the formation process of
ithe growing phase k. The energy barricr is that which must be overcome when the
chemical bonds and thec molecule coordination and compositions in the R region are
adju.ted to those in the k phase. Thaerefore, Fik max is independent of release rate rj.
During ith silicide formation, if a release rate, rj, for ith silicide is smaller & :aa the critical
release rate, rjk (see Fig.3-17), no excess "molecules" will accumulate in the R region.
Otherwise, «: ~=ss "molecules” may pile up in this region so that some phase other than the
k phase of t.-. silicide will grow. At the initial stage of k phase formation, however, the
nucleation ol the phase has not been accounted for. In a formation rate versus release rate
plot (i.e., F vs. r plot. such as Fig.3-17), the }.orizontal line labeled as Fjx' indicates a
formation rate that is equal to the nucleation rate of k phase. Since nucleation is a necessary
condition for a phase to grow in most cases, Fik' represents an upper limit for Fjkx. The
term, Fik' can be called the conditional maximum formation rate for k phase.
trespondingly, the release rate rjk' is a conditional critical release rate

Fik - Fik'--r-,il;-'- if 1z ny (3-49),
Ty .
Fik =4 if 1 < g (3-50)

If at the very beginning of the reaction, the release rate rj is smaller than rjy', the k phase
will nucleate. Otherwise, another phase of ith silicide may nucleate first.

The maximum formation rate, Fik max, is expected to be a material property related to
the crystalline structure, chemical bonds and composition of the k phase. In particular, the
energy barrier of the formation process may change with crystaliine orientation of the k
phase, since the atomic processes of rearranging "molecules” from R region to k phase may
not be the same for different crystalline orientations. Consequently, there might exist some
"preferred growth orientations” in whi-h the growth energy barrier is smaller than in other
orientations. In addition to these factors just mentioned above, the conditional maximum
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formation rate, Fjy, is also controlled by two other factors, i.c., the difference between
interfacial energies, Ao, and the strain energy, AHq (sec Sec.2.6). As a result, a nuclcus
tends to form in the orientations with smaller Ao and AHq values, and hence, there exist
some "preferred nucleation orientations.” In general, the "preferred growth" and "preferred
nucleation" orientations may not be the same. The arguments given above are supported by
expeiimental results. Two types of NiSi; orientations, i.e., type-B and type-A oricntations
are observed when epitaxial NiSi; films are grown on (111) Si [157, 159]. if epitaxial
growth is obtained by room temperature Ni deposition followed by thermal annealing, it is
found that type-B NiSiz nucleates during Ni deposition whiie type-A NiSip grows faster
during annealing. Tung . .ad -.o-workers proposed [152, 157, 159] that the nucleation of
type-B NiSi3 at room tempe;aiure was due to kinetic and energetic advantages, and that the
formation of type-A NiSi; was due to a kinetic advantage in its growth.

When the ith silicide has more than one possible form, e.g., two phases, one is the
stable phase (designated as k=1) and the other is a metastable phase (designated as k=2),
the relationship between release rate and formation rate is shown for three possible cascs in
F vs r plot (Fig.3-18). In the first case (Fig.3-18a), both Fj; max and Fjj+ are larger than
Fi2 max and Fj2.. When rj3' = 1j s 13y, the stable phase will nucleate and grow first because
of its larger formation rate. When r; decreases as the reaction proceeds and becomes
smaller than rj>,, the metastable phase cannot form either, because the stable phasc growth
will result in the largest FEDR (see Chap.4). In most silicide reactions stable phasc
formation is observed as the initial phase, and the relation between Fji and r; relations for
all these reactions can be described by Fig.3-18a. In the second case (Fig.3-18b), both Fj2
max and Fjy' are larger than Fj| max and Fjy+. If at the beginning of the reaction, rj;'s 1; <
rj2', the metastable phase will nucleate and grow first. When r; becomes smaller than rjy,
the stable phase starts to nucleate and grow at the interface between the nonmoving reactant
and the metastable phase (phase 2). SSA (see Sec.2.3.) may belong to this case because
amorphous phase formation will have a smaller Ao [16] and growth barrier energy and
hence a larger Fijk max and Fjx. The last case (Fig.3-18c) is similar to the sccond one,
except Fj1' becomes smaller than Fj3 max and Fj2' under some conditions, such as certain
substrate orientations. This can be used to explain why only stable Ni2Si, NiSi ¢ ~d MoSi3
phases are observed in most studies using Ni-Si and Mo-Si thin film couples, but
metastable phases, i.e., 8-Ni2Si, hexagonal NiSi and MoSiz are observed to grow on
(111) Si substrates, respectively [96, 144-146]. It should be pointed out that there is also a
critical thickness, which is determined by the critical release rate r;1', for metastable phase
growth in the last two cases. If one component of the diffusion couple is completely
consumed before the metastable phase reaches its critical thickness, then only the
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metastable phase of ith silicide can be observed. Otherwise, the coexistence of metastable
phase and stable phase should be observed, when the stable phase starts to grow.

For convenience, in the following discussion an additional term, i.c., consumption
rate of reactants, is introduced. The consumption rate is the number of reactant atoms or
reactant formula units transformed into a growing phasc per unit arca per unit time
(atoms/cm2s). Therefore, the moving reactant consumption ratc and the nonmoving
reactant consumption rate can be expressed in terms of their formation rates as mF and nF

respectively.

3.3.6. Reaction Process Plot

A reaction process plot (RPP) for a reaction between a moving reactant M and a
nonmoving reactant N is shown in Fig.3-19. The vertical axis indicates both the release
rate, r, and the consumption rate, nF, of N. The horizontal axis indicates both the
diffusion flux, J, and the consumption rate, mF, of M. The dashed lincs represent the
compositions (C;) for all possible silicides that can form in the R region and represent the
corresponding nF vs. mF lines for these silicides. The solid lines represent the r vs. J
curves for the same silicides. The dashed lines overlap with the inclined segments of r vs. J
curves. For a givenssilicide, e.g., Ca, the end of dashed line and the cross on the solid linc
indicate two conditional maximum consumption rates, raj=n2F21 and ray=naFa2, for
phase 1 and phase 2, respectively. If C has more than two phases, more crosses should
be introduced, with each cross representing a particular n;Fjx of k phase. The same is
applicable to silicides C1 and C3. For simplicity, however, it is assumed that thesc silicides
only form as stable phases. In addition, the maximum consumption rates (n;Fik max) for all
four phases, i.e., C1 and C3, phase 1 and 2 of C3, are not shown in this figure.

At a given diffusion flux, Jo, all possible reactions in the reaction region can be found
by drawing a vertical line at Jo. The intersection of the ith inclined line with the vertical linc
indicates the release rate, i, for ith silicide formation. As mentioned in Sec.3.3.3, the
largest release rate, rz in this case (Fig.3-19), is expected to take place. Thc same
intersection also indicates that r3 = noF2; > naF22:, where n; is the number of N atoms per
formula unit of silicide 2 (C2). According to the argument 1n Sec.3.3.5, phase 1 of the
silicide will grow. With a decrease of diffusion flux, the release rate rp decreases and
passes the critical value, ry, at some point. If phase 1 is the stable form of Cz, this phasc
will continue growing. If, however, phase 2 is the stable phase, it will start to nucleate and
grow at the interface between the nonmoving reactant and phase 1. When the diffusion
flux decreascs and passes the critical diffusion flux, J3yc, silicide 3 (C3) will start to form.
By using this plot, the reaction process can be described clearly. It should be emphasized,
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however, that only a single RPP is necessary for this type of analysis if the N and the M
arc the same during these reactions and the R region under consideration is the one adjacent
to the nonmoving reactant. Otherwise, other RPPs should be used. Furthermore, if a
quantitative reaction process plot for a transition metal-Si system is available, the silicide
formation sequence of the system is predictable (see Chap.5).

3.4. Analysis of Data from Other Experiments

3.4.1. Calculation of Data from Ex.3.

The specimens in this experiment were prepared by depositing Pt films on Si wafers,
implanting oxygen into the Pt film and then annealing [S51]. The doped oxygen
concentrations in cach sample are listed in Table 3-3. The kinetics data arc plotted in Fig.3-
4.

Calculations from lincar sections of Fig.3-4 were done by using the same procedure as
in Sec.3.2. Estimates for other nonlinear sections of the curves, were conducted by
dircctly inserting the data measured from the figures (xj and t) into Eqs.(3-6) and (3-7).
The important data points are listed in Table 3-3.

In this table, t=ty indicates the time for PtzSi formation to begin; t; is the time at which
each curve begins to deviate from linear behavior; and t; is the time for PtSi formation to
begin. The ngsi(t-tz) data are calculated by directly inserting the measured data from
Fig.3-4. The data corresponding to Jg:zSi(t-to), Jll::zSi("'t 1) and .III::Si(t-tz) are deduced
from the prediction equations of those regression lines. From this table, it is evident that
oxygen concentration does not affect JSZSi(t'tO)' Jg‘zSi(t-tl), and J;tSi(t-tz) significantly.
Jll)):zSi
in these data may be rather large, however, due to the difficulty of direct measurement
from the experimental curves. Thus, this relation still needs to be verified by further

The flux, (t=12), seems to decrease with increasing oxygen concentration. The error

experiment.
The times, 1), at which the kinetic curves started to deviate from a linear relation, are

different for different specimens. However, the values of JII:t(ZSi(Ml) for all these samples

are almost the same. At this time, the reason for this behavior is not clear. There may be
two possibilities:

1) When t > t;, the curves deviate from straight lines, which indicates that the
mechanism of oxygen effect on Pt diffusion may have changed. As soon as the annealing
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process passes through this point (t = t1), the Pt flux decreases faster than before, inducing
PtSi formation.
't

2) Since the data for t = t1 and the initial flux for PtSi formation leﬂi in Table 3-3

show the same behavior, there may be a special relationship between these two sets of data.
All the data used for regression of PtSi formation are from the reaction period when PtaSi
decomposes. During this period, the process is the type described by Eqs.(3-11) and (3-
30) in Secs.3.2.1 and 3.2.2 so that the observed flux in this period is double the true
diffusion flux. The difficulty in exactly cvaluating the flux is that, in this case, the partial
Pt supply may still come through long distance diffusion from the Pt film. The exact value
of Jg:Si and the exact time (t = t3) for PtSi initiation is not known at this timc. It is

estimated that the true value of J{;‘Si(t-tz) in Table 3-3 should be between 1 x 10 and 2 x
1014 atoms/cm?2s. By comparing this value with that for Jll)?zSi(t'll)' it implics that tj may

be the time when PtSi started to form (i.c., ty=t2). The decrease in PtaSi growth rate may
then be due to most of the Pt being consumed by PtSi formation. As the total diffusion
flux into the silicide layers decreascs, less and less Pt is available and hence less and less
P13Si is formed.

Either of these two possibilities requires further proof. At this point, the best cstimate
is that the true J&Si(l'm is between 1 x 1014and 2 x 1014 atoms/cm?2s and the truc t=tp

is between the observed values of t and t».

3.4.2. Calculations of the Data from Ex.4

The samples in Ex.4 were diffusion couples with PggCrjg alloy films on Si walers
[121]. The alloy was prepared by co-deposition vsing dual electron guns in an cvaporator
at 107 torr onto bare <100> oriented, n-type Si wafers, with a resistivity of 10 Q-cm. The
samples were annealed in a quartz tube furnace filled with purified He gas. In this
experiment, only PtSi single phase formation was observed [51]. It is significant because
Pt,Si is the first phase to form in both a single phase and a multiple phase scquential
growth processes in most other experiments.

The diffusion flux of Pt and consumption rates of Pt and Si were evaluated from the
data of this experiment and the same procedure as that used in Sec.3.2.

The starting Pt flux, J&Si(l-to) (where tg is the time when PtSi starts to form), for this

reaction at 300°C is only 8 x 1013 atoms/cm2s. Comparing this valuc with that of Ex.]



(2.6 x 1015 atoms/cm?2s), ‘lll’):Si(t"lO) in Ex.4 is about 30 times smaller than that in Ex.1.

The authors attributed the slow diffusion of Pt to the alloying effect [121].
At 320°C the starting Pt flux (J}z:Si(lnlo)) is 2.8 x 1014 atoms/cm2s. This value is

quite close to that in Ex.2 (J&Si(l-to) = 9.5 x 1013), considering that some difference may

be caused by different experimental procedures.

3.4.3. Analysis of Results from Exs.2, 3 and 4
Table 3-4 lists a summary of the results in Exs.2, 3 and 4, including the condition of

Pt film, doping levels, starting diffusion fluxes for PtzSi (Jﬁ:zSi) and PtSi (Jg:Si )

formation and corresponding annealing times and temperatures.

From this table, the following facts are support for the proposed model:

1) All the initial fluxes for PtSi formation are aimost the same, although the times (t2)
required for each sample to decrease its-diffusion flux to this value, are generally different.

2) The time tp becomes longer and longer with decreasing oxygen content in the Pt
film, which indicates that the higher the oxygen content in the Pt film, the faster the
decrease in diffusion flux.

3) The initial fluxes are independent of the conditions of the Pt film, such as oxygen
concentration and alloy composition and thus independent of the diffusivity of Pt in the
film.

These facts can only be explained by a critical flux for PtSi formation that is

determined by the maximum Si release rate (rg:Si max) (5€€ Sec.3.3.3.).

The silicon wafers used in these experiments have similar doping levels (the type of
dopants are unknown). Recall that in Ex.1, the Pt flux at the beginning of PtSi formation,

Jll::Si' is 2.6x10!5 atoms/cm2s and the doping level in that silicon wafer is one order of

magnitude higher than those in Ex.2 and Ex.4. Since the initial flux is determined by the
maximum release rate of Si, a higher initial flux implies a higher maximum release rate of
Si. This fact suggests that the doping level has an essential effect on the release rate of Si,
which provides additional support for the new model.

From the suggested model, the formation sequence can be explained.

1) With the calculated data from Ex.2 as a reference, an RPP can be drawn as shown
in Fig.3-20. In this figure, solid lines show the relationships between diffusion flux and
release rate and between the consumption rates of Pt and Si in the R region. From Table
3-4, the starting diffusion fluxes at t = tgin Ex.3 are 1.4 to 1.7 x 10!5atoms/cm?2s. When
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these values are plotted in this reaction process plot, they fall in the region where PiaSi
formation should occur (as indicated by dashed vertical lines in Fig.3-20). When the
diffusion fluxes of 1 to 2 x 10! for Ex.3 and 2.8 x 101 for Ex.4 arc plotted in Fig.3-20
(as indicated by crosses), these values are close to the critical diffusion flux for PtSi
formation. According to the suggested model, it is natural for the PtSi formation to start in
Ex.4 without previous formation of Pt2Si and for PtSi formation to replace Pt12Si formation
in the reaction region in Ex.3.

2) From Table 3-4, to = 6500s for Ex.2, i.c., it takes 6500s for this sample to
decrease its diffusion flux to the critical value (2 x 1014 atoms/cm?2s). But, in this
experiment, the Pt film is completely consumed in t = 2500s, when the diffusion flux is
about 3.2x1014 atoms/cm2s. This is indicated in Fig.3-20 by the broken line. That is
why, in Ex.2, only successive single phasc growth is observed. However, in Ex.3, the
diffusion fluxes decrease much faster than that in Ex.2 so that before the Pt film is
consumed (such as samples with 0.11 at% oxygen) or just abog consumed (such as
samples with 0.33% oxygen), the diffusion fluxes have already reacted the critical valuc.
As a result, simultaneous growth of two phases is observed.

From the discussion above, the modified model can explain different and complex
reaction processes. The calculations, as well as analysis from differcnt experiments, have
shown strong support for this model.

3.4.4. Analysis ef Ex.5

Ni diffusion flux calculations were done for Ni2Si and NiSi formation. These
reactions are also typical single layer growth processes like thosc discussed in Sec.3.2.2.
They can be explained in a similar manner to that discussed above. Table 3-5 lists the
initial fluxes of Ni for Ni2Si and NiSi formation and those of Pt for P12Si and PtSi
formation. It is noteworthy that the starting diffusion fluxes of Ni in Ni3Si and NiSi are
smaller than those for Pt in PtSi and Pt;Si. This may indicate that the maximum relcase
rates of Si for both Ni2Si and NiSi are smaller than those for P12Si and PtSi. According to
the authors, the growth rates of both Ni2Si and NiSi on (111) Si (this experiment) arc
slower than those on (100) [95]. Thus, the lower release rates may be duc to crystal
orientation. The effect of different reactants (Pt and Ni) cannot, however, be ruled out, as
yet. Further experiments are required.

3.5. Discussion

In this chapter, a simple method has been developed to estimate diffusion fluxes into
reactive interfaces during silicide formation in transition metal-Si diffusion couples. Since
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silicide reactions in these diffusion couples take place only at the reactive interfaces, a
knowledge of the diffusion fluxes into these interfaces is usually enough for the purpose of
studying the cffects of diffusion on the reaction kinetics. In order to use the method, the
only information required is the identity of the major diffuser and the growing silicide
phase, a set of growth kinetic data, and the number density of the silicide phase. This
method can be used to estimate diffusion fluxes for the reaction processes with other types
of growth kinetics, in addition to those of linear or parabolic growth. This is because a
proper relation between the growing phase thickness and the annealing time can be obtained
by using linear regression to curve fit the kinetic data. Therefore, the method is applicable
to the reaction processes showing complex kinetic behavior, such as the exponential
dependence of growing layer thickness on reaction time [207] and non-parabolic growth
behavior caused by additional diffusion changes due to lateral grain growth of the product
[141]. From the calculations and analysis of diffusion fluxes in this chapter, it can be seen
that the method, when combined with an RPP, is capable of determining the newly defined
physical quantity, maximum release rate, rjmax, for a given silicide from experimental data
of growth kinetics. This information is essential for developing the new model in this
study.

The model proposed here has used an approach completely different from both
competitive nucleation and competitive growth approaches (see Sec.2.6). An interfacial
reaction during silicide formation is divided into three steps. In particular, it is implied, by
the assumptions of the model, that prior to nucleation and growth of a silicide, "molecules"
of this silicide have been formed in a R region (i.e., the reactive interface) by the release
process. The analysis of growth kinetic data from five experiments has shown that the
physical quantity, release rate of N 1, does exist and it can be demonstrated by the steps of
an r vs. J plot from a multiple phase sequential growth experiment. The steps in the r
versus J indicate the maximum release rates which are independent of diffusion fluxes and
are one of the controlling factors of silicide formation sequence. Unfortunately, a
quantitative analysis showing the effect of formation rate on silicide reactions is not
available at this time due to the lack of kinetic data. But, the significance of formation rate
becomes evident since a formation rate versus release rate plot is capable of explaining such
kinetic behaviors as SSA and metastable phase formation (see Sec.3.3.5 and Fig.3-18).

Another point distinguishing this model from others is that the new model is able to
show all possible processes, which compete with each other, in one diagram, i.e., the
reaction process plot. These competitions include those among release processes of
different silicides, those among nucleations of different phases, those among growth
processes and those between growth and nucleation processes. Moreover, it is possible to
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obtain a quantitative RPP, if the maximum release rates and the conditional maximum
formation rates can be determined experimentally. Such an RPP would be uscful to predict
silicide formation sequences for practical processing and also provide a test of the model.



Table 3-1. Diffusion flux (Pt) and rclease rate (Si)
calculations at time t = O (atoms/cm2s).

Temperature Jf;ll(t=0) = Jgfgsi f,Scj[(l‘O) = r}S>:ZSi
©C) (x1015) (x1015)
300 6.6 3.3
400 36 18
500 170 85 _
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Table 3-2. Diffusion flux and release rate calculations: Rates
of reactants at time t = t* (atoms/cm?s).

Pt Si Pt PtSi M Si

Temperature — J Mior AlpLsi Tposi Ipusi fpisi
(°C) (x101%)  (x 101%)  (x1015) (x10'5) (x 1015)  (x 1019
300 4.5 2.6 1.9 1.9 2.6 2.6
400 27 17 10 10 17 17
500 140 97 43 43 97 97




Table 3-3. Key values of diffusion fluxes of Pt in Ex.3 (atoms/cm?s).

Specimen  Oxygen  Jp g (t=10) Jhg (t=11) Jpig (t=t) Jhig (t=1)
Number  Concentration (x1015) (x1014) (x1013) (x1014)
(at%)

No. 169 0.33 1.7 2.0 -15a 3.0
=0 11 = 1200s ta = 2000s

No.170 0.18 1.4 2.5 1.1 3.0
=0 t} = 2400s ty = 2600s

No.171 0.11 1.4 2.0 3.6 2.0
1o=0 ] = 2900s tp = 3700s

4 The negative value is a result of PtSi decomposing while PtSi starts to form. The
data for diffusion flux calculations in this case are obtained directly from the non-linear
portion of the kinetic plot in Fig.3-4a and not from regression analysis.




Table 3-4. Summary of the results from Exs. 2, 3, and 4
(diffusion fluxes in units of atoms/cm?2s).

Pt Film Doping Level Initial Flux, Initial Flux,
Experiments  Condition (x1015)a J?’:;_Si (x1015) J:::Si (1014
Ex.2 oxygen ~ 1.0 4.7 ~1L, (b
(323°C)  concentration o=0 (12 = 6500s) P
<0.1at%
Ex.3 oxygen unknown 1.7 1~2
(315°C) concentration =0 1=2900s to 3700s
0.11 at%
Ex.3 oxygen unknown 1.4 I~2
(315°C) concentration o=~ 0 ta=2400s to 2600s
C.18 at%
Ex.3 oxygen unknown 1.5 1-2
(315°C) concentration =0 r=1200s 10 2000s
0.33 at%
Ex.4 PtooCryg alloy =~ 1.0 No P12Si was 2.8
(320°C) film formed =0
was used

a The unit of doping level is atoms/cm3.
b The value in parentheses indicate that if the diffusion flux for Pt,Si in Ex.2 decreascs
from its starting value to 2x1014, it will take about 6500s.



Table 3-5. Initial diffusion fluxes of Ni and Pt (atoms/cm?2s)

Tempcraturce J:;zSi(t = () Jﬁ;Si(t = 1) Jg:zSi(l =() Jg:Si(t to)
(°C) (x1015) (x1015) (x1015) (x1015)
323 4.7 0.095
330 1.6 0.036
350 2.5 0.089
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Fig.3-7 Schematic plot of regression Jines with prediction equation X = Xo + kpvVt. The
top linc indicates a regression line with xo > 0, and the bottom line indicates a regression
linc with xg < 0.
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Fig.3-8 Reaction process of multiple phase growth of Pt;Si and PtSi in Ex.1. (a) As
deposited state. (b) Initial stage of the reaction. (c) Main stage of reaction. The arrows
indicate the direction of growth of new phases. Not to scale.
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Fig.3-14 A rSivs JPtplot from calculation results of Ex.1 and Ex.2.
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Fig.3-15 A schematic of general rN vs JM plot. Superscripts N and M indicate nonmoving
reactant and moving reactant respectively.
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Fig.3-16 A rSi vs JPtplot from calculation results of Ex.1 1o illustrate the influence of

temperature on release rate of Si.



Fig.3-17 Schematic of relationship between formation rate Fyi and release rate r;.
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Chapter 4. Criterion for Silicide Formation in Transition
Metal-Si Diffusion Couples

In Sec.3.3.3 and 3.3.5 the term, the largest FEDR, was used to explain why at a given
diffusion flux in an R region, the largest release rate is expected to occur and at a given
release rate, the largest formation rate will take place. In this Chapter, expressions for
FEDR will be derived. Using these expressions and an RPP, it will be shown that the
largest release rate and the largest formation rate will result in the largest FEDR. Based on
these results, criteria for silicide formation in transition metai-Si diffusion couples are
proposed.

As was already pointed out in Sec.2.6, the term, free energy degradation rate, was first
used by Bené [16] in his criterion for solid state silicide nucleation, i.e., the maximum
FEDR. A little later, the concept of maximum FEDR was adopted by Gosele and Tu [19]
in their criterion for critical thickness of an amorphous phase. A similar concept is also
accepted and used by other authors [90]. According to Bené [16], the term FEDR means
the rate of free energy change with time, and particularly, the change is in a direction which
decreases the value of the system's free energy. There may be some concern about the
terminology of FEDR, since it deals with the subject of thermodynamics of irreversible
processes (TIP), as the system of interest is not in thermodynamic equilibrium and a
change in state occurs at a finite rate [208]. It appears, at first glance, that a free energy
degradation rate is not a valid concept in TIP. This is because the only general criterion of
irreversibility is given by the entropy production (per unit time) according to the
expression, d;S/dt > O (where d;S/dt is the entropy production per unit time due to changes
inside the system) {209-211]. Actually, as is pointed out by Prigogine [209], other criteria
of irreversibility, similar to d;S/dt, exist for some particular cases, such as changes in state
at constant temperature and volume or at constant temperature and pressure, to which the
thermodynamic function Helmoholtz free energy and Gibbs free energy (G) are applicable.
Examples using rate of free energy change dG/dt to discuss chemical reactions in an ideal
gas at constant temperature and pressure can also been found in the literature [211].
Therefore, the criterion, d;G/dt <0, is applicable to irreversible processes during which the
temperature and pressure are constant. In textbooks on thermodynamics, such as
Ref.[208], the term T(d;S/dt) (where T is temperature) is referred to as the rate of energy
dissipation. Since T(d;S/dt) and d;G/dt can be used for different systems, d;G/dt should
have another "name". Therefore, if the term of FEDR due to Bené is used to indicate
djG/dt, the Gibbs free energy decrease per unit time due to changes within the system, it
should not cause any confusion. This definition will be used throughout the thesis.

101



4.1. Expression of FEDR for a Reaction Region

4.1.1. Basic Equation for the Rate of Free Energy Change of a System

From TIP theory, entropy has the following propertics [209-21 1)

1) The entropy of the system is an extensive property. If a system consists of n parts,
the total entropy of the system S is

S=3 §j 4-1),

T

J

where Sj is the entropy of jth part. By differentiating Eq.(4-1) with respect to time one
obtains

ds _ & dﬁ 4-2
=2 N (4-2).
The entropy change per unit time in the system is equal to a sum of the changes in cach

part.
2) The entropy change for a system can be split into two parts, i.c.,

ad5=deS + d;S (4-3),
where deS denotes the flow of entropy due to iz ‘eractions with the exterior, and d;S

represents the entropy production due to changes within the system. When the rate of
entropy change is of interest, it can be expressed as

as_ds s _
T-d (4-4).

It is the entropy production per unit time, d;S/dt, that provides a general criterion of
irreversibility for TIP, i.e., for a reversible process in the system,

d;S
T- O (4-5)1

For an irreversible process in the system,

102



d;S
T> 0 (4-6)
The same is true when the jth part of the system (see Egs.(4-1) and (4-2)) is under

consideration, i.c.,

dS; deS; d;S;
—J -, )
TR @7,
d;S;
and TZO (4-8).

dcSj/dt s the flow of entropy due to the interactions of the jth part with the other parts and
the exterior of the system. d;S;/dt is the entropy production per unit time due to the changes
within the jth part.

Itis easy to show that Gibbs free energy has similar properties as those of entropy, so
that one has the following equations,

n
dG _ < 4G;
il e (49),
=1
dt dt dt
d;G;
T s0 (4'1 1).

The last equation is a criterion of irreversibility for a system at constant temperature and
pressure.
In TIP, an analytical expression of so cailed local entropy production per unit time,
(diS/d1)/V (entropy nroduction per unit time and unit volume), has been given as [208]
d;S 1

W LI (4-12),

where Ji is the generalized thermodynamic flux, such as heat flux, diffusion flux, and
chemical reaction rate, while Xy is generalized thermodynamic force. An expression
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similar to Eq.(4-12) should also exist for (d,G/dt) if the four assumptions [210] for
deriving the equation are applicable to the system of interest. The assumptions arc the
following:

1) The system is isothermal (T = constant).

2) The system is at mechanical equilibrium (no mass flow) and is not subject to external
fields.

3) The concentration gradients are not too hi gh in the sense that the composition
variables do not vary appreciably within distances of the order of the mean free path. This
restriction implies, in particular, the absence of interfaces inside the volume V.

4) The system is subject to time-independent boundary conditions.

However, the third assumption [210] cannot be satisfied if the R region or reactive interface
is considered as a part of the system (e.g. a diffusion couple). The point is that if the
entropy production of the interface region is to be investigated, the contribution of
concentration gradient to (d;S/dt) still has to be incorporated into the expression. A
generalized expression for such systems is not available at this time (to the knowledge of
the author), so that the expression of d;G/dt for a R region has to be treated as an individual
case.

Also, it should be mentioned that Bené [16] and Gosele and Tu [19] have already given
the expressions of dG/dt according to their models respectively. These expressions arc,
however, obviously not applicable to the model proposed by this study. This is because
the reaction process is considered as a three step process in the new model and each step
has its own contribution to the total d;G/dt in the R region, which cannot be expressed by
either Bené's formula [16] or that of Gosele and Tu [19]. Therefore, an expression for
FEDR applicable to this model can only be derived from Egs.(4-9) to (4-11) and the
assumptions of the model.

4.1.2 Expression of FEDR for a Reaction Region

The assumptions for the following derivations are:

1) Silicide formation in a diffusion couple occurs at constant temperature and pressurc.
2) The diffusion couple is a closed system, i.e., there is only energy exchange between the
system and the surroundings and there is no matter exchange. 3) There is no external force
or potential field, such as an electrical field, acting on the system. The energy exchange is
only due to heat flow.

For a metal-Si system with metal atoms being the moving reactant (the derivation is also
applicable to the cases of Si atoms being the moving reactant, but it is more convenient to

104



describe the concept when the moving reactant is specified), which is schematically shown
in Fig.4-1, the free encrgy of the system at time t can be expressed as

G= Gms + Gr + Gs;j (4-13),

where Ggi, GrR and Gpms are the free energies of the Si, the reaction region (R, the
silicide/Si interface), and the region including both the metal and the silicide phase (MS),
respectively. From Eqs.(4-9) and (4-13), the rate of free energy changc in the system is a

sum of contributions from the three parts, i.e.,

dG _ dGsi _dGR _dGms -
dt ~ dt T dt | dt (4-14).

The term dGys/dt in Eq.(4-14) can be split into three parts,

dGyms _ deGms ,dcGmMs ,diGms (4-15)
du dt dt dt ’

where the deGms/dt denotes the free energy change rate due to the energy exchange of
region MS with the environment. The d.Gms/dt is due to the energy and matter exchange
between the the MS region and the R region, such as metal flux into the R region and the
silicide molecule flux out of the R region. The last term d;Gygs/dt is due to the diffusion of
metal atoms in MS region. Therefore, Eq.(4-15) has the same form as Eq.(4-10) if the first
two terms are combined so that the resulting term indicates the contributions due to energy
and matter exchanges with neighboring parts of the system and due to energy exchange
with the exterior of the system. But the three term expression in Eq.(4-15) is preferred
because it is more useful in the following discussion. The same is true for Eqgs.(4-16) and
(4-17).
The term, dGr/dt in Eq.(4-14) can be split into four parts,

dGR _ deGR ,dc1GR |, de2GR |, diGR N
dt dt ! dt * dt + dt (4-16),

where d<GR/dt is due to the energy exchange of the R region with the exterior. d¢;Gr/dt
and dc2GR/dt are due to the matter and energy exchange of the R region with the MS region
and the Si phase respectively. The term d;Ggr/dt is due to the three step process occurring
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in the R region and will be discussed in detail later. The last term in Eq.(4-14) can be
expressed as

dGsi _ deGsi ,dcGsi | diGs; .
ad @ Ta TTa @17,

where deGg;/dt, d:Gsi/dt and d;Gs;/dt represent the free energy changes per unit time duc
to energy exchange of Si phase with the exterior, the matter and encrgy exchange of Si
phase with the R region and the diffusion of metal in Si.

It can be shown, by the method used by Prigoginc in Chap.2 of Ref. [209], that
(dcGmMms/dt) = -(dc1GRr/dt) and (dcaGRr/dt) = —(dcGsi/dt). As a result, onc obtains, by
inserting Eqs.(4-15) to (4-17) into Eq.(4-14),

dG _deG | diGms _diGRr | diGs; i
d - d T a ta T (@-18).

The first term in the right hand side of the equation is a sum of three terms, i.c.,
(deGMms/dt), (deGRr/dt) and (deGsj/dt), which indicates the total contribution due to the
energy exchange of the system with the exterior. From Eq.(4-11), it is clear that the
necessary and sufficient conditions for the irreversible process to occur in cach part of the

system are
di(ji\ds <0, d(ijc:R <0, andd—(ii(3§i— <0 (4-19)

which also satisfy the following condition

diG _diGms  diGr |, diGsi 2
da  dt a tta <0 (4-20)

According to Egs.(4-18) to (4-20), it is evident that a knowledge of FEDR due to changes
in the R region is sufficient for examining the silicide formation which takes place only at
the reactive interface in a diffusion couple.

It is noted that in TIP theory, d;S/dt is usually used to describe entropy production at a
fixed spatial location. The R region under consideration of this study, however, is moving
during silicide formation. Therefore, how the d;Ggr/dt of an R region is related to the
changes (reactions) in a particular location of the diffusion couple should be explained. In
Fig.4-2, the diffusion couple shown in Fig.4-1 is redrawn with the Si part divided into n
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slabs. Each slab has the same width as the R region. If the free energy change in each of
the slabs is observed by a monitor fixed on the diffusion couple, it is obvious that the
FEDR, diGy/dt, due to the Ith slab being transformed from Si to silicide can only occur at
the time t} when R region reaches this slab. Using this approach, the FEDR of the reaction,
diG)/dt, can be examined one slab at a time, which can be quite tedious. An alternative
approach is to monitor the R regicn and observe the FEDR of the R region only. It appears
that diGgr/dt is the FEDR of a fixed location (the R region) during the reaction period.
Actually, the observed value d;GRr/dt at the instant tj is equal to djG)/dt due to the changes
in the lth slab. In the following discussion, the latter approach and the term, FEDR of the
R region, d;GRr/dt, will be used in the context described above.

As is assumed in the kinetic model (Sec.2.3.1), the reaction process in the reactive
interface can be divided into three steps. In step 1, M atoms diffuse from one side of the R
region (adjacent to growing silicide) to the other side of the region. (In the assumption, step
1 includes diffusion through the growing phase. Here, as is shown above, when only the
FEDR for R region is examined, it is not necessary to consider the diffusion process
occurring in other parts of the system.). In step 2, N atoms are released from the surface
of their own lattice and form product "molecules" with the M atoms at the same time. In
step 3, the "molecules” are rearranged onto the lattice of the growing siiicide. The three
steps include all possible changes in the R region. Therefore, the FEDR per unit area of R
region can be expressed as

dgh 1 diGi
%&: }li"'l'dt_R = JinAuN + rAG, + FitAGik @-21),

where dg;/dt is the FEDR for ith silicide formation per unit area of R region (Joules/cm?s).

Jin is the diffusion flux of M atoms (atoms/cm2s). (It is expected that the diffusion flux in
the R region, J, is equal to the flux into the region from the growing silicide, Ji;. See
discussion in Sec.4.2.1.) rj and Fii are the release rate of N atoms (atoms/cm?s) and the
formation rate of the growing phase (f.u./cm2s) for k phase of ith silicide, respectively.

Ap.g, AG:r, and AGi are the driving forces for these processes to occur, and they are the

difference in chemical potential of M atoms in the R region (Joules/atom), the free energy
change for the release process per N atom and the free energy change for the formation
process per formula unit of product. The first term in the right hand side of Eq.(4-21) can
be divided into two terms, i.e., AJAp,hlg. and JomAp.?g..
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dgl ,
-jTR= AJAPY + JouAuN + FAG!, + FikAG, (4-21a),

where AJ = Jin — Jout is the flux of M consumed by the release and formation processecs
while Jou is the flux of M that flows through the R region but is not involved in reactions
in the region. In the following discussion in this chapter, the competitions between
reactions in terms of FEDR are to be examined. Since the competitions are the main
concerns of the study and since the term, JomAug. does not contribute to the FEDR for

release and formation processes, this term may be reglected for the purpose of this study.
Therefore, Eq.(4-21b) will be used to replace Eq.(4-21) in the f ollowing discussions.

d i
%: AJApN + AG], + FikAGix (4-21b).

Also, in cases where Jjg >> Jou so that Jiy = AJ, Eq.(4-21b) will also be used.

In Eq.(4-21b) the FEDR for the R region is expressed as a sum of threc contributions
with each part being a product of a flux and a force, which appears similar to the
expression of local entropy production (Eq.(4-12)) in TIP theory. In the following section,
these fluxes and forces will be discussed and the differences between Eq.(4-12) and (4-
21b) will be pointed out.

4.2. Thermodynamic Fluxes and Driving Forces for Silicide Reactions

According to assumption 2 of the kinetic model (Sec.2.3.1), N atoms are released and
form product "molecules” during the release process. The composition and chemical bonds
of the "molecules" are similar to those of the growing phase. The assumption implies that
the "molecules” constitute the interface between the growing silicide and the nonmoving
reactant phase. Itis also implied that step 2 and step 3 of the reaction take place at different
locations of the R region, i.e., the release process occurs at the side adjacent to N whilc
step 3, the formation process, occurs at the other side of the region. For convenience, the
side for step 2 to occur is called the N surface, while the side for step 3 to occur is called
the growing phase surface in the following discussion.

There are two characteristics of the R region that are crucial to the derivation of
thermodynamic fluxes and driving forces for the three step process proposed by the new
model. In the first, the structure of the R region is poorly ordered or disordered and some
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chemical bonds of "molecules” are not satisfied. This is mainly because the release of N
atoms can be considered as an individual event, i.e., the release of one atom is independent
of the release of others (Some exceptions will be discussed when the concentration of
product "molecules"” at the surface of the N lattice is considered. See Sec.4.2.2.2.). In the
second, the composition is nonuniform throughout the region. It is expected that a
relatively steep concentration gradient exists over the small width of the region (< 2 nm).
The growing silicide surface has a concentration of M equal to that in the growing silicide
while the N laitice surface is somewhat N rich, compared to the growing silicide. It will be
seen that the energies arising from both the interfacial structure and the concentration
gradient of R region contribute to the fluxes and the driving forces.

4.2.1. Diffusion Flux and Chemical Potential Difference of a Reaction
Region

The thermodynamic flux and the driving force for step ! of silicide formation are
diffusion flux and the chemical potential difference of M between the two sides of the R
region. Tu [13] has discussed the effect of concentration gradient on diffusion flux. The
general expression for diffusion flux as a function of chemical potential gradient is [13]:

2Dc . . ,=Maw/ox)
J = > sinh ( 2kpT )
where D, c, A and du/dx are the diffusivity, concentration, average jump distance, and
chemical potential gradient of the moving species, respectively. For the condition where (-
Maw/ax)/kpT) << 1, J is a linear function of du/dx, i.e.,

4-22),

Dc , dn
J= kgt (- x ) (4-23).

If p = p° + kBT Inc, then one obtains the usual form of Fick's first law by inserting the

expression for p into Eq.(4-23),

J=D& (4-24).

0x

When a large concentration gradient, such as that at an interface region, exists, the
condition (-A(d/6x)/kgT) << 1 cannot be satisfied. In this case, the diffusion flux should

be larger and be expressed by Eq.(4-22). In practice, however, it is expected that the
diffusion flux in the R region is limited by the diffusion of the moving species in the
growing silicide adjacent to the region and actually is equal to the diffusior flux from the
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silicide into the R region (i.e., J = J;ip). Similarly, the flux out of R region, Joyut is limited
by diffusion in the N lattice, so that the flux AJ can be determined by examining Ji, and
Jout in the two phases, respectively.

In order to derive the expression for Auﬁd., the chemical potential difference in a R

region, the expression for the free energy of an interface given by Cahn and Hilliard {212]
can be used. According to the authors, the free energy, GR, (The subscript R is added to
indicate that this is the free energy of the R region in the following discussion. In the
original Cahn and Hilliard equations, F and f are used instead of G and g. respectively.)
can be expressed as

GRr = ANy f [ go(c) + Kide/dx)? ] dx (4-25).

The first term in the integrand is the free energy per molecule of a solution of uniform
concentration ¢. The second term in the integrand is the gradient energy per molecule, i.c.,
the free energy due to the existence of a large concentration gradient (dc/dx) in a small

volume of nonuniform solution. k is the gradient energy coefficient. A and Ny in the
equation are the area of the interface region under consideration and the number density of
the "molecules” per unit volume of the region, respectively. From Eq.(4-25), the frec
energy per molecule is the sum of the two terms in the integrand,

8(c) = go(c) + k (dc/dx)2 (4-26),
where go(c) can be expressed as a sum of chemical potentials of its constituents, i.e.,
go(c) = muhM(C) + niu,f(c) (4-27).

u%d(c) and p,g(c) in this equation are the chemical potentials per M and N atoms (or per

f.u.) in a solution of uniform concentration c. Combining Eqs.(4-26) and (4-27) and
applying partial derivatives to the resulting equation, according to the definition of chemical
potential, one obtains

110



d d =
ul¥ = [ g(c)] = [ go(c) + K(de/dx)? | 1.
om [Tpn dm

= p,z‘(c) + uR)"l(dc/dx) (4-28).

This equation denotes that the chemical potential per M atom (ui;".) in a small volume of

nonuniform solution is a sum of two contributions (where the subscript R' is used to
differentiate “’?24' from url‘{l(c)). One part is ug(c), the chemical potential in a uniform

solution of concentration c. The second part is pz'(dc/dx), the chemical potential due to the

contribution of "gradient cnergy," which is an extra term and is usually negligible when the
composition gradient is small. Similarly, the chemical potential per N atom ug' in the

solution can be expressed as

HRe = WR(C) + ph(de/dx) (4-29),
N N . M M
where uR(c) and uR(dc/dx) have the same meanings as My (¢) and MR (dc/dx), but are for

N atoms. The chemical potential gradient across the R region, therefore, can be derived
from Eq.(4-28) and given by the following:

dud  dulo) . duXl(dc/dx)

dx = dx dx (4-30).

Since the diffusion distance, i.e., the thickness of the interface XR, is so small that the
gradient can be approximately expressed as (Ap{‘f./xR),

AuM
;:? = Aul}\{(c) + Ap.?{(dc/dx) (4-31).

M
ApR' = Xg

Eq.(4-31) is the expression for the chemical potential difference in the R region, which
indicates that the driving force consists of two parts, i.e., the chemical potential differences
due to the composition difference and due to the "gradient energy" difference between the
two sides of the region. It should be mentioned here that TIP theory has not given a
general treatment for the cases where a large concentration gradient exists in the solution.
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The generalized expression of entropy production per unit time (Eq.(4-12)) is valid only
when a large concentration gradient is absent. In other words, the contribution of the
concentration gradient to the driving force of diffusion is neglected in that equation.

4.2.2. Maximum Release Rate and Free Energy Change of Release Process

4.2.2.1. Expression of Maximum Release Rate
The expression of release rate as a function of diffusion flux, AJ, has been given in

Sec.3.3.4.1,
Ti = Timax if AJzJuc (3-45),
ri = CjAlJ if AJ<Jjuc (3-46).

In this section, the expression for rjmax will be derived. In order to do so, Eqgs.(3-45) and
(3-46) are combined witen AJ = Jiyc so that

. _ _Timax _
Cl --J_iUC (4 32).

Inserting Eq.(4-32) into Eq.(3-46) yields

Al
Ij = GAJ = fimax Tiuc (4-33).

This equation appears similar to the common first order reaction rate equation in chemical
kinetics, e.g., ~ (d[A)/dt) = k[A], since rj, fimax and AJ/J;uc are analogous to the reaction
rate [-(d[A]/dt)], reaction rate constant k, and concentration of reactant A [A]. Because of
the analogy between Eq.(4-33) and the reaction rate equation, the so-called linear frec
energy relationship (LFER) approach [213-216], widely used in chemical kinetics to find
the relation between rate constant and standard free energy change of the reaction or other
property changes of the system under consideration, may also be used for examining the
expression for max. During early development of this method, an LFER was an empirical
linear equation relating the reaction rate constant k to the standard free energy change AG®°

or equilibrium constart K of a series of reactions as follows:
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logk = alogK + 8

AGe
- a(--kBiT- ) +B (4-34).

All reactions or all compounds that behave similarly (i.e., their AG® and experimentally
determined k values can fit the same empirical LFER equation) are classified into one
category. The similar behavior is interpreted as those processes having the same reaction
mechanism. Further development of this method broadens its applicability to correlating
the changes of any property measured on any ensemble of similar chemical processes and
systems [212]. This method is useful to classify chemical systems and processes and
explain reaction mechanisms by relating the parameters of a particular LFER, such as a and
B in Eq.(4-34), to microscopic theory. Thus far, there are already numerous cases in
which LFERs as described in Eq.(4-34) are observed [213-215]. It is very attractive to
apply the LFER method to examine the relationship between rimax and free energy change
of the release processes for silicide formation. Quantitative analysis, however, is
impossible at this time, because rjmax, is a new physical quantity just introduced by the
kinetic model and, as such, there is not enough experimental data for estimating rjmax. A
qualitative analysis from experimental results in the literature is summarized in Table 4-1.
In the table, the silicides that form through multiple phase growth processes in five metal-Si
couples are listed in the order of formation sequence. That is, the initial silicide is listed
first in each system. The next is the second silicide that forms at the interface between the
first silicide and the nonmoving reactant (Si or refractory metal depending on which
diffusion couple is used). The third is the silicide that forms at the interface between the
second silicide and the nonmoving reactant. According to the reaction process plot
(Sec.2.4.), the multiple phase formation sequence in a given metal-Si couple depends on
the values of rimax for these silicides; e.g., in Mn-Si system, the formation sequence is
Mn3Si, MnSi, and MnSi; 73, because rMn3S; max > T™MnSi max > ™™nSi1.73 max. Therefore,
the formation sequence for each system indicates the order of maximum release rates in that
system with the initial silicide having the largest max. The right column of Table 4-1
shows the standard enthalpy changes of silicide formation per mole of N atoms. It is
evident that there does exist a relationship between the enthalpy changes and the formation
sequences and, hence, a relationship between the enthalpy changes and the maximum
release rates for each metal-Si system. rimax for different silicides, formed in a given
metal-Si couple, decreases as the standard enthalpy changes per mole of N atoms for each
corresponding silicide reaction decreases. (An exception is that Ni3Si3, which has the
second largest enthalpy change per mole Si atoms in the Ni-Si system, cannot form before
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NiSi which has a smaller enthalpy change. The reason for this will be discussed in
Secs.4.2.2.2 and 4.4.) Furthermore, considering that entropy change during a solid state
reaction is much smaller than enthalpy change for the reaction, the enthalpy changes listed
in Table 4-1 can be replaced by standard free cnergy change per mole N atoms (AG;’P)

without significant effects on the relationship.

From the results of a lateral Ni-Si couple annealed at 450°C [56), it is known that NiSi
does not form until the initial silicide Ni,Si reaches a thickness of 2 pm. From Eq.(3-2)
and parabolic growth law, it can be shown that J o 1/x, i.e., the diffusion flux of Ni into
the R region is proportional to the reciprocal of the NiySi thickness. Therefore, the critical
flux, JNisi uc, for NiSi formation is about 10- 4 smaller than that for initiating NiSi
formation, which indicates, according to Eq.(4-32), that rnj2si =~ 10%Nisi max. On the
other hand, (AGyjizsi ~ AG;isi)/RT = (AH30g nizsi ~ AHzog Nisi)/RT is only 10.4 at

450°C. From this example and Table 4-1, itis likely that rjmax is exponentially dependent
on standard free energy change for ith silicide formation and, hence, it is likely that there
exist linear free energy relationships correlating the rjpax to the AG:’r for solid state

reactions in transition metal-Si systems according to the following equation,

a
In(rimax) = -"'kB—T-AG;:_ +PB (4-35).

The LFER for each system may not be the same, i.e., a and § may vary from system to
system. To confirm this point further and to obtain quantitative LFERs, many more
experiments for determining rimax from multiple phase growth processes in metal-Si
couplcs are required.

In the following discussion, an expression for fimax will be derived from microscopic
considerations. This expression will be compared with the LFERs in order to provide
experimental support for the expression on one hand and to explain the constants in Eq.(4-
35) on the other hand.

Consider a surface of an N (e.g., Si or a refractory metal) crystal lattice that is exposed
to an R region in a metal-Si diffusion couple. The N atoms in the surface layer and the M
atoms in the R region come into intimate contact, which makes chemical reaction between
these atoms possible. If an N atom (or molecule) sitting on the surface has a vibration
frequency v, the frequency for the atom to jump away from the surface into the R region is
equal to v multiplied by a Boltzmann factor, exp{-EZkgT}. Only those vibrations with

energy higher than the activation energy, Ej;, can free the atom from the bound state at the
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surface. Therefore, the maximum release rate of N for ith silicide formation in this reaction

region can be expressed as

Timax = n* vexp [— k.%] (4-36),

where n* is the number density of N atoms per unit area of surface layer (atoms/cm2). The
activation energy Eg; for the ith silicide formation can be obtained by determining rjmax at
various temperatures experimentally and by drawing an Arrhenius plot. The activation
energy is referred to as the Arrhenius activation energy throughout the thesis. It has been
noted that the Arrhenius activation energy Eg; is smallcr than the energy required to break
the chemical bonds of N atoms, which is a very common phenomenon in chemical
reactions. According to chemical kinetic theories of rate constant, this is because the
simultaneous formation of a new chemical bond compensates for the breaking of the old
bond [217]. This point will be considered in deriving an expression for Eq. Fig.4-3
shows schematically the release process in a rart of an R region adjacent to a Si lattice (a
similar drawing can show the same argumen: for any other nonmoving reactant lattice).
When metal atom A arrives at the Si surface by diffusion (Fig.4-3a; for simplicity, the
"molecules” in the R region are drawn as if they are in an ordered structure), it will start to
interact with Si atoms surrounding it as indicated by the arrows. Fig.4-3b shows that
when the bonds between Si atoms are being broken, new metal-Si bonds are forming, i.e.,
the two processes proceed at the same time. The bond breaking process absorbs energy
while the bond forming process releases energy. As soon as the Si bonds are broken
completely, the metal-Si bonds are formed although the bond structure is not exactly same
as that in the growing silicide lattice. This will be adjusted during the process following
bond breaking. Therefore, the energy release due to metal-Si bond formation is only
partially completed. Further energy release will continue as the bond structure adjusts. As
a result, the energy required for breaking Si bonds is partially compensated by the energy
released due to the formation of new bonds. This can be s iematically shown in Fig.4-4.
State 1 and state 2 labeled in the figure correspond to that shown in Figs.4-3a and 4-3b,
respectively. State 2 is called the "saddle point" in chemical kinetic theory of rate constants
[217). State 3 indicates the energy for the silicide molecule that forms during the process.
State 4 at the peak of the solid curve represents the saddle point if no new bonds form
during the Si bond breaking process. The energy difference between state 2 and state 1 is
the Arrhenius activation energy E,j. The energy difference between state 1 and state 3 is
the thermodynamic driving force for the reaction. The energy difference between state 1
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and state 4, E, is the activation energy for breaking Si bonds without new metal-Si bond
formation, while the difference between state 4 and state 2, E', is the energy compensated
by new bond formation during the Si bond breaking process. Therefore, Ey; is made up of
two parts, i.e.,

Eiij=E-E (4-37).

For a given reaction, E' is proportional to the thermodynamic driving force for the relcase
process AGj;,

-E' = a'AGj; (4-372).

o' in this equation is the proportionality constant. Inserting Eqs.(4-37) and (4-37a) into
Eq.(4-36) yields

. = n¥ . (l'AGir + E]
From Eq.(4-38), one has
) a'AGj, E
In(fimax) = In(n*v) kT~ KpT (4-39).

This equation is similar to Eq.(4-35) if the term B in that equation can be split into (wo

terms, i.e.,

E
p=p - BT (4-40),

B'is a constant independent of temperature. o and B in Eq.(4-35) can be obtained by

plotting In(rjmax) Vvs. AG;; for the various silicides at constant reaction temperature. If this

is done at several temperatures, E and B' can then be determined from Eq.(4-40) by
plotting f vs. 1/T. Combining Eqs.(4-40) and (4-35), one obtains
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aAGi E
ln(rimax) = B' - kBTlr - kBT (4‘41)'

The similarity between Eqs.(4-39) and (4-41) indicates experimental support for Eq.(4-38)
derived from microscopic considerations. On the other hand, the similarity also suggests
that an empirical LFER equation for a given metal-Si system, if available, can be explained
by the microscopic mechanism.

At this point, it should be mentioned that the only difference between Eqs.(4-39) and
(4-41) is that the standard free energy change AG;; is used in the latter while the free energy

change AGir is used in the former, indicating the possible effect of reactant and product
concentrations. During analysis of the experimental results by the LFER approach in the
preceding discussion, concentration effects were not taken into account, due to the lack of
experimental data. As a result, the concentration term is not incorporated into Eqgs.(4-35)
and (4-41). Instead, it is implicitly included in the constant B', which is easily seen when
the concentration term, (InQ;)/n; in AG;; of Egs.(4-38) and (4-39), is taken out according to
(Qi is concentration quotient of reactants and product for ith silicide formation):

AGir = AG® + ﬁ{—'iﬂi— (4-42).

A question arising from this is which equation, Eq.(4-39) or Eq.(4-41), reflects the actual
LFER when the terms, (InQ;j)/n;, for various silicides in a given metal-Si system are
significantly different from one another. This problem can only be solved by fitting the
two equations and examining the goodness of fit for each equation. The one with better fit
should be chosen (the methods for fitting LFER equations and analyzing the goodness of
fit have been discussed in detail in Ref.[213]). In the following discussion, however, only
Eqs.(4-38) and (4-39) are used for the expression of rimax, because they have the
advantage of showing explicitly and clearly the concentration effect on both free energy
change AG;j; and maximum release rate rimax.

If an LFER equation in the form of Eq.(4-39) is obtained from analyzing experimental
data of multiple phase growth in a given metal-Si system, the equation can provide the
following information: 1) The activation energy E, the vibration frequency v and n* are the
same for all reactions that fit the equation. This is not surprising since in all the reactions
the reactants are the same. In particular, the nonmoving reactant is the same and the
factors, E, v and n* are the properties of the reactant. However, E may change with

crystalline orientation if N is a single crystal (such as a Si wafer). 2) In(rimay) is linearly
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dependent on the free energy char ge for ith silicide formation, AG;;, because according to
Eq.(4-38), the energy released during the period of breaking chemical bonds of one N atom
is proportional to the thermodynamic driving force, AG;y, per N atom. In other words, a
larger driving force results in a larger energy release for the bond breaking process and,
hence, a smaller Arrhenius activation energy. This relationship reflects the unique character
of silicide formation in metal-Si couples.

4.2.2.2. Expression for Free Energy Change for the Release Process

The driving force for the release process is the free energy difference between state 1
and state 3 shown in Figs.4-3 and 4-4, i.e., the state, when M atoms arrive at the N surface
and intermix with N atoms (state 1), and the state, when the N atoms are released into R
region forming silicide "molecules” with the M atoms. Theoretically, the driving force per
molecule can be expressed by the chemical potential of each component,

AGir = i ~mits - nipNg (4-43),

where "‘;2 is the chemical potential of the product molecule in the R region. u{lfs and uﬁs

are the chemical potentials of the M atoms and the N atoms at the N suriace (indicated by
the subscript NS). The last two chemical potentials are not practically measurable, which
makes Eq.(4-43) inappropriate for estimating the driving force in practice. An alternative
approach is to use Eq.(4-42) as the expression of the driving force for the releasc process.
It can be shown, using a Gibbs free energy versus composition glot, that this is a
reasonable approximation. In Fig.4-5, the curve represents schemaiically the free encrgy
of a silicide MSi and the straight line indicates the free energy of an ideal M-Si mixture at
various compositions (where M represents the metal in the system). The free energy
difference between points A and B is the standard free energy change AGKASi .~ GB - Ga,

where Gp and G are the free energy of pure MSi and the ideal M-Si mixture respectively
at the same composition as that of MSi. If the free energy change of mixing is considered,
the free energy of M-Si solution should be indicated, for example, by point C. Similarly,
when the concentration of MSi at the N surface is taken into account (see discussion about
Qi below), the free energy for MSi is lowered to, say, point D. As a result, the free energy
change for transforming the M-Si solution into a MSi silicide (not pure MSi) is AGys; ¢ =
Gp - Gc, which is equal to the AG)s; ; expressed by Eq.(4-42). Two more factors still

have to be considered. As is shown in Fig.4-3a, when metal atoms arrive at the Si surfacc,
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part of their chemical bonds is not satisfied while the chemical bonds of Si atoms are
distorted by the intermixing. Furthermore, the concentration gradient between the surface
Si layer and its neighboring layers is very large. These cause the free energy of this layer
to be higher than that for the uniform bulk M-Si solution. The difference in free energies of
the Si surface layer and a M-Si solution of the same composition is AGMsi s = Gg - Ge,
which is equivalznt to an interfacial energy in terms of dangling or distorted bonds anc a
concentration gradient. When AGms; s is added, the free energy of the Si surface layer is
indicated by point E. Similarly, the newly formed "molecules” in the R region are not in a
uniform solution either, which has been discussed in Sec.4.2.1. Therefore, the free energy
of the "molecules” in the R region should be higher than that at point D and are, for
cxample, represented by point F, i.e., the energy difference GF ~Gp is the interface energy
of the R region. Consequently, the actual free energy change for the release process should
be Gr - Gg, which can also be expressed by Eq.(4-43). However, since GE is unknown,
GF - GE can be estimated from AGpms; r = Gyy ~ G (i.e., using Eq.(4-42)), although
some crror will be introduced. It may be expected that in most cases the error would be
less than ten per cent of actual driving force values, which is a reasonable approximation.

The concentration effect has been mentioned in the preceding discussion. The
expression for the concentration quotient is derived in the following. To find a suitable
formula for Q for an interfacial reaction in a metal-Si diffusion couple, one has to
reasonably define the concentration of reactants and products for such a reaction. In step 2
of the silicide formation process, there is the release of N atoms and formation of silicide
"molecules”. If, as a first order approximation, only the interaction between nearest
neighbor atoms is responsible for the reaction, then only a single atomic layer of N and
those M atoms which arz the nearest neighbors to the N atoms in this layer can react at
once. The N atoms next to the N surface layer cannot be released until the N atoms in the
surface layer are removed. Thus, the physical picture for the release process can be
described. The reaction occurs in two-dimensional space, defined by the surface atomic
layer of N lattice. The N atoms in this space are fixed on a two-dimensional net and the M
atoms are mobile. When the M atoms are brought, by the diffusion, into intimate contact
with N atoms in this net, reaction between these atoms will occur. During the same period
when the silicide "molecules” are formed, the chemical bonds, between the N atoms in the
net and those in the next layer, are broken, i.e., these silicide atoms are removed from the
surface of the N lattice. A new two-dimensional net of N is then exposed to the reaction
region and so on. There are, Liowever, some spots in the previous net where the formed
silicide "molecules" may not be removed as quickly as most of the other "molecules", i.c.,
some of the product "molecules” will stay on the two-dimensional net (or on the surface of
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NN lattice) longer than other "molecules”. This is shown schematically in Fig.4-6. If a two
dimensional net is not a perfectly flat crystalline plane, e.g., an N atom is sitting on top of
this plane (atom A on a (001) plane of Si in Fig.4-6), then the chemical bonding state for
the atoms (B and C atoms in Fig.4-6) next to this atom will be different from other atoms in
the same plane. It is obvious that B and C atoms each have three bonds, but all other atoms
on the surface have only two bonds each, which means the activation energy, E, for
removing atoms B and C is larger than for other atoms. As a result, although the B and C
atoms may already react with M atoms to form silicide "moleccules”, they cannot be
removed from the surface as fast as other N atoms. In other words, their releasc is
dependent on A atom removal. Similarly, other defects, such as steps, kinks, vacancies,
and dislocation intersections with the surface, can produce the same effect. Thus, in step 2
of the reaction, the N atom release process proceeds one layer at a time without significant
movement of defects such as steps, kinks and dislocations. This physical picture does
have experimental support. Recently, Ross and Jibson [196, 197] reported that oxidation
of silicon (<111> oriented wafers) occurred one monolayer at a time with bilayer steps not
moving during the process.

Based on this physical picture, the concentrations of reactants and product in the two-
dimensional reaction space can be easily derived. The net number of N atoms which can be

released is
NN - n* -nd (4'44),

where n* indicates the number density of N atoms in a perfect surface layer and nd is the
number density of atomic defect positions in the surface layer. nq is equal to the number
density of product "molecule” which cannot be removed promptly due to the presence of
these defects. NN is the number density of N atoms that can be released promptly during
the release process. The number of M atoms which can react with the NN atoms to form ith
silicide is

NM = T (n* —ng) (4-45),
1

where mj and n; have the same meanings as before. In Eqgs.(4-44) and (4-45), because ng
<< n*, NN = n* and NM = (m;/nj)n*. Using the two equations, the mole fractions of N
and M reactants and product (XiN, X?’I and Xj, respectively, with X; indicating product

molecule concentration on the two-dimensional net) can be expressed as follows:
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N n*
Xi = " mi L (4-46),
{n* + "'rTT’n + ng}

*
or XiN- nm.
{n* + n-l n*}
1
since ng << n*. Similarly,
M ni n*
X! - L (4-47);
{n* + —L-n*}
. nd ]
X = Y (4-48).
{n* + n*}

nj
From Eqs.(4-46) to (4-48), Q; for the reaction is

Xi
(XMyni (xM)ym;

or Qi ng } % {(———— )i x (—— )i }-1

B {n*[l+ (mi/n;)] 1+ (my/n;) 1+(ng/m;)

where ng/n”* is the concentration of the defects in the surface. By inserting this equation
into Eq.(4-42), AG;; in Eq.(4-42) can be expressed simply as

kpT
nj

AGir = AGY +—B— In{(X;)/[(X HR(XHymi]} (4-50).

This equation is useful when a comparison of driving forces for different silicides to
form is required. From this equation, the comparison is based on the free energy change
per non-moving reactant atom (or per mole) which is released. Therefore, a silicide with
more than one N atom in its molecule (or formula unit) may have a smaller AG;; because n;
>1 (note, AG;’r in Eq.(4-42) and (4-50) is already defined as the standard free energy



change per N atoms and it is equal to the standard free energy change per f.u. divided by
n;j). For example, AH?298 for NiSi and Ni3Si2 are -85.7 and -223.6 k! per mole formula

unit respectively [218). If (nd/n*)-10'6, and the reaction occurs at 300°C, then the
calculated AGi,'s, using Eq.(4-50), for NiSi and Ni3Sis are -148.2 and -138.9 kJ/mol. It
is seen that Ni3Siz has a larger negative value of AH;98' but a smaller AGj,.

Experimentally, it has been found that the first silicide to form in almost all transition metal-
Si systems are those only containing one N atom per formula unit. A silicide molecule with
more than one non-moving reactant atom has a lower likelihood of forming because its
formation requires more non-moving reactant atoms to be released at the same time. This
phenomenon has been considered in Eqs.(4-38), (4-42) and (4-50) by expressing the E and
AG;; as an activation energy and a free energy change for releasing one N atom.

4.2.3. Maximum Formation Rate and Free Energy Change for Formation
Process

4.2.3.1. Free Energy Change of Formation

The driving force for formation, i.e., the process of rearranging product "molecules"
on the surface of a growing phase k, is the difference in free energies between the product
"molecules” in the k phase and those on the surface of the k phase. The driving force can
be expressed by an equation similar to that used by Cahn and Hilliard [212]:

AGik = mip.ir'f + nmi;]c - go(c) - k (dc/dx)2 (4-51),

where the last two terms have the same meanings as those in Eqs.(4-25) to (4-27) in
Sec.4.2.1. ux and u?ll‘ are the chemical potentials per M and N atoms in the k phasc,

respectively. Inserting Eq.(4-27) into Eq.(4-51) yields

AGix = miply + mip) — mipc) - mp(c) - K (dc/dn)?

or AGix = Ag - K (dc/dx)2 (4-52).

mipg(c) and nipg(c), as defined in Eq.(4-27), are the chemical potentials per M and N

atoms in a uniform solution of composition c in the R region. As a result, Ag in Eq.(4-52)
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is the free cnergy difference per molecule due to the differences in structures and
compositions between the "molecules” in the growing phase and those in the R region.
The value of AG;jk can be estimated from the surface tension, okN, of the interface between

the k phase and the nonmoving reactant phase (which is the R region during k phase
growth). According to Cahn and Hilliard,

OkN = -_A%_ls.w_t- ~Ny f [Ag - K (dc/dx)?] dx (4-53).

The minus sign in this equation is used because the terms in the integrand are arranged in
such a way that AG;y is negative when deriving Eqs.(4-51) and (4-52), but the surface
tension okN should have a positive value. The term AGi 1ot in Eq.(4-53) is the total
driving force in area A of the reaction region, and Ny is the number density of "molecules"
per unit area of the reaction region. From this equation, the average driving force per

molecule, AG;jg, can be obtained by

269N _ 1 | ae_F 2 ]
AGi=ZS - L f [Ag - K (de/dx)?] dx (4-54),

where XR is the thickness of the interface. Cahn and Hilliard [212] have proposed an
optical method to measure xR for metal samples. By using HRTEM, the xg is also
measurable for other crystalline samples. Therefore, the average driving force per molecule
for formation can be determined if oy is available. At this point, it should be mentioned
that Eqs.(4-52) and (4-54) cannot be obtained from TIP theory since the driving force
involvs in an interfacial process and contains a "gradient energy” term due to the existence
of a large concentration gradient.

Fig.4-7 shows schematically how the free energy is distributed over the R region. In
the figure, GN represents the free energy of N phase. Gg, G and Gp have the same
meaning as that shown in Fig.4-5, i.e., the free energies of N surface, R region and the
growing phase (k), respectively. The NS region is the N surface layer. When M atoms
diffuse to the N surface, some intermixing occurs and the free energy is lowered from GN
to GE. The R region in the figure is the reaction region. As soon as N atoms are released
into this region and form new "molecules", free energy, GF - G, is released. The GS
region is the surface of growing phase k. The "molecules” are driven to the region to
crystallize by the energy difference, Gp - G, which is equal to the interfacz energy per
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"molecule”. As the reactions proceed, the R region and hence the free energy distributions
over the region will move together to the right of the figure, leaving crystalline silicide, i.c.,
the k phase, behind.

As is discussed in Sec.3.3.5, there may be more than one phase for a given silicide.
In this case, the driving forces for different phases of the silicide are not the same. This is
schematically shown in a Gibbs free energy versus composition plot (Fi £.4-8). There arc,
for example, two possible phases for the ith silicide, the stable phase (indicated as i1) and
the metastable phase (indicated as i2). In the f igure, Gris the free energy of "molecules”
in the R region, Gj; and Gj3 (i.e., Gijk = miui}‘: + niug ) are the energies of "molecules" in

stable and metastable phases, respectively. Therefore, the driving forces for the two
phases are AGj; = Gjj - Gr and AGj3 = Gj3 - Gr. The stable phase has a larger driving
force. An interesting conclusion that may be drawn from this result is that if the frec
energy Gi2 for a metastable phase is equal to or larger than G, there is no driving force for
this phase formation. This conclusion can be used to explain why a large heat of mixing
for a metal-Si system does not guarantee amorphous phase formation. In this case, the heat
of mixing is considered as the thermodynamic driving force for SSA (See Sec.2.3 [16,
152, 153]), i.e., the enthalpy of the amorphous phase, Ham, can be approximately taken as
Giz in Fig.4-8. From the standpoint of the conclusion above, no matter how large the heat
of mixing is, there is no driving force for amorphous phase to form, as long as Ham = Gj2
2 GF. Asaresult, a crystalline phase, rather than an amorphous phase, will grow.

4.2.3.2. Maximum Formation Rate

Unlike what happens to the maximum release rate, experimental results to date do not
provide support for a linear free energy relationship between the maximum formation rate
and the driving force for the formation process. Instead, it is reported in the literature that
in some metal-Si systems, metastable phases, particularly, amorphous phases grow before
the stable phase can form. This means that these metastable phases have larger Fik max.
According to the discussion in the last section, the driving forces for metastable phases are
definitely smaller than those for stable phases in each respective system. It is also noted
that in most silicide reactions, no metastable phase formation is observed. Therefore, an
expression, like Eq.(4-38) for rimax, cannot be expected for Fikmax. This makes the
expression for Fik max quite simple, i.e.,

Fik max = n%zvi exp[ - % (4-55),
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where v; and n:2 are the vibration frequency and number density (f.u./cm2) of ith silicide

"molecules” per unit area of reaction region, and Eji is the activation energy of rearranging
a molecule from reaction region to the growing phase. Ejk is the energy required for
adjusting the bond structure and the coordinations of the "molecules” in the R region to that
of the growing phase. It is conceivable that as less adjustment is required, Ejx becomes
smaller. For example, the amorphous phase has the most open and least ordered structure
compared with crystalline phases of a given silicide. In addition, its structure may also be
closest to that of the R region. Therefore, it may have the smallest Ejx. As a result, the
amorphous phase may have the largest Fik max. Also, if a crystalline phase has a complex
structure which is significantly different from that of R region, E;k for this phase will be
large. Consequently, this phase will have a small Fik max.

In practice, the conditional maximum formation rate, Fix', may be more significant,
since nucleation is the first step for a phase to grow. From Eq.(4-55), Fjk' can be derived

easily as follows:

Fik' = Fik max €Xxp [— él%'}] (4-56).

exp[—AG'ik/kBT] in Eq.(4-56) is the Boltzmann factor for k phase nucleation. AG'ji is the
energy barrier for heterogeneous nucleation. According to classical nucleation theory, one
has

2 — 3cosO + cos30
AG'ik = AG'ik hom X y: (4-57),

if a nucleus in the shape of spherical cap is assumed. 0 is the contact angle and AG'ix hom
is the energy barrier for homogeneous nucleation.

16z (Ao)3

AG'; = 4-58),
KT T (NikAGi + AHg )2 @9

where Ao is the difference in interface energies due to k phase nucleation and Nix is the
number density of "molecules” per unit volume of k phase. AHj is the elastic strain energy

per unit volume, which is induced by nucleation. Eqgs.(4-57) and (4-58) are the same as
those given by classical nucleation theory except that the driving force, AGjk, the free
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energy difference between the k phase and the R region per unit volume, is different from
that used in classical nucleation theory, i.e., AGc the chemical free energy change per unit
volume. Actually, AGc includes all the free energy changes in the three step process
because an interfacial reaction in a diffusion couple is usually considered as one step
process. This concept is applicable to the case where the interface between a growing
phase and a contracting phase (made up of the nonmoving reactant atoms or "molecules") is
coherent or semicoherent, which will be discussed in Sec.4.4. In other cases where the
interface has a thickness of a few atomic or molecule layers, it is unlikely that the chemical
reaction between reactant atoms and the transformation of the same atoms from the
interfacial region into the growing phase can occur at the same time. Therefore, using
AGik to describe the driving force for the formation process is more reasonable.
Recall Eqgs.(3-49) and (3-50),

fik' .
Fik = Fik'-—;,l:-‘- if rary (3-49),
Fik = 1 if < (3-50),

where r1; and riji' are the release rate for ith silicide to form and critical release rate
corresponding to Fjy, respectively. By combining Eqs.(3-49), {3-50) and (4-56), the
formation rate can be expressed as a function of release rate and activation energies for
formation and nucleation, i.e.,

Fik = —l'rnl_k'- Fik max exp [— %‘—] if r<rig
Fik = Fik max €xp [— Ak(;,}k] il ra2ry (4-59)

4.3. Criteria for Silicide Formation

4.3.1. Driving Force as a Function of Flux
In Sec.4.2, the expressions for the driving forces, i.e., Au}]‘g., AGj;, and AGjk for

moving reactant diffusion, nonmoving reactant release and k phase growth, are given in
Eqs.(4-31), (4-42) and (4-52), respectively. It is conceivable that the driving forces will

126



change as the reactions proceed. Since the reactions are induced by diffusion and since
smaller diffusion flux means less matter involved in the reactions, the driving forces may
decrease corresponding to the change in diffusion flux. In this section, the changes in
driving forces will be examined. Recalling Egs.(4-33), (4-38), and (4-42), and combining
them together yields the following;

. AJ exp[_E+ aAGir]

=1V Tiue kBT
= _E+ oAGir _Ai_” 4-60).
n vexp[ T +1In T (4-60)

From Eq.(4-60), a new free energy term, AG;, is defined such that the term In(AJ/J;yc) is

combined with AG;, by means of Eq.(4-50),

aAG; = aAGir - kpT In(AJuc)

LB gy ANy ecMmily

[o]

so that AG; = AG? + kl?iT In{ GO M(ANSuomax Mymiy (4-61).

When AJ 2 Jiyc, from Eq.(4-33) and (3-45), AJ/Jjuc =1 so that AG; = AGj;. When AJ

< Jiuc, AG:‘r is greater thar AGj; (i.e., —-AG?I, < -AGj;), and as AJ decreases, AG;

increases. Eq.(4-60) can be expiw.ed in terms of AG;, ie.,

L3
E + aAG.
rj = n*v exp {-—kBT—‘—'-} (4-62).

According to the derivation of Eqgs.(4-38), (4-39) and (4-61), and the arguments in
Sec.4.2.2.1, AG ; is the driving force for the release process and is a function of diffusion
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flux. The change in AG; can be understood better by considering the concentration effect.

When the diffusion flux decreases, the number of M atoms arriving at the N surface during
a given time interval becomes less and less. Since the number of atoms per unit arca of N
surface is fixed, the concentration of M atoms at the N surface decreases. Conscquently,
the energy released during the period for breaking chemical bonds of N atoms (i.c., E', sec
Sec.4.2.2.1) is shared by more N atoms, so that the energy relcase per N atom, i.c., (-
aAG;) becomes smaller. From this viewpoint, Eq.(4-62) can be interpreted as follows.

The release rate, rj, decreases as the driving force decreases due to the change in moving
reactant concentration.
. * . . .
Unlike AG, , the driving force for the formation process, AGjk, does not decrecase

continuously, because of its unique character. According to Cahn and Hilliard [212], the
thickness of an interface is not an independent variable once the temperature and pressure
of the system are specified. Thus, under the conditions used in this chapter, i.c., the
system is at constant temperature and pressure, the interfacial layer (reaction region)
thickness xR is a constant, X, corresponding to a minimum interfacial free encrgy. Asa
result, any change in XR would increase the interfacial free energy and the interface would
act in such a way that the minimum energy state is recovered. During a release process, r;
>0, so that xR will increase. The interfacial free energy as a function of thickness xg is

XR

-AGik tot = -ANy j [Ag - k(de/dx) 2 ] dx (4-63),

0

where the O indicates the origin at one side of reaction region and xg is the thickness of the
region. A and Ny are the area and molecule number density per unit volume of R region.
The rate of interfacial free energy change with respect to xR at constant temperature and

pressure is

d(-AGik tot) — T 2 .
[——&R——]TR- ANy [ Ag - K(de/dx) 2] (4-64),

where [Ag - k (dc/dx)?] is an implicit function of Xg. Since the interfacial frec encrgy (-
AGik 1ot) is a minimum at XR = X, the derivative on the left hand side of Eq.(#"‘»:‘-; should
be equal to zero at the thickness xc and be larger than zero when xr > x¢. Therefore,
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Ag -k (dc/dx)2=0 at XR = xc
Ag-k(dc/dx)2>0 if xR > X (4-65).

During silicide reactions, when r; > 0, more and more product "molecules" are formed in
the R region, which tends to increase the thickness of the region, i.e., XR > X.. Whenr; =
0, xR = X¢. From Eq.(4-52) and (4-54),

AGjx = Ag - k (dc/dx)? (4-52),
AGi = ;T(;\}‘e’- (4-54).

One obtains, then,
AGjk = Ag - k (dc/dx)? =~ AGjx if r;>0,

and AGik = Ag - k(dc/dx)2 = O if r;=0 (4-66).

From Eq.(4-66), it can be seen that during a silicide reaction, as long as newly formed
siiicide "molecules" are released into the R region, they will be driven out of the region by
the thermodynamic force AGik and rearranged on the growing k phase. Once the diffusion
of M atoms stops, i.e., A = (, so that ; = C;AJ =0, the driving force will also vanish.

An analytical expression for the chemical potential difference, Ap%'l., i.e., the driving

force for diffusion, as a function of diffusion flux has not been developed during this
study. But some general tendencies of changes in Aui‘{i. corresponding to flux J can be

qualitatively discussed. The magnitude of Ap%d. is mainly determined by the chemical

potential difference between a growing silicide phase and a nonmoving reactant phase and
by the M concentration at the N surface. Therefore, Aurl'f. does not change (decrease)

significantly during a reaction for a given silicide phase. But, Au%'l. usually decreases with

the formation of each new silicide. For example, in a near noble metal-Si diffusion couple,
the most frequently observed first silicide to form is M2Si (where M represents Ni, Pt, Pd,
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and Co etc.), which is followed by MSi and then by MSi» (for Ni-Si and Co-Si systems
only). Obviously, the chemical potentials of metal atoms are smaller in the silicide with
lower concentration of metal. Therefore, each time a more Si-rich silicide fi orms, the Au;‘{‘.

at the growing phase/Si interface becomes smaller than it was prior to the new silicide
growth. When the system reaches thermodynamic equilibrium, both AJ and Au';{". are

equal to zero, because the chemical potentials of M are cqual to the same value throughout
the system. It is also noteworthy that if the system is not in an equilibrium state while AJ ~

0, such as a system held at room temperature, Ap%‘. still has a non zero value. Therefore,
. . . . 3 * - .
this driving force is different from AG;_ and AGix for release and formation processcs.

These two forces vanish whenever diffusion stops.
From Eq.(4-21b), the FEDR per unit area of reaction region, dg;{/dl, is

i
%TR = AJAuN + rAG], + FikAGik (4-21b),

The expressions for Augl., Fix. i, AG; end AGii are given by Eqgs.(4-31), (4-59), {4-62),

(4-61) and (4-66) respectively. There are two essential conclusions that can be drawn from
these equations and the preceding discussions in this chapter. Firstly, with the advance of
a reaction in a given R region, a decrease in diffusion flux AJ with time will result in a

corresponding decrease in the release rate and formation rate, while the driving {orce for the
release process will also decrease (or AG; or increases). The driving forces for diffusion

and formation processes, i.e., Augl. and AGi, are almost constant for a given phasc to

form. Therefore, the total FEDR in the R region will continuously decrease with time.

Secondly, when thermodynamic equilibrium is established in a given system (e.g., a Si-
richest phase on Si substrate), all the fluxes AJ, r, and F and all driving forces go to zero

so that dgiz/dt = 0. These two conclusions are in agreement with the gencral results from

TIP theory, i.e.,

dp

ar = 0 (4-67),
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where P = d;S/dt is the entropy production per unit time. Eq.(4-67) indicates that if a
system is at a stationary state (according to TIP, a thermodynamic equilibrium state is
considered as a special case of a stationary state), the time variation of the entropy
production (dP/dt) is equal to zero. At this state, entropy production per unit time is a
minimum. In particular, when a stationary state is the thermodynamic equilibrium state,
diS/dt = 0. It certainly satisfies Eq.(4-67). When the system is away from stationary state,
the time variation of the entropy production, dP/dt, is smaller than zero, which means the
system is in an irreversible process in which the entropy production decreases with time.
The two conclusions mentioned above can be expressed as

d_[QL(li&] - d_[digiz_] 4-68).
dil dt Itp Adt dt TPZO ( )

The sign 2 is used because diG;Q/dt has a negative value for irreversible processes.

diG}{/dt and A in this equation represent the FEDR in the whole reaction region and the area

of the region respectively. This equation is significant because it indicates that when the
solid state reactions in a diffusion couple advance toward thermodynamic equilibrium, the
FEDR for each R region increases (i.e., —diG;z/dt decreases) with time. However, both

Eq. (4-67) and Eq.(4-68) do not specify how the entropy production per unit time
decreases and the free energy degradation rate increases with time. In the following
section, it will be shown that in an R region and at a given diffusion flux (AJ), there are

always some reactions (reicase and formation processes) that may result in the largest
FEDR in the region. From these results, the criteria for silicide formation are proposed.

4.3.2. Criteria for Silicide Formation

From Eq.(4-21b) the FEDR for the release process, dgj;/dt, can be expressed as the

follows:

Leic _pac) (4-69).

Inserting Eq.(4-62) to Eq.(4-69) yields,

131



*x
E+AGi

_dgi_f._ * ‘nd—
n*v exp{ 5T

= }AG; (4-70).

If in a R region, there are threc possible release rates and they have the relationship, 12
> r] > r3 at Alg, as shown in Fig.4-9, one obtains IAG; | > IAG: I > IAG;I by applying

Eq.(4-62) (n*, v, and E are the same for all reactions in a reaction region Scc.4.2.2.1).

Inserting these results into Eq.(4-70), gives

dear _ _dgie _ _dgar

dat dt dt
dgs d dg3
or el e i e B b (4-71),

which indicates that the largest release rate (r) will cause the largest FEDR.
From Eq.(4-21b) the FEDR for the formation process, dgjk/dt, can be expressed as

deir
—g-;"—- FikAGik (4-72).

Fig.4-10 shows schematically a formation rate versus release rate plot for threc phascs
of ith silicide. There are two possible cases to consider. In the first case, phase 1 in the
figure is stable while phases 2 and 3 are metastable. The relationship among the dnving
forces for the three phases to form is AGj; < AGj2 < AGj3. At a given release rate, ro, it
can be seen, from Fig.4-10, that Fj; > Fj2' > Fi3\, i.e., the formation rate of phase 1 is
larger than the conditional maximum formation rates (nucleation rates) of the other two
phases. Applying Eq.(4-72) to each process, one has the following relationship

Fi1AGi; < F2AGj2 < Fi3AG;j3

dg; dg; dgis
or L | > |2 | > |—f (4-73),

which means the growth of phase 1 will cause the largest FEDR in all the possible
processes. When the release rate decreases and passes a critical release rate rj2', Fj; = Fj2'
> Fj3'. Even in this case, Eq.(4-73) is still valid because phase 1 has the largest driving
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force. Therefore, the formation of stable phase will result in the largest FEDR throughout

the process of ith silicide formation.
In casc 2, phase 2 in Fig.4-10 is stable and AGj3 < AGj) < AGj3. According to

Fig.4-10, at rg, onc has Fj) > Fj2'> Fij3*. If Fj) is significantly larger than Fj2', the

relationship between the FEDRs for these processes is

Fi1AGi) < Fi2AGj2 < Fj3AG;j3 (4-74).

This is because the driving force for the stable phase (phase 2) is usually only a few times
larger than that for the metastable phase (see discussion in Sec.4.2.3.1 and Fig.4-8), while
Fj1 is much larger than Fj3. When the release rate decreases, at some point, Fj1AGj| =

Fi2'AGjs. After this point, the relationship expressed by Eq.(4-74) will change to
Fi2AGi2 < Fj1AG;) < Fi3AG;i3 (4-75).

In case 2, therefore, the metastable phase (k=1) will induce the largest FEDR when its
formation rate is much larger than that for stable phase. As soon as Eq.(4-75) is satisfied
duc to the decrease of release rate, stable phase formation will result in the largest FEDR.
Similarly, the case when phase 3 in Fig.4-10 is stable while the other two are metastable
phases can be explained as above.

If ith silicide has the largest release rate in a R region and k phase growth of this
silicide induces the largest FEDR in all possible formation processes, the total FEDR due to
the formation of k phase of ith silicide in the R region is also the largest one compared to all

other reactions, i.e.,

dej, dg,  dgd dgh
I-d_l_ I >{]| a1 | I l... I—a-l— l-..} j=1,2,3...andj=i (4-76).

Thus far, the largest FEDR for the diffusion process has not been examined.
Although competitive diffusion processes do exist in bulk and thin film diffusion, the
competition in a R region is neglegible for three reasons. Firstly, the concentration gradient
in the region is much larger than that in other diffusion regions. Secondly, the interface
structure is more open than those of other solid phases. Thirdly, the diffusion distance is
rather short, only a few atom layers thick. As a result, diffusion in this region is very fast.
It is expected that the diffusion flux in the R region, J, is determined by the diffusion flux
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Uin) from the growing phase into the R region through the growing phase. Therefore,
JmAp.R.reorPsents the largest FEDR for diffusion in R region. For the purposc of

comparing the "EDRs of all possible reactions, the FEDR due to diffusion in the R region
can be expressed by AJAuR. which is actually the same for all possible reactions. (also sec

Eqgs.(4-21), (4-21a) and (4-21b) and discussion therein).

The discussion above can be briefly summarized as follows. At a given diffusion
flux, the largest release rate for ith silicide formation will result in the largest FEDR among
all possible release processes. When this release rate occurs, the formation of phasc k will
cause the largest FEDR among all possible formation processes for the ith silicide, if Fj is
much larger than other possible phases, or if the k phase has the largest driving force when
formation rates of two or more phases are the same. Consequently, the simultancous
occurrence of the release of ith silicide "molecules” and the growth of phase k will result in
the largest FEDR in the R region. It is also worth mentioning that if the reactions in an R
region adjacent to N advance along the stepped curve of the reaction process plot for the R
region, the FEDR of the region will remain the largest at any point of the reaction path.

What, then, are the implications of the largest FEDR in terms of the silicide formation
sequence? The significance of the largest FEDR can be shown by Fig.(4-11), the frce
energy versus time plot. In this figure, the curves represent the possible paths of free
energy changes for a given system. Curve 1 indicates the path of the largest FEDR. It is
obvious that at the time instants just past the tangent points P3 and P2 respectively, the
slope of the tangent for curve 1 has a larger negative value than those for the other curves.
Since the slope of each curve corresponds to the FEDR at a certain time, the largest FEDR
means that no curve which deviates from curve 1 can have a free energy value lower than
those of curve 1. Therefore, curve 1 represents the lowest free energy states of the system
at any given time, which can be referred to as relative minimum free energy states. When a
system advances along a path of the largest FEDR, it can decrease its free energy in the
fastest way and hence keep itself at the relative minimum free energy state until it reaches
the "absolute” minimum free energy state, i.e., the equilibrium state. Since at any time
along the path, the relative minimum free energy state is the most stable one compared with
all other possible states, the largest FEDR path is compatible with the system’s final state,
i.e., the equ. »ium state. Also, itis not contradictory to the general results of TIP theory
that are expressed in Eqs.(4-67) ar® /4-68), as long as the slope of the curve, or the
FEDR, continuously increases and gy u((>s zero when the system reaches the equilibrium
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state. Therefore, it is reasonable to consider the largest FEDR path to be the most favorable

path for irreversible processes.
From the results, a criterion for solid state reactions in metal-Si diffusion couples is

proposed: During silicide reaction in a reaction region of a metal-Si diffusion couple, there
are always a number of possible reactions competing with one another. The reactions
which can result in the largest FEDR will actually occur. The criterion is referred to as the
largest FEDR criterion.

When the criterion is applied to the release process, it can be translated to a simple
kinetic criterion: Among all possible release processes at any diffusion flux, the one with
the largest release rate will actually take place.

For formation processes at a given release rate of ith silicide, the phase with the
largest (-FjkAGik) will form.

4.4 Discussion

In the preceding sections, the kinetic factors and thermodynamic factors which control
the solid state reactions in transition metal-Si diffusion couples have been closely examined
by means of the TIP theory, a chemical kinetic approach (LFER) and Cahn and Hilliard's
approach to interfacial free energy. The main results are summarized in the following.

From basic principles of TIP theory (Eqgs.(4-1) to (4-8)), it has been shown
(Sec.4.1.2) that the free energy change due to silicide formation in a diffusion couple can
be determined by examining the free energy change of the R region that is between the
growing silicide and the nonmoving reactaat phase. The free energy degradation rate per
unit area of a given R region can be expressed (Eqs.(4-21), (4-21a) and (4-21b)) as a sum
of the three contributions, each corresponding to one of the three steps, i.e., moving
reactant diffusion, nonmoving reactant release and the product molecule crystallization.
Each term is a product of a thermodynamic flux and a driving force. These fluxes and
driving forces are examined individually. Analysis of experimental results using the LFER
method suggests that a linear relationship between In(rimax) and free energy changes for the
reactions is likely (Sec.4.2.2.1). Based on this analysis, an expression for rimax (Eq.(4-
38)), exponentially dependent on the free energy change for the reaction and on the
activation energy for breaking chemical bonds of nonmoving reactant, has been derived. A
microscopic mechanism is assumed, i.e., the process for breaking chemical bonds of N
atoms and that for forming new bonds of product molecule take place at the same time (the
assumption is actually included in assumption 2 for the kinetic model). It is shown, by
using a schematic plot (Fig.4-5), that the driving force for the release process can be
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approximately expressed by Eq.(4-42) (Sec.4.2.2.2), so that the value of the driving force
can be estimated if the defect density of nonmoving reactant surface (Eq.4-50) is available.
For a formation process, the conditional maximum formation rate, Fjk', is probably of
more practical importance. Fjy is exponentially dependent on two contributions to the
activation energy (Egs.(4-55) to (4-56)), one for nucleation and the other for rearranging
product "molecules” from the R region onto the crystalline lattice of the growing phasc.
The expression for AG'ik (Eqs.(4-57) and (4-58)), the activation energy for the ik phasc
nucleation, is basically the same as that given by classical heterogeneous nucleation theory,
except that the definitions of the driving force are different. The driving force, AGiy, for
the formation process (13q.(4-52)), is derived based on assumption 2 of the new kinetic
model and Cahn and Hilliard's expression for interfacial free energy. Its value can be
approximated from the surface tension okN of the same interface by Eq.(4-54). In
particular, it has been shown (Sec.4.3.1.) that the driving force AGi is related to the
release rate (Eq.(4-66)). With r;>0, AGji is almost a constant, while for r;=0, AG;k=0.
This is because the interface intends to remain a specific thickness that corresponds to a
mmlmum interfacial free energy at constant temperature and pressure. An expression for
AG ,the driving force for the release process, is also given by Eq.(4-61). From this

equation, AGir = AGir, when the flux is equal to or larger than J;yc, and AG: increases if

the diffusion flux decreases By qualitatively analyzing the trend of all these fluxes (J, r
and F) and forces (Ap.R., AG i and AGijk) changing with time, it is known that the FEDR

of the R region will increase with the time (see Eq.(4-68). This analysis is not based on
mathematical derivation, but is only from qualitative analysis as discussed in Sec.4.3.1.
This result shows that the expressions for FEDR in the R region are in agreement with the
general results from TIP theory (Eq.(4-67)). From this point of view, it is further shown
that in an R region, there always exists a reaction that will result in the largest FEDR in this
region (Sec.4.3.2). Moreover, it is shown, by a schematic free energy versus time plot
(strict mathematical derivation would be ideal, but is not available at this time and is beyond
the scope of this study), at any instant of time, that the largest FEDR leads the system to a
relative minimum free energy state that is most stable compared with any other energy state
at the instant. Therefore, a criterion for silicide reaction is proposed.

In the following paragraphs, the results from this chapter and Chap.3, will be applied
to discuss some practical problems.

According to the release process proposed in the last section, the stepped curveinan r
vs. J plot indicates the path of release processes in a reaction region. Since it represents the

136



largest release rate at any given diffusion flux, the curve can be used to predict silicide
formation sequence in this region. It can be predicted, theoretically, that any silicide in the
cquilibrium phase diagram of a metal-Si diffusion couple can form first if the release rate
for this reaction is on the stepped curve of the r vs. J plot, and if the initial diffusion flux is
between Ji ¢ and Juc, the lower and upper critical fluxes respectively for this silicide. On
the other hand, if none of the release rates for a silicide to form are on the stepped curve,
the silicide is unlikely to form through direct metal-Si reaction. Furthermore, it is also
possible to predict when and which new silicide will form in a diffusion couple, providing
r vs. J plots for this couple are available. The diffusion flux continuously decreases as the
first silicide grows. Whencver the diffusion flux reaches a critical value, Jyc, a new
reaction with its own relcase rate related to this Jyc is initiated and a new silicide starts to
grow. The predictions of the initial silicides and multiple phase growth sequences in fifteen
metal-Si systems will be discussed in Chap.5.

At present, quantitative calculations of r versus J plots cannot be achieved because of
the unknown factors, E and a, in Eq.(4-38). Since these two factors are also important in
studying the microscopic mechanism of the release process, it is worth determining these
factors by means of the LFER method. As discussed in Sec.4.2.2.1, this can be done by
obtaining experimental data of the maximum release rates of a multiple phase growth
process in a metal-Si diffusion couple of interest and by fitting these data to a linear
equation between In(rjmax) and AG;; or AG{; using a least squares method. In order to

obtain good fit, the experiments should be carried out under carefully controlled conditions
since a number of other factors can affect the maximum release rates, such as impurities,
surface preparation, annealing environment and substrate orientation. Once E and a are
determined, they can be used to estimate the In(rjmax) values for those silicides whose
release rates are not on the experimentally determined stepped curve of the r vs J plot. If
the calculated results also show that the release rates of these silicides cannot appear on the
stepped curve, then all these reactions belong to the same group and have the same reaction
mechanism. Otherwise, they may not be same type of reactions. For example, in the Ni-Si
system, Ni3Si has a larger (—A.H;gs) = (-~AG©°) than NiSi, but it cannot form before NiSi.

In Sec.4.2.2.2, it has been shown that when concentration effect is taken into account, the
AG; for Ni3Siz could be smaller than that for NiSi. This is one way to explain the
phenomenon, i.c., the empirical LFER equation for Ni-Si system may fit AG;; better than
AG;’r There is another possible explanation. If the constant a in Eq.(4-38) for Ni3Sis is

smaller than that for other reactions, the Arrhenius activation energy for Ni3Si, will be
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higher, so that it cannot form before NiSi. This suggests that the chemical bond formation
process for Ni3Siz may be different from that for other silicides. From this example, it can
be seen that LFER is a useful tool for classifying reactions and investigating reaction
mechanism.

According to the criterion for formation processes in the last section, the formation of a
phase can be predicted using an F vs r plot (Fig.4-10) and the data for AG;x. At the
present time, however, the capability of the prediction is limited because very little is
known about actual F vs r plots and the driving force for the formation process, AGiy.
Therefore, the criterion and other results for formation processes from the preceding
sections can only be used to explain qualitatively, the experimental phenomena reported in
the literature at this time.

From assumption 2 of the kinetic model and the expressions for rimax and Fii, the
release process occurs at the surface of the N lattice while the formation process takes place
at the surface of the growing silicide. The energy change as a function of reaction
coordinate can be schematically shown by the solid curve in Fig.4-12. The numbers 1, 2,
and 3 indicate the energy states before and after the release process, and after the formation
process. The energy differences between state 4 and 1 and between S and 2 are the
activation energies for the release and formation processes respectively. This curve is not
valid for the silicide reactions occurring at a coherent or semicoherent interfaces, where the
release and formation processes actually take place at once. Therefore, the reaction rate (in
order to differentiate it from the terms release rate and formation rate, the term reaction rate
is used to discuss the rate of this reaction and a capital letter Y is used to indicate it) is
expressed as the following

aAGi+Ei+Acﬂk_]

= n*y Al -
Y=n'v exp[ kT

Tive (4-77).
AJ/Jiuc, n*, v and a have the same meanings as defined before, AG;= aAGj,+ AG;y is
the total free energy change of the reaction, and AG'jy is the energy barrier for nucleation
but is small now because of the low interface energy at the cokerent interface. The term E;
is a sum of two contributions, i.e., the energy barrier for breaking nonmoving reactant
bonds and the energy barrier for adjusting the bond structure of the product "molecules”
into that of the growing phase lattice. The latter may be even hi gher than that for the three
step process, because, at a coherent interface, the adjustment and hence the movement of
atoms are restricted due to the coherency requirement. In addition, it is likel y that the strain
energy is higher in this case and it will increase as the reaction preceeds, which will also
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contribute to activation energy, Ej. As a result, E; will be significantly larger than either E
for release process or Eix+AG i for the formation process in a three step reaction. This is
shown by the dashed curve in Fig.4-12. Numbers 1 and 3 indicate the energy states before
and after the reaction. The difference between 6 and 1 represents E;. Consequently, Y will
much smaller than the release rate and the formation rate in a three step reaction for the
same silicide forming at an incoherent interface. The argument above provides a good
kinetic explanation of why solid phase epitaxy usually cannot occur at relatively low
temperatures. The argument can also explain why small lattice constant misfit is only a
necessary condition for epitaxial growth but not a sufficient condition. This is because in
some crystal orientations, although the misfit is small enough, so that strain energy due to
lattice distortion is small, the activation energy for adjusting the bond structure is rather
large, which may prevent epitaxial growth from occurring,

The FEDRSs due to the formation process have been discussed in Sec.4.3.2. In case 2,
i.e., Fjj for metastable phase formation larger than F; for stable phase growth, requires
more attention. Although FjjAG;1<Fj»AG;j3 indicates that the formation of phase 1 will
lead to a larger FEDR than the formation of phase 2, it is not the largest FEDR. If the
formation process occurs according to the proposed largest FEDR criterion, theoretically,

the FEDR for this process should be

d .
—dgt& = (—;—‘;’-- Fi20AGi) + Fi2AGjz (4-78),

where rq is shown in Fig.4-10, (ro/n;)=F;; is the intersection of the vertical dashed line,
representing ro, with the formation rate curve of phase 1. It can be reasoned that Eq.(4-78)
is valid because each molecule tranc*ormed from R region into phase 2 will result in more
free energy decrease than that into phase 1. But the number of "molecules” that can be
transformed into phase 2 per unit time and unit area is limited and is only equal to Fj>. As
a result, the other "molecules” will form phase 1 at a rate of {(ro/n;) ~ Fi2'}. If phase 3 in
Fig.4-10 also has a larger negative free energy (AG;3) than phase 1 has, one more term for
phase 3 should be added to Eq.(4-78) and the first term should be modified
correspondingly. It is inferred, from Eq.(4-78), that although phase 1 formation may be
overwhelming when F; is a few orders of magnitude larger than Fjy', the simultaneous
formation of phase 2 together with phase 1 is still likely. Because of the difference in the
formation rate, phase 2 can only exist as small domains in phase 1. With a decrease in
release rate, Fj) becomes closer to Fjp', while the formation rate for phase 2 remains the
same. Consequently, more and more domains of phase 2 appear until F;; passes Fjp. If

139



the structure of phase 1 can be preserved for examination by high resolution analytical
techniques, these small domains of phase 2 should be observed. In particular, when phase
1 is amorphous, this inference may be confirmed if small crystalline particles can be
observed at temperatures far below the crystallization temperature of this material.
Experimental evidence of this inference would also verify the proposed criterion.
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Table 4-1. Relationship between silicide formation sequences and standard
enthalpy changes per mole nonmoving reactant atoms

Nonmoving -AH0°29g

System Silicide Reactantb kJ/mol¢
Mn-Si Mn3Si Si 137.1
MnSi 97.0
MnSi; 73 44.5
Co-Si CosSi Si 1154
CoSi 100.3
CoSiy 51.4
Ni-Si NisSi Si 148.4
(Ni3Sip)d 111.8
NiSi 85.7
NiSip 43.6
Pt-Si PtaSi Si 213.2
PiSi 168.0
Mo-Si MoSiy Mo 108.7
MosSi3 56.0
Mo3Si 33.4

2 The formation sequences listed in the table are observed in multiple phase sequential
growth experiment. MnSij 73 and Mo3Si formation are not observed in each respective
experiment due to metal source limitations.

b See discussion about nonmoving reactants in Chap.5.

¢ Data for Al-g’98 are from Ref.[218]. The data listed in the table is obtained by dividing

Al—lg98 for a given silicide by the number of nonmoving reactant atoms per formula unit

of the silicide.

d It has been found that the formation of Ni3Si2 does not occur before NiSi formation,
which is an exception of the relationship shown in this table. See the discussion in
Secs.4.2.2.2 and 4.4 for the explanation.
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Fig.4-1 A schematic transition metal-Si diffusion couple divided into three regions, i.c.,
MS region, reaction region and Si region. Not to scale.
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Fig.4-2 Schematic metal-Si diffusion same as above, but Si region is divided into n slabs

for explaining the meaning of FEDR in a reaction region. Each slab has the same thickness
as reaction region.
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(a)

(b)

Fig.4-3 Schematic chcmical bond breaking and forming process in a reaction region.
Closed circles and open circles represent Si and metal atoms, respectively. (a) Metal atom A
just armives at Si surface and interacts with surroundir Si atoms. (b) Si-Si bond breaking
and A-Si bond forming occur at the same time.
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Reaction Coordinate

Fig.4-4 Schematic energy vs. reaction coordinate plot showing that the energy required [or

breaking Si bonds is partially compensated by the energy released duc to new bond
formation.

Fig.4-5 Schematic free energy vs composition plot. Points A, B, C, D, E£ and F represent
frec energy values Ga, G, G, Gp, GEg and Gr, respectively.

144



\o——c\

-

\\u.// e N - e
T T

~, A\‘\, \ 7 - \ /// \ ///‘ A\\" - -"//
AR A A

N

Fig.4-6 Schematic bonding structure of (100) Si surface. Each incline.! line represents one
bond while each vertical linc indicates two bonds. All surface atoms have two unsatisfied

bonds but atoms B and C have only one unsatisfied bond.
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Fig.4-7 A schematic distnibution of frec energy over the reaction region. Gy, Gyz, Gy and
Gp are the frec energies of nonmoving reactant phase, N surface. reaction region and
growing stlicide, respectively. With the advance of reactions, the free encrgy distribution

curve moves to the nght of the figure together with the reaction region.
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Composition

Fig.4-8 Schematic free energy vs composition plot. Gjj and Gj2 indicate the [ree energies
of stable phase and metastable phase of ith silicide respectively. Gy represents the [ree
energy of ith silicide molecule at the reaction region (reactive interface). AG;j and AG,» are
the driving forces for phases ! and 2 to form respectively. The stable phase has a larger

driving force.
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Fig.4-10 Schematie F vs r plot. Firrepresents conditional maximum formation rate for
phase k of 1th sihicide. r' indicates the critical release rate corresponding to the Fy'
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Fig.4-11 Schematic {rec cnergy vs time plot. Curve 1 represents the reaction path with the
largest FEDR. Points 2 and 3 are tangent points where curves 2 and 3 start to deviate (rom

curve 1 respectively.

Rcaction Coordinate

Fig.4-12 Schematic plot showing activation encrgies for interfacial reactions taking place at
coherenl and incoherent interfaces respectively. Numbers 1, 2 and 3 indicate the energies
corresponding to the states before and after N release, and after formation, respectively, for
a three step process at a incoherent interface. The free energy differences between state 4
and 1 and between 5 and 2 are the activation encrgices for relcase and formation processes
respeclively. The energy difference between state 6 and 1 is the activauon energy for the

reaction occur~ng at a coherent interface.
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Chapter § Semiquantitative Reaction Process Plots for Silicide
Formation and Prediction of Silicide Formation Sequence

In Chap.3, a reaction process plot (RPP), combining a release rate versus diffusion
flux plot (r vs. A plot) with a formation rate versus release rate plot (F vs. r plot) has been
developed to demonstrate the relationship between AJ, 1 and Fjx during solid state
reactions inan  cgion in a metal-Si diffusion cour. From these plots (RPP, r vs AJ,
and F vs. r plots), it can be seen that silicide formation in a diffusion couple is a complex
process. There always exist various competitions, such as those among possible release
processes and those among possible nucleation and growth processes. From both a
technological and theoretical point of view, it is desirable to be able to predict the results of
the competitions, i.e., to predict the silicide formation sequences under given experimental
conditions. According to the criteria of silicide formation proposed in Chap.4, of all
possible release rates at a given diffusion flux, the largest release rate, indicated by the
release rate on the stepped curve on the RPP (and the r vs. AJ plot) for the reaction region
of interest, will actually take place. Since the silicide "molecules" are formed during the
release process, what type of silicide cr-ipounds will form in the R region is determined by
the release process. Therefore, the stepped curve on the RPP or the r vs. AJ plot for the R
region can be used to predict what type of silicide compound will form under given
experimental conditions. In addition, according to the same criteria in Chap.4, of all
possible formation rates (Fji) at a given release rate, the one which has the largest (-
FikAGsy), i.e., which can result in the largest FEDR, will actually occur. Since the silicide
"molecules” that are produced by the release process are rearranged into on. of the possible
phases of this silicide during the formation process, the form (i.e., stable or metastable
phase) this silicide will take is determined by the formation process. Therefore, a
knowledge of the RPP or F vs. r plot for the system under consiceration and ¢f the AGjx
values for all possible phases of this silicide is sufficient to predict what form of the silicide
will grow,

From Eqgs.(3-45) to (3-49) in Secs.3.3.4 and 3.3.5, anr vs Al plotand an Fvs. r plot
for a given metal-Si system can be constructed if the maximum release rates (Ijmax) and the
conditional maximum formation rates (Fix') are known, respectively. As discussed in
Sec.4.2.3, Fjx' depends on a number of factors, such as Ejx, AGik, and Ac (Egs.(4-55) to
(4-58)), which vary from phase to phase, so that caiculation and comparison of Fik values
for various phases of a given silicide are not available without the appropriate data. At the
present time, since very little is known about these factors, quantitative or semiquantitative
calculations of F vs. r plots are not viable, so that the plots are mainly used to qualitatively
explain the experimental phenomena of metastable phase formation.
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From Eq.(4-38), fimax also depends on a number of factors, i.c., E, a, n*, v and
AGj;. Quantitative calculations of rjmax cannot be done either because there is not cnough
information about E and « available at the present time. According to the derivation of
Eq.(4-38), however, the factors, E, a, n* and v, are the same for reactions in the same
reaction region of a diffusion couple, which implies that ripay is exponentially dependent
on AG;j;. As aresult, relative values of maximum release rates for these reactions can be
calculated. In this chapter, a method for calculating relative maximum release rates (RMR
rates) and constructing semiquantitative reaction process plots (SRPPs) from thc RMR
rates has been proposed. Calculations of RMR rates have been Jone for 15 metal-Si
systems and a few typical SRPps have been drawn from the resulting data. The results and
the discussion demonstrate that RMR rate calculations and SRPps can be used to
successfully predict and explain silicide reaction phenomena in the 15 systems.

S.1 Relative Maximum Release Rate and Semiquantitative Reaction Process
Plots

The following procedure is used to calculate RMR ratcs: As a rcasonable
approximation, AGf, values are replaced by AHi°298 values, i.e., standard enthalpies of

formation per mole N atoms (or per mole formula unit), which are available for most
silicides. An arbitrary value, 1 at/cmZs, is then assigned to the maximum release rate of the
silicide (for convenience this release rate is labeled as rymax) which has the sm~" st
negative value of AHio298 (AG;’r). Finally, all other maximum release rates arc calculated

relative to rimax according to the following equation (obtained from Eq.(4-38)):

Timax AGijr - AG;
Timax - eXP{~ RT } (5']),

where AGjr and AGj, in Eq.(5-1) can be replaced directly by AH‘i’298 and AH? 208"

respectively, if the concentration effect (or the defect concentration effect) is neglected.
When the concentration effect is taken into account, the terms, AG;j, and AGyy, can be
calculated by using Eq.(4-50) and replacing Aq‘; in Eq.(4-50) with AH;’ZQS. It should be

mentioned that in Eq.(5-1), the constant o in Eq.(4-38) is assumed to be unity, which will
not affect the order of the calculated RMR rates, i.e., if ramax > F'imax. a different « vaiue
cannot change it 10 rymax < r2max. Since the following discussion is focused on the
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prediction of silicide formation based on the order of the calculated RMR rate, the
discussion is valid even if other a values are used.

The RMR rates calculated by the procedure described above can be used to construct a
semiquantitative plot (SRPP). First, a group of straight lines are drawn on a log scale plot
with the slope of cach line cqual to the composition (i.e., ni/m;) of a particular silicide in the
metal-Si system. A group of horizor:tal lines are then drawn with each corresponding to the
RMR rate value of asilicide. Each horizontal line is drawn starting from the right side of
the plot until it connects with the inclined line which represents the same silicide. These
two connected lines make up an r vs J curve. Finally, a stepped curve can be drawn along
the outside border of these r vs J curves. It represents tc largest release rate at any
diffusion flux. The plot is completed by labeling RMR rates and the critical diffusion
fluxes, i.e., Jiuc's and Jjc's.

The RMR rates for 15 metal-Si systems have been calculated and the results have been
listed in Table 5-1. Several typical SRPP are also constructed, based on the calculations,
and arc show n in Figs.5-1 to 5-4. Before discussing, in the next section, these results and
plots, and examining how well these results agree with those from experiments reported in
the literature, several important points related to the data listed in Table 1 have to be
addressed.

1) There still are many other metal-Si systems which form silicides. Since, in these
systems, either the standard heats of formation or the major diffusers are not available at
this time, no calculations have been done for them.

2) In Table 5-1, all known silicides [3] in each system, whether or not their heats of
formalion are available, are listed according to their compositions with the silicides richest
in non-moving reactant at the top of each group.

3) The temperatures used in the calculations are selected from the experimental
temperature ranges reported in the literature [2, 3, 6]. Temperatures, other than those used
in Table 5-i, can also be used for the calculations as long as the reaction, at these
temperatures, is still a type Il reaction (see definition in Sec.3.1.1) and the non-moving
reactant remaiis the same as that listed in Table 5-1. Calculations using different
temperatures may res.sit in different RMR rates. In some cases, this will change the
relationship for the maximum release rates in a given metal-Si system, i.e., if the maximum
relcase rate of one sii‘cide 1€ larger than that of another silicide in the same system, then a
large temperature change may reverse this order. The discussion related to whether a
silicide can form through direct metal-Si reaction (alsc see the following paragraphs) in the
next section, therefore, will be applicable only for the temperature ranges in which the
relationships of RMR rates are the same as those listed in Table 5-1.

151



4) In Table 5-1, non-moving reactants in the 15 systems have been listed, based on
both reported marker experiments in the literature [9] and the fact that, in most silicide
reactions, metal atems are major diffusers in near noble metal-Si diffusion couples whercas
silicon atoms are the major diffusers in refiactory metal-Si diffusion couples. On the other
hand, d'Heurle and Gas [5, 183] have pointed out that the majority atoms are the most
mobile in most disilicides (with the exception of NiSi and CoSiz) and in the following
silicides: V38i, CozSi, NizSi, PtzSi, RuzSi3, Os3Si3, and RhySis. This phenomenon is
referred to as the "ordered CuzAu effect”. Thus, there may be more than one non-moving,
reactant for different reactions in a diffusion couple. Nevertheless, calculations for all
reactions in onz diffusion couple using ihe non-moving reactant given in Table 5-1 are still
significant for the following reasons:

First of all, according to the kinetic model, if more than one silicide grows
simultaneously in a diffusion couple, there will exist the same number of R regions (i.c.,
reactive interfaces), one for each silicide. Reactants in a given R region will not be the
same as those in other regions. For example, when two silicides, Ni»Si and NiSi, arc
growing at the same time in a Ni-Si diffusinn couple, the moving rcactant and the non-
moving reactant in the Ni>Si/NiSi reaction region arc Ni and NiSi respectively, while in the
NiSi/Si reaction region they are Ni and Si respectively. Thus there are different reaction
process plots for the two regions. The plot for Ni2Si/NiSi reaction region is that of rNiSi
vs JNi, while the other plot is drawn with rSi vs JNi (the superscript for release rate
indicates the non-moving reactant while that for diffusion flux indicates thc moving
reactant). In the calculations, only the reactions occurring in the reaction region adjacent to
an elemental non-moving reactant are considered because these results are uvscful in
explaining the controversial problem of "first phase formation" and in predicting multiple
phase growth sequences. Calculations for other reaction process plots can be donc by
following the same method and by replacing the non-moving reactant used in this table with
an appropriate non-moving reactant.

Secondly, the formation of most silicides (except the first phase) in thin film diffusion
couples, reported in the litcrature, is not through direct metal-Si reactions which can be
described by Eq.(3-1):

miM + n;S1 — MSiq (3-1).
Instead, after the first phase is formed and one rcactant is completely consumed, any new

silicide must form either through the decomposition of the previously formed silicide or
through reaction between the previously formed silicide and the other rcactant. The
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calculations in Table 5-1, assuming that the non-moving reactants listed remain immobile
compared with the other reactant, will show whether a silicide can form through direct
metal-Si reaction and under what conditions this kind of reaction can occur. This

information is valuable in both theoretical research and technical applications.

5) The v its for E and AG in Eqs.(4-38) and (4-50) are eV per N atoms (or formula
unit, depending on whether N is an element or a compound). These units are converted to
Joules per mole N atoms (or formula units). The standard heats of formation in Table 5-1
are calculated, from the original data [218], by dividing the given AH;’298 (per mole

formula unit of ith silicide) by nj, the number of N atoms per formula unit of the
corresponding silicide. It should be mentioned that, for some metal-Si systems, the
thermodynamic data provided by Samsonov and Vinitskii {218] are significantly different
from those giver by other sources [3]. In some cases, e.g., Pt-Si anid Pd-Si systems, the
data used here have larger negative values (more than twice those provided by Nicolet and
Lau [3] ). Since the data from both sources are of the same order, e.g., Pt2Si has a larger
negative value of AH;98 tkan PtSi in both cases, the RIvR rates calculated from the two

sets of data have a similar relationship. This difference in thermodynamic data will not
affect the following discussion. In other cases, such as the Ti-Si system, however, AH‘Z’98

for TiSi has a larger negative value than that for TiSi2 in one data set [218], while the
reverse occurs for the other set of data [3]. Such differences in the thermodynamic data
will result in different conclusions about whether TiSi2 can be formed through direct Ti-Si
reaction and whether it can be the first phase to form. In these cases, the correct conclusion

can only be drawn from careful experiments.
6) Columns r* and r in Table 5-1 list the values of RMR rates calculated with and

without taking into account the defect concentration (which is related to the concentration of
product "molecules” on the surface of N lattice and is incorporated into in the concentration
quotient term in Egs.(4-49) and (4-50). See Sec.4.2.2.2.), respectively. To calculate .*,
a surface defect concentration -:45— = 10-6 is assumed and inserted into Eqs.(4-49), (4-50)

and (5-1). It should be noted that the actual value of r* for each silicide is larger than that
of the corresponding r, but, in some cases, r* appears to be smaller than the corresponding
rin Table 5-1. This is because the rand r* values are calculated relative to the smallest r
and r* in the group, respectively, and a reference value of 1 at/cm?s is arbitrarily assigned
to both the smallest r and r*.
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7) It has been mentioned that the stepped curve in a reaction process plot represents the
largest maximum release rates available at any given diffusion flux. 1t is also known that if
several release rates may occur, the one which will actually occur is the largest onc.
Therefore, if, in a SRPP, none of the release rates for a silicide to form are on the stepped
curve, e.g., those of MnsSi3 in Fig.5-1, the silicide is unlikely to form through dircct
metal-Si reaction. It should be pointed out that in the SRPPs (ec.g., Figs.5-1 to 5-4) no nF
vs mF lines, like those shown in Fig.3-19, are drawn becausc values for conditional
maximum release rates, Fjk', are not available at this time.

As mentioned at the beginning of this chapter, which silicide forms is determined by
step 2, and which form this silicide takes is determined by step 3. Therefore, the following
discussion using Table 5-1 and SRPPwill be limited to which silicide can form through
direct metal-Si reaction.

5.2 Results and Predictions

A reaction process plot, drawn from the data of column r in Table 5-1, for the Mn-Si
system is shown in Fig.5-1. Obviously, the release rates of Si for MnsSi3 are always
below those on the stepped curve in this plot, which means that Mn5sSi3 cannot form
through direct Mn-Si reaction. From this figure it can be predicted that if the starting
diffusion flux, Jo, for Mn-Si reaction satisfies Jo > JMmn3si L.C, the first phase to form is
Mn3Si. With decreasing diffusion flux, the next phase to form is MnSi as soon as J passc:
the critical value of JMmnsi uc. If the initial flux, Jo, is between JMpsi Lc and IMusi U,
the first phase to form is MnSi. The former prediction agrees with previous experimental
results [53] and the latter prediction agrees with that of Eizenberg and Tu [41]. According
to the Walser-Bené rule [10], MnsSi3 should be the first phase to form in the Mn-Si
system. However, no experimental support for their prediction has been found.

In Fig.5-2, a SRPP for the Co-Si system is drawn using the data from column r in
Table 5-1. This plot is very simple. All three silicides can be formed by direct Co-Si
reaction and, hence, any one of them can be initial silicide as long as the diffusion flux
reaches a proper value. In addition, when Co2Si forms initially in a bulk diffusion couple
or a couple with a thick metal film on a Si substrate, the next phase to form is CoSi which
is followed by CoSiz. These silicides then grow simultaneously. Experimental results
reported in the literature strongly support this prediction. Co3Si [1-4, 6, 11, 43, 85, 86],
CoSi [4, 78, 87, 88] and CoSi, [91-94] have all been reported to be initial silicides,
rv ‘pectively. Simultaneous growth of CosSi and CoSi (with CoSi forming shortly after
Co2Si) has also been observed [47, 52].
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Fig.5-3a and 5-3b illustrate SRPPs for the Ni-Si system with Fig.5-3a drawn using
data from r and Fig.5-3b from r* in Table 5-1, respectively. It is very interesting to note
that, in Fig.5-3a, only the release rates for Ni3Si do not show up on the stepped curve.
This indicates that all other nickel silicides can be formed by direct Ni-Si reactions.
However, when the defect concentration (which is related to the concentration of product
"molecules” at the surface of N lattice and is incorporated into the concentration quotient
term in Eq.(4-50). in Sec.4.2.2.2) is taken into account, according to Fig.5-3b, other
silicides, such as NisSi and Ni3Si2, are unable to form through direct Ni-Si reactions.
This result is meaningful because it indicates the significance of defects, which exist on
crystal surfaces and are introduced by surface preparation, on reaction kinetics. It has been
reported, by many researchers [6, 11, 37, 55-57, 95-97], that Ni2Si is the first silicide to
form. Recent studies also provide experimental evidence for NiSi [98-100] and NiSip
[101, 102] forming initially when a diffusion barrier is introduced in the diffusion couples.
In some cases, it has also been found that when the diffusion flux is dramatically decreased
due to impurity effects in the Ni film, shortly after NiSi formation, NiSi starts to form
and these two phases grow simultaneously [49). In addition, multiple phase sequential
growth of Ni2Si, NiSi and NiSiz has been observed in lateral diffusion couples [55-57)
and in bulk diffusion couples [42). Thus far, no evidence for Ni3Sis and NisSi2 formation
through direct Ni-Si reaction has been found either in thin film diffusion couples or in
lateral diff- - ion couples.

According to the data for the Pd-Si system in Table 5-1, the SRPP for the Pd-Si
reaction region should be quite similar to that for Co-Si (Fig.5-2), which means that all
three silicides can form through direct Pd-Si reactions if suitable diffusion fluxes are
available. All experimental resuiis, up to date, show that Pd,Si is the first phase to form
[t-6, 67, 111-113].

SRPP for the Pt-Si system, if drawn from data of r and r* respectively, will look
similar to those of the Ni-Si system (Fig.5-3a and 5-3b). Again, the important effect of
surface defect concentration on the reaction Kinetics can be seen. The r data in Table 5-1
indicate that Pt3Si and PtSi5 cannot form through direct Pt-Si reaction, but the RMR rate
of Pt7Si3 is the same as that for Pt2Si. After accounting for surface defects (the data listed
in column r* of Table 5-1), the RMR rate of Pt7Si3 becomes much smaller than that for
P13Si, so that in this system only Pt;Si and PtSi can grow through direct Pt-Si reaction.
Experimental results strongly support the results from r*. Thus far, initial Pt,Si formation
has been frequently repo: ied [1-6, 33-35, 44, 45, 50, 112]. Under certain conditions, i.e.,
a Pt-Cr or a Pt-W alloy film on a Si substrate, initial PtSi formation is also reported [121,
122]. In other cases (such as oxygen doped Pt films on Si) [44, 45, 50, 51], Pt,Si forms
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first followed by PtSi formation and then simultaneous growth of both phases. However,
there is no evidence for PtgSis, Pt7Si3 and other platinum silicides forming through direct
Pt-Si reactions.

It is noteworthy that the five systems discussed above have an important common
thread, i.e., they have Si as the non-moving reactant. Therefore, comparison of calculated
and experimental results from different systems may provide additional support for the
kinetic model and more clues concerning the potential applications of reaction process
plots. From Table 5-1, it is apparent that the silicides, Ni2Si, Co,Si, Pt3Si, and Mn3Si,
have the largest maximum release rates in each corresponding system. This result can be
used to explain why these silicides have been most often reported as the initial silicides in
their respective systems. It is well known that deposition of metal films will introduce so
many defects into the resulting films that the diffusion flux from the film to the metal-Si
interface, at the beginning of the thermal reaction, will be greatly enhanced. According to
the reaction process plots (e.g., Fig.5-1 to 5-3), large diffusion fluxes will cause silicides
with large release rates to form. Considering that many techniques used for thin film
deposition are quite standardized, it is not surprising that the films deposited by various
groups will have similar defect concentrations and, hence, produce similar diffusion fluxes.
In addition, from Table 5-1 and Figs.5-1 to 5-3, it is obvious that diffusion fluxes required
for a particular silicide to form can vary by a few orders of magnitude so that even if the
diffusion fluxes differ from group to group by 1 or 2 orders of magnitude, the same results
can be observed. NizSi and CozSi, etc., for example, form first, as long as the starting
diffusion flux is larger than the lower critical value for these silicides to form.

Comparison of the ratios, rCo2si max / ICoS; max» TNi2Si max / NiSi max» TPt2Si max /

TPtSi max> TMn3Si max / ™MnSi max, and IPd2si max / TPdSi max, indicates that the ratio for
cobalt silicides is the smallest by about one order of magnitude. This tends to support the

observation that CoSi formation and simultaneous growth of Co2Si and CoSi are more
frequently reported in early studies than those occurring in other systems. It is easy to
understand, according to reaction process plots, that the small ratio of rco2si max / ICoSi
max implies that only a small change in starting diffusion flux (about one order of
magnitude) may result in the formation of a different first phase. In contrast, silicides,
such as NiSi and PtSi, can be observed to form initially only when diffusion barriers, e.g.,
alloy films, are used [91-94, 98-102, 121, 122], because a significant decreasc in initial
diffusion fluxes is required. The small ratio for cobalt silicides also implies that if Co2Si is
the first phase to form, it only gro- . a limited amount before the diffusion flux reaches the
critical value for CoSi formaticn. From the experimental results of Lau =t al [47], the
critical CopSi thickness for initiating CoSi growth is a few hundred nm when the sample is
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anncaled at 433°C. In contrast, the critical Ni2Si thickness for initiating NiSi formation in a
lateral diffusion couple is about 2 um after annealing at 450°C for 12 hours [56, 57] and
about 20 um after annealing at 600°C for 10 hours [55]. In particular, in order to observe
simultaneous growth of Pt2Si and P1Si, and simultaneous growth of Ni3Si and NiSi in thin
film couples, a certain amount of impurity (oxygen) has to be introduced into the metal
films to accelerate the decrease in diffusion flux, so that PtSi or NiSi formation can be
initiated before the metal films are completely consumed. The qualitative agreement of the
RMR rate data with the experimental results lends strong support for the kinetic model and
the reaction process plots.

From Fig.5-4a, the SRP plot for the Ti-Si system drawn from the data of column r in
Table 5-1, itis unlikely that TiSiz will form through direct Ti-Si reaction. As mentioned
carlier, however, ii the value of AH;’98 for TiSi from Ref.3 is used, AGfl’.iSi ~ AH.(I)-iSi298 =

-131.7 kJ/mol, and the value of RMR rate is rTisj max = 11.2 at/cm2s, which is slightly
lower than that of TiSi3. Fig.5-4b shows a SRPP of Ti-Si system with the rrisi max
replaced by the new value. This plot indicates that TiSi> may also grow through direct Ti-
Si reaction. Although many experimental results reported in the literature [3, 70-73]
indicate that TiSi forms initially, there are a few investi gations in which TiSis is found to be
the first crystalline silicide [67-69]. Itis possible that TiSiz has a little larger negative value
of AH(2)98 than TiSi, although further experimental measurement is needed for clarification.

In early studies, it has also been found that TisSiz could form first [3]. As discussed in
Sec.2.3, SSA (solid state amoiphization) in the Ti-Si system has been investigated by a
number of groups [124-131, 133, 134). Itis reported that an amorphous layer, up to a few
nm in thickness, can grow by a diffusion controlled process, during low temperature
annealing (s 450°C) of a thin Ti film and single crystal Si couple [124, 126, 127]. When
annealed at about 500°C, crystalline silicide begins to form at the interface between the
amorphous layer and Si [124, 126]. It is noteworthy that some groups [124-126] reported
that the amorphous layer had a composition approximately equal to that of the monosilicide,
1.e., TiSi, and that the first crystalline silicide was TiSi. This is quite similar to observed
reactions in bilayers of thin Ti film and amorphous Si films [128-130). Experimental
results from other researchers [127, 131, 132] indicate that the amorphous layer had a
composition of TiSiz and the first crystalline phase was the C49 disilicide, which is a
metastable form of TiSi2. A significant feature ot these results is that the amorphous layer
and the first crystalline phase to form have similar or even the same compositions. This
information implies that the controlling factor in the selection of the silicide to be formed is
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not the same as that for the phase that subsequently grows. This is a strong support for the
new model, because it has been inferred (see the beginning of this chapter), from the
model, that release rate determines which silicide will form and the formation rate
determines what fc'm this silicide will take.

From Table 5-1, it is evident that the SRPP for the V-Si system, from the data of
column r and of column r* respectively, should be quite similar to those for Ni-Si. VsSi3
formation through direct V-Si reaction becomes impossible while other silicides, such as
VSiz, V28i and V3Si, can form initially. Thus far, the most frequently reported first
silicide to form in the V-Si system is VSiy [4, 6. 11, 74-77]. In the cases where Si
substrates contain oxygen, V3Si forms first [4, 77]. An amorphous V-Si phase forms
initially in a-Si/V/a-Si (where a-Si represents the amorphous silicon film) layered films
[78). The composition of the amorphous phase is unknown. The crystalline phase that
follows the amorphous phase is VSi too.

The SRPP for the Cr-Si system, according to the calculations in Table 5-1, will be
similar to that for the Co-Si system (Fig.5-2). The four phases, CrSip, CrSi, CrsSi3 and
Cr3Si, all can grow through direct Cr-Si reactions and can all form initially. The
experimental results, up till now, indicate that CrSi; forms first whether Cr films arc
deposited on crystalline Si, amorphous Si or a Pd layer which is on top of a Si substratc [6,
11, 67, 78-81].

The data for the Fe-Si system listed in Table 5-1 show that the SRPP of this system
looks similar to that for the Co-Si system. As a result, FeSiy, FeSi, FesSi3, and Fe3Si all
may form through direct Fe-Si reactions. It has been reported that FeSi forms initially
when a thin Fe film and Si diffusion couple is annealed [6, 11, 82-84].

The calculations for the Zr-Si system indicate the important role of surface defect
concentration again. From the data of column r, ZrsSi4 has the largest maximum relcase
rate of Zr so that ZrgSis, ZrSi, and ZrSiz cannot form through direct Zr-Si reactions. For a
large diffusion flux of Si, the first phase to form can only be ZrsSiq. Prediction from the
Walser and Bené rule also indicates that this phase will form initially. However, when
defect effects are taken into account, only Zr5Si3 and ZreSis cannot grow through direct Zr-
Si reactions, whereas ZrSiz and ZrSi have the largest and the second largest maximum
release rates respectively in this system. This result is in agreement with experiments in
which ZrSiz [1-4, 10, 11, 103, 104} and ZrSi [105, 106] are observed to be the initial
silicides, respectively. It is also reported that an amorphous Zr-Si phase forms when thin
Zr film -Si diffusion couples are annealed at relatively low temperatures. The composition
of the amorphous phase is unknown, but the first crystalline silicide that forms at the
amorphous/Si interface is ZrSi [105, 106].
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SRPP drawn for the Nb-Si, Mo-Si, and W-Si systems will be very similar to that for
Co-Si. NbSi2, NbsSi3, Nb3Si, NbgSi, MoSi2 MosSi3, Mo3Si, WSia, W3Sis and WsSi3,
can all form through direct metal-Si reactions. It has been found that NbSia, MoSis, and
WSi5 are the first phases formed during annealing of Nb-Si, Mo-Si, and W-Si thin film
diffusion couples, respectively [6, 10, 67, 107-109, 118-120]. When an oxygen doped
Mo/Si diffusion couple is annealed, a second silicide, MosSi3, begins growing shortly after
the first phase (MoSi2) forms, and they grow together [6]. In some other cases, e.g., in a
Mo-Si bilayer, Mo3Si or MosSi3 formation through direct Mo-Si reactions is also reported
[108,110]. These results are consistent with predictions from the SRPP.

The SRPP for the last two systems, Hf-Si and Ta-Si, will be similar t- that for Ni-Si
(Fig. 5-3), i.e., all the silicides with their RMR rates listed in Table 5-1 can form through
direct M-Si reactions (M represents Hf and Ta respectively), if the defect effect is not taken
into account. Otherwise, some of these silicides, e.g., Hf5Si3 and TasSi3, may not form
through this type of reaction. Thus far, only TaSis has been observed when thin film
diffusic* Luples consisting of c-Si/Ta, c-Si/a-Si/Ta, c-Si/Ta/a-Si (where c-Si and a-Si
indicate . ystalline and amorphous Si respectively) are annealed [6, 11, 116, 117]. HfSi is
the first phase formed during annealing of Hf-Si diffusion couples [6, 11, 114, 115].
When a deposited Hf and Si bilayer is annealed, simultaneous growth of HfSi and HfSi,
has also been observed [115]. These results agree with the predictions from the SRPP
quite well.

At this point, it should be pointed out that, for the last ten metal-Si systems discussed
above, the most frequently reported first phases, i.e. VSis, CrSiy, ZrSiz, NbSis, MoSi»,
TaSi2 and WSig, have the largest maximum release rates in their respective systems (see
Table 5-1). The other first phases, FeSi and HfSi, have the second largest maximum
release rates in their respective systems (Table 5-1). The Ti-Si system is still debatable
because of the variability in reported heats of formation for TiSi and TiSio. It 1s evident
from Table 5-1 that the maximum release rates of Pd»Si and FeSi, which are two of the
three silicides observed as first phases, with the second largest maximum release rates in
their systems, are very close to the largest maximum release rates in their own systems.

A comparison of the predictions from the calculations in Table 5-1 with the
experimental results reported in the literature has been made and the results are listed in
Table 5-2. The first column shows the observed first phases to form. Whenever more
than one first phase is reported, the most frequently observed one is indicated by bold
letters. In the second column of the table, the results of observed multiple phase growth
are given, with the initial phase listed first in each respective system (the second phase to
form is next and so on). The third column of Table 5-2 lists the predicted silicides that can

159



form throtgh direct metal-Si reactions and can appear on the stepped curves of the RPP for
each respective system. Using the information in this column, onc can predict both first
phase formation and multiple phase growth sequences. As mentioned at the beginning of
the chapter, each of the predicted silicides in the third column of Table 5-2 can form initially
in their respective systems, provided the conditions for the calculations (sec Sec.5.1) are
satisflied and the initial diffusion fluxes fall in the required ranges. Comparison of the first
column with the third column shows very good agreement between the predictions and the
experimental results in the Mn-Si, Co-Si, Ni-Si, Pt-Si, Ti-Si, V-Si and Mo-Si systems,
For most of the silicides not observed as first phases in each respective system, it can be
reasoned that the starting diffusion fluxes required for them to form initially may be too
small compared with experimental diffusion fluxes. Therefore, without introducing a
diffusion barrier to decrease the initial fluxes to the required critical valuc, it is impossible
to observe the predicted results. It has already been noted that FeSis and Pd3Si have the
largest RMR rates in their own systems, but are not observed to form initially. This can be
attributed to the fact that the original diffusion flux is smaller than the lower critical
diffusion flux, Ji ¢, for those silicides to form. From the third column of Table 5-2, it can
also be predicted that all silicides listed in the column for a given metal-Si system includc all
phases that will appear during multiple phase growth through dircct metal-Si reactions. For
example, using the SRPPs for Mn-Si and Ni-Si systems (Fig. 5-1 and 5-2), it is predicted
that, after the first silicides, Mn3Si and NixSi respectively, grow larger than their criticu!
thicknesses, the second silicides that can form should be MnSi and NiSi only. The phases,
1.e., MnsSi3 and Ni3Sis that are located, in Mn-Si and Ni-Si phase diagrams respectively,
between the first and the second silicides, should be bypassed. By comparing the second
column with the third column (Table 5-2), one can find good agreement beiween predicted
and experimental results in the Mn-Si, Co-Si, Ni-Si, Pt-Si and Mo-Si systems. For iliosc
phases not appearing in multiple phase growth situations, and for those systems in which
multiple phase growth has not been observed in thin film couples, there is a logical reason,
i.e., the required critical fluxes are so small that the corresponding critical thicknesses for
initializing these silicides are too large. As a result, the formation of these silicides cannot
be observed before one of the reactants is completely consumed.

It should be emphasized, as pointed out in the previous section, that these results arc
valid only when the conditions for these calculations are satisfied. The reactions must be
type II reactions and the moving reactant and non-moving reactants must be the same as
those indicated in Table 5-1. Otherwise, the predictions from the calculations may fail.
Thus, some phases listed in the third column of Table 5-2 may not be the first phasc to
form at all, because their maximum release rates are so small (by at least 5 order of
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magnitudes) that corresponding critical fluxes for the reactions arec smaller than the
diffusion flux of the other reactant. In this case, moving reactant and non-moving reactant
arc exchanged and, of course, the previous calculations are no longer applicable.

5.3. Discussion

In the last section, it has been seen that the predictions for silicide formation from
SRPP agree with the cxperimental results from 15 metal-Si systems very well, which
provides strong support to the new kinetic model and the criteria of silicide form:ition
proposed from this study. In particular, since the calculations of RMR rates are basa on
Eq.(4-38), the reported results show favorable evidence for this equation and the
microscopic mechanism from which the equation is derived. As mentioned in Sec.4.2.2.1,
Eq.(4-38), after being rearranged, has a form very similar to an empirical LFER equation
(Eqs.(4-39) and (4-41)), which suggests that the assumpuon of the release process and the
microscopic mechanism for deriving Eq.(4-38) can be further verified by «“taining
empirical LFER equations for various metal-Si systems from experiments of muitiple p' ase
sequential growth. The resulting equation can also provide quantitative values ~f F an¢ a,
the activation energy for breaking chemical bonds of nonmoving reactant and the
proporuonality coefficient of the LFER equation (Sec.4.2.2.1).

!t has been mentioned in the preceding sections that the predictions here are for the first
silicides to form and for maltiple phase sequential growth a: the R region adiacent to an
clemental nonmoving reactant. There are basically two other types of sil.cide reactions not
discussed in this chapter. One type is those reactions, i+ a multiple phase growth situation,
which occur in the reaction regions other than that already discussed above. In this case,
the proceure for calculating RMR rates and constri: cting RSP of these R regions is almost
same as that described in Sec.5.1. The main difference is only that the mo ing and
nonmoving reactants may vary from one region to another. Therefore, the predictions of
silicide formation at a given R region can be done by obtaining and using SRFP for the
region. The other type of reaction is that in a single phase sequential growth situation
which take place after one component of a thin film couple is completely consumed by the
initial silicide. In this case, as mentioned in point 4 of Sec.5.1, any new silicide must
form either through the decomposition of the previous formed silicide or through reaction
between the previousiy formed silicide and the other component. In the Jatter situation, the
SRPP for the reaction region can still be constructed by using the same method as
described in Sec.5.1. In the former situation, the reaction actually takes place at two

reaction regions. For example, NizSi decomposes to form NiSi according to
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Nia2Si — NiSi + Ni (5-2a),
Ni + Si — NiSi (5-2b).

The reaction desci.ued by Eq.(5-2a) eccurs at NipSi/NiSi interface while that desciibed by
Eq.(5-2b) takes piace at NiSi/Si ..xerfce with Ni diffising through NiSi phase. Aguin, the
latter reaction can be examined s - ¢ .1 SRPP constructed by the same procedure as that
mentioned ahcte. But the reaction at 'i3Si/NiSi interface is different from all the reactions
iscussed above, i.e., it is not a type II reaction. It is evident that in this reaction the
moving species is a proviuc? 'Ni) instead of a reactant and it diffuses away from the reaction
region. Besides, there 1s . *.y one reactant (Ni2Si in this particular case) which is
decomposing. Therefore, the model proposed in this study is not applicable 1o this
reaction. In order to predict this type of siicide reaction, a diffc:ont kinetic madel is
required, which is beyord the scope of this study and is left for future studics.

The cases where amorphoi s phases are reported to form initially arc noi isted in Table
5-2. As mentioned 1n the previous sections, according to the model, which silizide forms
is mainly determined by release rate, whereas v. hich form the sitide takes is determined
by formation rate. The calculations in Table 5-1 are for the RMR rates, and hcace,
predictions based cn these calculations can only indicate what silicide will form and not
which phase. Whether the silicide is amorphous, or some other metastable phase, is not
determinable from these calculations. This problem may be solved by using formation rate
calculatiors if the required activation energy, driving force, and icrfacial energy change
values for k phase formation, i.c., Eik, AGijk and Ao in Egs.(4-55) % (4-57) respectively,
are available.
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Tablc 5-1. Calculations of relativ:: maximum release rates for 15 metal-Si systems

Temperature Nonmovig ~ AH° rb r*b
System  Silicide °C Reastant  kJ/mola atoms/cm2s atoms/cm2s
Mn-Si  MnSii73 380 Si 44.5 1 1
MnSi 97.0 1.60 x 16+ 5.89 x 106
MnsSi3 76.9 3.96 x 102 6.97
MnsSis
Mn3Si 137.1 260 x 107 8.17 x 109
MngSiy
MngSi
Co-Si CoSij 350 Si 51.4 1
CoSi 100.2 Lz xtot 135 x 107
Co3Si 1154 232x10° 2.19x 108
Co3Si
Ni-Si NiSis 300 Si 43.6 1 1
NiSi 85.7 6.93 x 103 7.38 x 106
Ni3Sia 111.8  1.67 x 106 1.04 x 106
Ni»Si 148.4  3.63 x 10° 3.42 x 1012
NisSiz 150.5 563 x 109 2.74 x 109
Ni31Sij2
Ni3Si 140.0 6. <108 563 x 101!
Pd-Si PdSi 300 Si 142.1 1 1
Pd,Si 239.5 7.64x108 6.78 x 108
PdoSigy
Pd3Si 251.6 974 x10° 830 x 10°
Pd4Si
PdgSin
PdsSi
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Table 5-1 continued

Temperature Nonmovig — AH° o b
System  Silicide °C Reactant  kJ/mol?  atoms/cm2s  atcms/em3s
Pt-Si PtSi M Si 168.0 i 1
PteSis 167.2 .84 6.82 x 100
Pt;Si 213.2 131 x 104 116 x 104
Pt7Si3 213.2 1.31 x 104 0.51
Pt12Sis
PtsSip
Pt3Si 211.5 922 x 108 786 x 103
PySi
Ti-Si TizSi 500 Ti
TisSi3 116.2 1 I
Ti5Sig
TiSi 163.9¢ 1.67 x 1¥ 137 x 108
TiSip 135.0 8.7 1.37 x 100
V-Si V3Si 620 \Y 38.9 1 1
VaSi 77.3 201 x 102 1.83 x 10¥
VsSi 80.3 3.00 x 102 34.6
V5Siy
VeSis
VSip 313.5 276 x 1016 235 x 1020
Cr-Si Cr3Si 400 Cr 46.0 1 1
CraSi
CrsSi3 65.2 31.1 3.59
Cr3Sia
CrSi 79.4 395 x 102  3.80 x 100
CrSip 1229 939x 105 800 x 107
Fe-Si FesSi 450 Fe 31.2 1 ]
Fe1Sis
FesSi
FesSi3 48.8 18.8 2.2
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Table 5-1 continued

Temperature Nonmovig ~ AH° rb r*b
System  Silicide C Reactant klJ/mola atoms/cm2s atoms/cmZ2s
FeSi 73.6 1.15x 103 1.11 x 107
FeSip 81.1 403 x 103 3.44 x 107
Zr-Si Zr4Si 700 Zr 54.3 1 1
Zr3Si
Zr3Si 104.5 495x102 131 x10¢
Zr5Si3 1154 190 x 103 6.44 x 102
Zr3Sip 1282 926 x 103  2.00 x 104
ZraSi3
Zrs5Sig 1633  7.09x 105 2.05x 105
Z16Sis 1428 565x 104 992 x 103
7S 1547 2.45x 105 6.85x 109
R i58.8  4.10x 105 1.01 x 1010
Nb-Si Nb4Si 650 Nb 21.9 1
Nb3Si 44,04 i7.7 52.2
NbsSi3 97.0 1.77 x 104 6.02 x 103
NbSi3 137.9  3.70 » 106 9.18 x 1010
Mo-Si  MosSi 525 Mo 334 1 1
MosSis3 56.0 30.1 3.47
MozSis
MoSis 108.7 846 x 1% 7.21 x 108
Hf-Si Hf>Si 550 Hf 94.1 1 1
Hf'5Si3 112.4 14.5 0.19
Hf3Si,
Hf4Si3
Hf 5Si4
H!Si 142.1 113 x 103 1.20x 106
HfSi» 2257  230x 108 2.17 x 101!
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Table 5-1 continued

Temperature Nonmovig ~ AH® rb r*b
System  Silicide °C Reactant  kJ/mol2  atoms/em2s  atoms/cm?2s
Ta-Si Tay 55i 650 Ta 32.0 1 1
Ta3Si 51.6 12.9 53.3
TapSi 62.7 55.1 2.06 x 108
TasSi3 66.9 95.0 453
TaSiz 119.1 863 x 10+ 3.0l x 1"
W-Si W3Si 550 W
WsSi3 38.9 1 1
W2Sis 41.8 1.53 9.76
WSip 928 266 x 108 194 x I(¥

aThe values listed in this column are the standard heat of formation per nonmoving reactant
atom. The original values of AH’ are obtained from Ref.[218] except those specificd.

b r* and r values are calculated with and withowt tzking into account the acti vity quotient in
Eq.(10), respectively.

¢ AH® value for TiSi, from Ref.[3], is 131.7 kJ/mol.

d This value is from Ref.[3].
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Table 5-2. Comparison of predictions of silicide formation

with experimental results from the literature

Observed first Obscrved Predicted from RMR rates?
silicide to form multiple phase this Model atoms/cm?2s
formaticn
Mn3Si Mn3Si Mn;3Si 8.17 x 102
MnSi MnSi MuSi 5.89 x 105
MnSii 73 1
Co32Si CozSi CosSi 2.19 x 108
CoSi CoSi CoSi 1.35 x 107
CoSi» CoSis 1
NisSi NisSi NisSi 3.42 x 1012
%i NiSi NiSi 7.38 x 106
ip NiSi» 1
d2Si N/AC Pd3Si 8.3 x 10°
Pd,Si 6.78 x 108
PdSi 1
Pt,Si PSi Pt;Si 1.16 x 104
PtSi PtSi PtS:i 1
TiSip N/A TiSip 1.37 x 106
TiSi TiSi (9.32 x 105)¢
TisSi3 TisSi3 1
VSis N/A VSip 2.35 x 1020
VaSi 1.83 x 103
V3Si V3Si 1
CrSiz N/A CrSip 8.00 x 109
CrSi 3.80 x 108
CrsSi3 3.59
Cr3Si 1
FeSi N/A FeSis 3.44 x 107
FeSi 1.11 x 107
FesSi3 2.2
Fe3Si 1
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Table 5-2 continued

Observed first Observed Predicted from RMR ratesb
silicide to form multiple phase this Model atoms/cm?s
formation .
ZrSiz N/A ZrSis 1.61 x 1010
ZrSi ZrSi 6.85 x 109
ZrsSiy 2.05 x 105
Z53Sis 2.00 x 104
ZrSi 1.31 x 10%
Zr4Si 1
NbSis N/A NbSis 9.18 x 1010
NbsSi3 6.02 x 103
NbaSi 52.2
Nbg4Si 1
MoSi; MoSiz MoSi; 7.21 x 108
MosSi3 and MozSi MosSi3 nNsSi3 3.47
MosSi 1
HfSi N/A HI'Sis 2.17 x 10!
HIfSi 1.20 x 106
Hf»Si 1
TaSip N/A TaSi, 3.01 x 109
TapSi 2.06 x 103
Ta3Si 533
Taq 5Si 1
WSi» N/A WSio 1.98 x 108
W3Sis 9.76
WsSi3 1

Che phases in bold letters are the most frequently observed as initial phascs.

The RMR rates listed here are from column r* in Table 5-1.

V/A indicates that multiple phase sequential growth through direct metal-Si reaction has

not been reported in the literature.

Chis RMR rate calculated using the data from Ref.[3], i.e., AH°=131.7 kJ/mol.
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Chapter 6 Silicide Formation Sequence Experiments

From the last chapter, it can be seen that the predictions of silicide formation from the
new kinetic model and the reaction criteria are in good agreement with experimental results
reported in the literature. The purpose of the experimental work in this study is to provide
further experimental support for the model. The experimental work can be divided into two
parts. Part one is the observation of the multiple phase growth sequence in thin Ni film-Si
diffusion couples. In this experiment, a thin Ni film is deposited on a Si substrate at room
temperature and the couple is then annealed at 300°C for various time periods. For
convenience, the samples with Ni films deposited at room temperature are called "cold
substrate samples.” Part two of the experiments is the investigation of silicide formation
sequence during direct deposition reactions in which Ni is deposited onto hea:zd Si
substrates. The samples used in these experiments are called "hot substraie samples."

The purpose of part one is quite straightfoward, i.e., to compare the experimental
observations with the predicted silicide formation sequence. The onginal experimental
design for part two is based on the following considerations. According to the kinetic
model (Chap.3) and the reaction criteria (Chap.4), any silicide in a given metal-Si system
can be the first silicide to form, as long as the release rates for forming the silicide arc on
the stepped curve of the RPP plot for this system and the initial diffusion flux is in the
required range (see Secs.4.4 and 5.2). During a direct deposition reaction, the diffusion
flux of Ni can be controlled by adjusting the Ni deposition rate, which is possible at least
for the initial stage of the reaction. From Sec.3.4.4, the critical diffusion flux for initiating
NiSi formation is about 5x1013 to 1x101* atoms/cm?2s at about 330°C. The deposition ratc
is chosen to match this value so that either Ni2Si or NiSi is expected to form initially, when
Ni is deposited onto a Si substrate held at 300°C. However, it is found, as will be seen in
this chapter, that the initial silicide is INiSiz at all deposition rates used in this experiment.
Furthermore, a literature survey [142, 154, 157, 159] shows that when the deposited Ni
layer is thinner than 3 monolayers, even .oom temperature deposition will produce NiSij as
the initial silicide, which cannot be explained by other models and theories. These results
were unexpected by the original experit.icnt design. Tharefore, further investigation on the
silicide formation sequence during deposition reactions at elevated temperatures was carried
oui and it is found that the sequence is NiSiz, Ni2Si and NiSi. Besides, it is also found
that if the latent heat release, due *~ the condensation of metal atoms from the vapor phasc
onto the Si surface, is taken into account, this phenomenon, i.e., NiSiz forming initially,
can be explained very well by the new kinetic model, providing additional support for the
model. These results and subsequent discussion will be given in the following sections.
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6.1 Experimental Procedure

6.1.1. Deposition of Nickel Films

Nickel was deposited onto Si wafers by electron beam (e-beam) evaporation. <100>
oriented, single crystal silicon wafers (n-type with a doping level between 5 x 1012 and 1 x
1013 ¢cm-3), obtained from the Alherta Microelectronic Center, and high purity nickel
(99.9%), obtained from Cerac Ltd., were used to prer e the samples. Before loading into
the deposition chamber, the Si wafers were dipped iu a 10:1 buffered HF solution for 1
minute t~ removc the oxide, rin.ed in deionized water and dried with high purity nitrogen.

For Ni deposition on cold substrates, the chamber was pumped down to a base
pressure better than 2x10-7 torr. The deposition rate of Ni was controlled to between 2 and
3 nm/s. The pressure during deposition was kept at about 1x10-6 torr. The nominal
thickness of deposited Ni films was 100 nm.

For preparing hot substrate samples, after the base pressure had reached 3 to 4x10-7
torr, the heating lamy- .a the chamber were turned on until the substrates reached the
desired temperature. . ii:ermocouple was attached to a separate Si wafer located near the
sample wafers to monitor the substrate temperature. Two temperatures, 300°C and 250°C,
were used. The deposition rat:s, ranging from about 0.1 nm/s to about 6 nm/s, were
controlled by adjusting the electron gun current. The charaber pressure during depasiticn
was between 1 and 2 x 106 torr. Four deposited nominal Ni film thicknesses, i.e.,

annrovizaately 3, 5, 10 and 30 nm, were chosen.

¢ .in avealing Procedure

ror part one of the experiments, the cold substrate samples (i.e., Si wafer with Ni
films) were cleaved, using a diamond knife, into 1cm x lcm pieces and loaded individally
into a BioRad RC2400 Alloying Furnace. Annealing was done in flowing nitrogen
(purified nitrogen, 99.97%) at 300°C for S, 10, 20, 40, and 120 min. The samples can be
heated to 300°C in 55 seconds and cooled from 300°C to 200°C in two and one-half min.
and from 300°C to 100° in eight and one-half min.

6.1.3. X-Ray Diffraction Experiments

Prior to transmission electron microscopy (TEM) analysis, all specimens were
characterized by x-ray diffraction with Cu-Kq radiation. The x-ray diffractometer is
comprised of a Rigaku-Denki D-F3 generator, a Philips PW1380 goniometer, a Philips
PW1965/20/30 proportional counter, a PMR0G0/06/07 chart recorder and a
PW/1370/00/01/60/61 circuit panel. The obtained x-ray spectra were identified by
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calculating the interplanar spacings according to Bragg's law and comparing with data from
the JCPDS Powder Diffraction Files [219].

6.1.4. Transmission Electron Microscopy (TEM)

6.1.4.1. Specimen Preparation and Fquipment

Both plan view and cross-section TEM specimens were used. A standard procedure
[9, 220] for specimen preparation, including gluing (cross-section specimens only),
grinding, disc-cutting, dimpling 2:d sputtering, was followed. The procedure is
described in Appendix 2 of Ref.[9] i.: +-.ail. A Gatan ultrasonic disc cutter (Model 501), a
Gatan dimple grinder (Model 656}, a::d an ion mill (a Gatan Duo Mill 600CTMP) werc
used for the disc cutting, dimpling, and sputtering processes respectively during specimen
preparation.

Plan view and cross-section specimens were examined by TEM. The TEMs used in
this experiment were a Hitachi H-7000, with an accelerating voltage of 125 kV and a
JEOL-2010 TEM equipped with a Noran, ultra thin window, Ge x-ray dztector, operated
with an accelerating voltage of 200 kV.

The techniques applied to examine the specimens included bright ficld imaging,
selecied area diffraction (SAD), convergent beam electron diffraction (CBED), and energy
dispersive x-ray spectroscopy (EDX).

6.1.4.2. Thickness Measurement Using TEM Micrographs

Brighi field images were used to examine the structure of silicide layers formed during
the annealing process and to measure the thickness of these layers. The following method
was adopted to measure the thickness. For each cross-section specimen, micrographs from
three different areas were taken. Layer thicknesses were measured directly on the negatives
with a ruler. The initial measuring point was selected randomly and every successive
measuring point was chosen at a distance of 100 nm from the last point. Each negative was
measured twice with differert initial points so that about 30 readings were obtained fron.

each negative and 90 readings from each specimen. Average layer thicknesses, X , and
standard deviations (o4) were evaluated from these readings (x;) using the following

formulas:

n
2 X
i=1]

n

(6'1)':

X=
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1

z (X - xj)°
I{,—: =1 (6-2);
n-1

where n is the number of readings from onc specimen.

6.1.4.3. Phase lIdentification
Since the grain sizes of all the silicides investigated were smaller than 1 pm and most

of the silicide layers were thinner than 100 nm, several techniques, such as sclected arca
diffraction (SAD), convergent beam electron diffraction (CBED), and cnergy dispersive x-
ray spectroscopy (EDX), were used to identify the phascs. Diffract v1.5b software,
purchased from Virtual Labortories, was used for simulating the diftraction (SAD and
CBED) patterns.

A. Convergent Beam Electron Diffraction

CBED patterns were obtained from the H-7000 TEM and the smallest incident beam
size obtained was 300nm in the H-7000 TEM. An intemal standard calibration method was
adopted to minimize the systematic error. Since the crystal structure of Si is well known
and large thin areas of Si were always available in cross-scction samples, it was very
convenient to use Si as the internal standard sample. Whenever a CBED diffraction pattern
) from a silicide was taken, a CBED pattern from Si was obtained at the same operating
condition. The same method was also applied to SAD paticrns. Therefore, the camera
constant could be exactly determined throughout all the experiments.

B. Energy dispersive x-ray spectroscopy (EDX)
The JEOL-2010 TEM was used for EDX to analyze the composition of individual
layers and phases. The composition in a given phase can be determined by the following

formula {221}]:

Xsi o tsi X WNi i
XNi = KN]/SI (6 3)!

INi x Ws;i
where Xs;j and Xn; are the concentrations (atomic percent) of Si and Ni, Wgj and Wy;; arc

the atomic weights of Si and Ni, Isj and Ix; are the intensities from Si and Ni in the EDX
spectra from the phase of interest, ana Kxissi is the proportionality constant, often referred
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10 as the Cliff-Lorimer factor. This factor is independent of specimen composition and
thickness, but dependent on instrumental conditions [221]. In this experiment,
approximate compositions were determined using appropriate Cliff-Lorimer "K" factors.
These were determined using a standardless approach or from appropriate standards [222].

6.2. Experimental Results

6.2.1. Multiple Phase Growth in Thin Ni Film-Si Diffusion Couples

When cold substratc samples are annealed at 300°C up to 120 min., only two nickel
silicides arc observed. They are identified as Ni,Si and NiSi, respectively. An example of
phasc identification is shown in Fig.6-1. Fig.6-lais a plan view TEM micrograph from a
cold substrate sample anncaled at 300°C for 10 min. The sample was ion milled from both
the surface side and Si side to remove the unreacted Ni film and Si, keeping the Ni2Si layer
only. The large grains in the micrograph are Ni2Si while the small grains in a very thin
layer are the remaining Ni film. Fig.6-1bis an SAD pattern from the sample, showing a
typical polycrystalline SAD pattern of -Ni2Si, without preferred orientation. Fig.6-1cis
an EDX spectrum from the same layer in a cross-section TEM specimen of the same
sample, indicating the layer's composition, XNi/Xs; = 2.

In the samples annealed for 5, 10, and 20 min., respectively, only a Ni2Si layer
forms, while a second layer, i.e., NiSi, is observed in the samples annealed for 40 and 120
min. Two cross-section TEM micrographs from samples annealed for 10 and 40 min.,
respectively, arc shown in Fig.6-2. It is evident that Ni,Si forms a uniform layer at the
Ni/Si interface initially (Fig.6-2a) and that a second silicide layer (NiSi) starts to grow at
the Ni,Si/Si interface (Fig.6-2b). The multiple phase growth sequence in the thin film Ni-
Si diffusion couples is summarized in Fi g.6-3. These results lend strong support to the
prediction of multiple phase growth in a Ni-Si system shown in Table 5-2. Tt is worth
mentioning that a previous study on thin film Mn-Si couples reported that when the
couples were annealed at 380°C, the initial phase was Mn3Si which formed a uniform layer
at the original Mn/Si interface and a second silicide layer, i.e., MnSi, started to grow only
after annealing for more than 15 min. In order to show the formation sequence in a Mn-Si
system, two cross-section TEM micrographs from Mn-Si couples annealed at 380°C for 10
and 40 min. are given in Fig.6-4a and 6-4b, respectively. Since Mn3Si had not been
reported to be the initial phase in the Min-Si system before that study was carried out, these
results provide experimental support for the predictions of both initial silicide and multiple
phasc growth in the Mn-Si system (see Table 5-2).
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6.2.2. Direct Deposition Reactions between Ni and Si Substrates

TEM micrographs from cross-section specimens of samples deposited at 300°C with
deposition rates of 0.1 nm/s and 2 nm/s, are shown in Figs.6-5 and 6-6 respectively. 1t
can be seen that only one silicide, identificd as NiSi2 (Fig.6-7), is formed when the
nominal Ni film thicknesses are less than and equal to 5 nm (Figs.6-5a, 6-5b, 6-6a, and 6
6b). The orientation relationship between the epitaxial NiSiz and the Si substrates is NiSia
[001] // Si {001] and NiSiz (110) // Si (110) (Fig.6-7b). The NiSi2 shows an island
growth behavior and those small crystals have a pyramid shape that is believed to stem
from preferential growth along {111} planes of Si crystal. The smallest island obscrved is
about 3 10 4 nm at the base of the pyramid, which indicates that the critical size for NiSiz
nucleation should be no larger than 3 nm. As more Ni is deposited on the substrates more
and more islands form, while the islands already nucleated continue to grow until the
islands meet and form a continuous layer.

Figs.6-5¢c and 6-6¢ show that a second continuous layer, identified as 8-Ni2Si (Fig.6-
8), is formed at a nominal Ni thickness of 10 nm. The growth of the 8-Ni2Si layer shows
strong preferred orientation. Fig.6-8 shows selected area diffraction patterns (SAD), from
a plan view sample with the Ni deposited at 300°C and a rate of 2 nm/s. The strong
reflections in Fig.6-8 are from NiSiz (ZA=[102]), i.e., the spiking like layer in Fig.6-5¢
and 6-6¢c. The weak reflections are from 6-Ni2Si (orthorhombic structure, a=0.739 nm,
b=0.99 nm, c=0.703 nm, and ZA=[123}) and from d-Ni2Si crystals with ZA=[122]. The
Ni2Si and NiSiz have the following orientation relationships: NiSiz [102] // Ni2Si (122
and NiSis (020) // NisSi (022); NiSiz [102] // NiaSi [122] and NiSiz (020) // Ni2Si (022).

When the nominal Ni thickness reaches 30 nm, three layers are visible in the
micrographs from cross-section specimens (Figs.6-5d and 6-6d). The first layer, spiking-
iike and adjacent to Si, is NiSiz. The second is identified as NiSi (orthorhombic structure,
a=0.518nm, b=0.334nm, c=0.562am). The top layer appears to be a Ni-rich solid
solution because the diffraction pattern from this polycrystalline layer matches best with a
ring pattern of Ni. However, EDX analysis shows that the layer contains about 15-20 al. %
Si which is higher than the solubility (about 10 at.% Si) of Si in Ni . Therefore, the
existence of some Ni-rich silicide, possibly Ni2Si, cannot be ruled out. According to an
SAD pattern from a plan view specimen deposited at 300°C and a rate of 0.1 nm/s (Fig.6-
9), the growth of NiSi has strong preferred orientation with NiSi [010] // NiSiz [010] and
NiSi (200) // NiSiy (200) as well as NiSi (002) /I NiSiz (200).

TEM micrographs from cross-section specimens, deposited at 250°C and a ratc of

about 0.1 nm/s, are shown in Fig.6-10. It is found that only one continuous layer is
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formed up to 5 nm of deposited Ni. This layer is identified as epitaxial NiSi2 for 3 nm of
Ni, and as cpitaxial NiSi2 plus Ni, (which are not distinguishable layers from the
micrograph (Fig.6-10b) although a SAD pattern does show a ring pattern matched best
with that of Ni), for 5nm of Ni. A second layer is formed when the nominal Ni thickness
reaches about 10 nm. This layer is 8-Ni2Si (Fig.6-11), which also has preferred
orientation with respect to the underlying NiSiz,

All of the experimental results from this study are suramarized in Table 6-1. There is
no significant difference between the reactions using different deposition rates (0.1 to 6
nm) and the same temperature. However, the difference in the morphology between the
NiSis formed through island growth and that showing layered growth behavior is
significant. The reason for this is not known at this point. The overall silicide formation
scquence, during dircct deposition reactions at temperatures ranging from 250 to 300°C,
can be summarized as follows: NiSiz forms initially, which is followed by NiSi, and then
NiSi grows. In this study, the starting point for NiSi formation is not observed. But, itis
likely that, when the NizSi thickness reaches a certain value, NiSi begins to nucleate and

grow at the NiSiz/NigSi interface.
6.3 DISCUSSION

6.3.1. Critical Diffusion Flux for NiSi Formation
It is very inleresting to compare the present results from the cold substrate samples

with thosc obtained by Scott ¢/ al. [49] for samples with oXygen doped Ni films on Si
substrates. In that experiment, Ni films were implanted with 1.6 x 1016 cm-2 O* ions and
the samples were then anncaled in a vacuum furnace at 200°C. A NisSi growth Kinetic plot
from Ref.49 is shown in Fig.6-12a. Using this plot, the relationship between Ni3Si
thickness, x, and the annealing time, t, can be determined as

x =27t (6-4),

where the units for x and t are nm and seconds respectively. The data from this work are
also used to plot Ni2Si thickness as a function of annealing time which is shown in Fig.6-
12b. The expression for this function, obtained from linear regression analysis, has the

same form as Eq.(3-8),

x=4.02+233V1 (6-5),
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where x and t have the same units as those in Eq.(6-4). It is evident that the two curves in
Figs.6-12a and 6-12b havc similar shapes. The main difference is the Kinetic curve
deviates from parabolic behavior (i.c., deviates from the straight linc in the figures) carlier
in Fig.6-12b than in Fig.6-12a, which implies a faster decrease in Ni diffusion flux
encountered in this experiment. Using Egs.(6-4) and (6-5) combined with Eq.(3-6), the
initial diffusion fluxes (i.c., that at t = 0) and the diffusion fluxes at the times when the
kinetic curves deviate from the straight lines in Figs.6-12a and 6-12b are calculated and the
results are listed in Table 6-2 (as in Scc.3.4.1, t] in this table indicates the times when the
deviation starts). In addition, the {luxes, corresponding to the anncaling times 40 and 120
min for this experiment and that of Scott ef al, are aiso cstimated by directly inscrting the
observed thicknesses into Eq.(3-6). The results arc also listed in Table 6-2. These last two
points are chosen because NiSi formation is observed only after 40 min anncaling in this
experiment and this point is considered as starting point for NiSi formation. According to
Scott et al's results, NiSi formation can be observed only after anncaling for 169 minutces.
Considering that the backscattering technique used by these authors usually has a depth
resolution of 20 nm and that the NiSi first observed in the present experiment is only about
17 nm thick, it is likely that the time for initiating NiSi formation in Scott et al's experiment
is earlier than reported. Therefore, the point corresponding to 120 minutes of anncaling is
used as the actual starting point for NiSi formation in their experiment. As in Scction
3.4.1, tp is used to indicate the approximate times when NiSi starts to form. From Tabie 6-
2, it is obvious that the initial diffusion fluxes, the fluxes corresponding to t, and, in
particular, the critical fluxes for NiSi formation to start (at 12), obtained by both
experiments are very close, although the diffusion flux in the present experiment decreases
at a faster rate than in the other. These results provide further evidence for the new kinctic
model, i.e., in addition to kinetic factors such as diffusivity and nucleation barricrs, some
other factors also play an important role in controlling silicide formation processes. Thesc
factors have been defined as release rate and formation rate respectively and have been
examined in Chap.3 to Chap.5.

6.3.2. Explanation of Silicide Formation Sequence during Direct
Deposition Reactions

It is noteworthy that the Ni deposition rates used in this study are very closc to the
diffusion fluxes for Ni2Si or NiSi formation during annealing of a thin Ni film-Si diffusion
couple around 300°C. From the point of view of transportation rates of Ni atoms to the
reactive interface, the deposition rates are equivalent, at least for the initial stages of the
reactions, to the diffusion fluxes if their values are same. Then , a question arising from
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these experiinental results is if similar fluxes of Ni to Si are used with the same substrate
tcmperature, why are different initial phases formed and the formation sequence completely
changed. In particular, the silicide, NiSi2, which usually cannot form at such low
temperatures (?250-300°C) by thermal anncaling, can be cpitaxially grown by direct
dcposition reaction. This phenomena may be explained by the new model and an RPP.
During a direct deposition reaction, latent heat will be released when metai atoms in the
vapor arc hcld onto or in the substrate, so that they can be considered as atoms in a solid.
This cnergy can make the Ni-Si reactions much easier by either helping Si atoms break their
chemical bonds or heating up the local crystal lattice. In the former case, the driving force

for the reaction will increasc according to
mNi(gas) + nSi(solid) — NimSip(solid) (6-6a),

so that AG;; = GNigSip(solid) - nGsi(solid) - mGni;i(gas) (6-6b).

Comparing Eq.(6-6b) with that for common thermal reaction at the same temperature, it is
casy to find that the last term in right hand side of Eq.(6-6b) will result in larger negative
AG:’r due to the atoms in vapor phase having a much higher potential energy (a few eV per

atom). Consequently, the Arrhenius activation energy for the release process will be
decreased substantially (recall Eg.(4-38)).

«'AGip + E]

Timax = N* VeXp [—- KeT (4-38).

In the latter case, the temperature near the reaction region would be increased significantly.
Whichever occurs, according to Eq.(4-38), the result is a much larger rjmax than in normal
thermal annealing at the same substrate temperature. This effect can be schematically
shown for the Ni-Si SRPP, i.e., the stepped curve shifts up to the ri ght, which is
represented by the dashed curve. Consequently, a different silicide may form at the same
diffusion flux. For example, when a Ni-Si diffusion couple is annealed at 300°C and the
diffusion flux is Jo in Fig.6-13, NiSi forms. But, in the case of direct deposition reactions
at a substrate temperature of 300°C and at the same diffusion flux (or deposition rate),
NiSi, will form because of the latent heat release. In order to understand why the second
phase that forms is Ni5Si, one has to consider the reaction between incoming Ni atoms and
NiSi» (also, an SRPP for the reaction region between NiSi2 and Ni, instead of that for Ni-
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Si, has to be used). In this case, the barrier energy, E, for releasing one unit formula of
NiSis is much larger than that for Si atoms, because cight Ni-Si bonds have to be broken to
release one NiSis "molecule” (Which has a CaF structurc) whercas only two Si-Si bonds
are to be broken. Therefore, the maximum relcase rates, fimax. for Ni-NiSia reactions
would be much lower than those for Ni-Si reactions.  During dircet deposition reactions,
although the latent heat relcase can increase Gimax Significantly, the values o Tymax for the
silicides, e.g., NiSi and Ni2Si, formed from Ni-NiSia rcactions are still much lower than
those for the same silicides to form from Ni-Si reactions. Therefore , at the deposition
rates used in this study, only the reaction with the highest release rate, i.c., NiaSi
formation, can actually occur.

From the discussion in this section it is scen that the new model and the RPP plot is
also capable of cxplaining the complex experimental phenomena cncountered in direct
deposition reaction processcs which cannot be explained by other madels and theories from
the literature. This provides additional support for the model.
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Table 6-1. Summary of dircct deposition reactions

Nomina! Ni 3 nm Snm 10 nm 30 nm
Thickness
300°C cpitaxial NiSip  cpitaxial NiSi2 NiSis, 8-Ni2Si  NiSiz, NiSi, Ni
0.1 nm/s islands continuous layer -rich alloy layer
300°C cpitaxial NiSi;  epitaxial NiSi2 NiSip, 8-Ni2Si  NiSiz, NiSi, Ni
2 nm/s islands continuous layer -rich alloy layer
250°C cpitaxial NiSiy  cpitaxial NiSiz,  NiSi2, 9-Ni2Si
0.1 nm/s  continuous layer Ni-rich alloy layer continuous layer

P
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Table 6-2 Comparison of diffusion fluxcs in two expeniments

Experiments J(=00 J(t=1p) T(t=13)
x 1014 x 1014 x 1014
Scott et al 17 1.1 0.24
1 = 4800s 12 = 7200%
This work 14 2.0 0.30
ty = 1200s ta = 2400s

a the units for diffusion fluxes in this table arc atoms/cm?s.
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(b)
Fig.6-1 a) Planview TEM micrograph showing a Ni2Si layer in a cold substrate sample
annealed at 300°C for 10 min. The large grains are Ni2Si and the small grains are the
remains of the sputtered Ni film. b) SAD pattern from a) showing a typical ring pattern of

8-NisSi without preferred orientation.
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Fig.6-1c EDX spectrum from the same layer in a cross-section TEM specimen of the same

sample.
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(a) (b)

100 nin

Fig.6-2 Cross-scction TEM micrographs from cold substrate samples annealed at 300°C.
a) The sample is annealed for 10 minutes. Only a uniform NiSi layer about 42 nm thick
forms at the Ni/Si interface. b) The sample is annealed for 40 minutes. The NiSi layer
starts to grow at the NizSi/Si interface.

Ni Nisi ERNisi [ 8i

110
30

5 min. 10 min. 20 min. 40 min. 120 min.
Fig.6-3 Schematic summary of the multiple phase growth sequence in thin Ni film-Si

diffusion couples annealed at 300°C. The number at right side of each layer indicate the

thickness of the layer in nm.
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(a) Mn-Si 380°C

Mn3Si
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Fig.6-4 Cross-section TEM micrographs from thin film Mn-Si couples annealed at 380°C
for 10 minutes (a) and 40 minutes (b) respectively.
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Fig.6-5 TEM micrographs from cross-section specimens deposited at a rate of 0.1 nm/s
with the Si substrates heated to 300°C. The nominal Ni layer thicknesses are a) 3nm, b)

5nm, c) 10nm and d) 30 nm respectively.
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Fig.6-6 TEM micrographs from cross-section specimens deposited at 2nm/s with the
substrates heated up to 300°C. The nominal Ni thicknesses are a) 3nm, b) Snm, ¢) 10nm
and d) 30nm, respectively.
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NiSiz ZA=[100]

Fig.6-7 Plan view of TEM micrograph from a specimen shown in Fig.6-5b, showing
NiSip overlapping with Si. SAD pattern from the silicide layer. Itis NiSiz; ZA=[100}.
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Fig.6-8 SAD pattern from a plan view specimen. lts cross-section micrograph is shown in
Fig.6-6¢. The strong diffracted spots (closed circles in the indexcd pattern) are from NiSi2
ZA=[102] and the weak diffracted spots, indicated by closed and open triangles in the

indexed pattern, are from NizSi ZA= [122] and ZA= [122].
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Fig.6-9 SAD pattern from a plan view sample deposited at 300°C and 0.1 nm/s, showing
an oricntation relationship between NiSiz [010] and NiSi [010].
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Fig.6-10 TEM micrographs from cross-section specimens deposited at 0.1 nm/s with the
substrates heated up to 250°C. The nominal Ni thicknesses arc a) 3nm, b) 5Snm, and ¢)

10nm.
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Fig.6-11 Micrograph and SAD pattern from a plan view specimen deposited at 250°C and
a deposition rate of 0.1 nm/s, showing polycrystalline NizSi. The SAD pattern shows -

NisSi growth with preferred orientation.
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Fig.6-12 a) Kinetic plot showing thickness of Ni2Si as a function of anncaling time from
Ref.[49].
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Fig.6-12 b) Kinetic plot showing thickness of NizSi as a function of annealing time drawn
using the data from this work.
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Fig.6-13 Semiquantitative reaction process plot (SRPP) for Ni-Si reactions in a reaction
region adjacent to Si substrate, calculated using Eq.(5-1). The dashed curve indicates,

schematically, that for a direct deposition reaction the stepped curve will shift up to the right
due to the latent heat release. The step on the dashed curve indicates schematically the

RMR rate for NiSiz during direct deposition reaction.
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Chapter 7 Conclusions and Recommendations

7.1. Conclusions

Silicide formation mechanisms have been studied with the following conclusions
being drawn:

1) A mathematical method for handling kinetic data for silicide formation has been
developed. The calculation and analysis of the data from 5 published papers have shown
that this method is useful and can provide important information.

2) According to the results of the calculations and analysis of the data, a Kinetic model
has been proposed. In the new model, a Type 11 process in a reaction region is divided into
three steps. Several physical quantities are defined to describe each of thesc steps. They
are diffusion flux of moving reactant to the reaction region, J, relcase rate of nonmoving
reactant, r, and formation rate of growing phase, F.

3) The relationship between these physical quantities has been discussed and a reaction
process plot (RPP) has been developed to demonstrate this relationship.

4) In the discussion of the results of 5 experiments, it has been shown that the new
model can explain these complex results very well.

5) The free energy degradation rate (FEDR) in a reaction region can be cxpressed as a
sum of three contributions. Each contribution is a product of a thermodynamic flux and a
driving force corresponding to a particular reaction step. The expressions for the fluxes
and the forces have been derived.

6) From these expressions and RPPs, it has already been shown that at a given
diffusion flux in a reaction region, there exist competitions, such as those among relcasc
rates for various silicides to form and those between formation rates for various phases of a
given silicide to grow. Among all possible release rates, the largest relcasc rate will result
in the largest FEDR. Of all possible formation rates, the largest formation rates usually
cause the largest FEDR. If the largest formation rate is for a metastable phasc to grow,
when the formation rate for the metastable phase decreases as the reaction proceeds and
becomes close to or equal to the conditional maximum f ormation rate of the stable phasc of
the particular silicide, the formation of the stable phase will lead to the largest FEDR.

7) According to the results (summarized in points 5 and 6), criteria for solid state
reactions in metal-Si diffusion couples have been proposed. The general criterion is that
during silicide reaction in a reaction region, there are always a number of possible reactions
competing with one another. The reactions which can result in the largest FEDR will
actually occur. The criterion is also called the largest FEDR criterion. When the criterion is
applied to a release process, it can be translated to a simple kinetic critcrion: Among all
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possiblc releasc process atl any diffusion flux, the largest release rate will actually take
place, which is called the releasc rate criterion. For formation processes at a given release
rate for ith silicide, the phase with the largest (- -FikAGix) will form. The last criterion is
called formation rate criterion.

8) According to the kinetic model and the release rate criterion, the stepped curve in the
RPP plot for a reaction region adjacent to an elemental nonmoving reactant represents the
actual reaction path of release process in that R region. Therefore, the stepped curve can be
used to predict silicide formation sequence in the region.

9) A method for calculating relative maximum release (RMR) rates and constructing
semiquantitative reaction process plot (SRPP) has been proposed. Using this method,
calculations of RMR rates have been done for 15 metal-Si systems and a few typical
semiquantitative reaction process plots have been drawn using the resulting data.
Predictions of first silicide formation and multiple phase growth sequence have been done
using the semiquantitative rcaction process plot (SRPPs) for these systems. Comparison
of the predictions with experimental results from the literature shows very good agreement,
which suggests that the model and the SRPPs are capable of successfully predicting and
explaining silicide formation phenomena in metal-Si systems.

10) Multiple phase sequential growth in thin film Ni-Si couples (cold substrate
samples) and deposition reactions of Ni on Si substrates have been investigated by means
of TEM, EDX and electron diffraction. The multiple phase growth sequence in cold
substrate samples is NizSi followed by NiSi. Experimental results from a previous study
using thin film Mn-Si couples are also given, which indicate a formation sequence of
Mn3Si followed by MnSi. The results in the two systems provide experimental evidence
for the predictions of silicide formation sequences in these systems.

11 For the deposition reactions of Ni and Si substrates, the observed silicide
formation sequence is NiSiz, Ni2Si, then NiSi and Ni-rich solid solution layers. Most of
the observed phenomena in this study can be explained by SRPPs and the new Kinetic
model.

7.2. Recommendations

1) In order to obtain more experimental evidence for the new model and the reaction
criteria proposed in this study, experimental observations of different initial silicides in a
given metal-Si system are recommended, especially in refractory metal-Si systems. As
mentioned in Secs.5.2 and 5.3, this type of experiment may require diffusion barriers to be
introduced, in order to decrease the initial diffusion flux. In addition, multiple phase
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growth experiments in bulk couples, or lateral couples, or the couples with thick metal
films on Si substrates are recommended to observe silicide formation sequences.

2) It has been shown that an RPP (which is a combination of an r vs. J plot and an F
vs. r plot) is able to demonstrate the relationship between the physical quantities J, , and F
for all possible reaction processes in a given R region. In particular, SRPPs (which show r
vs. J relationships only) for R regions adjacent to the elemental nonmoving reactants in 15
metal-Si systems have been calculated and been used to successfully predict silicide
formation sequences in each of these systems. In order to apply RPP to practical
processing control and to provide f urther test of the new kinetic model, experimental
determination of quantitative r vs. J plot is recommended. This work can be done by
determining growth kinetic curves of silicides through either single phase or multiple phasc
sequential growth experiments and then by calculating critical diffusion fluxes and
corresponding maximum release rates from the kinetic curves, using the method proposed
in Chap.3.

3) As discussed in Sec.4.2.2.1 (also see Table 5-1), it is likely that there exist lincar
free energy relationships (LFERSs) correlating maximum release rates to free energy
changes of the release processes. Since the LFER method is a useful tool, in chemical
Kinetic studies, for classifying chemical reactions and exploring reaction mechanisms, it is
recommended that the empirical LFERs between maximum release rates and {ree energy
changes of release processes be determined from multiple phasc sequential growth
experiments. From the resulting LFERs, the activation energy E for breaking chemical
bonds of nonmoving reactant and the proportionality coefl ficient a can also be determined
and used for further mechanistic studies.

4) Some new experimental phenomena have been found from deposition reactions of
Ni with Si substrates, i.e., the silicide formation sequence during the deposition and the
local epitaxial growth of Ni2Si and NiSi on NiSis. The former can be explained by the
new model, which provides additional support for the model. The latter suggests that
direct deposition reaction technique may be useful to obtain epitaxial growth of thin film
silicides that cannot be obtained by conventional thermal reaction. Therefore, further study
on direct deposition reactions in Ni-Si and other metal-Si systems at various substratc

temperatures is also recommended.
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