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#### Abstract

.

The localination of areas of excessive electrical activity in the human brain system by multichannel electroencephalography (EEG) recordings is one of the most important problems in Clinical Neurophysiology. This activity can be approximated by equivalent dipole [15], which generates the potential distribution all over the brain system. The essential part of the source localization procedure is the forward problem solution, i.e. computation of the potential on the surface of the head given the location and orientation of the dipole. In this woric, the forward problem is solved with the use of the Finite Volume Method (FVM). The implementation of the FVM is done in such a way that the same algorithm can be applied for the realistic head model made by using Magnetic Resonance Imaging (MRI) scans of the head of the real patient. The main objectives of the research are assessment of the errors of the FVM modeling and computational issues such as deflation, properties of deflated matrix and acceleration of computations. The forward problem acceleration is especially important in practice, hence alternative approaches for the solution of the forward problem would be interesting. The Finite Volume Method is implemented in such a way that the deflated matrix of the linear system corresponding to the forward problem is symmetric and positive definite. These properties allow the use of the Conjugate Gradient Method with Polynomial Preconditioning and essential acceleration of the computations. The errors of the numerical solution were studied using analytical solutions for three-shell geometry. The realistic three-shell solution derived in this work allows to separate the source and sink of the equivalent dipole. This is essential for the FVM tests, as with this mathod the source and sink cannot be infinitely close together. As the radial dipole gets closer to the skull, the error of FVM grows. It can be reduced either with the higher resolution grids or with better domain decomposition algorithms. The idea of analytical matrix inversion developed for one, two and thri-dimensional systems of cubic finite volume elements can have potential for a rapid solution of the forward problem provided that it can be extended for deformed and nonuniform casers.
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## 1 Introduction.

### 1.1 The Forward Problem in EEG.

This work addresses the computational aspects of one of the major problems in Clinical Neurophysiology - the localization of the areas of excessive neural activity in the human brain. These areas of excessive neural firing caused by the external electrical stimulus are associated with possible brain tumors, epilepsy, head injuries, infectious diseases, drug overdoses, etc. Therefore their accurate localization is very important for diagnostic purposes. It is a well known fact [15] that this neural activity can be fairly well approximated by dipole current sources, consisting of closely located "source" and "sink" of the electrical current of the same intensity. The stationary current dipole source (or sometimes the multiple sources) generates the distribution of potential all over the head. In practice, only the potential difference between a given point and a chosen reference point can be measured. This potential difference is collected by a limited number of sensors through the procedure named Electroencephalography or EEG and called the biopotential in EEG literature. Combined with Magnetic Resonance Iniaging (MRI), which provides information about the anatomy of the brain system, EEG is a very powerful and informative tool in neural diagnostics.

In EEG literature, the problem of computing the biopotential for such a dipole is called the forward problem of EEG source localization. This problem can be posed as follows: given the geometry of the human head as well as the location and orientation of single or multiple dipole sources, find the potential on the surface of the head. The problem of the source localization itself, given the potential on the head surface only, is called the inverse problem of EEG. One way to solve the inverse problem is to solve the forward problem with a different location and orientation and then try to combine the results in order to
fit the boundary data.

### 1.2 Biophysics of the EEG.

Consider the theoretical aspects of EEG. The electro-magnetic field is governed by the Maxwell equations (macroscopic version)

$$
\begin{align*}
\nabla \cdot \vec{D} & =\rho  \tag{1.2.1}\\
\nabla \times \vec{E} & =-\frac{\partial \vec{B}}{\partial t}  \tag{1.2.2}\\
\nabla \cdot \vec{B} & =0  \tag{1.2.3}\\
\nabla \times \vec{H} & =\vec{J}-\frac{\partial \vec{D}}{\partial t} \tag{1.2.4}
\end{align*}
$$

where $\vec{E}$ - electric field;
$\vec{D}=\varepsilon \vec{E}$ - electric displacement inside the mass of tissue;
$\rho$ - density of electric charge:
$\vec{B}$ - total magnetic field;
$\vec{H}$ - magnetic field due to free currents;
$\vec{J}=\sigma \vec{E}$ - density of the electric current.
Here $\varepsilon$ is the permittivity of the brain tissue, $\sigma$ is the conductivity. The frequency range of the electromagnetic fields in the human brain system is below 100 cycles/second, therefore the electromagnetic field changes slowly. In this case, electric and magnetic fields can be uncoupled in the first approximation [15].

Uncoupling simplifies the equations for the electric field to

$$
\begin{align*}
\nabla \cdot \vec{D} & =\rho, \quad \text { (Gauss' Law) }  \tag{1.2.5}\\
\nabla \times \vec{E} & =0  \tag{1.2.6}\\
\vec{J} & =\frac{\partial \vec{D}}{\partial t} \tag{1.2.7}
\end{align*}
$$

By virtue of $\nabla \times \vec{E}=0$, the electric field is of the form

$$
\vec{E}=-\nabla \Psi .
$$

Consider a control volume $V$ inside the surface with face $\vec{S}$ containing a current source

$$
\vec{J}=\sigma \vec{E}=-\sigma \nabla \Psi .
$$

Integration over $\vec{S}$ gives

$$
\oint \sigma \nabla \Psi \cdot d \vec{S}=-\oint \vec{J} d S=\int_{V} I_{V} d V,
$$

where $I_{V}$ is the current volume source density, i.e. the charge emitted into a unit volume for unit time. If a current source is located at a single point,

$$
I_{V}=I_{o} \delta\left(x-x_{0}, y-y_{0}, z-z_{0}\right)
$$

then

$$
\begin{equation*}
\oint \sigma \nabla \Psi \cdot d \vec{S}=I_{o} \tag{1.2.8}
\end{equation*}
$$

For the domains that do not contain the current sources, the right-hand side is zero. Combination of (1.2.5) and (1.2.7) result in the conservation of charge

$$
\begin{equation*}
\nabla \cdot \vec{J}-\frac{\partial \rho}{\partial t}=0 . \tag{1.2.9}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\vec{\nabla} \cdot(\sigma \vec{E})-\frac{\partial}{\partial t}(\vec{\nabla} \cdot \varepsilon \vec{E})=0 . \tag{1.2.10}
\end{equation*}
$$

Dividing the biological volume conductor into smaller domains for which $\sigma$ and $\varepsilon$ can be assumed to be constant and making use of (1.2.7), it is possible to get the equation describing distribution of the potential for every domain,

$$
\begin{equation*}
\sigma \Delta \Psi-\varepsilon \frac{(\partial \Delta \Psi)}{\partial t}=0 \tag{1.2.11}
\end{equation*}
$$

where $\Delta$ is the Laplacian operator. The current flow normal to the interface between the two adjacent domains does not change, therefore

$$
\sigma_{i n} \frac{\partial \Psi_{\text {in }}}{\partial n}=\sigma_{\text {out }} \frac{\partial \Psi_{\text {out }}}{\partial n}
$$

where $n$ is the normal to the surface of the interface. The first term in (1.2.11) describes the resistive current, whereas the second term describes the capacitive current. Under certain circumstances, namely when the conductivity is high enough and the polarization of tissue is low enough, the second term can be neglected. Assume that the potential is periodic in time with field frequency $f$,

$$
\Psi=\Psi(\overrightarrow{\mathbf{x}}) e^{2 \pi i f t}
$$

The condition which determines whether the capacitive effects are negligible [15] is

$$
\begin{equation*}
\frac{\text { capacitive current }}{\text { resistive current }}=\frac{2 \pi f \varepsilon(f)}{\sigma(f)} \ll 1 \text {, } \tag{1.2.12}
\end{equation*}
$$

and generally in the case of frequencies below 100 cycles/second this condition is satisfied.

### 1.3 Solutions to the Forward Problem

The main difficulty of the forward EEG problem lies in the complexity of the anatomy of the human head. So far the conventional way of solving the forward problem has been to use the three-shell model of the human head, first introduced in [46]. This allows for the analytical solutions of the forward EEG problem, however it does not reflect the entire complexity of the human head. It was demonstrated in [44] that natural holes in the skull such as the eyes, nose, mouth and ears can already cause errors in the source localization which are significant enough to hinder practical diagnostics.

The finite and boundary element modeling experiments were conducted in order to solve the forward EEG problem numerically ([6], [12], [13], [14], [35], [42]). In these
experiments, the three-shell model was used in order to measure the accuracy of the numerical computations. It was found in [35] and [42] that there was a substantial (10-20 \%) increase in the error if the dipole got closer to the skull.

The Finite Volume Method (FVM) seems to be the most acceptable way of solving the EEG problem since it allows to take into account the real structure of the human brain. skull and scalp. In order to put it into practice, one must have a three-dimensional map of the human brain of the particular patient. This practical problem of brain mapping by MRI (Magnetic Resonance Imaging) datasets was solved by Koles at al. in [45]. The FVM for three-shell spherical model was done in [5]. However, this implementation does not allow to model the realistic head based on MRI slices with such an approach.

The inverse EEG problem is a well-developed procedure, whereas the forward EEG problem has many aspects that still need thorough study. The source localization given the solution of the forward problem was studied in Koles et al. [2], Mosher et al. [34], as well as Raz et al. [7]. Mosher et al. [34] suggested the MUSIC algorithm which localizes several dipoles given the value of potential in a limited number of locations on the head surface. Prior to the MUSIC algorithm, spatio-temporal decomposition had to be applied to the data from EEG electrode recordings. The theoretical considerations, implementation and experimental results of this were given in Koles et al. [2]. Besides MUSIC, a Frequency Domain Estimation algorithm which does not require spatio-temporal decomposition was developed in [7].

### 1.4 Objectives of this Research.

1) To accelerate the numerical solution of the forward problem in a realistic head model.

The issue of computational speed is very important, as one needs systems of the order of millions of finite volume elements in order to get the accepted accuracy for source localization.
2) To assess the errors involved in the numerical solution of the forward problem by comparison to the analytical solution of the problem for the spherical head model.

Hence the FVM solution for the three-shell spherical model should be compared with the analytical solution. In the three-shell analytical model one assumes that the distance between a source and a sink is infinitely small, although in reality there is a finite distance (of the order of a few millimeters). Furthermore, the implementation of the FVM brings in a technical obstacle - it is not possible to place both the source and the sink into the same finite volume element. In such a case, the forward problem will have a zero right-hand side. Therefore it would be convenient to have a three-shell model with a finite distance between positive and negative sources of electric current for comparison. Such a model must also be compared with the previous one.
3) To look at alternatives to the numerical approach.

For practical source localization, the iterative methods, even accelerated, are too slow. Linear systems of the order of millions by millions have to be solved for each candidate dipole location and all possible orientations - might be thousands of times. Hence it is worth finding at least some alternative ways of solving the forward problem by FVM. For example, it would be interesting to consider the forward problem for some "good" geometry - a chain, plate or cube consisting of smaller cubes - and see whether the resulting linear system allows the analytical inversion of the matrix rather than the numerical inversion.

## 2 Background Review.

### 2.1 Three-shell Spherical Model.

For most of the practical applications so far the forward problem of EEG has been studied with the three-shell spherical head model. The human head is approximated by a sphere surrounded by two concentric spherical shells. The inside sphere corresponds to the brain, the outside shells represent the skull and scalp. With such an approach it is possible to write the analytical solutions for the potential on the surface of the three-layer sphere. The three-shell model is important as it allows one to estimate the errors of the numerical methods if applied to the three-shell geometry.

First, let us consider the point source of the electric current in an infinite homogeneous medium. The potential generated by such a source can be found in a similar way to the potential generated by a single electric charge placed into such a medium. The problem may be stated as follows: given a point source with intensity $I=\frac{d q}{d t}$, find the potential on the surface of the surrounding sphere of radius $r$. The density $\vec{J}$ of the current through the element of the surface $d S$ will be

$$
\vec{J}=I d t \frac{d s}{4 \pi r^{2}} /(d t d s)=\frac{I}{4 \pi r^{2}} \frac{\vec{r}}{\|\vec{r}\|} .
$$

Since $\vec{J}=\sigma \vec{E}$.

$$
\vec{E}=\frac{I}{4 \pi \sigma r^{2}} \frac{\vec{r}}{\|\vec{r}\|}
$$

where $\vec{r}$ is a radius-vector which points from the origin to the point on the surface of the sphere with radius $r, \sigma$ is the conductivity of the medium. Since $\nabla \Psi=-\vec{E}$. integration in one direction gives

$$
\begin{equation*}
\Psi=\frac{I}{4 \pi \sigma r} \tag{2.1.1}
\end{equation*}
$$

Now this result will be used in order to obtain the potential of the dipole in the same media. Consider the source and the sink of the same intensity $I$ located at a distance $d$
from each other in order to find the potential on the surface of the sphere that contains the dipole.

First assume that the dipole is oriented radially, i.e. both the source and the sink will be on the line drawn from the center of the sphere of radius $R$ in the radial direction (see Fig. 1). Such a dipole is called radial in EEG literature. $b$ is the distance between the center of the dipole and the center of the sphere. $\theta$ is the latitude. Consider a point $P$ on the surface of the sphere, $r$ is the distance between the dipole and the point. The ratio $\frac{1}{r}$ can be represented as Legendre polynomial expansion ([36], [11]),

$$
\begin{equation*}
\frac{1}{r}=\sum_{l=0}^{\infty} \frac{b^{l}}{R^{l}} P_{l}(\cos \Theta) \tag{2.1.2}
\end{equation*}
$$

Here $P_{l} \equiv P_{l}^{0}$ are Legendre polynomials $[11,36]$ given by Generalized Rodrigues formula.

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l} l!} \frac{d^{l}}{d x^{l}}\left(x^{2}-1\right)^{l} \tag{2.1.3}
\end{equation*}
$$

By (2.1.1) and (2.1.2), the potential at point $P$ is

$$
\begin{array}{r}
\Psi=\frac{I}{4 \pi \sigma} \sum_{l=0}^{\infty}\left[\frac{\left(b+\frac{d}{2}\right)^{l}}{R^{l+1}}-\frac{\left(b-\frac{d}{2}\right)^{l}}{R^{l+1}}\right] P_{l}(\cos \Theta) \\
\approx \frac{I}{4 \pi \sigma} \sum_{l=0}^{\infty} \frac{b^{l-1} l d}{R^{l+1}} P_{l}(\cos \Theta)=\frac{m_{r}}{4 \pi \sigma b^{2}} \sum_{l=1}^{\infty} l\left(\frac{b}{R}\right)^{l+1} l P_{l}(\cos \Theta), \tag{2.1.4}
\end{array}
$$

where $m_{r}=I d$ is the radial component of the dipole.

Figure 1: Radial Dipole.


If a line connecting the source and the sink is perpendicular to the radius, then the dipole is called tangential. The dipole of arbitrary orientation can be considered as a vector sum of radial and tangential dipoles. Consider now the dipole which has only a tangential component in the infinite media of conductivity $\sigma$. Now $m_{t}=I d$ is in direction $X$, and the angles $\Theta_{1}$ and $\Theta_{2}$, by Figure 3, are

$$
\begin{aligned}
& \Theta_{1}=\Theta+\frac{d \Theta}{2} \\
& \Theta_{2}=\Theta-\frac{d \Theta}{2}
\end{aligned}
$$

where

$$
d \Theta \approx \frac{d \cos \beta}{b}
$$

The potential of the tangential combination of source and sink is

$$
\begin{aligned}
\Psi & =\sum_{l=1}^{\infty}\left(b+\frac{d}{2}\right)^{l} \frac{I}{4 \pi \sigma R^{l+1}} P_{l}\left(\cos \left(\Theta+\frac{d \Theta}{2}\right)\right) \\
& -\sum_{l=0}^{\infty}\left(b+\frac{d}{2}\right)^{l} \frac{I}{4 \pi \sigma R^{l+1}} P_{l}\left(\cos \left(\Theta-\frac{d \Theta}{2}\right)\right)
\end{aligned}
$$

$$
=\sum_{l=1}^{\infty} \frac{b^{l} I}{4 \pi \sigma R^{l+1}}\left(P_{l}\left(\cos \left(\Theta+\frac{d \Theta}{2}\right)\right)-P_{l}\left(\cos \left(\Theta-\frac{d \Theta}{2}\right)\right)\right.
$$

using the fact that $P_{0}(x) \equiv 1$.

$$
\begin{align*}
\Psi & =\sum_{l=1}^{\infty} \frac{b^{l} I}{4 \pi \sigma R^{l+1}} \frac{d \cos \beta}{b}\left\{\frac{P_{l}\left(\cos \left(\Theta+\frac{d \Theta}{2}\right)\right)-P_{l}\left(\cos \left(\Theta-\frac{d \Theta}{2}\right)\right)}{d \Theta}\right\} \\
& =\sum_{l=1}^{\infty} \frac{b^{l-1} m_{t}}{4 \pi \sigma R^{l+1}} \frac{d P_{l}(\cos \Theta)}{d \Theta} \cos \beta=-\sum_{l=1}^{\infty} \frac{b^{l-1} m_{t}}{4 \pi \sigma R^{l+1}} P_{l}^{1}(\cos \Theta) \cos \beta . \tag{2.1.5}
\end{align*}
$$

Here $P_{l}^{l}(\cos \Theta)$ is the associated Legendre polynomial ([11], [36])

$$
P_{l}^{1}(x)=\left(1-x^{2}\right)^{\frac{1}{2}} \frac{d}{d x} P_{l}^{1}(x)
$$

If $x=\cos \theta$, then

$$
\begin{gathered}
P_{l}^{1}(\cos \Theta)=\left(1-\cos ^{2} \Theta\right)^{\frac{1}{2}} \frac{d}{d \cos \Theta} P_{l}(\cos \Theta) \\
-\frac{\sin \Theta}{\sin \Theta} \frac{d P_{l}(\cos \Theta)}{d \Theta}=\frac{d P_{l}(\cos \theta)}{d \Theta} .
\end{gathered}
$$

Next consider conducting sphere of radius $R$ and conductivity $\sigma$ surrounded by an air of zero conductivity and find the potential generated by the radial dipole on the surface of such a sphere. It can be written as a solution of Laplace's equation, a function of two spherical coordinates $r$ and $\Theta$ with unknown coefficients $A_{l}$,

$$
\begin{equation*}
\Psi(r, \Theta)=\sum_{l=0}^{\infty}\left[A_{l} r^{l}+\frac{m_{r}}{4 \pi \sigma b^{2}} l\left(\frac{b}{r}\right)^{l+1}\right] P_{l}(\cos \Theta) \tag{2.1.6}
\end{equation*}
$$

There is no current through the boundary of the sphere, therefore the boundary condition

$$
\begin{equation*}
\left.\frac{\partial \Psi}{\partial r}\right|_{r=R}=0 \tag{2.1.7}
\end{equation*}
$$

gives

$$
A_{l}=\frac{b^{l-1}(l+1)}{4 \pi \sigma R^{2 l+1}}
$$

the expression for the potential on the surface of the sphere is

$$
\begin{equation*}
\Psi=\sum_{l=1}^{\infty} \frac{(2 l+1) m_{T}}{4 \pi \sigma} \frac{b^{l-1}}{R^{l+1}} P_{l}(\cos \Theta) \tag{2.1.8}
\end{equation*}
$$

The solution of the three-shell model can be obtained in a similar way by matching the solutions for each shell through boundary conditions. The three-shell idealistic head is shown on Fig. 2. The potentials $\Psi_{1}$ for the inside brain, $\Psi_{2}$ for the skull, $\Psi_{3}$ for the scalp and $\Psi_{4}$ for the space outside the three-layer system can be written out as follows:

$$
\begin{align*}
& \Psi_{1}=\sum_{l=0}^{\infty}\left[A_{l} r^{l}+\frac{m_{r}}{4 \pi \sigma_{1} b^{2}} l\left(\frac{b}{r}\right)^{l+1}\right] P_{l}(\cos \Theta) \\
& \Psi_{2}=\sum_{l=0}^{\infty}\left[C_{l} r^{l}+D_{l} r^{-(l+1)}\right] P_{l}(\cos \Theta)  \tag{2.1.9}\\
& \Psi_{3}=\sum_{l=0}^{\infty}\left[E_{l} r^{l}+F_{l} r^{-(l+1)}\right] P_{l}(\cos \Theta)
\end{align*}
$$

Obviously it can be assumed that the potential of the surrounding air is zero, therefore

$$
\Psi_{4}=0 .
$$

The conductivities of the brain tissue and the scalp can be assumed to be equal, $\sigma_{1}=\sigma_{3}=\sigma$, and the conductivity of the skull is $\sigma_{s}$. Then the coefficients in (2.1.9) can be obtained from the boundary conditions due to the continuity of radial and tangential components of the current through the boundary,

$$
\begin{gather*}
\left.\sigma \frac{\partial \Psi_{1}}{\partial r}\right|_{r=r_{1}}=\left.\sigma_{s} \frac{\partial \Psi_{2}}{\partial r}\right|_{r=r_{1}},\left.\quad \sigma_{S} \frac{\partial \Psi_{2}}{\partial r}\right|_{r=r_{2}}=\left.\sigma \frac{\partial \Psi_{3}}{\partial r}\right|_{r=r_{2}}  \tag{2.1.10}\\
\left.\frac{\partial \Psi_{3}}{\partial r}\right|_{r=R}=0 \\
\left.\frac{\partial \Psi_{1}}{\partial \Theta}\right|_{r=r_{1}}=\left.\frac{\partial \Psi_{2}}{\partial \Theta}\right|_{r=r_{1}},\left.\frac{\partial \Psi_{2}}{\partial \Theta}\right|_{r=r_{2}}=\left.\frac{\partial \Psi_{3}}{\partial \Theta}\right|_{r=r_{2}} \tag{2.1.11}
\end{gather*}
$$

Figure 2: Three-layer Spherical Head Model.


The first three equations due to the boundary conditions (2.1.10) are

$$
\begin{gather*}
\sigma\left\{A_{l} l r_{1}^{l-1}-\frac{m_{r}}{4 \pi \sigma} b^{l-1} \frac{l(l+1)}{r_{1}^{l+2}}\right\}=\sigma_{S}\left\{C_{l} l r_{1}^{l-1}-D_{l} \frac{(l+1)}{r_{1}^{l+2}}\right\}  \tag{2.1.12}\\
\sigma_{S}\left\{C_{l} l r_{2}^{l-1}-D_{l} \frac{(l+1)}{r_{2}^{l+2}}\right\}=\sigma\left\{E_{l} l r_{2}^{l-1}-F_{l} \frac{(l+1)}{r_{2}^{l+2}}\right\}  \tag{2.1.13}\\
E_{l} l R^{l-1}-F_{l} \frac{(l+1)}{R^{l+2}}=0 . \tag{2.1.14}
\end{gather*}
$$

Denote $\xi=\frac{\sigma_{s}}{\sigma}$, than these equations can be more conveniently written as

$$
\begin{gather*}
A_{l}-\frac{m_{r}(l+1)}{4 \pi \sigma} \frac{b^{l-1}}{r_{1}^{2 l+1}}=\xi C_{l}-\xi D_{l} \frac{(l+1)}{l r_{1}^{2 l+1}}  \tag{2.1.15}\\
\xi C_{l}-\xi D_{l} \frac{(l+1)}{l r_{2}^{2 l+1}}=E_{l}-F_{l} \frac{(l+1)}{l r_{2}^{2 l+1}}  \tag{2.1.16}\\
E_{l}=F_{l} \frac{(l+1)}{l R^{2 l+1}} \tag{2.1.17}
\end{gather*}
$$

The other two equations due to the boundary condition (2.1.11) are

$$
\begin{gather*}
A_{l} r_{1}^{l}+\frac{m_{r}}{4 \pi \sigma b^{2}} l\left(\frac{b}{r_{1}}\right)^{l+1}=C_{l} r_{1}^{l}+\frac{D_{l}}{r_{1}^{l+1}}  \tag{2.1.18}\\
C_{l} r_{2}^{l}+\frac{D_{l}^{l}}{r_{2}^{l+1}}=E_{l} r_{2}^{l}+\frac{F_{l}}{r_{2}^{l+1}} \tag{2.1.19}
\end{gather*}
$$

Furthermore, equations (2.1.16) and (2.1.19) can be written as

$$
\begin{array}{r}
C_{l}+\frac{D_{l}}{r_{2}^{2 l+1}}=\frac{K_{1} F_{l}}{r_{2}^{l}} \\
C_{l}-\frac{D_{l}(l+1)}{l r_{2}^{2 l+1}}=\frac{K_{1} F_{l}}{\xi} \tag{2.1.21}
\end{array}
$$

where

$$
\begin{gather*}
K_{1}=\frac{(l+1) r_{2}^{l}}{l R^{2 l+1}}+\frac{1}{r_{2}^{2 l+1}}  \tag{2.1.22}\\
K_{2}=\frac{(l+1)}{l}\left(\frac{1}{R^{2 l+1}}-\frac{1}{r_{2}^{2 l+1}}\right) . \tag{2.1.23}
\end{gather*}
$$

From equations (2.1.20) and (2.1.21), obtain expressions for $D_{l}$ and $C_{l}$,

$$
\begin{gather*}
D_{l}=\frac{l r_{2}^{2 l+1}}{2 l+1}\left\{\frac{K_{1} F_{l}}{r_{2}^{l}}-\frac{K_{2} F_{l}}{\xi}\right\},  \tag{2.1.24}\\
C_{l}=\frac{D_{l}(l+1)}{l r_{2}^{2 l+1}}+\frac{K_{2} F_{l}}{\xi}=\frac{(l+1)}{(2 l+1)}\left\{\frac{K_{1} F_{l}}{r_{2}^{l}}-\frac{K_{2} F_{l}}{\xi}\right\}+\frac{K_{2} F_{l}}{\xi} . \tag{2.1.25}
\end{gather*}
$$

It is convenient to write

$$
\begin{align*}
& C_{l}=M_{C} F_{l}, \text { where } M_{C}=\frac{(l+1)}{(2 l+1)}\left(\frac{K_{1}}{r_{2}^{l}}-\frac{K_{2}}{\xi}\right)+\frac{K_{2}}{\xi},  \tag{2.1.26}\\
& D_{l}=M_{D} F_{l}, \text { where } M_{D}=\frac{l r_{2}^{2 l+1}}{2 l+1}\left(\frac{K_{1}}{r_{2}^{l}}-\frac{K_{2}}{\xi}\right) . \tag{2.1.27}
\end{align*}
$$

Writing (2.1.15) and (2.1.18) as

$$
\begin{array}{r}
A_{l}-\frac{m_{r}(l+1)}{4 \pi \sigma b^{2}} \frac{b^{l+1}}{r_{1}^{2 l+1}}=\xi M_{C} F_{l}-\xi M_{D} F_{l} \frac{(l+1)}{l r_{1}^{2 l+1}} \\
A_{l}+\frac{m_{r}}{4 \pi \sigma b^{2}} l \frac{b^{l+1}}{r_{1}^{2 l+1}}=M_{C} F_{l}+\frac{M_{D} F_{l}}{r_{1}^{2 l+1}}
\end{array}
$$

and combining these expressions, obtain the expressions for $F_{l}$ and $E_{l}$.

$$
\begin{gather*}
F_{l}=\frac{m_{r}(2 l+1) b^{l-1}}{4 \pi \sigma} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)}  \tag{2.1.28}\\
E_{l}=\frac{m_{\tau}(l+1)}{l R^{2 l+1}} \frac{(2 l+1) b^{l-1}}{4 \pi \sigma} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} \tag{2.1.29}
\end{gather*}
$$

Hence the potential on the surface of the sphere will be

$$
\begin{gather*}
\Psi=\sum_{l=0}^{\infty}\left\{E_{l} R^{l}+\frac{F_{l}}{R^{l+1}}\right\} P_{l}(\cos \Theta)= \\
\sum_{l=0}^{\infty} \frac{m_{r} b^{l-1}(2 l+1)^{2}}{4 \pi \sigma R^{l+1} l} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} P_{l}(\cos \Theta) . \tag{2.1.30}
\end{gather*}
$$

Writing out the denominator in the last expression, $f_{1}=\frac{r_{1}}{R}, \quad f_{2}=\frac{r_{2}}{R}$

$$
\begin{gathered}
M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)=\left(\frac{r_{1}}{R}\right)^{2 l+1}(1-\xi) \frac{(l+1)}{(2 l+1)}\left(\frac{\xi(l+1)+l}{l \xi}\right) \\
+\frac{(l+1)}{(2 l+1)}\left(1-\frac{1}{\xi}\right)\left(\frac{r_{1}}{r_{2}}\right)^{2 l+1}(1-\xi)+\frac{(l+1)}{(2 l+1)}\left(\frac{r_{2}}{R}\right)^{2 l+1}\left(1-\frac{1}{\xi}\right)\left(1+\frac{\xi(l+1)}{l}\right) \\
+\frac{\xi l+(l+1)}{\xi(2 l+1)}\left(1+\frac{\xi(l+1)}{l}\right) \\
=\frac{(l+1)}{\xi l(2 l+1)}\left\{f_{1}^{2 l+1}(1-\xi) \frac{\xi(l+1)+l}{l}+(\xi-1)\left(\frac{f_{1}}{f_{2}}\right)^{2 l+1}(1-\xi) l\right. \\
\left.\quad+f_{2}^{2 l+1}(\xi-1)(\xi(l+1)+l)+\left(\frac{\xi l}{l+1}+1\right)(\xi(l+1)+l)\right\} .
\end{gathered}
$$

Finally

$$
\begin{equation*}
\Psi=\frac{1}{4 \pi \sigma} \sum_{l=0}^{\infty} \frac{b^{l-1}}{R^{l+1}}\left[\frac{\xi(2 l+1)^{3}}{d_{\xi}(l+1)}\right] m_{r} P_{l}(\cos \Theta) \tag{2.1.31}
\end{equation*}
$$

where

$$
\begin{align*}
& d_{\xi}=\left(f_{1}^{2 l+1}+f_{2}^{2 l+1}\right)(1-\xi)(l+\xi(l+1)) \\
& +l(1-\xi)^{2}\left(\frac{f_{1}}{f_{2}}\right)^{2 l+1}+\left(\frac{\xi l}{l+1}+1\right)(l+\xi(l+1)) \tag{2.1.32}
\end{align*}
$$

Now conduct the similar calculations for tangential dipole. It is shown on Fig. 3. For the uniform conducting sphere of radius $R$ and conductivity $\sigma$, the potential inside the sphere will be

$$
\begin{equation*}
\Psi=\sum_{l=1}^{\infty}\left(A_{l} r^{l}+\frac{m_{t} b^{l-1}}{4 \pi \sigma r^{l+1}}\right) P_{l}^{1}(\cos \Theta) \cos \beta \tag{2.1.33}
\end{equation*}
$$

Due to the boundary condition

$$
\begin{equation*}
\left.\frac{\partial \Psi}{\partial r}\right|_{r=R}=0 \tag{2.1.34}
\end{equation*}
$$

$$
A_{l}=\frac{l+1}{l} \frac{m_{t}}{4 \pi \sigma R^{2 l+1}} .
$$

Therefore,

$$
\begin{equation*}
\Psi=\sum_{l=1}^{\infty} \frac{m_{t}}{4 \pi \sigma} \frac{2 l+1}{l} \frac{b^{l-1}}{R^{2 l+1}} P_{l}^{1}(\cos \theta) \cos \beta . \tag{2.1.35}
\end{equation*}
$$

Hence for the three-shell model, the potentials $\Psi_{1}, \Psi_{2}, \Psi_{3}$ and $\Psi_{4}$ can be described by equations

$$
\begin{align*}
& \Psi_{1}=\sum_{l=1}^{\infty}\left[A_{l} r^{l}+\frac{m_{t}}{4 \pi \sigma b^{2}}\left(\frac{b}{r}\right)^{l+1}\right] P_{l}^{1}(\cos \Theta) \cos \beta \\
& \Psi_{2}=\sum_{l=1}^{\infty}\left[C_{l} r^{l}+D_{l} r^{-(l+1)}\right] P_{l}^{1}(\cos \Theta) \cos \beta  \tag{2.1.36}\\
& \Psi_{3}=\sum_{l=1}^{\infty}\left[E_{l} r^{l}+F_{l} r^{-(l+1)}\right] P_{l}^{1}(\cos \Theta) \cos \beta
\end{align*}
$$

The boundary conditions are the same therefore the equations due to these boundary conditions will be the same, except (2.1.12) and (2.1.18),

$$
\begin{gather*}
\sigma\left\{A_{l} l r_{1}^{l-1}-\frac{m_{t}}{4 \pi \sigma b^{2}} b^{l+1} \frac{(l+1)}{r_{1}^{l+2}}\right\}=\sigma_{S}\left\{C_{l} l r_{1}^{l-1}-D_{l} \frac{(l+1)}{r_{1}^{l+2}},\right\}  \tag{2.1.37}\\
A_{l} r_{1}^{l}+\frac{m_{t}}{4 \pi \sigma b^{2}}\left(\frac{b}{r_{1}}\right)^{l+1}=C_{l} r_{1}^{l}+\frac{D_{l}}{r_{1}^{l+1}} . \tag{2.1.38}
\end{gather*}
$$

Again the above two equations can be more conveniently written as

$$
\begin{gather*}
A_{l}-\frac{m_{t} b^{l+1}(l+1)}{4 \pi \sigma l r_{1}^{2 l+1}}=\xi C_{l}-\xi \frac{D_{l}(l+1)}{r_{1}^{2 l+1} l}  \tag{2.1.39}\\
A_{l}+\frac{m_{t} b^{2-1}}{4 \pi \sigma l r_{1}^{2 l+1}}=C_{l}+\frac{D_{l}}{r_{1}^{2 l+1}} \tag{2.1.40}
\end{gather*}
$$

As before

$$
\begin{aligned}
C_{l} & =M_{C} F_{l}, \\
D_{l} & =M_{D} F_{l},
\end{aligned}
$$

where $M_{C}$ and $M_{D}$ are defined by the formulas (2.1.26) and (2.1.27). The expressions for coefficients $K_{1}$ and $K_{2}$ in these formulas also remain the same.

Thus

$$
\begin{gathered}
A_{l}-\frac{m_{t} b^{l+1}(l+1)}{4 \pi \sigma l r_{1}^{2 l+1}}=\xi M_{C} F_{l}-\xi \frac{M_{D} F_{l}(l+1)}{r_{1}^{2 l+1} l} \\
A_{l}+\frac{m_{t} b^{l-1}}{4 \pi \sigma l r_{1}^{2 l+1}}=M_{C} F_{l}+\frac{M_{D} F_{l}}{r_{1}^{2 l+1}}
\end{gathered}
$$

and the new formulas for $F_{l}$ and $E_{l}$ will be

$$
\begin{gather*}
F_{l}=\frac{m_{t}(2 l+1) b^{l-1}}{4 \pi \sigma l r_{1}^{2 l+1}} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)},  \tag{2.1.41}\\
E_{l}=\frac{m_{t}(l+1)}{l^{2} R^{2 l+1}} \frac{(2 l+1) b^{l-1}}{4 \pi \sigma} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} . \tag{2.1.42}
\end{gather*}
$$

The potential on the surface of the three-shell sphere due to the tangential dipole will be

$$
\begin{gather*}
\Psi_{3}=\sum_{l=1}^{\infty}\left[E_{l} r^{l}+F_{l} r^{-(l+1)}\right] P_{l}^{1}(\cos \Theta) \cos \beta \\
=\sum_{l=1}^{\infty} \frac{m_{t} b^{l-1}}{4 \pi \sigma R^{l+1}} \frac{\xi(2 l+1)^{3}}{l(l+1) d_{\xi}} P_{l}^{1}(\cos \Theta) \cos \beta \tag{2.1.43}
\end{gather*}
$$

Finally the following expression describes the potential on the surface of the three-shell sphere of radius $R$

$$
\begin{equation*}
V(\Theta, \beta)=\frac{1}{4 \pi \sigma_{1}} \sum_{l=1}^{\infty} \frac{b^{l-1}}{R^{l+1}}\left[\frac{\xi_{2}(2 l+1)^{3}}{d_{\xi_{1} \xi_{2}} l(l+1)}\right]\left(l m_{r} P_{l}(\cos \Theta)-m_{t} P_{l}^{1}(\cos \Theta) \cos \beta\right) . \tag{2.1.44}
\end{equation*}
$$

Of course the tangential component of the dipole does not necessary need to be oriented in direction $X$. If it has a component in direction $Y$ as well, then by the appropriate rotation of the coordinates the problem can be reduced to the one described above. In the case of multiple dipoles, the forward problem is a superposition of the solutions for each dipole.

The three-shell model cannot adequately describe the complexity of the realistic head. Therefore the numerical models as well as advanced brain mapping techniques are needed in order to make the source localization procedures applicable for clinical purposes.

### 2.2 Finite and Boundary Element Methods.

The Boundary Element (BEM) and Finite Element (FEM) Methods are already widely used in literature ([6], [12], [13],[14]) for the solution of the forward problem. For the sake of consistency a brief overview of these methods will be given in this work, although the Finite Volume Method will be used for practical computations.

With BEM the governing differential equations are transferred into equivalent boundary integral equations which contain no volume integrals. This is done by using certain well known integral identities. Among them are:

1) Gauss-Green Theorem

$$
\begin{equation*}
\int_{V} \frac{\partial f}{\partial x} d V=\int_{V} f n_{x} d S \tag{2.2.1}
\end{equation*}
$$

where $n_{x}$ is the $x$-component of the unit normal $\vec{n}$ to the boundary surface $S$ of the domain $V$;
2) Divergence Theorem,

$$
\begin{equation*}
\int_{V}(\nabla \cdot \mathbf{f}) d V=\int_{S}(\mathbf{f} \cdot \mathbf{n}) d S \tag{2.2.2}
\end{equation*}
$$

where $\mathbf{f}$ is defined on the domain $V$;
3) Green's First Identity

$$
\int_{V}(\nabla a \cdot \nabla b+b \Delta a) d V=\int_{S}(b \nabla a \cdot n) d S
$$

4) Green's Secon $\int_{V}(b \Delta a-a \Delta b) d V=\int_{S}(b \nabla a-a \nabla b) \cdot \vec{n} d S$,

$$
\begin{equation*}
\int_{V}(b \Delta a-a \Delta b) d V=\int_{S}(b \nabla a-a \nabla b) \cdot \vec{n} d S, \tag{2.2.4}
\end{equation*}
$$

where $a$ and $b$ are scalar functions.
Sometimes depending on the partial differential equation the transformation to the boundary integral equation involves certain known solutions, usually called the fundamental solutions to the original differential equation. The boundary of the 3D volume is

Figure 3: Tangential Dipole.

triangularized, the discrete integration is performed over the boundary elements (triangles), which results in a linear system from which the values of the biopotential at any location within the volume can be determined. For further details on BEM, see [37]. The BEM allows to model boundaries and boundary conditions very naturally, it doesn't require grids over the entire volume, surface grids are sufficient. BEM also gives rise to quite sparse matrices.

Unfortunately the BEM sometimes gives rise to very complicated formulations; since it requires integral relation as well as transformation to boundary formulation using the fundamental solutions, it also requires substantial integration of complex functions. For BEM, nonhomogeneity within the domain causes serious errors, and this is exactly the case of the forward problem of the EEG source localization. The matrices obtained by BEM are not usually symmetric.

The Finite Element Method envisions the solution as being built up of many small. interconnected subregions or elements. The basic idea of FEM is that a solution region can be analytically modeled or approximated by replacing it with an assemblage of discrete elements. Since these elements can be put together in a variety of ways. they can be used to represent exceedingly complex shapes.

The boundary value problem for the biopotential $\Psi$ in tri-dimensional domain $V$ bounded by the surface $S$ can be written in the functional form

$$
\begin{equation*}
L(\Psi)-f=0 \tag{2.2.5}
\end{equation*}
$$

We assume that the proper boundary conditions are prescribed in $S$. The variable $\Psi$ is being approximated by the linear combination of certain functions

$$
\Psi \approx \tilde{\Psi}=\sum_{i=1}^{m} N_{i} C_{i}
$$

where $C_{i}$ are the unknown parameters and the $\boldsymbol{N}_{\boldsymbol{i}}$ are functions such that they satisfy the boundary conditions.

Define the residual or error which results from approximating $\Psi$ by $\tilde{\Psi}$ as

$$
\begin{equation*}
R=L(\tilde{\Psi})-f \tag{2.2.6}
\end{equation*}
$$

The $m$ unknowns $C_{i}$ are determined in such a way that the error $R$ over the entire solution domain is small. This is accomplished by forming a weighted average of the error and requiring that this weighted average vanishes over the solution domain.

Therefore one chooses $m$ linearly independent weighting functions $W_{i}$ and then insists that

$$
\begin{equation*}
\int_{V}[L(\bar{\Psi})-f] W_{i} d V=\int_{V} R W_{i} d V=0 \quad i=1,2, \ldots, m \tag{2.2.7}
\end{equation*}
$$

There are quite a variety of weighted residual techniques because of the broad choice of weighting functions (see, p.e., Collatz [2]). The choice of the weighting functions is commonly referred to as the error distribution principle. The error distribution principle most often used is known as the Galerkin criterion, or Galerkin's method. According to Galerkin's method, the weighting functions are chosen to be the same as the approximating functions used to represent $\Psi$, that is, $W_{i}=N_{i}$ for $i=1,2, \ldots, m$. Thus Galerkin's method requires that

$$
\begin{equation*}
\int_{V}[L(\bar{\Psi})-f] N_{i} d V=0, \quad i=1,2, \ldots, m \tag{2.2.8}
\end{equation*}
$$

Since (2.2.8) holds for any point in the solution domain, it also holds for any arbitrary subdomain or element of the smaller domain. In practice the functions $N_{i}$ are defined in a way that they are nonzero only on a certain subdomain $V_{i}^{(e)}$ of the domain $V$, the finite element. Hence for each element $V_{i}^{(e)}$ there is one interpolating function $N_{i}$, and $C_{i}$ are the nodal values of $\Psi$ at the center of each finite element. In the simplest case $\boldsymbol{N}_{\boldsymbol{i}}=1$ if they are within $V_{i}^{(e)}$, and zero everywhere else, although in practice $N_{i}$ can be defined in other ways. The $m$ equations

$$
\begin{equation*}
\int_{V_{i}^{(e)}}\left[L\left(\Psi^{(e)}\right)-f^{(e)}\right] N_{i}^{(e)} d V_{i}^{(e)}=0, \quad i=1,2, \ldots m \tag{2.2.9}
\end{equation*}
$$

will result in the linear system from which the biopotential will be determined at chosen $m$ locations.

The obvious advantage of the Finite Element Method is its natural way of modeling the boundaries and the boundary conditions. FEM does not require structured grids, it can accomodate a broad range of elements of different geometries. Unlike BEM, FEM requires the integration of simple functions only, which leads to quite sparse, usually symmetric matrices. It also allows good enough handling of nonhomogenuities. The technology of FEM is quite mature. Those who want to apply the FEM for practical purposes will have to face certain difficulties however. They will have to generate volume grids, which can be quite arduous in the case of complex geometries. Writing out the discrete relations from the weighted residual formulation may be a rather complicated and tedious matter. The resolution of the response gradient, if needed, will be tied to the volume mesh refinement.

### 2.3 Finite Volume Method.

In this work the Finite Volume Method (FVM)[1] was applied for the EEG forward problem. For this approach the biological volume conductor is decomposed into smaller finite volume elements. For each element the conservation laws of charge equation

$$
\oint \sigma \nabla \Psi \cdot d \vec{S}=I_{o}
$$

is written in the form of finite difference equations. The boundary condition of no current into the surrounding air is $\sigma \frac{\partial \psi}{\partial n}=0$, where $n$ is normal to the boundary. The discretization can be done for a generalized curvilinear coordinate system ( $\xi, \eta, \zeta$ ). The centers of the finite volume elements or cells inside the biological volume conductor are indexed with respect to each curvilinear coordinate as (i,j,k), whereas the eight vertices correspond to $\left(i \pm \frac{1}{2}, j \pm \frac{1}{2}, k \pm \frac{1}{2}\right)$, and the centers of faces are indexed as $\left(i \pm \frac{1}{2}, j, k\right)$, or ( $i, j \pm \frac{1}{2}, k$ ), or $\left(i, j, k \pm \frac{1}{2}\right)$. The faces of cells are given by the normal area vectors $S^{l}$. where $l=$ ( $\xi, \eta$, or $\zeta$ ). The values of potential $\Psi_{i, j, k}$ are defined at the cell's centers. Each cell is a hexahedron of arbitrary shape. The area vectors, for example $\vec{S}^{\xi}$ are calculated as

$$
\begin{equation*}
\vec{S}_{i+\frac{1}{2}, j, k}^{E}=\frac{1}{2}\left(\left(\vec{r}_{j+\frac{1}{2}, k+\frac{1}{2}}-\vec{r}_{j-\frac{1}{2}, k-\frac{1}{2}}\right) \times\left(\vec{r}_{j-\frac{1}{2}, k+\frac{1}{2}}-\vec{r}_{j+\frac{1}{2}, k-\frac{1}{2}}\right)\right)_{i+\frac{1}{2}}, \tag{2.3.1}
\end{equation*}
$$

where $\vec{r}$ is the position vector. The volume of each hexahedron cell is calculated by dividing it into three pyramids, each one having the main diagonal of the hexahedron cell in common

$$
\begin{equation*}
V_{i, j, k}=\frac{1}{3}\left(\vec{S}_{i-\frac{1}{2}, j, k}^{\vec{j}}+\vec{S}_{i, j-\frac{1}{2}, k}^{\eta}+\vec{S}_{i, j, k-\frac{1}{2}}^{\zeta}\right) \cdot\left(\vec{r}_{i+\frac{1}{2}, j+\frac{1}{2}, k+\frac{1}{2}}-\vec{r}_{i-\frac{1}{2}, j-\frac{1}{2}, k-\frac{1}{2}}\right) . \tag{2.3.2}
\end{equation*}
$$

For each finite volume the integral equation (1.14) is discretized by the second order accuracy scheme

$$
\begin{align*}
& \left(\sigma \nabla \Psi \cdot \vec{S}^{\xi}\right)_{i+\frac{1}{2}, j, k}-\left(\sigma \nabla \Psi \cdot \vec{S}^{\xi}\right)_{i-\frac{1}{2}, j, k} \\
+\quad & \left(\sigma \nabla \Psi \cdot \vec{S}^{\eta}\right)_{i, j+\frac{1}{2}, k}-\left(\sigma \nabla \Psi \cdot \vec{S}^{\eta}\right)_{i, j-\frac{1}{2}, k}  \tag{2.3.3}\\
+ & \left(\sigma \nabla \Psi \cdot \vec{S}^{\natural}\right)_{i, j, k+\frac{1}{2}}-\left(\sigma \nabla \Psi \cdot \vec{S}^{\varsigma}\right)_{i, j, k-\frac{1}{2}}=I_{0} .
\end{align*}
$$

Each term on the left-hand side represents the current flow through the relevant face, while the right-hand side equals the total current volume source in the cell. The gradient for each primary cell is calculated from the integral definition

$$
\begin{equation*}
\nabla \Psi=\frac{1}{V} \int_{S} \Psi d \vec{S} \tag{2.3.4}
\end{equation*}
$$

Such a definition has advantages over the differential form, as it imposes fewer restrictions on the smoothness of the mesh than the finite difference approximation based on the differential form of the equation. Discretization yields

$$
\begin{equation*}
\nabla \Psi=\frac{1}{V} \sum_{l} \Psi_{l} \vec{S}^{l} \tag{2.3.5}
\end{equation*}
$$

where $l$ denotes the face of the secondary cell and $\Psi_{l}$ is the potential at the corresponding centers of the face. For example the approximation for the $(i+1, j, k)$ face of the hexahedron is

$$
\begin{align*}
(V \nabla \Psi)_{i+\frac{1}{2}, j, k}= & \left(\Psi S^{\xi}\right)_{i+1, j, k}-\left(\Psi S^{\S}\right)_{i, j, k} \\
& +\left(\left(\Psi S^{\eta}\right)_{j+\frac{1}{2}}-\left(\Psi S^{\eta}\right)_{j-\frac{1}{2}}\right)_{i+\frac{1}{2}, k} \\
& +\left(\left(\Psi S^{\varsigma}\right)_{k+\frac{1}{2}}-\left(\Psi S^{\varsigma}\right)_{k-\frac{1}{2}}\right)_{i+\frac{1}{2}, j} \tag{2.3.6}
\end{align*}
$$

The corresponding flow term in (2.3.3) will be

$$
\begin{align*}
\left(\sigma \nabla \Psi \cdot S^{\xi}\right)_{i+\frac{1}{2} j, k}=\left(\frac{\sigma}{V}\right)_{i+\frac{1}{2}, j, k} & \times\left(\left(\Psi S^{\xi}\right)_{i+1, j, k}-\left(\Psi S^{\xi}\right)_{i, j, k}\right. \\
& +\left(\left(\Psi S^{\eta}\right)_{j+\frac{1}{2}}-\left(\Psi S^{\eta}\right)_{j-\frac{1}{2}}\right)_{i+\frac{1}{2}, k}  \tag{2.3.7}\\
& \left.+\left(\left(\Psi S^{\varsigma}\right)_{k+\frac{1}{2}}-\left(\Psi S^{\zeta}\right)_{k-\frac{1}{2}}\right)_{i+\frac{1}{2}, j}\right) \times S_{i+\frac{1}{2}, j, k}^{\xi}
\end{align*}
$$

Similar expressions can be applied for the calculation of fluxes through the other faces. Finally one has to work with a discrete equation involving the potential $\Psi_{i, j, k}$ in the center of the cell under consideration and the potentials at 18 neighboring points, with coefficients dependent on the geometry and conductivity only. The conductivities of the neighboring hexahedrons may vary, hence one has to take into account the abrupt changes in conductivities.

In such a case for the face indexed as ( $i+\frac{1}{2}, j, k$ ), the effective conductivity can be defined as

$$
\begin{equation*}
\left(\frac{\sigma}{V}\right)_{\mathrm{eff}}=\frac{2\left(\frac{\sigma}{\nabla}\right)_{i, j, k}\left(\frac{\tilde{V}}{\nabla}\right)_{i+1, j, k}}{\left(\frac{\sigma}{\nabla}\right)_{i, j, k}+\left(\frac{\sigma}{\nabla}\right)_{i+1, j, k}} \tag{2.3.8}
\end{equation*}
$$

$\left(\frac{\sigma}{V}\right)_{\text {eff }}$ must be used instead of $\left(\frac{\sigma}{V}\right)_{i+\frac{1}{2}, j, k}$ in the formula (2.3.7). It is easy to see that if $\sigma_{i, j, k}=\sigma_{i+1, j, k}$ and $V_{i, j, k}=V_{i+1, j, k}$, then $\left(\frac{\sigma}{V}\right)_{\mathrm{eff}}=\left(\frac{\sigma}{V}\right)_{i+1, j, k}$ and $\left(\frac{\sigma}{\nabla}\right)_{\mathrm{eff}}=\left(\frac{\sigma}{\nabla}\right)_{i, j, k}$. Otherwise if $\sigma_{i+1, j, k}$ differs from $\sigma_{i, j, k}$, then $\left(\frac{\boldsymbol{g}}{V}\right)_{\text {eff }}$ gives some intermediate value between $\left(\frac{\sigma}{V}\right)_{i, j, k}$ and $\left(\frac{\sigma}{V}\right)_{i+1, j, k}$ for $\left(\frac{\sigma}{V}\right)_{i+\frac{1}{2}, j, k}$. Without effective conductivity the resulting distribution of the potential may be distorted. This formula can be trivially generalized for the fluxes through the other faces.

The FVM described here is a particular case of the FEM. In order to see this consider
the Method of Weighted Residuals. Recall that for this method

$$
\int_{\mathcal{D}}\left[\mathcal{L}(\bar{\Phi})-f \mid \mathcal{W}_{i} d \mathcal{D}=\int_{\mathcal{D}} \mathcal{R} \mathcal{W}_{i} d \mathcal{D}=0 \quad i=1, \ldots, m\right.
$$

where $\tilde{\Phi}=\sum_{i=1}^{m} C_{i} N_{i}$ is an approximation to the solution of the differential equation $\mathcal{L}(\Phi)-f=0 ;$
$\mathcal{R}=\mathcal{L}(\tilde{\Phi})-f$ is the residual,
$\mathcal{D}$ is the three-dimensional domain bounded by the surface $\Sigma$.
Suppose that $V_{i}$ are three-dimensional finite elements obtained as a result of decomposition of the domain $\mathcal{D}$. Require $\boldsymbol{N}_{\boldsymbol{i}}$ to be

$$
N_{i}= \begin{cases}1, & (x, y, z) \in V_{i}  \tag{2.3.9}\\ 0, & \text { otherwise }\end{cases}
$$

The Galerkin Method requires that $\mathcal{W}_{i}=N_{i}$, so

$$
\int_{\mathcal{D}}[\mathcal{L}(\tilde{\Phi})-f] N_{i} d \mathcal{D}=\int_{V_{i}}\left[\mathcal{L}(\tilde{\Phi})-f \mid d V_{i}=0\right.
$$

hence there are $m$ equations, one for each finite element. If

$$
\mathcal{L}(\Psi)=\nabla \cdot \sigma \nabla \Psi, \quad f=-\nabla \cdot \vec{j}, \text { where } \vec{j}=-\sigma \nabla \Psi,
$$

then by the Divergence Theorem

$$
\begin{equation*}
\int_{V_{i}}(\nabla \cdot \sigma \nabla \Psi) d V_{i}=\oint_{S_{i}} \sigma \nabla \Psi \cdot d \vec{S}_{i} \tag{2.3.10}
\end{equation*}
$$

where $S_{i}$ is a surface of three-dimensional finite element $V_{i}$. For the right-hand side

$$
-\int_{V_{i}} \nabla \cdot \vec{j} d V_{i}=-\oint_{S_{i}} \vec{j} d \vec{S}_{i}=-I_{0}
$$

where $I_{0}$ is the charge emitted by the point source into a unit volume for the unit time. Since the FVM is a particular case of Galerkin FEM, the matrices for the FVM will be symmetric and as sparse as those resulting from FEM formulation. Due to effective
conductivity $\left(\frac{\sigma}{V}\right)_{\mathrm{eff}}$, the non-diagonal elements of the resulting matrix differ less, hence the condition number of that matrix decreases. Unlike [5], the implementation of FVM which will be presented further in this work does not require any singularities, i.e. the hexahedrons that have a common boundary with more then 6 neighboring hexahedrons, which can worsen the conditioning of the matrix. Futhermore the question of deflation of the resuiting linear system was not studied in [5], but is discussed in this work.

### 2.4 Conjugate Gradient Method.

The Conjugate Gradient Method (CGM) [43, 37, 40, 31] was first introduced by Hestenes and Steiffel in 1952. Combined with preconditioning strategies it remains one of the most efficient iterative methods of solving the linear systems $A \mathbf{x}=\mathbf{b}$, where $\boldsymbol{A}$ is Hermitian positive definite matrix (hpd), $A \in M_{n, n}(\mathbf{C})$. The basic idea of the conjugate directions as a whole is to represent the solution $\mathbf{x}$ as a linear combination of vectors $\mathbf{p}_{1}, \ldots, \mathbf{p}_{n}$ orthogonal in the metric called $A$-norm,

$$
\begin{equation*}
\left(A \mathbf{p}_{i}, \mathbf{p}_{j}\right)=\delta_{i j} \tag{2.4.1}
\end{equation*}
$$

The solution can be written out as

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}_{0}+\sum_{i=1}^{n} a_{i} \mathbf{p}_{i} \tag{2.4.2}
\end{equation*}
$$

The coefficients $a_{i}$ can be written out explicitely due to the $\boldsymbol{A}$-orthogonality of $\mathbf{p}_{i}$. Multiplying (2.4.2) by $A$,

$$
\begin{align*}
& A \sum_{i=1}^{n} a_{i} \mathbf{p}_{i}=\mathbf{b}-A \mathbf{x}_{0}=\mathbf{r}_{0}, \\
& a_{i}=\frac{\left(\mathbf{r}_{0}, \mathbf{p}_{i}\right)}{\left(A \mathbf{p}_{i}, \mathbf{p}_{i}\right)} \tag{2.4.3}
\end{align*}
$$

In practice there is no need to compute all the vectors $\mathbf{p}_{\boldsymbol{i}}$ and all the coefficients $a_{i}$. Only the approximate solution $\mathbf{x}_{i}$ is computed, it can be represented as a last element in the sequence of the successive approximations to the solution

$$
\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{i},
$$

where $x_{0}$ is an initial vector,

$$
\begin{equation*}
x_{i}=x_{0}+\sum_{k=1}^{i} a_{k} \mathbf{p}_{k}=x_{i-1}+a_{i} \mathbf{p}_{i} \tag{2.4.4}
\end{equation*}
$$

For each successive approximation, the corresponding residuals $\mathbf{r}_{0}, \mathbf{r}_{1}, \ldots$ are computed

$$
\begin{gather*}
\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}  \tag{2.4.5}\\
\mathbf{r}_{i}=\mathbf{b}-A \mathbf{x}_{i}=\mathbf{b}-A \mathbf{x}_{i-1}-a_{i} A \mathbf{p}_{i}=\mathbf{r}_{i-1}-a_{i} A \mathbf{p}_{i} \tag{2.4.6}
\end{gather*}
$$

The approximation $\mathbf{x}_{i}$ is best in the sense that of all vectors of the form $\mathbf{u}=\mathbf{x}_{0}+\mathbf{v}, \mathbf{v} \in$ $\operatorname{span}\left\{\mathbf{p}_{1}, \ldots, \mathbf{p}_{i}\right\}$, the generalized error function $f_{A}(\mathbf{u})=(A(\mathbf{x}-\mathbf{u}),(\mathbf{x}-\mathbf{u}))$, where $\mathbf{x}$ is the exact solution, will take its least value for $\mathbf{x}_{i}$. Indeed consider $\mathbf{u}=\mathbf{x}_{0}+\sum_{k=1}^{i} \beta_{k} \mathbf{p}_{k}$.

$$
\begin{gathered}
f_{A}(\mathbf{u})=\left(A\left(\sum_{k=1}^{n} a_{k} \mathbf{p}_{k}-\sum_{k=1}^{i} \beta_{k} \mathbf{p}_{k}\right),\left(\sum_{k=1}^{n} a_{k} \mathbf{p}_{k}-\sum_{k=1}^{i} \beta_{k} \mathbf{p}_{k}\right)\right)= \\
\sum_{k=1}^{i}\left(a_{k}-\beta_{k}\right)^{2}\left(A \mathbf{p}_{k}, \mathbf{p}_{k}\right)+\sum_{k=i+1}^{n} a_{k}^{2}\left(A \mathbf{p}_{k}, \mathbf{p}_{k}\right) \geq \sum_{k=i+1}^{n} a_{k}^{2}\left(A \mathbf{p}_{k}, \mathbf{p}_{k}\right),
\end{gathered}
$$

the equality can be attained only for $a_{k}=\beta_{k}$. Therefore the generalized error function decreases with increasing index $i$. The two lemmas below summarize the properties of the direction vectors $\mathbf{p}_{\mathbf{i}}$.

## Lemma 1.

$$
\begin{equation*}
\left(\mathbf{r}_{i}, \mathbf{p}_{j}\right)=0, \quad(j=1, \ldots, i) \tag{2.4.7}
\end{equation*}
$$

Proof.

$$
\mathbf{r}_{i}=\mathbf{b}-A \mathbf{x}_{i}=A\left(\mathbf{x}-\mathbf{x}_{i}\right)=\sum_{k=i+1}^{n} \frac{\left(\mathbf{r}_{0}, \mathbf{p}_{k}\right)}{\left(A \mathbf{p}_{k}, \mathbf{p}_{k}\right)} A \mathbf{p}_{k}
$$

Hence $\quad\left(\mathbf{r}_{i}, \mathbf{p}_{j}\right)=0$ if $j<i+1$.

## Lemma 2.

$$
\begin{equation*}
\left(\mathbf{r}_{i}, \mathbf{p}_{j}\right)=\left(\mathbf{r}_{0}, \mathbf{p}_{j}\right), \quad(i=1, \ldots, j-1) \tag{2.4.8}
\end{equation*}
$$

## Proof.

$$
\left(\mathbf{r}_{i}, \mathbf{p}_{j}\right)=\frac{\left(\mathbf{r}_{0}, \mathbf{p}_{j}\right)}{\left(A_{\mathbf{p}_{j}}, \mathbf{p}_{j}\right)}\left(A \mathbf{p}_{j}, \mathbf{p}_{j}\right)=\left(\mathbf{r}_{0}, \mathbf{p}_{j}\right) .
$$

The direction vectors $\mathbf{p}_{1}, \ldots, \mathbf{p}_{k+1}$ are constructed successively together with the residuals $\mathbf{r}_{0}, \ldots, \mathbf{r}_{\boldsymbol{i}}$,

$$
\begin{align*}
\mathbf{p}_{i+1} & =\mathbf{r}_{i}-b_{i} \mathbf{p}_{i}  \tag{2.4.9}\\
b_{i} & =\frac{\left(\mathbf{r}_{i}, A \mathbf{p}_{i}\right)}{\left(\mathbf{p}_{i}, A \mathbf{p}_{i}\right)} \tag{2.4.10}
\end{align*}
$$

The residuals $\mathbf{r}_{0}, \ldots, \mathbf{r}_{i}$ are mutually orthogonal. In order to see this, consider $\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)$, where $i>$ j. By (2.4.9),

$$
\mathbf{r}_{i}=\mathbf{p}_{i+1}-b_{i} \mathbf{p}_{i}
$$

Therefore

$$
\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)=\left(\mathbf{p}_{i+1}, \mathbf{r}_{j}\right)-b_{i}\left(\mathbf{p}_{i}, \mathbf{r}_{j}\right),
$$

and both terms are equal to zero by (2.1.13). Each successive vector $\mathbf{p}_{i+1}$ will be $A$ orthogonal to $\mathbf{p}_{1}, \ldots, \mathbf{p}_{i}$, which are already mutually $A$-orthogonal.

$$
\begin{equation*}
\left(\mathbf{p}_{i+1}, A \mathbf{p}_{i}\right)=\left(\mathbf{r}_{i}, A \mathbf{p}_{i}\right)-\frac{\left(\mathbf{r}_{i}, A \mathbf{p}_{i}\right)}{\left(\mathbf{p}_{i}, A \mathbf{p}_{i}\right)}\left(\mathbf{p}_{i}, A \mathbf{p}_{i}\right)=0 \tag{2.4.11}
\end{equation*}
$$

Consider $\left(\mathbf{p}_{i+1}, A \mathbf{p}_{j}\right), \quad j=1,2, \ldots, i-1$.

$$
\left(\mathbf{p}_{i+1}, A_{\mathbf{p}_{j}}\right)=\left(\mathbf{r}_{i}, \boldsymbol{A} \mathbf{p}_{j}\right)+b_{i}\left(\mathbf{p}_{i}, A \mathbf{p}_{j}\right)=\left(\mathbf{r}_{i}, \boldsymbol{A} \mathbf{p}_{j}\right)
$$

by $\boldsymbol{A}$-orthogonality of $\mathbf{p}_{1}, \ldots, \mathbf{p}_{\boldsymbol{i}}$. Since

$$
\begin{gather*}
A \mathbf{p}_{j}=\frac{1}{a_{j}}\left(\mathbf{r}_{j-1}-\mathbf{r}_{j}\right) \\
\left(\mathbf{p}_{i+1}, A \mathbf{p}_{j}\right)=\frac{1}{a_{j}}\left(\mathbf{r}_{i}, \mathbf{r}_{j-1}\right)-\frac{1}{a_{j}}\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)=0, \tag{2.4.12}
\end{gather*}
$$

since $j-1<i, j<i$. It is also possible to derive the recurrent formula for $\mathrm{r}_{\boldsymbol{i}}$. By (2.1.14),

$$
\begin{gather*}
\mathbf{b}-A \mathbf{x}_{i}=\mathbf{b}-A \mathbf{x}_{i-1}-a_{i} A \mathbf{p}_{i} \\
\mathbf{r}_{i}=\mathbf{r}_{i-1}-a_{i} A \mathbf{p}_{i} \tag{2.4.13}
\end{gather*}
$$

Two more useful lemmas will be proved below.

## Lemma 3.

$$
\begin{equation*}
a_{i}=\frac{\left(\mathbf{p}_{i}, \mathbf{r}_{i-1}\right)}{\left(\mathbf{p}_{i}, A_{\mathbf{p}}\right)}=\frac{\left(\mathbf{r}_{i-1}, \mathbf{r}_{i-1}\right)}{\left(\mathbf{p}_{i}, A_{\mathbf{p}_{i}}\right)} \tag{2.4.14}
\end{equation*}
$$

Proof.

$$
\left(\mathbf{p}_{i}, \mathbf{r}_{i-1}\right)=\left(\mathbf{r}_{i-1}, \mathbf{r}_{i-1}\right)+b_{i-1}\left(\mathbf{p}_{i-1}, \mathbf{r}_{i-1}\right)=\left(\mathbf{r}_{i-1}, \mathbf{r}_{i-1}\right) \text { by (2.1.13) }
$$

## Lemma 4.

$$
\begin{equation*}
b_{i}=-\frac{\left(\mathbf{r}_{i}, \mathbf{r}_{i}\right)}{\left(\mathbf{r}_{i-1}, \mathbf{r}_{i-1}\right)} \tag{2.4.15}
\end{equation*}
$$

## Proof.

$$
A \mathbf{p}_{i}=\frac{1}{a_{i}}\left(\mathbf{r}_{i-1}-\mathbf{r}_{i}\right),
$$

hence

$$
\left(\mathbf{r}_{i}, A \mathbf{p}_{i}\right)=-\frac{1}{a_{i}}\left(\mathbf{r}_{i}, \mathbf{r}_{i}\right) .
$$

## Furthermore

$$
\begin{array}{r}
\left(\mathbf{p}_{i}, A \mathbf{p}_{i}\right)=\left(\mathbf{r}_{i-1}, A \mathbf{p}_{i}\right)+b_{i-1}\left(\mathbf{p}_{i-1}, A \mathbf{p}_{i}\right)= \\
\left(\mathbf{r}_{i-1}, A \mathbf{p}_{i}\right)=\frac{1}{a_{i}}\left(\mathbf{r}_{i-1}, \mathbf{r}_{i-1}-\mathbf{r}_{i}\right)=\frac{1}{a_{i}}\left(\mathbf{r}_{i-1}, \mathbf{r}_{i-1}\right)
\end{array}
$$

Finally,

$$
b_{i}=\frac{\left(\mathbf{r}_{i}, A \mathbf{p}_{i}\right)}{\left(\mathbf{p}_{i}, A \mathbf{p}_{i}\right)}=-\frac{\left(\mathbf{r}_{i}, \mathbf{r}_{i}\right)}{\left(\mathbf{r}_{i-1}, \mathbf{r}_{i-1}\right)} .
$$

The above considerations result in a classical algorithm of Hestenes and Steiffel. The Matlab program pcg.m is based on this algorithm.

$$
\mathbf{p}_{0}=\mathbf{r}_{0}, \quad \rho_{0}=1
$$

for $k=1$ :maxit

$$
\begin{gather*}
\rho_{1}=\left(\mathbf{r}_{k-1}, \mathbf{r}_{k-1}\right)  \tag{2.4.16}\\
b_{k-1}=\frac{\rho_{1}}{\rho_{0}}  \tag{2.4.17}\\
\mathbf{p}_{k}=\mathbf{r}_{k-1}+b_{k-1} \mathbf{p}_{k-1}  \tag{2.4.18}\\
a_{k}=\frac{\left(\mathbf{r}_{k-1}, \mathbf{r}_{k-1}\right)}{\left(\mathbf{p}_{k}, A \mathbf{p}_{k}\right)}  \tag{2.4.19}\\
\mathbf{x}_{k}=\mathbf{x}_{k-1}+a_{k} \mathbf{p}_{k}  \tag{2.4.20}\\
\mathbf{r}_{k}=\mathbf{r}_{k-1}-a_{k} A \mathbf{p}_{k}  \tag{2.4.21}\\
\rho_{0}=\rho_{1} \tag{2.4.22}
\end{gather*}
$$

end

So far the forward EEG problem is being solved with the use of a three-shell idealistic model. This is then combined with the MUSIC algorithm [35] in order to solve the inverse problem. For practical applications the geometry of the head must be taken into account, so the Finite Element and Boundary Element methods have been used for the experimental modeling. In this work the Finite Volume Method is applied. It allows one to take into account the realistic distibution of the conductivities in a natural way. The Conjugate Gradient Method is an efficient way of getting the iterative solution of large sparse linear systems, provided that the matrix is symmetric and positive definite. The properties of the matrix resulting from the FVM implementation will be considered in the next chapter.

## 3 Numerical Implementation and Acceleration.

### 3.1 Formulation of the Thesis Problem.

In this work the forward problem of EEG source localization is posed in the following way: given the intensity and location of the positive and negative sources of electric current. find the potential distribution inside the biological volume conductor, as well as on its surface. This problem has to be solved both for the three-shell spherical head model and for the head of realistic shape obtained by means of the MRI scans. It is natural to apply the Finite Volume Method in this case, since this will allow one to take into account the geometry of the realistic head and the conductivity distribution. In this respect it is important to study the properties of the matrix of the resulting linear system and to determine how the system can be deflated in order to avoid semidefiniteness.

The inverse problem of EEG source localization can be posed as follows: given the value of potential for a limited number of surface points, find the location and orientation of the dipole source. In order to do this the forward problem has to be solved for all the candidate dipole locations. The potential for each particular location has to be computed for each of three spatial directions. Therefore it is very important for practical purposes to reduce as much as possible the computational time needed for the forward problem solution. Below The preconditioning technique will be discussed below.

In fact the three-shell model described above has quite a serious drawback. It assumes that the positive and negative sources are infinitely close, which is too idealistic from a brain anatomy point of view. Therefore it is important to develop a more realistic threeshell model which would allow the comparison of the performance of FVM with theory.

### 3.2 Realization of the Finite Volume Method for a Realistic Head. Discretization, Deflation and Positive Definiteness.

Until recently the Finite Volume Method did not have applications in EEG Source Localization, although this method was widely used in Fluid Mechanics [1]. There are quite a few technical difficulties one can face while implementing the inverse problem algorithms combined with the FVM. While implementing the BEM only the surface of the biological volume conductor is triangularized. For the FVM the entire three-dimensional domain of the biological volume conductor has to be decomposed. Moreover such a domain decomposition algorithm has to take into account the differences in conductivities for different layers. In order to solve the inverse problem of source localization a regular and dense grid is needed. Such a grid has to be adjusted to the real geometry of the human head.

Rosenfeld et al.[5] implemented a forward problem by mapping the sphere onto the real volume. The basic idea is the decomposition of the sphere by meridians and parallels and then mapping the surfaces of the layers of the realistic head. This approach works reasonably well for spherical or ellipsoidal head models, the distribution of potential obtained matched quite well the results for the analytical three-layer head models. However there is no indication in the literature that such an approach can work well for a more realistic head. First mapping the sphere onto the real head surface is a very complex task if we take into consideration the ears, nose, lips, etc. Second such an approach assumes the existence of the sc-called singularities, i.e. points common to more than 8 neighboring finite volume elements. The singularity is shown on Fig. 4. For such a singularity additional cells must be constructed and additional equations must be written, which makes the resulting matrix less sparse and poorly conditioned.

In this work a more simple approach based on the decomposition of the cube is adopted. An algorithm which was used for the code generation will now be considered in detail.

Suppose that the dipole of intensity $I$ is located somewhere inside the biological volume conductor. First the biological volume conductor is enclosed into the cube. Without loss of generality we may assume that the length of a side is 2 , so the sphere with unit radius can be enclosed into such a cube. Divide such a cube into a number of smaller cubes with side $h$. These smaller cubes will form a system of $(2 l+1)^{3}$ finite volume elements, where $l$ is defined as

$$
\begin{equation*}
l=\left[\frac{1}{h}\right] \tag{3.2.1}
\end{equation*}
$$

[.] means the operation of taking the integer part of a number. The coordinates of the cubes' centers can be written as a product of the cube's size $h$ and the indexes $i, j, k$ for each spatial direction

$$
\begin{gather*}
x=i h, \quad y=j h, \quad z=k h  \tag{3.2.2}\\
i, j, k=-l,-l+1, \ldots,-1,0,1, \ldots, l-1, l .
\end{gather*}
$$

The finite volume elements are numbered with index $s$

$$
\begin{gather*}
s=(i+l)(2 l+1)^{2}+(j+l)(2 l+1)+k+l+1  \tag{3.2.3}\\
s=1, \ldots,(2 l+1)^{3}
\end{gather*}
$$

However only the cubes with centers inside the biological volume conductor are of interest for the forward problem computation, since for all other cubes the conductivity is assumed to be zero. Hence one more index is needed for the cubes with nonzero conductivity, and the indexing is done in the following way:
$n=0$
for $i$ starting from $-l$ up to $l$ with step 1
for $j$ starting from $-l$ up to $l$ with step 1 for $k$ starting from $-l$ up to $l$ with step 1

$$
\begin{aligned}
& \text { if cube with indexes } i, j, k \\
& \text { has nonzero conductivity, then } \\
& \qquad \begin{array}{l}
\mathrm{n}=\mathrm{n}+1 ;
\end{array} \\
& \text { otherwise } \mathrm{n} \text { does not change }
\end{aligned}
$$

end;
end;
end.
The procedures for assigning the values of $\sigma_{i, j, k}$ for each cube will be described later on, as they depend on a particular experiment. There are five important parameters in these codes:
$s$ - parameter indexing all the cubes;
$n$ - parameter indexing only the cubes with nonzero conductivity:
$i, j, k$ - parameters defining the spatial coordinates of the center of the cube.
The computational scheme (2.3.3)

$$
\begin{aligned}
& \left(\sigma \nabla \Psi \cdot \vec{S}^{\xi}\right)_{i+\frac{1}{2}, j, k}-\left(\sigma \nabla \Psi \cdot \vec{S}^{\xi}\right)_{i-\frac{1}{2}, j, k} \\
+ & \left(\sigma \nabla \Psi \cdot \vec{S}^{\eta}\right)_{i, j+\frac{1}{2}, k}-\left(\sigma \nabla \Psi \cdot \vec{S}^{\eta}\right)_{i, j-\frac{1}{2}, k} \\
+ & \left(\sigma \nabla \Psi \cdot \vec{S}^{\varsigma}\right)_{i, j, k+\frac{1}{2}}-\left(\sigma \nabla \Psi \cdot \vec{S}^{\zeta}\right)_{i, j, k-\frac{1}{2}}=I_{0}
\end{aligned}
$$

is discretized in the following way. Change $\xi \rightarrow x, \eta \rightarrow y, \zeta \rightarrow z$,

$$
\begin{aligned}
& \vec{S}^{\xi}=\vec{S}_{i, j, k}^{k}=\vec{S}_{i \pm \frac{1}{2}, j, k}^{\prime}=\vec{S}^{x}=h^{2} \overrightarrow{\mathbf{i}}, \\
& \vec{S}^{\eta}=\vec{S}_{i, j, k}^{\eta}=\vec{S}_{i, j \pm \frac{1}{2}, k}^{\eta}=\vec{S}^{y}=h^{2} \overrightarrow{\mathbf{j}},
\end{aligned}
$$

$$
\begin{aligned}
& \vec{S}^{\zeta}=\vec{S}_{i, j, k}^{\zeta}=\vec{S}_{i, j, k \pm \frac{1}{2}}^{\zeta}=\vec{S}^{z}=h^{2} \overrightarrow{\mathbf{k}}, \\
& V_{i, j, k}=V_{i \pm \frac{1}{2}, j \pm \frac{1}{2}, k \pm \frac{1}{2}}=h^{3} .
\end{aligned}
$$

Here $\overrightarrow{\mathbf{i}}, \overrightarrow{\mathbf{j}}, \overrightarrow{\mathbf{k}}$ are unit vectors in three spatial directions. One shouldn't confuse them with the scalar indexes $i, j, k$.

Therefore the expression for the current flow through the face $\left(i+\frac{1}{2}, j, k\right)$ is

$$
\begin{equation*}
\left(\sigma \nabla \Psi \cdot S^{x}\right)_{i+\frac{1}{2}, j, k}=\sigma_{i+\frac{1}{2}, j, k}\left(\Psi_{i+1, j, k}-\Psi_{i, j, k}\right) h \tag{3.2.4}
\end{equation*}
$$

and it was already discussed in the previous chapter that

$$
\sigma_{i+\frac{1}{2}, j, k}=\frac{2 \sigma_{i+1, j, k} \sigma_{i, j, k}}{\sigma_{i+1, j, k}+\sigma_{i, j, k}}
$$

It is straightforward now to write the expressions for the fluxes through the other faces of the cube. Finally

$$
\begin{align*}
& \frac{2 \sigma_{i+1, j, k} \sigma_{i, j, k}}{\sigma_{i+1, j, k}+\sigma_{i, j, k}}\left(\Psi_{i+1, j, k}-\Psi_{i j, k}\right)-\frac{2 \sigma_{i, j, k} \sigma_{i-1, j, k}}{\sigma_{i, j, k}+\sigma_{i-1, j, k}}\left(\Psi_{i, j, k}-\Psi_{i-1, j, k}\right) \\
+ & \frac{2 \sigma_{i, j+1, k} \sigma_{i, j, k}}{\sigma_{i, j+1, k}+\sigma_{i, j, k}}\left(\Psi_{i, j+1, k}-\Psi_{i, j, k}\right)-\frac{2 \sigma_{i, j, k} \sigma_{i, j-1, k}}{\sigma_{i, j, k}+\sigma_{i, j-1, k}}\left(\Psi_{i, j, k}-\Psi_{i, j-1, k}\right)  \tag{3.2.5}\\
+ & \frac{2 \sigma_{i, j, k+1} \sigma_{i, j, k}}{\sigma_{i, j, k+1}+\sigma_{i, j, k}}\left(\Psi_{i, j, k+1}-\Psi_{i, j, k}\right)-\frac{2 \sigma_{i, j, k} \sigma_{i, j, k-1}}{\sigma_{i, j, k}+\sigma_{i, j, k-1}}\left(\Psi_{i, j, k}-\Psi_{i, j, k-1}\right)=\frac{I_{i, j, k}}{h} .
\end{align*}
$$

Singularities and additional equations are no longer needed. Now the computational scheme needs to be transferred into the matrix equation

$$
A \mathbf{u}=\mathbf{b}
$$

The dimension of the matrix $A$ is $N \times N$, where $N$ is the maximum value of the parameter $n$. For each value of $n$ there is only one combination of indexes $i, j, k$. Such a transformation can be represented as a function of $i, j, k$.

$$
n=f(i, j, k) .
$$

. Denote $n_{1}-n_{6}$ as the indexes of the adjacent cubes,

$$
\begin{array}{ll}
n_{1}=f(i+1, j, k), & n_{2}=f(i-1, j, k) \\
n_{3}=f(i, j+1, k), & n_{4}=f(i, j-1, k) \\
n_{5}=f(i, j, k+1), & n_{6}=f(i, j, k-1)
\end{array}
$$

If the sign of the left and right-hand-side is changed to the opposite the equation (3.2.5) has the form

$$
\begin{align*}
& \frac{2 \sigma_{n_{1}} \sigma_{n}}{\sigma_{n_{1}}+\sigma_{n}}\left(\Psi_{n}-\Psi_{n_{1}}\right)+\frac{2 \sigma_{n_{2}} \sigma_{n}}{\sigma_{n_{2}}+\sigma_{n}}\left(\Psi_{n}-\Psi_{n_{2}}\right) \\
+ & \frac{2 \sigma_{n_{3}} \sigma_{n}}{\sigma_{n_{3}}+\sigma_{n}}\left(\Psi_{n}-\Psi_{n_{3}}\right)+\frac{2 \sigma_{n_{1}} \sigma_{n}}{\sigma_{n_{4}}+\sigma_{n}}\left(\Psi_{n}-\Psi_{n_{4}}\right)  \tag{3.2.6}\\
+ & \frac{2 \sigma_{n_{5}} \sigma_{n}}{\sigma_{n_{5}}+\sigma_{n}}\left(\Psi_{n}-\Psi_{n_{5}}\right)+\frac{2 \sigma_{n_{6}} \sigma_{n}}{\sigma_{n_{6}}+\sigma_{n}}\left(\Psi_{n}-\Psi_{n_{6}}\right)=-\frac{I_{n}}{h} .
\end{align*}
$$

For each value of $n$ the elements of the $n$-th row of the matrix $A$ are

$$
\begin{equation*}
A_{n n}=2 \sigma_{n}\left(\sum_{t=1}^{6} \frac{\sigma_{n_{t}}}{\sigma_{n_{t}}+\sigma_{n}}\right), \quad A_{n n_{t}}=-\frac{2 \sigma_{n} \sigma_{n_{t}}}{\sigma_{n}+\sigma_{n_{t}}}, \quad t=1, \ldots, 6 \tag{3.2.7}
\end{equation*}
$$

Since the normal component of the current flux does not change at the interface of the biological volume conductor,

$$
\left.\sigma_{i n} \frac{\partial \Psi}{\partial n}\right|_{i n}=\left.\sigma_{o u t} \frac{\partial \Psi}{\partial n}\right|_{\text {out }}
$$

The conductivity of the surrounding air is zero, therefore the current flux at the interface is zero. For the computational scheme it means that if the center of the adjacent cube with indexes $i+1, j, k$ is located outside the biological volume conductor, then

$$
\sigma_{i+1, j, k}=0
$$

therefore the correspondent terms in (3.2.6) and (3.2.7) become zeros as well.
The matrix $A$ is symmetric since for two cubes with $n$-indexes $p$ and $t$,

$$
\begin{equation*}
A_{p t}=A_{t p}=-\frac{2 \sigma_{p} \sigma_{t}}{\sigma_{p}+\sigma_{t}} \tag{3.2.8}
\end{equation*}
$$

Now we will study the question of positive definiteness of the matrix $A$.

Definition 1. A positive definite matrix $A \in M_{n}$ is a nonsingular Hermitian matrix such that $(A x, x)>0$ for all nonzero $\mathbf{x} \in C^{\boldsymbol{n}}$.

Here $M_{n}$ is a set of all $n$-by-n complex matrixes, $C^{\boldsymbol{n}}$ is a complex vector space of the complex $n$-vectors [25]. If for some nonzero $x^{*} \in C^{n},\left(A x^{*}, x^{*}\right)=0$, then the nonsingular Hermitian matrix $A$ is called positive semidefinte. In our case matrix $A$ is Hermitian, since it is symmetric and it has only real entries. It is easy to see that for $N$-dimensional vector $\mathbf{u}=[c, \ldots, c]^{T}$, where $c$ is a constant, $(A \mathbf{u}, \mathbf{u})=0$, hence matrix $A$ is positive semidefinite. In such a case vector $v=[c, \ldots, c]^{T} \in \operatorname{ker}(A)$, and $\operatorname{rank}(A) \leq N-1$.

Lemma 5. $\operatorname{rank}(A)=N-1$.

## Proof.

Assume that the opposite is true, i.e. there is another vector $\mathbf{w}=\left[\Psi_{1}, \Psi_{2}, \ldots, \Psi_{N}\right]^{T} \in$ $\operatorname{ker}(A)$ such that for some indices $i$ and $j, \Psi_{i} \neq \Psi_{j}$. This means that for at least one of the finite volume elements with index $n$ at least one of its adjacent elements indexed as $n_{t}^{*}$ has a different potential. Without loss of generality we assume that $\Psi_{n_{i}}>\Psi_{n}$. Define new indexes $n^{0}$ and $n^{1}$ as $n^{0}=n, n^{1}=n_{t}^{*}$. Since

$$
\begin{align*}
&(A w)_{n^{1}}= \sum^{6} \frac{2 \sigma_{n^{1}} \sigma_{n_{t}^{1}}}{\sigma_{n^{1}}+\sigma_{n_{t}^{1}}}\left(\Psi_{n^{1}}-\Psi_{n_{t}^{1}}\right)+\frac{2 \sigma_{n^{1}} \sigma_{n^{0}}}{\sigma_{n^{1}}+\sigma_{n^{0}}}\left(\Psi_{n^{1}}-\Psi_{n^{0}}\right)=0  \tag{3.2.9}\\
& t=1 \\
& n_{t}^{1} \neq n^{0}
\end{align*}
$$

then there is at least one index $n_{t}^{1 *}$ such that $\Psi_{n_{t}^{1 \cdot}}>\Psi_{n^{1}}$. Denote $n^{2}=n_{t}^{1 *}$. In such a way it is possible to construct a sequence $n^{0}, n^{1}, n^{2}, \ldots$ of indexes such that $\Psi_{n^{0}}<\Psi_{n^{1}}<$ $\Psi_{n^{2}}<\ldots$ Since the set of the finite volume elements is finite, this sequence must end with an index $m$. For such a finite volume element there are adjacent elements with lower potential, however there are no elements with higher potential.

For this index

$$
\begin{align*}
& (A \mathbf{W})_{n^{m}}=\frac{2 \sigma_{n^{m}} \sigma_{n^{m-1}}}{\sigma_{n^{m}}+\sigma_{n^{m-1}}}\left(\Psi_{n^{m}}-\Psi_{n^{m-1}}\right) \\
& +\quad \sum_{t} \quad \frac{2 \sigma_{n^{m}} \sigma_{n_{e}^{m}}}{\sigma_{n^{m}}+\sigma_{n_{2}^{m}}}\left(\Psi_{n^{m}}-\Psi_{n_{e}^{m}}\right) .  \tag{3.2.10}\\
& \quad t=1 \\
& n_{t}^{m} \neq n^{m-1}
\end{align*}
$$

The first term is greater than zero, the second is greater or equal to zero. Hence $(A \mathbf{w})_{n}>0$ and there is a contradiction, $\mathbf{w} \notin \operatorname{ker}(A)$. There is no vector $\mathbf{w}$ linearly independent from $\mathbf{v}$ such that $\mathbf{w} \in \operatorname{ker}(A)$. Therefore $\operatorname{dim}(\operatorname{ker}(A))=1, \operatorname{rank}(A)=N-1$.

This property of matrix $A$ has a clear physical sense. In the absence of the sources or sinks of the current the potential is the same everywhere within the biological volume conductor.

Consider

$$
\begin{equation*}
(A \mathbf{u}, \mathbf{u})=\sum_{n=1}^{N} \sum_{t=1}^{6}\left(\Psi_{n}-\Psi_{n_{t}}\right) \Psi_{n} \frac{2 \sigma_{n} \sigma_{n_{t}}}{\sigma_{n}+\sigma_{n_{t}}} . \tag{3.2.11}
\end{equation*}
$$

It is easy to see that for each term with indexes $n, n_{t}$ there is a term

$$
\left(\Psi_{n_{t}}-\Psi_{n}\right) \Psi_{n_{\varepsilon}} \frac{2 \sigma_{n} \sigma_{n_{\varepsilon}}}{\sigma_{n}+\sigma_{n_{\varepsilon}}}
$$

The sum of the two results in

$$
\frac{2 \sigma_{n} \sigma_{n_{t}}}{\sigma_{n}+\sigma_{n_{t}}}\left\{\left(\Psi_{n}-\Psi_{n_{t}}\right) \Psi_{n}+\left(\Psi_{n_{t}}-\Psi_{n}\right) \Psi_{n_{t}}\right\}=\frac{2 \sigma_{n} \sigma_{n_{t}}}{\sigma_{n}+\sigma_{n_{t}}}\left(\Psi_{n}-\Psi_{n_{t}}\right)^{2} .
$$

Finally the expression (3.2.11) can be written out as a sum with respect to all the sides of the finite volume elements,

$$
\begin{equation*}
(A \mathbf{u}, \mathbf{u})=\sum_{n=1}^{N} \sum_{t=1}^{6} \frac{2 \sigma_{n} \sigma_{n_{t}}}{\sigma_{n}+\sigma_{n_{t}}}\left(\Psi_{n}-\Psi_{n_{\ell}}\right)^{2} H\left(n_{t}-n\right) \tag{3.2.12}
\end{equation*}
$$

where $H$ is a Heaviside function,

$$
H\left(n_{t}-n\right)= \begin{cases}1, & n_{t}>n \\ 0, & n_{t}<n\end{cases}
$$

It is also possible to prove that any row of the matrix $A$ is a sum of all the other rows, taken with the opposite sign. Indeed for the $n$-th row of $A$,

$$
\begin{align*}
& A_{n n}=\sum_{t=1}^{6} \frac{2 \sigma_{n_{t}} \sigma_{n}}{\sigma_{n_{t}}+\sigma_{n}}=-\sum_{t=1}^{6} A_{n_{t} n}=-\sum_{m=1}^{N} A_{m n} .  \tag{3.2.13}\\
& m \neq n \\
& A_{n n_{t}}=-\frac{2 \sigma_{n_{t}} \sigma_{n}}{\sigma_{n_{t}}+\sigma_{n}}=-\left\{A_{n_{t} n_{t}}-\sum^{6} \frac{2 \sigma_{n_{t}} \sigma_{n_{s}}}{\sigma_{n_{t}}+\sigma_{n_{t}}}\right\}= \\
& s=1 \\
& n_{s} \neq n_{t} \\
& -\left\{\sum_{s=1}^{6} \frac{2 \sigma_{n_{t}} \sigma_{n_{s}}}{\sigma_{n_{\mathrm{t}}}+\sigma_{n_{s}}}-\quad \sum^{6} \frac{2 \sigma_{n_{\mathrm{t}}} \sigma_{n_{\mathrm{s}}}}{\sigma_{n_{\mathrm{t}}}+\sigma_{n_{s}}}\right\}=-\sum_{m=1}^{N} A_{m n_{\mathrm{t}}} .  \tag{3.2.14}\\
& s=1 \\
& n_{s} \neq n_{t}
\end{align*}
$$

For all other entries with $k \neq n, k \neq n_{t}, \sum_{m=1}^{N} A_{m k}=0$.
Apparently the linear system will have multiple solutions. However if a certain value of the potential is ascribed to one of the finite volumes, then the linear system will have a unique solution. Such a practice is called deflation of the matrix $A$. Without the loss of generality the biopotential in the center of the finite volume element with $n$-index 1 can be ascribed the value $a$, then all the other potentials will be measured with respect to that potential. It is well known that not just the value of the potential but the potential difference makes physical sense. In practice one measures the potential difference with respect to the so-called reference electrode. Therefore we can assume that $\Psi_{1}=a$. Instead of $A \mathbf{u}=\mathbf{b}$, there is a system

$$
\begin{equation*}
A_{d} \mathbf{u}_{d}=\mathbf{b}_{d} \tag{3.2.15}
\end{equation*}
$$

$$
\begin{gather*}
\text { where } A_{d}=\left[\begin{array}{cccc}
A_{22} & \cdots & A_{2 N} \\
\cdot & & \cdot \\
\cdot & & \\
\cdot & & \cdot \\
A_{N 2} & \cdots & \cdot & A_{N N}
\end{array}\right],  \tag{3.2.16}\\
\mathbf{u}_{d}=\left[\begin{array}{c}
\Psi_{2} \\
\cdot \\
\cdot \\
\cdot \\
\Psi_{N}
\end{array}\right], \mathbf{b}_{d}=\left[\begin{array}{c}
b_{2} \\
\cdot \\
\cdot \\
\cdot \\
b_{N}
\end{array}\right]-a\left[\begin{array}{c}
A_{21} \\
\cdot \\
\cdot \\
\cdot \\
A_{N 1}
\end{array}\right] \tag{3.2.17}
\end{gather*}
$$

The deflated matrin $\boldsymbol{A}_{\boldsymbol{d}}$ is positive definite. Assume that $i_{1}, j_{1}, k_{1}$ are the indexes that correspond to $n=1$,

$$
s_{1}=f(i+1, j, k), \quad s_{2}=f(i, j+1, k), \quad, s_{3}=f(i, j, k+1)
$$

For any nonzero $\mathbf{u}_{d}$,

$$
\begin{align*}
& \left(A_{d} \mathbf{u}_{d}, \mathbf{u}_{d}\right)=\sum_{t=1}^{3} \frac{2 \sigma_{1} \sigma_{s_{t}}}{\sigma_{1}+\sigma_{s_{t}}} \Psi_{1_{t}}{ }^{2}+ \\
& \sum_{n=2}^{N} \sum_{t=1}^{6} \frac{2 \sigma_{n_{t}} \sigma_{n}}{\sigma_{n_{t}}+\sigma_{n}}\left(\Psi_{n}-\Psi_{n_{t}}\right)^{2} H\left(n_{t}-n\right)>0 .  \tag{3.2.18}\\
& \quad n_{t} \neq 1
\end{align*}
$$

This sum is greater than zero unless $\Psi_{2}=\Psi_{3}=\ldots=\Psi_{N}=0$.
It is further assumed that the human head has three major domains with the same anisotropic conductivity - the inside brain, skull and scalp. The brain tissue and scalp have the same conductivity of value $0.0029(\Omega m)^{-1}$. It is quite realistic to assume that the conductivity of the skull is much lower. For the numerical experiments it is considered to be $3.6 \cdot 10^{-5}(\Omega m)^{-1}$. If the center of the finite volume element is within the domain of
the brain, the conductivity of the brain is attributed to the entire element, similarly for the skull and the scalp. It is assumed that the brain, skull and scalp have clearly outlined shapes, so it is possible to determine the conductivity for each particular center.

### 3.3 Preconditioning of the Conjugate Gradient Method.

### 3.3.1 The Idea of Preconditioning.

In order to reduce the computational time for the CGM, one applies preconditioning strategies. The basic idea of preconditioning ([30], [39], [40]) can be described in the following way. Instead of the system $A_{d} \mathbf{x}_{d}=\mathbf{b}_{d}$, consider the linear system $C_{L} A_{d} C_{R} \overline{\mathbf{x}}=$ $C_{L} \mathbf{b}_{\boldsymbol{d}}$. Such a system can be written out as

$$
\begin{equation*}
\tilde{A} \tilde{\mathbf{x}}=\overline{\mathbf{b}}, \tag{3.3.1}
\end{equation*}
$$

where $\bar{A}=C_{L} A_{d} C_{R}, \quad \overline{\mathrm{~b}}=C_{L} \mathbf{b}_{d}$.

The matrixes $C_{L}$ and $C_{R}$ are called left and right preconditioners. The choice of these matrices depends on the particular preconditioning strategy. The matrix $C_{L} A_{d} C_{R}$ is supposed to have better spectral properties than the original $A_{d}$, the details will be given below. Such an approach does not require matrix inversion, it does not reduce the sparsity of the matrix of the system.

Consider the classical CGM, described in the previous chapter
for $k=1$ :maxit

$$
\begin{gathered}
\rho_{1}=\left(\tilde{\mathbf{r}}_{k-1}, \tilde{\mathbf{r}}_{k-1}\right), \\
b_{k-1}=\frac{\rho_{1}}{\rho_{0}} \\
\tilde{\mathbf{p}}_{k}=\tilde{\mathbf{r}}_{k-1}+b_{k-1} \tilde{\mathbf{p}}_{k-1} \\
\left.a_{k}=\frac{\left(\tilde{\mathbf{r}}_{k-1}, \tilde{\mathbf{r}}_{k-1}\right)}{\left(\tilde{\mathbf{p}}_{k}, \tilde{A}_{\mathbf{p}}^{k}\right.}\right) \\
\tilde{\mathbf{x}}_{k}=\tilde{\mathbf{x}}_{k-1}+a_{k} \tilde{\mathbf{p}}_{k} \\
\tilde{\mathbf{r}}_{k}=\tilde{\mathbf{r}}_{k-1}-a_{k} \tilde{A}_{\mathbf{p}_{k}} \\
\rho_{0}=\rho_{1}
\end{gathered}
$$

end
The successive approximation vectors $\mathbf{x}_{k}$ and direction vectors $\mathbf{p}_{k}$ of the CGM for the system $A_{d} \mathbf{x}_{d}=\mathbf{b}_{d}$ are related to the corresponding vectors $\overline{\mathbf{x}}_{k}$ and $\overline{\mathbf{p}}_{k}$ of the preconditioned linear system (3.3.1) in the following way

$$
\begin{equation*}
\mathbf{x}_{\mathbf{d} k}=C_{R} \tilde{\mathbf{x}}_{k}, \quad \mathbf{p}_{k}=C_{R} \tilde{\mathbf{x}}_{k} \tag{3.3.2}
\end{equation*}
$$

For the new residual vectors $\tilde{\mathbf{r}}_{k}$,

$$
\begin{equation*}
\tilde{\mathbf{r}}_{k}=\overline{\mathbf{b}}-\bar{A} \tilde{\mathbf{x}}_{k}=C_{L} \mathbf{b}-C_{L} A_{d} C_{R} \overline{\mathbf{x}}_{k}=C_{L}\left(\mathbf{b}-A_{d} \mathbf{x}_{d k}\right)=C_{L} \mathbf{r}_{k} . \tag{3.3.3}
\end{equation*}
$$

Now one can derive all the intermediate parameters and vectors for the preconditioned CGM,

$$
\begin{gather*}
b_{k-1}=\frac{\left(\tilde{\mathbf{r}}_{k-1}, \tilde{\mathbf{r}}_{k-1}\right)}{\left(\tilde{\mathbf{r}}_{k-2}, \tilde{\mathbf{r}}_{k-2}\right)}=\frac{\left(C_{L} \mathbf{r}_{k-1}, C_{L} \mathbf{r}_{k-1}\right)}{\left(C_{L} \mathbf{r}_{k-2}, C_{L} \mathbf{r}_{k-2}\right)}  \tag{3.3.4}\\
\tilde{\mathbf{p}}_{k}=\tilde{\mathbf{r}}_{k-1}+b_{k-1} \tilde{\mathbf{p}}_{k-1}, \\
C_{R} \tilde{\mathbf{p}}_{k}=C_{R} \tilde{\mathbf{r}}_{k-1}+b_{k-1} C_{R} \tilde{\mathbf{p}}_{k-1} \\
\mathbf{p}_{k}=C_{R} C_{L} \mathbf{r}_{k-1}+b_{k-1} \mathbf{p}_{k-1}
\end{gather*}
$$

If $C=C_{R} C_{L}$, then

$$
\begin{equation*}
\mathbf{p}_{k}=C \mathbf{r}_{k-1}+b_{k-1} \mathbf{P}_{k-1} \tag{3.3.5}
\end{equation*}
$$

Since

$$
\begin{gather*}
\left(\tilde{\mathbf{p}}_{k}, \tilde{A} \tilde{\mathbf{p}}_{k}\right)=\left(C_{R}^{-1} \mathbf{p}_{k}, C_{L} A_{d} C_{R} C_{R}^{-1} \mathbf{p}_{k}\right) \\
=\left(C_{R}^{-1} \mathbf{p}_{k}, C_{L} A_{d} \mathbf{p}_{k}\right)=\left(\mathbf{p}_{k}, C A_{d} \mathbf{p}_{k}\right) \\
a_{k}=\frac{\left(\tilde{\mathbf{r}}_{k-1}, \tilde{\mathbf{r}}_{k-1}\right)}{\left(\tilde{\mathbf{p}}_{k}, \tilde{A} \tilde{\mathbf{p}}_{k}\right)}=\frac{\left(C_{L \mathbf{r}_{k-1}}, C_{L} \mathbf{r}_{k-1}\right)}{\left(\mathbf{p}_{k}, C A_{d} \mathbf{p}_{k}\right)} . \tag{3.3.6}
\end{gather*}
$$

$$
\begin{equation*}
\mathbf{x}_{k}=\mathbf{x}_{k-1}+a_{k} \mathbf{p}_{k} \tag{3.3.7}
\end{equation*}
$$

$$
\begin{aligned}
& \tilde{\mathbf{r}}_{k}=\tilde{\mathbf{r}}_{k-1}-a_{k} \tilde{A} \tilde{\mathbf{p}}_{k}, \\
& \quad C_{L} \mathbf{r}_{k}=C_{L \mathbf{r}} \mathbf{r}_{k-1}-a_{k} C_{L} A_{d} C_{R} C_{R}^{-1} \mathbf{p}_{k}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\mathbf{r}_{k}=\mathbf{r}_{k-1}-a_{k} A_{d} \mathbf{P}_{k} \tag{3.3.8}
\end{equation*}
$$

Hence for the preconditioned CGM there is a following set of equations,
$\mathbf{x}_{0}$ - initial approximation;

$$
\mathbf{r}_{0}=C_{L}\left(\mathbf{b}_{d}-A_{d} \mathbf{x}_{0}\right)
$$

$$
\mathbf{p}_{0}=\mathbf{r}_{0}, \quad \rho_{0}=1,
$$

for $\quad k=1$ :maxit

$$
\begin{array}{r}
\rho_{1}=\left(C_{L} \mathbf{r}_{k-1}, C_{L} \mathbf{r}_{k-1}\right) \\
b_{k-1}=\frac{\rho_{1}}{\rho_{0}} \\
\mathbf{p}_{k}=C \mathbf{r}_{k-1}+b_{k-1} \mathbf{p}_{k-1} \\
a_{k}=\frac{\left(C_{L} \mathbf{r}_{k-1}, C_{L} \mathbf{r}_{k-1}\right)}{\left(\mathbf{p}_{k}, C A_{d} \mathbf{p}_{k}\right)} \\
\mathbf{x}_{k}=\mathbf{x}_{k-1}+a_{k} \mathbf{p}_{k} \\
\mathbf{r}_{k}=\mathbf{r}_{k-1}-a_{k} A_{d} \mathbf{p}_{k} \\
\rho_{0}=\rho_{1}
\end{array}
$$

end

### 3.3.2 Polynomial Preconditioning.

For the problem under consideration the polynomial preconditioning ([30], [39])was applied. Consider the basic ideas underlying this approach. The left preconditioner $C_{L}$ is
chosen to be a matrix polynomial,

$$
\begin{equation*}
C_{L}\left(A_{d}\right)=a_{0} I+a_{1} A_{d}+a_{2} A_{d}^{2}+a_{3} A_{d}^{3}+\ldots \tag{3.3.9}
\end{equation*}
$$

such that the product $C_{L}(\lambda) \lambda$ will be close to 1 in $l_{\infty}$ norm on some set $S \subset \sigma\left(A_{d}\right)$, where $\sigma\left(A_{d}\right)$ is the spectrum of matrix $A_{d}$. Since $A_{d}$ is symmetric and nonsingular, it can be assumed that $S$ is a subset of the real line that excludes the origin. Next let $S$ be a compact set, and for $f$ a continuous function on $S$, define

$$
\begin{equation*}
\|f\|_{S}=\max _{\lambda \in S}|f(\lambda)| \tag{3.3.10}
\end{equation*}
$$

This norm is also called the uniform norm; note its dependence on the set $S$. We shall seek the polynomial which minimizes $\left\|1-C_{L}(\lambda) \lambda\right\|_{S}$, i.e. the best polynomial approximation to 1 from among all polynomials of degree $m$ or less having a root at zero. If $p_{m} \equiv C_{L}(\lambda) \lambda$ is such a polynomial, the problem may be recast as a constrained minimax approximation problem

$$
\begin{equation*}
\min _{p \in \pi_{m}, p(0)=0}\|1-p\|_{S} \tag{3.3.11}
\end{equation*}
$$

where $\pi_{m}=\{p: p$ is a real polynomial of degree $m$ or less $\}$. Therefore it is desirable to choose such $p_{m}$ that the eigenvalues of the preconditioned matrix $p_{m}\left(A_{d}\right)$ are as tightly clustered around 1 as possible. In this way the convergence of the Conjugate Gradient Method can be accelerated. Since $p_{m}\left(A_{d}\right)$ is a preconditioned matrix, $p_{m}(\lambda)$ is called the preconditioning polynomial. In order to find $a_{i}$, we need Chebyshev polynomials of the first kind [42], orthogonal on the interval [-1,1] with weight function

$$
h_{1}=\frac{1}{\sqrt{1-x^{2}}}, \quad x \in(-1,1)
$$

which provide the solution for the minimax problem [47].
The explicit form for $m$-th Chebyshev polynomial is $T_{m}=\cos (m \arccos x)$. In practice Chebyshev polynomials are generated by the recurrent formulas

$$
T_{0}(x)=1, \quad T_{1}(x)=x
$$

$$
\begin{equation*}
T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x) \tag{3.3.12}
\end{equation*}
$$

The leading coefficient of $T_{n}(x)$, for $n \geq 1$, is $2^{n-1}$. Therefore the Chebyshev polynomials with leading coefficient 1 are defined by the formula

$$
\begin{equation*}
\tilde{T}_{m}(x)=\frac{1}{2^{m-1}} T_{m}(x)=\frac{1}{2^{m-1}} \cos (m \arccos x), \quad m \geq 1 \tag{3.3.13}
\end{equation*}
$$

The polynomials $\bar{T}_{m}(x)$ deviate as little as possible from zero on the interval $[-1,1]$, in the sense that for any other polynomial $\bar{F}_{m}(x)$ of degree $m$ with leading coefficient 1 the following is true,

$$
\begin{equation*}
\max _{x \in(-1,1)}\left|\tilde{F}_{m}(x)\right|>\max _{x \in(-1,1)}\left|\tilde{T}_{m}(x)\right|=\frac{1}{2^{m-1}} \tag{3.3.14}
\end{equation*}
$$

Proof of this fact can be found in [47] or [48]. Suppose that $[c, d]=\sigma\left(A_{d}\right)$ for a known positive $c$ and $d$. Introduce the following coordinate transform.

$$
\begin{equation*}
\dot{x}=\frac{2 x-(c+d)}{d-c} \tag{3.3.15}
\end{equation*}
$$

then $\hat{x} \in[-1,1]$. The Chebyshev polynomial $T_{m}\left(\frac{2 \lambda-(c+d)}{d-c}\right)$ will minimize $\|f\|_{S}=$ $\|1-p\|_{S}$. In order to satisfy the condition $f(0)=1$ one should divide $T_{m}\left(\frac{2 \lambda-(c+d)}{d-c}\right)$ by $T_{m}$ taken at $\lambda=0$, i.e.

$$
\begin{gather*}
f_{m}=\frac{T_{m}\left(\frac{c+d-2 \lambda}{d-c}\right)}{T_{m}\left(\frac{c+d}{d-c}\right)},  \tag{3.3.16}\\
p_{m}=1-\frac{T_{m}\left(\frac{c+d-2 \lambda}{d-c}\right)}{T_{m}\left(\frac{c+d}{d-c}\right)} . \tag{3.3.17}
\end{gather*}
$$

Now the explicit form of $C_{L}\left(A_{d}\right)$ can be obtained. Since $p\left(A_{d}\right)=C_{L}\left(A_{d}\right) A_{d}=A_{d} C_{L}\left(A_{d}\right)$,

$$
\begin{gather*}
C_{L}\left(A_{d}\right)=A_{d}^{-1}\left\{I-\frac{T_{m}\left(\frac{(c+d) I-2 A_{d}}{d-c}\right)}{T_{m}\left(\frac{c+d}{d-c}\right)}\right\}=A_{d}^{-1}\left\{I-\frac{T_{m}(a I-b A)}{T_{m}(a)}\right\},  \tag{3.3.18}\\
\text { where } a=\frac{c+d}{d-c}, \quad b=\frac{2}{d-c}
\end{gather*}
$$

The minimax preconditioning polynomial is attractive for application to large sparse systems for several reasons. First the minimax preconditioning polynomial $\boldsymbol{p}_{\boldsymbol{m}}(\lambda)$ equioscillates about 1 over the set $S$, therefore the preconditioning polynomial $C_{L}(\lambda)$ is unbiased in its suppression of the error: no portion of the set $S$ is preferred over another. Second if $\sigma\left(A_{d}\right) \subset S$, then $\sigma\left(p_{m}\left(A_{d}\right)\right) \subset\left[1-\epsilon_{m}, 1+\epsilon_{m}\right]$, where $\epsilon_{m}=\left\|1-p_{m}\right\|_{S}$. The original matrix may even be indefinite, but the minimax preconditioned matrix is positive definite, since $\epsilon_{m}<1$.

Define the spectral condition number $k\left(A_{d}\right)=\left\|A_{d}^{-1}\right\|_{2}\left\|A_{d}\right\|_{2}=\frac{\lambda_{n}}{\lambda_{1}}$. The spectral condition number of $p_{m}\left(A_{d}\right), k\left(p_{m}\left(A_{d}\right)\right)$, satisfies

$$
\begin{equation*}
k\left(p_{m}\left(A_{d}\right)\right) \leq \frac{1+\epsilon_{m}}{1-\epsilon_{m}} \tag{3.3.19}
\end{equation*}
$$

when $\sigma\left(A_{d}\right) \subset S$. This bound yields an estimate of the number of steps the Conjugate Gradient Method requires for convergence. One needs approximately

$$
\begin{equation*}
\frac{\ln \left(\frac{\delta}{2}\right)}{\ln \left(C_{F}\right)} \tag{3.3.20}
\end{equation*}
$$

steps to reduce the errors by an amount $\delta[31]$, where

$$
\begin{equation*}
C_{F}=C_{F}\left(p_{m}\left(A_{d}\right)\right)=\frac{\sqrt{k\left(p_{m}\left(A_{d}\right)\right)}-1}{\sqrt{k\left(p_{m}\left(A_{d}\right)\right)}+1} \tag{3.3.21}
\end{equation*}
$$

is the convergence factor for the Hermitian positive definite matrix $p_{m}\left(A_{d}\right)$. The estimate (3.3.21) is fairly accurate if the eigenvalues of $p_{m}\left(A_{d}\right)$ are uniformly distributed throughout $\left[1-\epsilon_{m}, 1+\epsilon_{m}\right.$ ]. Since $A_{d}^{-1}$ is not known a different formula for the polynomial preconditioner is needed, which would be suitable for practice. Now consider

$$
T_{m}(a I)-T_{m}(a I-b A)
$$

Here a well known formula can be used.

$$
\begin{equation*}
x^{n}-y^{n}=(x-y)\left(x^{n-1}+x^{n-2} y+\ldots+x y^{n-2}+y^{n-1}\right)=(x-y) \sum_{k=0}^{n-1} x^{n-1-k} y^{k} \tag{3.3.22}
\end{equation*}
$$

Hence taking $a I$ instead of $x$ and $a I-b A$ instead of $y$,

$$
\begin{equation*}
(a I)^{n}-(a I-b A)^{n}=b A \sum_{k=0}^{n-1} a^{n-1-k}(a I-b A)^{k} \tag{3.3.23}
\end{equation*}
$$

Now consider

$$
\begin{equation*}
T_{m}(x)=t_{0}+t_{1} x+t_{2} x^{2}+\ldots+t_{m} x^{m} \tag{3.3.24}
\end{equation*}
$$

the $m$-th order Chebyshev polynomial.

$$
\begin{gather*}
T_{m}(a I)-T_{m}(a I-b A)=\sum_{n=1}^{m} t_{n}\left((a I)^{n}-(a I-b A)^{n}\right)=b A \sum_{n=1}^{m} t_{n} \sum_{k=0}^{n-1} a^{n-1-k}(a I-b A)^{k} \\
=b A \sum_{n=1}^{m} t_{n} \sum_{k=0}^{n-1} a^{n-1-k} \sum_{s=0}^{k} C_{s}^{k}(-1)^{s} a^{k-s} b^{s} A^{s} \tag{3.3.25}
\end{gather*}
$$

where $C_{s}^{k}=\frac{k!}{(k-s)!s!}$ are binomial coefficients.
Finally the expression for the $m$-th order polynomial preconditioner is

$$
\begin{gather*}
C_{L m}(A)=\frac{b}{T_{m}(a)} \sum_{n=1}^{m} t_{n} \sum_{k=0}^{n-1} a^{n-1-k}(a I-b A)^{k} \\
=\frac{2}{(d-c) \cos \left(m \arccos \left(\frac{c+d}{d-c}\right)\right)} \sum_{n=1}^{m} t_{n} \sum_{k=0}^{n-1}\left(\frac{c+d}{d-c}\right)^{n-1-k} \sum_{s=0}^{k}(-1)^{s} C_{s}^{k} \frac{(c+d)^{s} 2^{k-s}}{(d-c)^{k}} A^{s} \\
=\sum_{n=0}^{m-1} \alpha_{n} A^{n} \tag{3.3.26}
\end{gather*}
$$

By formulas (3.3.12), the coefficients $t_{n}$ should be defined as follows: consider the array of coefficients

$$
f_{0}^{0}=1, f_{1}^{0}=0=f_{2}^{0}=\ldots=f_{m}^{0}=0
$$

These coefficients correspond to $T_{0}(x)=1$. The coefficients which correspond to $T_{1}(x)=x$ will be

$$
f_{0}^{1}=0, f_{1}^{1}=1, f_{2}^{1}=f_{3}^{1}=\ldots=f_{m}^{1}=0 .
$$

Then the coefficients $f_{i}^{m}$ which correspond to $T_{m}(x)$ can be obtained in the foilowing way
for $k=2: m$
for $\boldsymbol{i}=0: m$

$$
f_{i}^{k+1}=2 f_{i-1}^{k}-f_{i}^{k-1}
$$

end;
end.
Finally,

$$
t_{1}=f_{1}^{m}, t_{2}=f_{2}^{m}, \ldots, t_{n}=f_{n}^{m}
$$

One more advantage of the Polynomial Preconditioning approach stems from the fact that there is no need to generate and store the preconditioning matrix. Moreover there is no need to store the matrices $A^{2}, A^{3}, \ldots, A^{m}$ as well. The CGM computations were implemented in the following way,
$x_{0}$ - initial approximation;

$$
\mathbf{r}_{0}=C_{L}\left(\mathbf{b}_{d}-A_{d} \mathbf{x}_{0}\right)
$$

$$
\mathbf{p}_{0}=\mathbf{r}_{0}, \quad \rho_{0}=1,
$$

for $\mathrm{k}=1$ :maxit

$$
\begin{array}{r}
\hat{\mathbf{r}}_{k-1}=C_{L_{m}} \mathbf{r}_{k-1}, \\
\rho_{1}=\left(\hat{\mathbf{r}}_{k-1}, \hat{\mathbf{r}}_{k-1}\right), \\
b_{k-1}=\frac{\rho_{1}}{\rho_{0}}, \\
\mathbf{p}_{k}=\hat{\mathbf{r}}_{k-1}+b_{k-1} \mathbf{P}_{k-1}, \\
\hat{\mathbf{p}}_{k}=C_{L_{m}} \mathbf{p}_{k},
\end{array}
$$

$$
\begin{gathered}
a_{k}=\frac{\left(\hat{\mathbf{r}}_{k-1}, \hat{\mathbf{r}}_{k-1}\right)}{\left(\mathbf{p}_{k}, A_{d} \hat{\mathbf{p}}_{k}\right)} \\
\mathbf{x}_{k}=\mathbf{x}_{k-1}+a_{k} \mathbf{p}_{k} \\
\mathbf{r}_{k}=\mathbf{r}_{k-1}-a_{k} \boldsymbol{A}_{d} \mathbf{p}_{k} \\
\rho_{0}=\rho_{1}
\end{gathered}
$$

end
The products of $C_{L_{m}}$ times vectors $\mathbf{r}_{k-1}$ and $\mathbf{p}_{k}$ are computed only once per iteration in the sequential way. For example for $\hat{\mathbf{r}}_{k-1}$ the multiplication procedure is implemented as follows,

$$
\begin{aligned}
& \mathbf{f}=\mathbf{r}_{k-1}, \\
& \mathbf{q}=\alpha_{0} \mathbf{f}
\end{aligned}
$$

for $k=1$ :maxit

$$
\begin{array}{r}
\mathbf{f}=A \mathbf{f}, \\
\mathbf{q}=\mathbf{q}+\alpha_{k} \mathbf{f},
\end{array}
$$

end

$$
\hat{\mathbf{r}}_{k-1}=C_{L_{m}} \mathbf{r}_{k-1}=\mathbf{q}
$$

The procedure is same for $\mathbf{p}_{k}$. Such an approach is economical in terms of memory.

### 3.3.3 Finding the Spectral Bounds.

The approach described in [40] was used for finding the spectral bounds of $A_{d}$. The Orthodir ( $A_{d}, A_{d}$ ) version of CGM is

$$
x_{0}-\text { initial approximation; }
$$

$$
\begin{array}{r}
\mathbf{p}_{0}=\mathbf{r}_{0}, \quad \mathbf{e}_{i}=\mathbf{x}-\mathbf{x}_{i}, \\
a_{i}=\frac{\left(A_{d} \mathbf{e}_{i}, \mathbf{p}_{i}\right)}{\left(A_{d} \mathbf{p}_{i}, \mathbf{p}_{i}\right)}=\frac{\left(\mathbf{r}_{i}, \mathbf{p}_{i}\right)}{\left(A_{d} \mathbf{p}_{i}, \mathbf{p}_{i}\right)}, \\
\mathbf{x}_{i+1}=\mathbf{x}_{i}+a_{i} \mathbf{p}_{i}, \\
\mathbf{r}_{i+1}=\mathbf{r}_{i}-a_{i} A_{d} \mathbf{p}_{i}, \\
\gamma_{i}=\frac{\left(A_{d} \mathbf{p}_{i}, A_{d} \mathbf{p}_{i}\right)}{\left(A_{d} \mathbf{p}_{i}, \mathbf{p}_{i}\right)}, \\
\sigma_{i}=\frac{\left(A_{d} \mathbf{p}_{i}, A_{d} \mathbf{p}_{i-1}\right)}{\left(A_{d} \mathbf{p}_{i-1}, \mathbf{p}_{i-1}\right)}, \\
\mathbf{p}_{i+1}=A_{d} \mathbf{p}_{i}-\gamma_{i} \mathbf{p}_{i}-\sigma_{i} \mathbf{p}_{i-1} . \tag{3.3.32}
\end{array}
$$

The parameters computed by the first $k$ steps of $\operatorname{Orthodir}\left(A_{d}, A_{d}\right)$ can give the estimates of $c$ and $d$. Let $P_{k}$ be the matrix with columns $\mathbf{p}_{0}, \ldots, \mathbf{p}_{k-1}$.

Then

$$
\begin{equation*}
P_{k}^{*} A_{d} P_{k}=D_{k}=\operatorname{diag}\left(\delta_{k-1}\right), \quad \delta_{k-1}=\left(A_{d} \mathbf{p}_{k-1}, \mathbf{p}_{k-1}\right) . \tag{3.3.33}
\end{equation*}
$$

The three-term recursion (3.3.32) gives

$$
\begin{equation*}
P_{k}^{*} A_{d} A_{d} P_{k}=D_{k} T_{k}, \tag{3.3.34}
\end{equation*}
$$

where $T_{k}=\operatorname{tridiag}\left(1, \gamma_{k-1}, \sigma_{k}\right)$ is a tridiagonal matrix.
Define the field of values of symmetric positive definite matrix $\mathcal{G}$ with respect to $A$ inner product as

$$
\begin{equation*}
\mathcal{F}_{A}(\mathcal{G})=\left\{\lambda: \lambda=\frac{\left(A_{d} \mathcal{G} \mathbf{x}, \mathbf{x}\right)}{\left(A_{d} \mathbf{x}, \mathbf{x}\right)}\right\} \tag{3.3.35}
\end{equation*}
$$

for some $\mathbf{x} \in C^{n}$. If $\lambda$ is an eigenvalue of $T_{k}$ with eigenvector $\mathbf{x}, T_{k} \mathbf{x}=\lambda \mathbf{x}$, then

$$
\lambda=\frac{\left(D_{k} T_{k} \mathbf{x}, \mathbf{x}\right)}{\left(D_{k} \mathbf{x}, \mathbf{x}\right)}=\frac{\left(A_{d} \mathcal{G} P_{k} \mathbf{x}, P_{k} \mathbf{x}\right)}{\left(A_{d} P_{k} \mathbf{x}, P_{k} \mathbf{x}\right)} \in \sigma\left(A_{d}\right) .
$$

Hence if $\left[c_{1}, d_{1}\right]=\sigma\left(T_{k}\right)$, then $\left[c_{1}, d_{1}\right] \subset[c, d]$, and $c_{1}$ and $d_{1}$ can be used as the estimates of $c$ and $d$.

Consider

$$
\begin{equation*}
\tilde{T}_{k}=D_{k}^{\frac{1}{2}} T_{k} D_{k}^{-\frac{1}{2}}=\operatorname{tridiag}\left(\left(\frac{\delta_{k-1}}{\delta_{k-2}}\right)^{\frac{1}{2}}, \gamma_{k-1}, \sigma_{k}\left(\frac{\delta_{k-1}}{\delta_{k}}\right)^{\frac{1}{2}}\right) \tag{3.3.36}
\end{equation*}
$$

The matrices $T_{k}$ and $\bar{T}_{k}$ are similar, hence they have the same eigenvalues. Since

$$
\begin{aligned}
\sigma_{k}=\frac{\left(A_{d} \mathbf{p}_{k}, A_{d} \mathbf{p}_{k-1}\right)}{\left(A_{d} \mathbf{p}_{k-1}, \mathbf{p}_{k-1}\right)}=\frac{\left(A_{d} \mathbf{p}_{k}, \mathbf{p}_{k}+\gamma_{k-1} \mathbf{p}_{k-1}+\sigma_{k-1} \mathbf{p}_{k-2}\right)}{\left(A_{d} \mathbf{p}_{k-1}, \mathbf{p}_{k-1}\right)}=\frac{\left(A_{d} \mathbf{p}_{k}, \mathbf{p}_{k}\right)}{\left(A_{d} \mathbf{p}_{k-1}, \mathbf{p}_{k-1}\right)}=\frac{\delta_{k}}{\delta_{k-1}}, \\
\sigma_{k}\left(\frac{\delta_{k-1}}{\delta_{k}}\right)^{\frac{1}{2}}=\left(\frac{\delta_{k}}{\delta_{k-1}}\right)^{\frac{1}{2}},
\end{aligned}
$$

then $\bar{T}_{k}$ is a symmetric matrix,

$$
\begin{equation*}
\check{T}_{k}=\operatorname{tridiag}\left(\sqrt{\sigma_{k-1}}, \gamma_{k-1}, \sqrt{\sigma_{k}}\right) . \tag{3.3.37}
\end{equation*}
$$

A similar procedure can in principle be derived for the classical version of the Conjugate Gradient Method. One just has to rewrite the expressions for $\mathbf{p}_{k}$ in a similar way.

### 3.3.4 Jacoby Preconditioning.

The Polynomial Preconditioning is combined with Jacoby Preconditioning for further computational time reduction [39]. This procedure allows one to reduce the difference in the absolute values of the entries from different rows for the symmetric positive definite matrix. For the matrix under consideration there is a difference between the rows which correspond to the inside brain cubes and the ones which represent the cubes from the skull. Instead of the system.

$$
A_{d} \mathbf{u}_{d}=\mathbf{b}_{d}
$$

one should consider the system

$$
\begin{equation*}
B A_{d} B \hat{\mathbf{u}}_{d}=B \mathbf{b}_{d} \tag{3.3.38}
\end{equation*}
$$

where $\mathbf{u}_{d}=B \hat{\mathbf{u}}_{d}, B$ is a diagonal matrix

$$
B=\left[\begin{array}{cccccc}
\frac{1}{\sqrt{a_{11}}} & 0 & 0 & 0 & \cdots & 0  \tag{3.3.39}\\
0 & \frac{1}{\sqrt{a_{22}}} & 0 & 0 & \cdots & 0 \\
0 & 0 & \frac{1}{\sqrt{a_{33}}} & 0 & \cdots & 0 \\
. & \cdot & \cdot & \cdot & \cdots & \cdot \\
0 & 0 & 0 & 0 & \cdots & \frac{1}{\sqrt{a_{N, N}}}
\end{array}\right]
$$

where $a_{11}, a_{22}, \ldots, a_{N N}$ are the diagonal elements of $A_{d}$. The matrix $B A_{d} B$ is symmetric positive definite, its diagonal elements are all equal to 1 . The computation of $B$ can be vectorized in practice with the Matlab procedure diag.m. This method does not require extra storage or extra CGM operations. It is supposed to improve the conditioning of the matrix $A_{d}$. By Gersgorin theorem [18], all the eigenvalues of the symmetric positive definite matrix are located within the union of $n$ intervals,

$$
\bigcup_{i=1}^{N}\left\{\left|x-a_{i i}\right|<R_{i}^{\prime}\left(A_{d}\right)\right\} \equiv G\left(A_{d}\right)
$$

where

$$
R_{i}^{\prime}\left(A_{d}\right)=\sum_{j=1}^{N}\left|a_{i j}\right|, \quad 1 \leq i \leq N .
$$

The eigenvalues of the matrix $B A_{d} B$ lie within the interval (1,2). The spectral condition number $\frac{\lambda_{\max }\left(B A_{d} B\right)}{\lambda_{\min }\left(B A_{d} B\right)}$ is normally less then $\frac{\lambda_{\max }\left(A_{d}\right)}{\lambda_{\min }\left(A_{d}\right)}$. Usually the Jacoby Preconditioning is combined with other preconditioning strategies.

The realization of the Finite Volume Method is simple enough and can be easily reproduced for an arbitrary grid resolution. The deflated matrix of the forward EEG problem is proved to be positive definite, so the Conjugate Gradient Method can be applied. The computational time can be reduced with the use of preconditioning strategies. The Polynomial Preconditioning is chosen and implemented due to its efficiency. The numerical results are given in Chapter 6. An implementation similar to the one here is given in [42].

It is called the finite difference modeling. It leads to a similar matrix but the positive semidefiniteness was not taken into account in [42] and the computational procedures are inferior to the one applied here in terms of speed. The ideas underlying the Finite Volume modeling will allow to extend the implementation in the case of a nonuniform grid. In such a case the deflated matrix will also be positive definite as this property is due to the underlying physics of the problem.

## 4 Non-iterative Inversion of the System Matrix.

The linear system which corresponds to the forward EEG problem for a single dipole was already described in detail in Chapter 2. The right-hand side of this linear system has only two nonzero entries, corresponding to the positive and negative current sources,

$$
\mathbf{b}=\left[\begin{array}{c}
0  \tag{4.1}\\
\cdot \\
b_{i} \\
0 \\
\cdot \\
0 \\
-b_{j} \\
\cdot \\
0
\end{array}\right]
$$

Here $b_{i}=b_{j}=\mathcal{I}$ is the intensity of the source. The indices $i$ and $j$ are defined as follows. Assume that ( $i_{1}, j_{1}, k_{1}$ ) and ( $i_{2}, j_{2}, k_{2}$ ) are indices corresponding to positive and negative current sources (see Chapter 3 for details). Then $h$ is a parameter defining grid resolution, $f$ is a function which defines the correspondence between the indexes numbering the system of all the cubes and the system containing only the cubes with nonzero conductivity.

$$
\begin{gather*}
s_{1}=\left(i_{1}+\left[\frac{1}{h}\right]\right)\left(2\left[\frac{1}{h}\right]+1\right)^{2}+\left(j_{1}+\left[\frac{1}{h}\right]\right)\left(2\left[\frac{1}{h}\right]+1\right)+k_{1}+\left[\frac{1}{h}\right]+1, \\
s_{2}=\left(i_{2}+\left[\frac{1}{h}\right]\right)\left(2\left[\frac{1}{h}\right]+1\right)^{2}+\left(j_{2}+\left[\frac{1}{h}\right]\right)\left(2\left[\frac{1}{h}\right]+1\right)+k_{2}+\left[\frac{1}{h}\right]+1,  \tag{4.2}\\
i=f\left(s_{1}\right), \quad j=f\left(s_{2}\right.
\end{gather*}
$$

For the forward problem with a different right-hand side

$$
\mathbf{b}_{1}=\left[\begin{array}{c}
0  \tag{4.3}\\
\cdot \\
b_{i_{1}} \\
0 \\
\cdot \\
0 \\
-b_{j_{1}} \\
\cdot \\
0
\end{array}\right]
$$

we can write

$$
\begin{equation*}
\mathbf{b}_{1}=\Pi_{i i_{1}} \Pi_{j j_{1}} \mathbf{b} \tag{4.4}
\end{equation*}
$$

where the matrices $\Pi_{i i_{1}}$ and $\Pi_{j j_{1}}$ are permutation matrices of the form (4.8) with the properties

$$
\begin{equation*}
\Pi_{i i_{1}}=\Pi_{i_{1} i}, \quad \Pi_{i i_{1}}^{-1}=\Pi_{i i_{1}} . \tag{4.5}
\end{equation*}
$$

If $\mathbf{x}$ is the solution of $A \mathbf{x}=\mathbf{b}$, the solution of

$$
\begin{equation*}
A \mathbf{y}=\mathbf{b}_{1}=\Pi_{i i_{1}} \Pi_{j j_{1}} \mathbf{b} \tag{4.6}
\end{equation*}
$$

is related to $\mathbf{x}$ by the formula

$$
\begin{equation*}
\mathbf{y}=A^{-1} P A \mathbf{x}, \text { where } P=\Pi_{i i_{1}} \Pi_{j j_{1}} . \tag{4.7}
\end{equation*}
$$


and $\Pi_{j j_{1}}$ can be written in the similar way.
Moreover

$$
\begin{equation*}
\mathbf{y}=A^{-1} I A \mathbf{x}+A^{-1}(P-I) A \mathbf{x}=\mathbf{x}+A^{-1}(P-I) A \mathbf{x} \tag{4.9}
\end{equation*}
$$

The matrix $P-I$ has only 4 nonzero elements. As a result the matrix $(P-I) A$ has only four nonzero rows. Therefore a much faster algorithm for the forward problem solution can be developed provided that the structure of the inverse of $A$ is known. In fact for this
problem only the columns of $A^{-1}$ with indexes $i, i_{1}, j, j_{1}$ need to be known.

Each row of $A$ has at most 13 nonzero elements and the matrix

$$
(P-I) A=\left[\begin{array}{cccc}
0 & 0 & \cdots & 0  \tag{4.11}\\
a_{i_{1} 1}-a_{i 1} & a_{i_{1} 2}-a_{i 2} & \cdots & a_{i_{1} N}-a_{i N} \\
0 & 0 & \cdots & 0 \\
a_{i 1}-a_{i_{1} 1} & a_{i 2}-a_{i_{1} 2} & \cdots & a_{i N}-a_{i_{1} N} \\
0 & 0 & \cdots & 0 \\
a_{j_{1} 1}-a_{j 1} & a_{j_{1} 2}-a_{j 2} & \cdots & a_{j_{1} N}-a_{j N} \\
0 & 0 & \cdots & 0 \\
a_{j 1}-a_{j_{1} 1} & a_{j 2}-a_{j_{1} 2} & \cdots & a_{j N}-a_{j_{1} N} \\
0 & 0 & \cdots & 0
\end{array}\right]
$$

has only four nonzero rows.

1) One-dimensional Case.

Let us first consider the one-dimensional case, i.e. one-dimensional chain of $N$ cubic finite volume elements of unit conductivity connected sequentially.

Figure 4: One-dimensional Case.


For such a system the deflated matrix $A$ has the form

$$
A=\left[\begin{array}{rrrrrrrr}
2 & -1 & 0 & & \cdots & & &  \tag{4.12}\\
-1 & 2 & -1 & 0 & \cdots & & & \\
0 & -1 & 2 & -1 & \cdots & & & \\
. & \cdot & \cdot & \cdot & \cdots & . & . & . \\
& & & & \cdots & -1 & 2 & -1 \\
& & & & \cdots & 0 & -1 & 1
\end{array}\right]
$$

Recall that

$$
A^{-1}=\frac{1}{\operatorname{det} A} \operatorname{adj} A
$$

where $\operatorname{adj} A$ is the adjoint of $A$, obtained in the usual way by first taking $A\left(\{i\}^{\prime},\{j\}^{\prime}\right)$ to be the submatrix of $A$ without the $i$-th row and $j$-th column, then constructing the matrix of cofactors of $A$,

$$
(-1)^{i+j} \operatorname{det} A\left(\{i\}^{\prime},\{j\}^{\prime}\right)
$$

and finally transposing the latter. For the sake of simplicity we use notations $B$ and $b_{i j}$ to denote $(\operatorname{adj} A)_{i j}$ and its elements

$$
\begin{equation*}
b_{i j}=(\operatorname{adj} A)_{i j}=(-1)^{i+j} \operatorname{det} A\left(\{i\}^{\prime},\{j\}^{\prime}\right) \tag{4.14}
\end{equation*}
$$

Denote by $\Delta_{k}$ the principal minors of $A$, i.e.

$$
\Delta_{k}=\left[\begin{array}{rrrrrrrr}
2 & -1 & 0 & & \cdots & & &  \tag{4.15}\\
-1 & 2 & -1 & 0 & \cdots & & & \\
0 & -1 & 2 & -1 & \cdots & & & \\
. & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
& & & & \cdots & -1 & 2 & -1 \\
& & & & \cdots & 0 & -1 & 2
\end{array}\right]
$$

$1 \leq k \leq N=\operatorname{dim} A$.

Define $\Delta_{0}=1$, and $\Delta_{1}=\operatorname{det}[2]=2$. Expansion of $\Delta_{k}=\left\|a_{i j}\right\|_{1}^{k}$ with respect to the $k$-th row yields:

$$
\Delta_{k}=\left\{\begin{array}{l}
2 \Delta_{k-1}-\Delta_{k-2} \text { for } k \geq 2  \tag{4.16}\\
\Delta_{k-1}-\Delta_{k-2} \text { for } k=N
\end{array}\right.
$$

They can be easily computed:

$$
\begin{aligned}
& \Delta_{2}=2 \Delta_{1}-\Delta_{0}=2 \cdot 2-1=3 \\
& \Delta_{3}=2 \Delta_{2}-\Delta_{1}=2 \cdot 3-2=4 \\
& \Delta_{4}=2 \Delta_{3}-\Delta_{2}=2 \cdot 4-3=5
\end{aligned}
$$

$$
\Delta_{N-1}=N
$$

that is,

$$
\Delta_{k}=\left\{\begin{array}{c}
k+1, \quad k=1,2, \ldots, N-1  \tag{4.17}\\
\operatorname{det} A=\Delta_{N-1}-\Delta_{N-2}=1, \quad k=N
\end{array}\right.
$$

$A$ is symmetric, and so is adj $A$. The cofactors $b_{m n}$ of $A$, satisfy $b_{m n}=b_{n m}$. If $m=n$. then by (4.14)
where

$$
\left\|a_{i j}\right\|_{1}^{n-1}=\left[\begin{array}{rrrrr}
2 & -1 & 0 & & \\
-1 & 2 & -1 & 0 & \\
\cdot & \cdot & \cdots & \cdot & \\
& & 0 & -1 & 2
\end{array}\right]
$$

$$
F_{N-m}=\left[\begin{array}{rrrrrrrr}
2 & -1 & 0 & & \cdots & & & \\
-1 & 2 & -1 & 0 & \cdots & & & \\
0 & -1 & 2 & -1 & \cdots & & & \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
& & & & \cdots & -1 & 2 & -1 \\
& & & & \cdots & 0 & -1 & 1
\end{array}\right]
$$

$F_{N-m}$ is a matrix of the same structure as $A$, except that rather than being $\mathbf{N}$ by $\mathbf{N}_{\text {, it }}$ is $(\mathrm{N}-\mathrm{m})$ by $(\mathrm{N}-\mathrm{m})$. Since $\operatorname{det} F_{N-m}=\operatorname{det} \Delta_{N}=1$, we have

$$
\begin{equation*}
b_{n n}=\operatorname{det}\left\|a_{i j}\right\|_{1}^{n-1}=\Delta_{n-1}=n . \tag{4.18}
\end{equation*}
$$

Let us now consider nondiagonal elements $b_{m n}$. More precisely

$$
\begin{align*}
& b_{21}=b_{12}=(-1)^{1+2} \operatorname{det}\left[\begin{array}{rrrr}
-1 & 0 & \cdots & 0 \\
-1 & & & \\
0 & F_{N-2} \\
\cdot & & \\
0 & &
\end{array}\right]=(-1)^{1+2} \cdot(-1) \operatorname{det} F_{N-2}=1 \text {, } \\
& b_{31}=b_{13}=(-1)^{1+3} \operatorname{det}\left[\begin{array}{rrrr}
-1 & 0 & . & . \\
2 & -1 & 0 & . \\
0 & -1 & . & . \\
0 & 0 & & \\
. & . & F_{N-3} \\
0 & 0 & &
\end{array}\right]=(-1)^{1+3}(-1)^{3-1} \operatorname{det} F_{N-3}=1, \\
& b_{n 1}=b_{1 n}=\operatorname{det}(-1)^{1+k}(-1)^{k-1} \operatorname{det} F_{N-n}=1, n>1 . \tag{4.19}
\end{align*}
$$

$$
\begin{aligned}
& b_{23}=b_{32}=(-1)^{2+3} \operatorname{det}\left[\begin{array}{rrrrr}
2 & 0 & \cdot & \cdots & 0 \\
-1 & -1 & 0 & \cdots & 0 \\
0 & -1 & & \\
\cdot & 0 & & \\
\cdot & \cdot & F_{N-3} \\
0 & 0 & &
\end{array}\right]=2 \cdot(-1)^{2+3} \cdot(-1) \operatorname{det} F_{N-3}=2, \\
& b_{24}=b_{42}=(-1)^{2+4} \operatorname{det}\left[\begin{array}{rrrrrr}
2 & 0 & \cdot & \cdot & \cdots & 0 \\
-1 & -1 & 0 & \cdots & \cdots & 0 \\
0 & 2 & -1 & 0 & \cdots & 0 \\
0 & 0 & -1 & & & \\
\cdot & \cdot & \cdot & & F_{N-4} & \\
\cdot & \cdot & . & & &
\end{array}\right]=2 \cdot(-1)^{2+4}(-1)^{2} \operatorname{det} F_{N-3}=2 . \\
& b_{n 2}=b_{2 n}=2 \cdot(-1)^{2+n}(-1)^{n-2} \operatorname{det} F_{N-n}=2, \quad n \geq 3 . \\
& b_{43}=b_{34}=(-1)^{3+4} \operatorname{det}\left[\begin{array}{rrrrrr}
2 & -1 & 0 & \cdot & \cdots & 0 \\
-1 & 2 & 0 & \cdot & \cdots & 0 \\
0 & -1 & -1 & 0 & \cdots & 0 \\
0 & 0 & -1 & & \\
\cdot & \cdot & 0 & F_{N-4} \\
. & . & . & &
\end{array}\right]=(-1)^{3+4} \operatorname{det}\left[\begin{array}{rr}
2 & -1 \\
-1 & 2
\end{array}\right] \cdot(-1) \operatorname{det} F_{N-4}=3 .
\end{aligned}
$$

$$
\begin{gather*}
b_{53}=b_{35}=(-1)^{3+5} \operatorname{det}\left[\begin{array}{rrrrrrr}
2 & -1 & 0 & \cdots & \cdots & 0 \\
-1 & 2 & 0 & \cdots & \cdots & 0 \\
0 & -1 & -1 & 0 & \cdots & \cdots & 0 \\
\cdot & 0 & 0 & -1 & & \\
\cdot & \cdot & 0 & F_{N-5} \\
\cdot & \cdot & \cdot & \\
\cdots & \cdots & \\
-1 & 2
\end{array}\right]=\operatorname{det}\left[\begin{array}{rr}
2 & -1 \\
-1)^{2} \operatorname{det} F_{N-5}=3 .
\end{array}\right. \\
b_{n 3}=b_{3 n}=\operatorname{det}\left[\begin{array}{rr}
2 & -1 \\
-1 & 2
\end{array}\right] \operatorname{det}(-1)^{3+n}(-1)^{n-3} \operatorname{det} F_{N-n}=3, \quad n \geq 4 . \quad(4.21) \tag{4.21}
\end{gather*}
$$

There emerges a pattern,

$$
b_{n k}=b_{k n}=\operatorname{det}\left[\begin{array}{rrr}
a_{11} & \cdots & a_{1 k-1} \\
\cdot & &  \tag{4.22}\\
a_{k-1} 1 & \cdots & a_{k-1 k-1}
\end{array}\right] \begin{aligned}
& (-1)^{k+n}(-1)^{n-k} \operatorname{det} F_{N-n} \\
& =\Delta_{k-1} \operatorname{det} F_{N-n}=k
\end{aligned}
$$

which can be easily proved using mathematical induction. The inverse of $A$ thus has the form:

$$
A^{-1}=\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & \cdots  \tag{4.23}\\
1 & 2 & 2 & 2 & 2 & 2 & 2 & \cdots \\
1 & 2 & 3 & 3 & 3 & 3 & 3 & \cdots \\
1 & 2 & 3 & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & 2 & 3 & \cdots & k-1 & k-1 & k-1 & \cdots \\
1 & 2 & 3 & \cdots & k-1 & k & k & \cdots \\
1 & 2 & 3 & \cdots & k-1 & k & k+1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right]
$$

In such a case $A^{-1}(P-I) A$ can be trivially computed.

## 2) Two-dimensional Case.

Now consider a less trivial case of the conducting square plate broken up into $N \times N$ cubic finite volume elements of unit conductivity. In this case the matrix $A$ is $N \times N$ and has the following block structure,

$$
A=\left[\begin{array}{cccccc}
A_{1} & -I & & & &  \tag{4.24}\\
-I & A_{2} & -I & & & \\
0 & -I & A_{2} & -I & & \\
& & \cdot & \cdot & & \\
& & & -I & A_{2} & -I \\
& & & & & \\
& & & & -I & A_{1}
\end{array}\right],
$$

where $I$ is the $N$ by $N$ identity matrix, $A_{1}$ and $A_{2}$ are tri-diagonal $N$ by $N$ matrices of the form,

$$
A_{1}=\left[\begin{array}{cccccc}
2 & -1 & & & &  \tag{4.25}\\
-1 & 3 & -1 & & & \\
& -1 & 3 & -1 & & \\
& & \cdot & \cdot & \cdot & \\
& & & -1 & 3 & -1 \\
& & & & -1 & 2
\end{array}\right], A_{2}=\left[\begin{array}{cccccc}
3 & -1 & & & & \\
-1 & 4 & -1 & & & \\
& -1 & 4 & -1 & & \\
& & \cdot & \cdot & \cdot & \\
& & & -1 & 4 & -1 \\
& & & & -1 & 3
\end{array}\right]
$$

$A$ can be viewed as an $N$ by $N$ matrix with entries from the $\left\{A_{1}, A_{1}^{-1}\right\}$-generated ring since $A_{2}=A_{1}+I$. Thus block entries of $A$ are from the minimal ring generated by $A_{1}$.

Figure 5: Two-dimensional Case.


Before we compute $A^{-1}$, let us first invert an $N \times N$ matrix with scalar entries

$$
M=\left[\begin{array}{ccccccc}
a_{1} & -1 & & & &  \tag{4.26}\\
-1 & a_{2} & -1 & & & & \\
& -1 & a_{2} & -1 & & & \\
& & & \cdot & & & \\
& & & & \cdot & & \\
& & & & & & \\
& & & & & & \\
& & & & & -1 & a_{2} \\
& & & & & -1 \\
& & & & & -1 & a_{1}
\end{array}\right], a_{2}=a_{1}+1,
$$

To do this we introduce notations,

$$
\begin{align*}
& M_{1}=\left[a_{1}\right], M_{2}=\left[\begin{array}{cc}
a_{1} & -1 \\
-1 & a_{2}
\end{array}\right], M_{3}=\left[\begin{array}{ccc}
a_{1} & -1 & 0 \\
-1 & a_{2} & -1 \\
0 & -1 & a_{1}
\end{array}\right], \ldots,  \tag{4.27}\\
& M_{k}=\left[\begin{array}{ccccccc}
a_{1} & -1 & & & & \\
-1 & a_{2} & -1 & & & & \\
& -1 & a_{2} & -1 & & & \\
& & & \cdot & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & \\
& & & a_{2}
\end{array}\right], M_{N}=M,  \tag{4.28}\\
& \text { and } \Delta_{k}=\left\{\begin{array}{cc}
1, & k=0 \\
\operatorname{det} M_{k}, & 1 \leq k \leq N .
\end{array}\right. \tag{4.29}
\end{align*}
$$

Each three consecutive $\Delta_{k}$ are related by

$$
\Delta_{k}=a_{k} \Delta_{k-1}-\Delta_{k-2}, \text { where } a_{k}= \begin{cases}a_{2}, & k=2, \ldots, N-1,  \tag{4.30}\\ a_{1}, & k=N .\end{cases}
$$

Define

$$
\xi_{k}=\left[\begin{array}{c}
\Delta_{k-1}  \tag{4.31}\\
\Delta_{k}
\end{array}\right], \quad 1 \leq k \leq N
$$

Then for $k<N$ (4.30) takes the form:

$$
\xi_{k-1}=T \xi_{k}, \quad T=\left[\begin{array}{cc}
0 & 1 \\
-1 & a_{2}
\end{array}\right]=U \mathcal{D} U^{-1}
$$

where

$$
U=\left[\begin{array}{cc}
1 & 1  \tag{4.32}\\
\lambda_{1} & \lambda_{2}
\end{array}\right], \quad \mathcal{D}=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right], \quad U^{-1}=\frac{1}{\lambda_{2}-\lambda_{1}}\left[\begin{array}{cc}
\lambda_{2} & -1 \\
-\lambda_{1} & 1
\end{array}\right]
$$

and

$$
\lambda_{1}=\frac{a_{2}}{2}+\frac{\sqrt{a_{2}^{2}-4}}{2}, \quad \lambda_{2}=\frac{a_{2}}{2}-\frac{\sqrt{a_{2}^{2}-4}}{2}, \quad e_{1}=\left[\begin{array}{c}
1  \tag{4.33}\\
\lambda_{1}
\end{array}\right] \quad \text { and } \quad e_{2}=\left[\begin{array}{c}
1 \\
\lambda_{2}
\end{array}\right]
$$

are the eigenvalues and eigenvectors of $T$.
(4.30) can be explicitely solved,

$$
\begin{equation*}
\xi_{k-1}=T^{k} \xi_{1}=U \mathcal{D}^{k} U^{-1} \xi_{1}, \quad k=1,2,3, \ldots, N-2 \tag{4.34}
\end{equation*}
$$

and

$$
\left[\begin{array}{c}
\Delta_{N-1}  \tag{4.35}\\
\Delta_{N}
\end{array}\right]=\xi_{N}=\left[\begin{array}{cc}
0 & 1 \\
-1 & a_{1}
\end{array}\right] \xi_{N-1}=\left[\begin{array}{cc}
0 & 1 \\
-1 & a_{1}
\end{array}\right] U \mathcal{D}^{N-2} U^{-1} \xi_{1}
$$

The matrix on the right-hand side is

$$
F=\left[\begin{array}{cc}
0 & 1  \tag{4.36}\\
-1 & a_{1}
\end{array}\right] U \mathcal{D}^{N-2} U^{-1}=\frac{1}{\lambda_{2}-\lambda_{1}}\left[\begin{array}{cc}
f_{11}\left(\lambda_{1}, \lambda_{2}, a_{1}\right) & f_{12}\left(\lambda_{1}, \lambda_{2}, a_{1}\right) \\
f_{21}\left(\lambda_{1}, \lambda_{2}, a_{1}\right) & f_{22}\left(\lambda_{1}, \lambda_{2}, a_{1}\right)
\end{array}\right]
$$

where

$$
\begin{gathered}
f_{11}=\lambda_{1}^{n-1} \lambda_{2}-\lambda_{2}^{n-1} \lambda_{1}, \quad f_{12}=\lambda_{2}^{n-1}-\lambda_{1}^{n-1} \\
f_{21}=\lambda_{1}^{n-2} \lambda_{2}\left(a_{1} \lambda_{1}-1\right)-\lambda_{2}^{n-2} \lambda_{1}\left(a_{1} \lambda_{2}-1\right), \quad f_{22}=\lambda_{2}^{n-2}\left(a_{1} \lambda_{2}-1\right)-\lambda_{1}^{n-2}\left(a_{1} \lambda_{1}-1\right) .
\end{gathered}
$$

Therefore

$$
\begin{align*}
& \Delta_{N}=\frac{f_{21}+f_{22} a_{1}}{\lambda_{2}-\lambda_{1}}=\frac{1}{\lambda_{2}-\lambda_{1}}\left\{\lambda_{1}^{N-2} \lambda_{2}\left(a_{1} \lambda_{1}-1\right)-\lambda_{2}^{N-2} \lambda_{1}\left(a_{1} \lambda_{2}-1\right)\right\} \\
& +\frac{a_{1}}{\lambda_{2}-\lambda_{1}}\left\{\lambda_{2}^{N-2}\left(a_{1} \lambda_{2}-1\right)-\lambda_{1}^{N-2}\left(a_{1} \lambda_{1}-1\right)\right\} \\
&  \tag{4.37}\\
& =\frac{1}{\lambda_{2}-\lambda_{1}}\left\{\lambda_{1}^{N-2}\left(\lambda_{2}-a_{1}\right)\left(a_{1} \lambda_{1}-1\right)-\lambda_{2}^{N-2}\left(\lambda_{1}-a_{1}\right)\left(a_{1} \lambda_{2}-1\right)\right\} .  \tag{4.38}\\
& \lambda_{1}^{2}=\frac{a_{2}^{2}}{2}+\frac{a_{2} \sqrt{a_{2}^{2}-4}}{2}-1=a_{2}\left(\frac{a_{2}^{2}}{2}+\frac{\sqrt{a_{2}^{2}-4}}{2}\right)-1=a_{2} \lambda_{1}-1,  \tag{4.39}\\
& \lambda_{2}^{2}=\frac{a_{2}^{2}}{2}-\frac{a_{2} \sqrt{a_{2}^{2}-4}}{2}-1=a_{2}\left(\frac{a_{2}^{2}}{2}-\frac{\sqrt{a_{2}^{2}-4}}{2}\right)-1=a_{2} \lambda_{2}-1 .
\end{align*}
$$

We can replace the terms $\left(a_{1} \lambda_{1}-1\right),\left(a_{1} \lambda_{2}-1\right),\left(\lambda_{2}-a_{1}\right)$ and $\left(\lambda_{1}-a_{1}\right)$ in (4.37) with

$$
\begin{align*}
& a_{1} \lambda_{1}-1=\left(a_{2}-1\right) \lambda_{1}-1=\lambda_{1}^{2}-\lambda_{1}  \tag{4.40}\\
& a_{1} \lambda_{2}-1=\left(a_{2}-1\right) \lambda_{2}-1=\lambda_{2}^{2}-\lambda_{2}  \tag{4.41}\\
& \lambda_{2}-a_{1}=1+\lambda_{2}-a_{2}=1-\frac{a_{2}}{2}-\frac{\sqrt{a_{2}^{2}-4}}{2}=1-\lambda_{1}  \tag{4.42}\\
& \lambda_{1}-a_{1}=1+\lambda_{1}-a_{2}=1-\frac{a_{2}}{2}+\frac{\sqrt{a_{2}^{2}-4}}{2}=1-\lambda_{2} \tag{4.43}
\end{align*}
$$

This gives us,

$$
\begin{align*}
\Delta_{N} & =\frac{1}{\lambda_{2}-\lambda_{1}}\left\{\lambda_{1}^{N-2}\left(1-\lambda_{1}\right)\left(\lambda_{1}^{2}-\lambda_{1}\right)-\lambda_{2}^{N-2}\left(1-\lambda_{2}\right)\left(\lambda_{2}^{2}-\lambda_{2}\right)\right\} \\
& =\frac{1}{\lambda_{2}-\lambda_{1}}\left\{\lambda_{1}^{N-1}\left(\lambda_{1}-1\right)^{2}-\lambda_{2}^{N-1}\left(\lambda_{2}-1\right)^{2}\right\} . \tag{4.44}
\end{align*}
$$

Note that $\lambda_{1} \lambda_{2}=1$.
$\Delta_{N}$ is a polynomial of $a_{2}$. To determine its form we take

$$
\begin{equation*}
\Delta_{N}=\frac{1}{\lambda_{2}-\lambda_{1}}\left\{\lambda_{1}^{N+1}-\lambda_{2}^{N+1}-2\left(\lambda_{1}^{N}-\lambda_{2}^{N}\right)+\lambda_{1}^{N-1}-\lambda_{2}^{N-1}\right\} \tag{4.45}
\end{equation*}
$$

and replace $\lambda_{1}, \lambda_{2}$ with $s$ and $d$ defined by

$$
\begin{equation*}
s=\lambda_{1}+\lambda_{2}=a_{2}, \quad d=\lambda_{1}-\lambda_{2}=\sqrt{a_{2}^{2}-4} \tag{4.46}
\end{equation*}
$$

Let

$$
\begin{gather*}
q=\max \{m-1-k, k\}-\min \{m-1-k, k\},  \tag{4.47}\\
C_{q}^{t}=\frac{q!}{t!(q-t)!},  \tag{4.48}\\
{\left[\frac{m-1}{2}\right]= \begin{cases}\frac{m-1}{2}, & \text { if } m \text { is odd }, \\
\frac{m-2}{2}, & \text { if } m \text { is even. }\end{cases} } \tag{4.49}
\end{gather*}
$$

For arbitrary $m>1$, the ratio
$\frac{\lambda_{1}^{m}-\lambda_{2}^{m}}{\lambda_{1}-\lambda_{2}}=\sum_{k=0}^{m-1} \lambda_{1}^{m-1-k} \lambda_{2}^{k}=\left\{\begin{array}{cl}\sum_{k=0}^{\left[\frac{m-1}{2}\right]}\left(\lambda_{1}^{m-1-k} \lambda_{2}^{k}+\lambda_{2}^{m-1-k} \lambda_{1}^{k}\right), & \text { if } m \text { is odd }, \\ \sum_{k=0}^{\left[\frac{m-1}{2}\right]}\left(\lambda_{1}^{m-1-k} \lambda_{2}^{k}+1+\lambda_{2}^{m-1-k} \lambda_{1}^{k}\right) & \text { if } m \text { is even. }\end{array}\right.$

Furthermore using $\lambda_{1} \lambda_{2}=1$

$$
\begin{align*}
& \sum_{k=0}^{\left[\frac{m-1}{2}\right]}\left(\lambda_{1}^{m-1-k} \lambda_{2}^{k}+\lambda_{2}^{m-1-k} \lambda_{1}^{k}\right)= \\
& =\sum_{k=0}^{\left\{\frac{m-1}{2}\right\rfloor}\left(\lambda_{1} \lambda_{2}\right)^{\min \{m-1-k, k\}}\left(\lambda_{2}^{\max \{m-1-k, k\}-\min \{m-1-k, k\}}+\lambda_{1}^{\max \{m-1-k, k\}-\min \{m-1-k, k\}}\right) \\
& =\sum_{k=0}^{\left\lfloor\frac{m-1}{2}\right\rfloor}\left(\lambda_{1}^{q}+\lambda_{2}^{q}\right)=\sum_{k=0}^{\left\lfloor\frac{m-1}{2}\right\rfloor}\left\{\left(\frac{s+d}{2}\right)^{q}+\left(\frac{s-d}{2}\right)^{q}\right\} \\
& =\sum_{k=0}^{\left[\frac{m-1}{2}\right]} \frac{1}{2^{q}}\left(\sum_{t=0}^{q} C_{q}^{t} s^{q-t} d^{t}+\sum_{t=0}^{q}(-1)^{t} C_{q}^{t} s^{q-t} d^{t}\right), \\
& =\sum_{k=0}^{\left\lfloor\frac{m-1}{2}\right\rfloor} \frac{1}{2^{q-1}} \sum_{l=0}^{\left\lfloor\frac{q}{2}\right\rfloor} C_{q}^{2 l} a_{2}{ }^{q-2 l}\left(a_{2}^{2}-4\right)^{l}=P_{\left[\frac{m-1}{2}\right]}\left(a_{2}\right) \text {. } \tag{4.51}
\end{align*}
$$

Here $P_{\left[\frac{m-1}{2}\right]}\left(a_{2}\right)$ is the polynomial of degree $\left[\frac{m-1}{2}\right]$ defined by the second last part of the string of identities above. Hence

$$
\begin{equation*}
\Delta_{N}=P_{\left[\frac{N}{2}\right]}\left(a_{2}\right)-2 P_{\left[\frac{N-1}{2}\right]}\left(a_{2}\right)+P_{\left[\frac{N-2}{2}\right]}\left(a_{2}\right) . \tag{4.52}
\end{equation*}
$$

For $1 \leq k \leq N-1$,

$$
\begin{gather*}
{\left[\begin{array}{c}
\Delta_{k-1} \\
\Delta_{k}
\end{array}\right]=\xi_{k}=T^{k-1} \xi_{1}=U D^{k-1} U^{-1} \xi_{1}=U D^{k-1} U^{-1}\left[\begin{array}{c}
\Delta_{0} \\
\Delta_{1}
\end{array}\right]} \\
=\frac{1}{\lambda_{2}-\lambda_{1}}\left[\begin{array}{cc}
1 & 1 \\
\lambda_{1} & \lambda_{2}
\end{array}\right]\left[\begin{array}{cc}
\lambda_{1}^{k-1} & 0 \\
0 & \lambda_{2}^{k-1}
\end{array}\right]\left[\begin{array}{cc}
\lambda_{2} & -1 \\
-\lambda_{1} & 1
\end{array}\right]\left[\begin{array}{c}
1 \\
a_{1}
\end{array}\right] \\
=\frac{1}{\lambda_{2}-\lambda_{1}}\left[\begin{array}{cc}
1 & 1 \\
\lambda_{1} & \lambda_{2}
\end{array}\right]\left[\begin{array}{cc}
\lambda_{1}^{k-1} & 0 \\
0 & \lambda_{2}^{k-1}
\end{array}\right]\left[\begin{array}{c}
\lambda_{2}-a_{1} \\
a_{1}-\lambda_{1}
\end{array}\right] \\
\frac{1}{\lambda_{2}-\lambda_{1}}\left[\begin{array}{cc}
1 & 1 \\
\lambda_{1} & \lambda_{2}
\end{array}\right]\left[\begin{array}{c}
\lambda_{1}^{k-1}\left(1-\lambda_{1}\right) \\
\lambda_{2}^{k-1}\left(\lambda_{2}-1\right)
\end{array}\right] \\
=  \tag{4.53}\\
\frac{1}{\lambda_{2}-\lambda_{1}}\left[\begin{array}{c}
\lambda_{1}^{k-1}\left(1-\lambda_{1}\right)+\lambda_{2}^{k-1}\left(\lambda_{2}-1\right) \\
\lambda_{1}^{k}\left(1-\lambda_{1}\right)+\lambda_{2}^{k}\left(\lambda_{2}-1\right)
\end{array}\right]
\end{gather*}
$$

$$
\begin{align*}
& \Delta_{k}=\frac{1}{\lambda_{2}-\lambda_{1}}\left(\lambda_{1}^{k}\left(1-\lambda_{1}\right)+\lambda_{2}^{k}\left(\lambda_{2}-1\right)\right) \\
& =\frac{\lambda_{1}^{k+1}-\lambda_{2}^{k+1}}{\lambda_{1}-\lambda_{2}}-\frac{\lambda_{1}^{k}-\lambda_{2}^{k}}{\lambda_{1}-\lambda_{2}}=P_{\left[\frac{k}{2}\right]}\left(a_{2}\right)-P_{\left[\frac{k-1}{2}\right]}\left(a_{2}\right) . \tag{4.54}
\end{align*}
$$

Again let $b_{i j}$ denote elements of adj M. For the diagonal elements,

$$
\begin{aligned}
& b_{11}=\operatorname{det}\left[\begin{array}{cccccc}
a_{2} & -1 & & & & \\
-1 & a_{2} & -1 & & & \\
& & \cdot & & & \\
& & -1 & a_{2} & -1 & \\
& & & & -1 & a_{1}
\end{array}\right]=\operatorname{det}\left[\begin{array}{llllll}
a_{1} & -1 & & & & \\
-1 & a_{2} & -1 & & & \\
& & & & & \\
& & -1 & a_{2} & -1 & \\
& & & & -1 & a_{2}
\end{array}\right]=\Delta_{N-1},
\end{aligned}
$$

$$
\begin{aligned}
& =a_{1} \Delta_{N-2}=\Delta_{1} \Delta_{N-2}, \\
& b_{33}=\operatorname{det}\left[\begin{array}{ccccccc}
a_{1} & -1 & 0 & \cdot & \cdot & \cdot & \cdot \\
-1 & a_{2} & 0 & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & a_{2} & -1 & & \\
0 & 0 & -1 & a_{2} & -1 & \\
\cdot & \cdot & & & \cdot
\end{array}\right]=\operatorname{det}\left[\begin{array}{cc}
a_{1} & -1 \\
-1 & a_{2}
\end{array}\right] \Delta_{n-3}=\Delta_{2} \Delta_{n-3} .
\end{aligned}
$$

## There emerges a pattern

$$
b_{i i}=\left\{\begin{array}{cc}
b_{N+1-i, N+1-i} \Delta_{i-1} \Delta_{N-i}, & 2 \leq i \leq N-1,  \tag{4.55}\\
\Delta_{N-1}, & i=N .
\end{array}\right.
$$

As far as the nondiagonal $b_{i j}$ 's are concerned,

$$
\begin{aligned}
& b_{21}=b_{12}=(-1)^{2+1} \operatorname{det}\left[\begin{array}{cccc}
-1 & 0 & \cdots & \cdot \\
-1 & & & \\
0 & & & M_{n-2} \\
\cdot & & & \\
\cdot & & &
\end{array}\right]=\Delta_{N-2}, \\
& b_{31}=b_{13}=(-1)^{3+1} \operatorname{det}\left[\begin{array}{ccccc}
-1 & 0 & \cdot & \cdot & . \\
a_{2} & -1 & 0 & \cdot & \cdot \\
0 & -1 & & & \\
\cdot & 0 & & M_{n-3} & \\
\cdot & . & &
\end{array}\right]=\operatorname{det} M_{n-3}=\Delta_{n-3} . \\
& b_{k 1}=b_{1 k}=(-1)^{k+1}(-1)^{k-1} \Delta_{n-k}=\Delta_{n-k}, \quad 1 \leq k \leq N . \\
& b_{23}=(-1)^{2+3} \operatorname{det}\left[\begin{array}{ccccc}
a_{1} & 0 & \cdot & \cdot & \cdot \\
-1 & -1 & 0 & \cdot & \cdot \\
0 & -1 & & \\
\cdot & 0 & M_{n N-3} \\
\cdot & \cdot & &
\end{array}\right]=(-1)^{2+3} \operatorname{det}\left[\begin{array}{cc}
a_{1} & 0 \\
-1 & -1
\end{array}\right] \operatorname{det} M_{N-3}=\Delta_{1} \Delta_{N-3} .
\end{aligned}
$$

$$
\begin{align*}
& b_{24}=\operatorname{det}\left[\begin{array}{cccccc}
a_{1} & 0 & \cdot & \cdot & \cdot & \cdot \\
-1 & -1 & 0 & \cdot & \cdot & \cdot \\
0 & a_{2} & -1 & 0 & & \cdot \\
\cdot & 0 & -1 & & \\
\cdot & \cdot & 0 & M_{N-4} \\
\cdot & \cdot & \cdot &
\end{array}\right]=\operatorname{det}\left[\begin{array}{cc}
a_{1} & 0 \\
-1 & -1
\end{array}\right] \operatorname{det} M_{N-4}=\Delta_{1} \Delta_{N-4} \\
& b_{2 k}=b_{k 2}=(-1)^{k+2}(-1)^{k-2} \operatorname{det}\left[\begin{array}{cc}
a_{1} & 0 \\
-1 & -1
\end{array}\right] \Delta_{N-k}=\Delta_{1} \Delta_{N-k} . \tag{4.57}
\end{align*}
$$

Again a clear pattern

$$
\begin{equation*}
b_{l k}=b_{k l}=(-1)^{l+k}(-1)^{N-l} \Delta_{l-1} \Delta_{N-k} \tag{4.58}
\end{equation*}
$$

emerges and can be proved using mathematical induction.
In summary:

$$
\operatorname{adj} M=\left[\begin{array}{ccccccc}
\Delta_{N-1} & \Delta_{N-2} & \Delta_{N-3} & \Delta_{N-4} & \cdots & \Delta_{1} & \Delta_{0}  \tag{4.59}\\
\Delta_{N-2} & \Delta_{N-2} \Delta_{1} & \Delta_{N-3} \Delta_{1} & \Delta_{N-4} \Delta_{1} & \cdots & \Delta_{1} \Delta_{1} & \Delta_{1} \\
\Delta_{N-3} & \Delta_{N-3} \Delta_{1} & \Delta_{N-3} \Delta_{2} & \Delta_{N-4} \Delta_{2} & \cdots & \Delta_{1} \Delta_{2} & \Delta_{2} \\
\Delta_{N-4} & \Delta_{N-4} \Delta_{1} & \Delta_{N-4} \Delta_{2} & \Delta_{N-4} \Delta_{3} & \cdots & \Delta_{1} \Delta_{3} & \Delta_{3} \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
\Delta_{1} & \Delta_{1} \Delta_{1} & \Delta_{1} \Delta_{2} & \Delta_{1} \Delta_{3} & \cdots & \Delta_{1} \Delta_{N-2} & \Delta_{N-2} \\
\Delta_{0} & \Delta_{1} & \Delta_{2} & \Delta_{3} & \cdots & \Delta_{N-2} & \Delta_{N-1}
\end{array}\right]
$$

and

$$
\begin{equation*}
M^{-1}=\Delta_{N}^{-1} \operatorname{adj} M \tag{4.60}
\end{equation*}
$$

Since $A_{1} A_{2}=A_{2} A_{1}, A$ can be thought of as an $N \times N$ matrix with entries from an $\left\{A_{1}, A_{1}^{-1}\right\}$-generated ring, which we denote by $\mathcal{F}$. We can construct $\mathcal{F}$-valued determinants

$$
D_{0}, D_{1}, D_{2}, \ldots, D_{N}
$$

obtained from

$$
\Delta_{0}, \Delta_{1}, \Delta_{2}, \ldots, \Delta_{N}
$$

by replacing 1 with $I, a_{1}$ with $A_{1}$, and $a_{2}$ with $A_{2}$. Then

$$
D_{k}=\left\{\begin{array}{cc}
I, & k=0  \tag{4.61}\\
A_{1}, & k=1 \\
A_{2} D_{k-1}-D_{k-2} & 2 \leq k \leq N-1 \\
A_{1} D_{N-1}-D_{N-2} & k=N,
\end{array}\right.
$$

and

$$
A^{-1}=D_{N}^{-1}\left[\begin{array}{ccccccc}
D_{N-1} & D_{N-2} & D_{N-3} & D_{N-4} & \cdots & D_{1} & D_{0}  \tag{4.62}\\
D_{N-2} & D_{N-2} D_{1} & D_{N-3} D_{1} & D_{N-4} D_{1} & \cdots & D_{1} D_{1} & D_{1} \\
D_{N-3} & D_{N-3} D_{1} & D_{N-3} D_{2} & D_{N-4} D_{2} & \cdots & D_{1} D_{2} & D_{2} \\
D_{N-4} & D_{N-4} D_{1} & D_{N-4} D_{2} & D_{N-4} D_{3} & \cdots & D_{1} D_{3} & D_{3} \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
D_{1} & D_{1} D_{1} & D_{1} D_{2} & D_{1} D_{3} & \cdots & D_{1} D_{N-2} & D_{N-2} \\
D_{0} & D_{1} & D_{2} & D_{3} & \cdots & D_{N-2} & D_{N-1}
\end{array}\right]
$$

Thus the process of inversion of the $N^{2}$ by $N^{2}$ matrix $A$ can be replaced with the inversion of a much smaller matrix $D_{N}=P_{\left[\frac{m-1}{2}\right]}\left(A_{2}\right)$. If $f_{i}$ are the eigenvalues of $A_{2}$ and $U$ is the matrix whose columns are the eigenvectors of $A$,

$$
\begin{equation*}
D_{N}^{-1}=U \cdot \operatorname{diag}\left\{\frac{1}{P\left(f_{i}\right)}\right\} \cdot \mathcal{U}^{-1} \tag{4.63}
\end{equation*}
$$

For $N=3$,

$$
f_{1}=2, \quad f_{2}=3, \quad f_{3}=5 .
$$

For $N=4$,

$$
f_{1}=2, f_{2}=4 \quad f_{3}=4+\sqrt{2}, \quad f_{4}=4-\sqrt{2} .
$$

For $N=5$,

$$
f_{1,2}=\frac{7 \pm \sqrt{5}}{2}, \quad f_{3}=2, \quad f_{4,5}=\frac{9 \pm \sqrt{5}}{2} .
$$

For large values of $N$ one needs to compute the eigenvalues of $A_{2}$ numerically.
3) Three-dimensional Case.

Now consider the three-dimensional case of an $N \times N \times N$ cube of finite volume elements. For such a homogeneous cube the matrix of the forward problem has the form

$$
A=\left[\begin{array}{llllllll}
G_{1} & -I & & & & & &  \tag{4.64}\\
-I & G_{2} & -I & & & & & \\
& -I & G_{2} & -I & & & & \\
& & & \cdot & & & & \\
& & & & & & & \\
& & & & \cdot & & & \\
& & & & & \cdot & & \\
& & & & & -I & G_{2} & -I \\
& & & & & & -I & G_{1}
\end{array}\right]
$$

where $I$ is an $N^{2}$ by $N^{2}$ identity matrix, and the matrices $G_{1}$ and $G_{2}$ in turn are $N^{2} \times N^{2}$
blocks, which have the form

$$
\begin{align*}
& G_{1}=\left[\begin{array}{cccccccc}
S_{1} & -I & & & & & & \\
-I & S_{2} & -I & & & & & \\
& -I & S_{2} & -I & & & & \\
& & & \cdot & & & & \\
& & & & \cdot & & & \\
& & & & & & & \\
& & & & & \cdot & & \\
& & & & & -I & S_{2} & -I \\
& & & & & -I & S_{1}
\end{array}\right] \text {, }  \tag{4.65}\\
& G_{2}=\left[\begin{array}{cccccccc}
S_{2} & -I & & & & & & \\
-I & S_{3} & -I & & & & & \\
& -I & S_{3} & -I & & & & \\
& & & \cdot & & & & \\
& & & & \cdot & & & \\
& & & & & & & \\
& & & & & \cdot & & \\
& & & & & -I & S_{3} & -I \\
& & & & & & & \\
& & & & & & & S_{2}
\end{array}\right] \text {, } \tag{4.66}
\end{align*}
$$

with $N \times N$ blocks $S_{1}, S_{2}, S_{3}$ of the form


$$
S_{3}=\left[\begin{array}{ccccccc}
5 & -1 & & & & & \\
-1 & 6 & -1 & & & & \\
& -1 & 6 & -1 & & & \\
& & & \cdot & & & \\
& & & & \cdot & & \\
& & & & & \cdot & \\
& & & & & -1 & 6 \\
& & & & & -1 & \\
& & & & & & \\
& & & & & \\
& & & & \\
& & &
\end{array}\right]
$$

Figure 6: Three-dimensional Case.


Due to the equalities $S_{3}=S_{2}+I, S_{2}=S_{1}+I$ and $G_{2}=G_{1}+I, G_{1}$ and $G_{2}$ commute, as do $S_{1}, S_{2}, S_{3}$. We can thus view $A$ as either an $N \times N$ matrix with elements from the $\left\{G_{2}, G_{2}^{-1}\right\}$-generated ring or an $N^{2} \times N^{2}$ matrix with elements from the $\left\{S_{2}, S_{2}^{-1}\right\}$ generated ring.

Therefore construction of the inverse of $A$ for the three-dimensional case can be reduced to the construction of the inverse for a much smaller matrix such as for the two-dimensional case.

Define

$$
\Gamma_{k}=\left\{\begin{array}{cl}
I, & k=0 ;  \tag{4.67}\\
G_{1}, & k=1 ; \\
G_{2} \Gamma_{k-1}-\Gamma_{k-2}, & \text { for } \\
G_{1} \Gamma_{N-1}-\Gamma_{N-2}, & \\
G_{N-1}=N .
\end{array}\right.
$$

As before

$$
A^{-1}=\Gamma_{N}^{-1}\left[\begin{array}{ccccccc}
\Gamma_{N-1} & \Gamma_{N-2} & \Gamma_{N-3} & \Gamma_{N-4} & \cdots & \Gamma_{1} & \Gamma_{0}  \tag{4.68}\\
\Gamma_{N-2} & \Gamma_{N-2} \Gamma_{1} & \Gamma_{N-3} \Gamma_{1} & \Gamma_{N-4} \Gamma_{1} & \cdots & \Gamma_{1} \Gamma_{1} & \Gamma_{1} \\
\Gamma_{N-3} & \Gamma_{N-3} \Gamma_{1} & \Gamma_{N-3} \Gamma_{2} & \Gamma_{N-4} \Gamma_{2} & \cdots & \Gamma_{1} \Gamma_{2} & \Gamma_{2} \\
\Gamma_{N-4} & \Gamma_{N-4} \Gamma_{1} & \Gamma_{N-4} \Gamma_{2} & \Gamma_{N-4} \Gamma_{3} & \cdots & \Gamma_{1} \Gamma_{3} & \Gamma_{3} \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
\cdot & \cdot & . & \cdot & \cdots & \cdot & \cdot \\
\Gamma_{1} & \Gamma_{1} \Gamma_{1} & \Gamma_{1} \Gamma_{2} & \Gamma_{1} \Gamma_{3} & \cdots & \Gamma_{1} \Gamma_{N-2} & \Gamma_{N-2} \\
\Gamma_{0} & \Gamma_{1} & \Gamma_{2} & \Gamma_{3} & \cdots & \Gamma_{N-2} & \Gamma_{N-1}
\end{array}\right] .
$$

Now the process of the inversion of the $N^{3}$ by $N^{3}$ matrix A is reduced to the inversion of the $N^{2}$ by $N^{2}$ matrix $\Gamma_{N}$.

The forward EEG problem can be inverted analytically for the particular case of a chain of finite volume elements. This can be done regardless of the number of cubes in the chain. The basic idea of matrix inversion can be extended to the two-dimensional case of the square plate and the three-dimensional case of the cube assembled from the elementary cubes. Obviously additional research is needed in order to find out whether similar derivations can be carried out for the cube's deformations in fitting it to the realistic head. If so then the forward problem solution can be realized considerably faster than the iterative inversion. The right-hand side of each forward problem has only two nonzero entries, hence only a few rows of the inverse matrix are needed for its solution. This is one more potential opportunity for a reduction of the computational time.

## 5 The Three-shell Model with a Realistic Source.

So far the three-shell model of the human head was studied under the assumption that the distance between the dipole sources is infinitely small. As we have seen in Chapter 2, this is one of the key assumptions for the derivation of the potential on the surface of the sphere. However anatomy studies show that the distance between the source and sink is finite - of the order of several tenths of a centimeter. Therefore for practical purposes more realistic model is needed which would take this feature into account. In this chapter the expressions for radial and tangential dipole will be derived separately. Then they will be combined into a single expression.

Consider the radial dipole with the finite distance $d$ between the source and sink, each of intensity $I$, placed inside the homogeneous media of conductivity $\sigma$. The potential on the surface of the sphere of radius $R$ will be the difference of the potentials due to the source and the sink, as it was already established in Chapter 2.

$$
\begin{equation*}
\Phi=\frac{I}{4 \pi \sigma} \sum_{l=0}^{\infty}\left(\frac{\left(b+\frac{d}{2}\right)^{l}}{R^{l+1}}-\frac{\left(b-\frac{d}{2}\right)^{l}}{R^{l+1}}\right) P_{l}(\cos \Theta) . \tag{5.1}
\end{equation*}
$$

Using the formula

$$
\begin{equation*}
x^{l}-y^{l}=(x-y)\left(x^{l-1}+x^{l-2} y+\ldots+x y^{l-2}+y^{l-1}\right)=(x-y) \sum_{k=0}^{l-1} x^{l-1-k} y^{k} \tag{5.2}
\end{equation*}
$$

for

$$
\begin{equation*}
x=1+\frac{d}{2 b}, \quad y=1-\frac{d}{2 b}, \tag{5.3}
\end{equation*}
$$

$$
\begin{align*}
&\left(b+\frac{d}{2}\right)^{l}-\left(b-\frac{d}{2}\right)^{l}=b^{l}\left\{\left(1+\frac{d}{2 b}\right)^{l}-\left(1-\frac{d}{2 b}\right)^{l}\right\} \\
&=b^{l-1} d \sum_{k=0}^{l-1}\left(1+\frac{d}{2 b}\right)^{l-l-k}\left(1-\frac{d}{2 b}\right)^{k} \tag{5.4}
\end{align*}
$$

Hence

$$
\begin{equation*}
\Phi=\frac{I d}{4 \pi \sigma} \sum_{l=0}^{\infty} \frac{f_{l}(b)}{R^{l+1}} P_{l}(\cos \Theta)=\frac{m_{r}}{4 \pi \sigma} \sum_{l=0}^{\infty} \frac{f_{l}(b)}{R^{l+1}} P_{l}(\cos \Theta) \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{l}(b)=\sum_{k=0}^{l-1}\left(1+\frac{d}{2 b}\right)^{l-1-k}\left(1-\frac{d}{2 b}\right)^{k} \tag{5.6}
\end{equation*}
$$

For $\boldsymbol{b}=\mathbf{0}$,

$$
\begin{gather*}
\Phi=\frac{I d}{4 \pi \sigma} \sum_{l=1}^{\infty} \frac{h^{l-1}}{R^{l+1}} \frac{P_{l}(\cos \Theta)-P_{l}(\cos (\pi-\Theta))}{2} \\
=\frac{m_{r}}{4 \pi \sigma h^{2}} \sum_{l=1}^{\infty}\left(\frac{h}{R}\right)^{l+1} \frac{P_{l}(\cos \Theta)-P_{l}(\cos (\pi-\Theta))}{2} .  \tag{5.7}\\
\text { Since } P_{l}(x)=\frac{1}{2^{l} l!} \frac{d^{l}}{d x^{l}}\left(x^{2}-1\right)^{l}, \\
P_{l}(-x)=(-1)^{l} P_{l}(x),  \tag{5.8}\\
\text { hence } \Phi=\frac{m_{r}}{4 \pi \sigma h^{2}} \sum_{l=1}^{\infty} \frac{h^{l-1}}{R^{l+1}} P_{l}(\cos \Theta) \frac{\left(1-(-1)^{l}\right)}{2} . \tag{5.9}
\end{gather*}
$$

It is now possible to write the potential on the surface of a three-shell sphere in a way similar to the previous derivations in Chapter 2. The potentials $\boldsymbol{\Phi}_{1}, \boldsymbol{\Phi}_{2}, \boldsymbol{\Phi}_{3}$ and $\boldsymbol{\Phi}_{4}$ for the brain, skull, scalp and the surrounding air can be written out as

$$
\begin{align*}
\Psi_{1} & =\sum_{l=1}^{\infty}\left[A_{l} r^{l}+\frac{m_{r}}{4 \pi \sigma b^{2}} f_{l}(b)\left(\frac{b}{r}\right)^{l+1}\right] P_{l}(\cos \Theta) \\
\Psi_{2} & =\sum_{l=1}^{\infty}\left[C_{l} r^{l}+D_{l} r^{-(l+1)}\right] P_{l}(\cos \Theta)  \tag{5.10}\\
\Psi_{3} & =\sum_{l=1}^{\infty}\left[E_{l} r^{l}+F_{l} r^{-(l+1)}\right] P_{l}(\cos \Theta) \\
\Psi_{4} & =0 .
\end{align*}
$$

The boundary conditions

$$
\begin{gather*}
\left.\sigma \frac{\partial \Psi_{1}}{\partial r}\right|_{r=r_{1}}=\left.\sigma_{s} \frac{\partial \Psi_{2}}{\partial r}\right|_{r=r_{1}},\left.\quad \sigma_{S} \frac{\partial \Psi_{2}}{\partial r}\right|_{r=r_{2}}=\left.\sigma \frac{\partial \Psi_{3}}{\partial r}\right|_{r=r_{2}}, \\
\left.\frac{\partial \Psi_{3}}{\partial r}\right|_{r=R}=0  \tag{5.11}\\
\left.\frac{\partial \Psi_{1}}{\partial \Theta}\right|_{r=r_{1}}=\left.\frac{\partial \Psi_{2}}{\partial \Theta}\right|_{r=r_{1}},\left.\frac{\partial \Psi_{2}}{\partial \Theta}\right|_{r=r_{2}}=\left.\frac{\partial \Psi_{3}}{\partial \Theta}\right|_{r=r_{2}}, \tag{5.12}
\end{gather*}
$$

result in the following system of equations

$$
\begin{gather*}
\sigma\left\{A_{l} l r_{1}^{l-1}-\frac{m_{r} f_{l}(b)}{4 \pi \sigma b^{2}} b^{l+1} \frac{(l+1)}{r_{1}^{l+2}}\right\}=\sigma_{S}\left\{C_{l} l r_{1}^{l-1}-D_{l} \frac{(l+1)}{r_{1}^{l+2}}\right\}  \tag{5.13}\\
\sigma_{S}\left\{C_{l} l r_{2}^{l-1}-D_{l} \frac{(l+1)}{r_{2}^{l+2}}\right\}=\sigma\left\{E_{l} l r_{2}^{l-1}-F_{l} \frac{(l+1)}{r_{2}^{l+2}}\right\}  \tag{5.14}\\
E_{l} l R^{l-1}-F_{l} \frac{(l+1)}{R^{l+2}}=0  \tag{5.15}\\
A_{l} r_{1}^{l}+\frac{m_{r}}{4 \pi \sigma b^{2}} f_{l}(b)\left(\frac{b}{r_{1}}\right)^{l+1}=C_{l} r_{1}^{l}+\frac{D_{l}}{r_{1}^{l+1}}  \tag{5.16}\\
C_{l} r_{2}^{l}+\frac{D_{l}}{r_{2}^{l+1}}=E_{l} r_{2}^{l}+\frac{F_{l}}{r_{2}^{l+1}} \tag{5.17}
\end{gather*}
$$

Again combining equations (5.14) and (5.17)

$$
\begin{gather*}
C_{l}+\frac{D_{l}}{r_{2}^{2 l+1}}=\frac{K_{1} F_{l}}{r_{2}^{l}}  \tag{5.18}\\
C_{l}-\frac{D_{l}(l+1)}{l r_{2}^{2 l+1}}=\frac{K_{1} F_{l}}{\xi}, \tag{5.19}
\end{gather*}
$$

where

$$
\begin{gather*}
K_{1}=\frac{(l+1) r_{2}^{l}}{l R^{2 l+1}}+\frac{1}{r_{2}^{2 l+1}}  \tag{5.20}\\
K_{2}=\frac{(l+1)}{l}\left(\frac{1}{R^{2 l+1}}-\frac{1}{r_{2}^{2 l+1}}\right), \tag{5.21}
\end{gather*}
$$

it is possible to write the following relations between $C_{l}, D_{l}$ and $F_{l}$,

$$
\begin{align*}
& C_{l}=M_{C} F_{l}, \text { where } M_{C}=\frac{(l+1)}{(2 l+1)}\left(\frac{K_{1}}{r_{2}^{l}}-\frac{K_{2}}{\xi}\right)+\frac{K_{2}}{\xi},  \tag{5.22}\\
& D_{l}=M_{D} F_{l}, \quad \text { where } M_{D}=\frac{l r_{2}^{2 l+1}}{2 l+1}\left(\frac{K_{1}}{r_{2}^{l}}-\frac{K_{2}}{\xi}\right) \tag{5.23}
\end{align*}
$$

The equations (5.13) and (5.16) can be rewritten as

$$
\begin{gathered}
A_{l}-\frac{m_{r}}{4 \pi \sigma b^{2}} f_{l}(b) \frac{l+1}{l} \frac{b^{l+1}}{r_{l}^{2 l+1}}=\xi M_{C} F_{l}-\xi M_{D} F_{l} \frac{l+1}{l} \frac{1}{r_{1}^{2 l+1}} \\
A_{l}+\frac{m_{r}}{4 \pi \sigma b^{2}} f_{l}(b) \frac{b^{l+1}}{r_{1}^{2 l+1}}=M_{C} F_{l}+\frac{M_{D} F_{l}}{r_{1}^{2 l+1}}
\end{gathered}
$$

in order to get $F_{l}$ and $E_{l}$,

$$
\begin{gather*}
F_{l}=m_{r} \frac{2 l+1}{l} f_{l}(b) \frac{b^{l-1}}{4 \pi \sigma} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)},  \tag{5.24}\\
E_{l}=m_{r} \frac{(l+1)(2 l+1)}{l^{2} R^{2 l+1}} f_{l}(b) \frac{b^{l-1}}{4 \pi \sigma} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} . \tag{5.25}
\end{gather*}
$$

Since

$$
\begin{gathered}
M_{C}=\frac{1}{R^{2 l+1}} \frac{l+1}{2 l+1}\left(\frac{(l+1)}{l}+\frac{1}{\xi}\right)+\frac{l+1}{2 l+1}\left(1-\frac{1}{\xi}\right) \frac{1}{r_{2}^{2 l+1}}, \\
M_{D}=\frac{l+1}{2 l+1}\left(\frac{r_{2}}{R}\right)^{2 l+1}\left(1-\frac{1}{\xi}\right)+\frac{\xi l+(l+1)}{\xi(2 l+1)}, \\
\frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)}= \\
\frac{(l+1)}{\xi l(2 l+1) l}\left\{f_{1}^{2 l+1}(1-\xi)(\xi(l+1)+l)+(\xi-1)\left(\frac{f_{1}}{f_{2}}\right)^{2 l+1}(1-\xi) l\right. \\
\left.\quad+f_{2}^{2 l+1}(\xi-1)(\xi(l+1)+l)+\left(\frac{\xi l}{l+1}+1\right)(\xi(l+1)+l)\right\}, \\
f_{1}=\frac{r_{1}}{R}, \quad f_{2}=\frac{r_{2}}{R} .
\end{gathered}
$$

In short

$$
\begin{equation*}
\frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)}=\frac{(l+1)}{\xi l(2 l+1)} d_{\xi}, \tag{5.26}
\end{equation*}
$$

where

$$
\begin{align*}
d_{\xi}=f_{1}^{2 l+1}(1 & -\xi)(\xi(l+1)+l)+(\xi-1)\left(\frac{f_{1}}{f_{2}}\right)^{2 l+1}(1-\xi) l \\
& +f_{2}^{2 l+1}(\xi-1)(\xi(l+1)+l)+\left(\frac{\xi l}{l+1}+1\right)(\xi(l+1)+l) \tag{5.27}
\end{align*}
$$

Hence the potential on the outer surface of the three-shell sphere will be

$$
\begin{gather*}
\Psi=\sum_{l=1}^{\infty}\left[E_{l} R^{l}+F_{l} R^{-(l+1)}\right] P_{l}(\cos \Theta) \\
=\sum_{l=1}^{\infty}\left(m_{r} \frac{b^{l-1}}{R^{l+1}} \frac{f_{l}(b)}{4 \pi \sigma} \frac{2 l+1}{l}\left(1+\frac{l+1}{l}\right)\right) \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} P_{l}(\cos \Theta) \\
=\sum_{l=1}^{\infty} \frac{m_{r}}{4 \pi \sigma} \frac{b^{l-1}}{R^{l+1}} f_{l}(b) \frac{(2 l+1)^{2}}{l^{2}} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} P_{l}(\cos \Theta) \\
=\sum_{l=1}^{\infty} \frac{m_{r}(2 l+1)^{2} f_{l}(b) b^{l-1}}{4 \pi \sigma R^{l+1} l^{2}} \frac{\xi l(2 l+1)}{(l+1) d_{\xi}} P_{l}(\cos \Theta) \\
=\sum_{l=1}^{\infty} \frac{m_{r}(2 l+1)^{3} \xi f_{l}(b) b^{l-1}}{4 \pi \sigma l(l+1) R^{l+1} d_{\xi}} P_{l}(\cos \Theta) \tag{5.28}
\end{gather*}
$$

It is easy to show that for an infinitely small distance $d$ this formula corresponds to the one for the idealistic three-shell model. Since

$$
\begin{aligned}
& \lim _{d \rightarrow 0} f_{l}(b)=\lim _{d \rightarrow 0} \sum_{k=0}^{l-1}\left(1+\frac{d}{2 b}\right)^{l-1-k}\left(1-\frac{d}{2 b}\right)^{k}=\sum_{k=0}^{l-1} 1=l, \\
& \Psi=\lim _{d \rightarrow 0} \sum_{l=1}^{\infty} \frac{m_{r}(2 l+1)^{3} f_{l}(b) b^{l-1}}{4 \pi \sigma l(l+1) R^{l+1} d_{\xi}} P_{l}(\cos \Theta) \\
& =\sum_{l=1}^{\infty} \frac{m_{r}(2 l+1)^{3} b^{l-1}}{4 \pi \sigma(l+1) R^{l+1} d_{\xi}} P_{l}(\cos \Theta)
\end{aligned}
$$

and this is the formula for the realistic three-shell model.
For $b=0$, calculations similar to the ones above result in

$$
\begin{equation*}
\Psi=\sum_{l=1}^{\infty} \frac{m_{r}}{4 \pi \sigma} \frac{(2 l+1)^{3} \xi}{(l+1) d_{\xi}} \frac{h^{l-1}}{R^{l+1}} P_{l}(\cos \Theta) \frac{\left(1-(-1)^{l}\right)}{2} \tag{5.29}
\end{equation*}
$$

For the tangential dipole the situation is a bit more comlex. The angles $\Theta_{1}$ and $\Theta_{2}$ are not necessary close to $\Theta$. First the expressions for $\cos \Theta_{1}$ and $\cos \Theta_{2}$ are needed. Consider
the tangential dipole in an infinite media of the conductivity $\sigma$ (Figure 3). The potential on the surface of the sphere of radius $R$ is

$$
\begin{gather*}
\Psi=\frac{I}{4 \pi \sigma}\left(\frac{1}{r_{1}}-\frac{1}{r_{2}}\right)=\frac{1}{4 \pi \sigma} \sum_{l=1}^{\infty}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{I}{R^{l+1}} P_{l}\left(\cos \Theta_{1}\right)-  \tag{5.30}\\
\frac{1}{4 \pi \sigma} \sum_{l=1}^{\infty}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{I}{R^{l+1}} P_{l}\left(\cos \Theta_{2}\right) . \tag{5.31}
\end{gather*}
$$

It is obvious from Figure 7 that

$$
\begin{align*}
& r_{1}^{2}=b^{2}+\left(\frac{d}{2}\right)^{2}+R^{2}-2 \sqrt{b^{2}+\left(\frac{d}{2}\right)^{2}} R \cos \Theta_{1}  \tag{5.32}\\
& r_{2}^{2}=b^{2}+\left(\frac{d}{2}\right)^{2}+R^{2}-2 \sqrt{b^{2}+\left(\frac{d}{2}\right)^{2}} R \cos \Theta_{2} \tag{5.33}
\end{align*}
$$

On the other hand

$$
\begin{align*}
& r_{1}^{2}=d_{1}^{2}+(R \cos \Theta-b)^{2}  \tag{5.34}\\
& r_{2}^{2}=d_{2}^{2}+(R \cos \Theta-b)^{2} \tag{5.35}
\end{align*}
$$

where

$$
\begin{gather*}
d_{1}^{2}=R \sin ^{2} \Theta+\left(\frac{d}{2}\right)^{2}-d R \sin \Theta \cos \beta  \tag{5.36}\\
d_{2}^{2}=R \sin ^{2} \Theta+\left(\frac{d}{2}\right)^{2}-d R \sin \Theta \cos (\pi-\beta)=R \sin ^{2} \Theta+\left(\frac{d}{2}\right)^{2}+d R \sin \Theta \cos \beta \tag{5.37}
\end{gather*}
$$

Combining these expressions obtain the formulas for $\cos \Theta_{1}$ and $\cos \Theta_{2}$,

$$
\begin{align*}
& \cos \Theta_{1}=\frac{2 b \cos \Theta+d \sin \Theta \cos \beta}{2 \sqrt{b^{2}+\left(\frac{d}{2}\right)^{2}}}  \tag{5.38}\\
& \cos \Theta_{2}=\frac{2 b \cos \theta-d \sin \Theta \cos \beta}{2 \sqrt{b^{2}+\left(\frac{d}{2}\right)^{2}}} \tag{5.39}
\end{align*}
$$

Figure 7: Tangential Dipole with Finite Distance $d$ Between Source and Sink.


Hence

$$
\begin{align*}
\Psi & =\frac{I}{4 \pi \sigma} \sum_{l=1}^{\infty} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{R^{l+1}}\left\{P_{l}\left(k_{1} \cos \Theta+k_{2} \sin \Theta \cos \beta\right)\right. \\
& \left.-P_{l}\left(k_{1} \cos \Theta-k_{2} \sin \Theta \cos \beta\right)\right\}, \tag{5.40}
\end{align*}
$$

where

$$
\begin{equation*}
k_{1}=\frac{1}{\sqrt{1+\left(\frac{q}{2}\right)^{2}}}, \quad k_{2}=\frac{1}{\sqrt{1+\left(\frac{2}{q}\right)^{2}}}, \quad q=\frac{d}{b} . \tag{5.41}
\end{equation*}
$$

In case $b=0$,

$$
\Psi=\frac{I}{4 \pi \sigma} \sum_{l=1}^{\infty} \frac{h^{l}}{R^{l+1}}\left(P_{l}\left(\cos \Theta_{1}\right)-P_{l}\left(\cos \Theta_{2}\right)\right)
$$

where

$$
\begin{gather*}
\cos \Theta_{1}=\lim _{b \rightarrow 0} \frac{2 b \cos \Theta+d \sin \Theta \cos \beta}{2 \sqrt{b^{2}+\left(\frac{d}{2}\right)^{2}}}=\sin \Theta \cos \beta  \tag{5.42}\\
\cos \Theta_{2}=\lim _{b \rightarrow 0} \frac{2 b \cos \Theta-d \sin \Theta \cos \beta}{2 \sqrt{b^{2}+\left(\frac{d}{2}\right)^{2}}}=-\sin \Theta \cos \beta \tag{5.43}
\end{gather*}
$$

Hence

$$
\begin{equation*}
\Psi=\frac{I}{4 \pi \sigma} \sum_{l=1}^{\infty} \frac{h^{l}}{R^{l+l}} P_{l}(\sin \Theta \cos \beta) \frac{\left(1-(-1)^{l}\right)}{2} . \tag{5.44}
\end{equation*}
$$

For a homogeneous sphere of radius $R$ and conductivity $\sigma$,

$$
\begin{gathered}
\Psi=\sum_{l=1}^{\infty}\left(A_{l} r^{l}+\frac{I}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{1}{2}}}{r^{l+1}}\right)\left\{P_{l}\left(k_{1} \cos \Theta+k_{2} \sin \Theta \cos \beta\right)\right. \\
\left.-P_{l}\left(k_{1} \cos \Theta-k_{2} \sin \Theta \cos \beta\right)\right\}
\end{gathered}
$$

The boundary condition

$$
\begin{equation*}
\left.\frac{\partial \Psi}{\partial r}\right|_{r=R}=0 \tag{5.45}
\end{equation*}
$$

results in

$$
\begin{equation*}
A_{l}=\frac{(l+1)}{l} \frac{I\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{4 \pi \sigma R^{2 l+1}} \tag{5.46}
\end{equation*}
$$

Therefore the potential for this illustrative case will be

$$
\begin{align*}
\Psi= & \frac{(2 l+1)}{l} \frac{I\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{4 \pi \sigma R^{2 l+1}}\left\{P_{l}\left(k_{1} \cos \Theta+k_{2} \sin \Theta \cos \beta\right)\right. \\
& \left.-P_{l}\left(k_{1} \cos \Theta-k_{2} \sin \Theta \cos \beta\right)\right\} \tag{5.47}
\end{align*}
$$

For the sake of convenience denote

$$
\begin{align*}
& S_{l}(q, \beta, \Theta)=\left\{P_{l}\left(k_{1} \cos \Theta+k_{2} \sin \Theta \cos \beta\right)\right. \\
&\left.-P_{l}\left(k_{1} \cos \Theta-k_{2} \sin \Theta \cos \beta\right)\right\} \tag{5.48}
\end{align*}
$$

In a general case of three-shell sphere with conductivities $\sigma$ and $\sigma_{S}$,

$$
\begin{gathered}
\Psi_{l}=\sum_{l=1}^{\infty}\left[A_{l} r^{l}+\frac{I}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{r^{l+1}}\right] S_{l}(q, \beta, \Theta) \\
\Psi_{2}=\sum_{l=1}^{\infty}\left[C_{l} r^{l}+D_{l} r^{-(l+1)}\right] S_{l}(q, \beta, \Theta) \\
\Psi_{3}=\sum_{l=1}^{\infty}\left[E_{l} r^{l}+F_{l} r^{-(l+1)}\right] S_{l}(q, \beta, \Theta) \\
\Psi_{4}=0 .
\end{gathered}
$$

The boundary conditions (5.11)-(5.12) will result in the system of equations (5.14), (5.15), (5.17) and the following equations

$$
\begin{gather*}
\sigma\left\{A_{l} l r_{1}^{l-1}-\frac{I}{4 \pi \sigma}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{(l+1)}{r_{1}^{l+2}}\right\}=\sigma_{S}\left\{C_{l} l r_{1}^{l-1}-D_{l} \frac{(l+1)}{r_{1}^{l+2}}\right\}  \tag{5.49}\\
A_{l} r_{1}^{l}+\frac{I}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{r_{1}^{l+1}}=C_{l} r_{1}^{l}+\frac{D_{l}}{r_{1}^{l+1}} \tag{5.50}
\end{gather*}
$$

Write them as

$$
\begin{gathered}
A_{l}-\frac{I}{4 \pi \sigma}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{(l+1)}{l} \frac{1}{r_{1}^{2 l+1}}=\xi C_{l}-\xi D_{l} \frac{(l+1)}{l} \frac{1}{r_{1}^{2 l+1}} \\
A_{l}+\frac{I}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{r_{1}^{2 l+1}}=C_{l}+\frac{D_{l}}{r_{1}^{2 l+1}} .
\end{gathered}
$$

As before $C_{l}=M_{C} F_{l}, \quad D_{l}=M_{D} F_{l}$, where $C_{l}$ and $D_{l}$ are given by formulas (5.22) and (5.23), $K_{1}$ and $K_{2}-$ by (5.20) and (5.21). Hence

$$
\begin{gather*}
A_{l}-\frac{m_{t}}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{1}{2}}}{d} \frac{(l+1)}{l} \frac{1}{r_{1}^{2 l+1}}=\xi M_{C} F_{l}-\xi M_{D} F_{l} \frac{(l+1)}{l} \frac{1}{r_{1}^{2 l+1}},  \tag{5.51}\\
A_{l}+\frac{m_{t}}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{d r_{1}^{2 l+1}}=M_{C} F_{l}+\frac{M_{D} F_{l}}{r_{1}^{2 l+1}} . \tag{5.52}
\end{gather*}
$$

Therefore

$$
\begin{equation*}
F_{l}=\frac{I}{4 \pi \sigma} \frac{2 l+1}{l}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} \tag{5.53}
\end{equation*}
$$

$$
\begin{equation*}
E_{l}=\frac{I}{4 \pi \sigma} \frac{(2 l+1)(l+1)}{l^{2} R^{2 l+1}}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} \tag{5.54}
\end{equation*}
$$

Eventually the potential on the surface of the sphere is

$$
\begin{gather*}
\Psi=\sum_{l=1}^{\infty}\left[E_{l} R^{l}+F_{l} R^{-(l+1)}\right] S_{l}(q, \beta, \Theta) \\
=\sum_{l=1}^{\infty} \frac{I}{4 \pi \sigma} \frac{(2 l+1)^{2}}{l^{2} R^{l+1}}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{1}{M_{C} r_{1}^{2 l+1}(1-\xi)+M_{D}\left(1+\frac{\xi(l+1)}{l}\right)} S_{l}(q, \beta, \Theta) \\
=\sum_{l=1}^{\infty} \frac{I}{4 \pi \sigma}\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} \frac{(2 l+1)^{2}}{l^{2} R^{l+1}} \frac{\xi l(2 l+1)}{(l+1) d_{\xi}} S_{l}(q, \beta, \Theta), \\
=\sum_{l=1}^{\infty} \frac{I}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{R^{l+1}} \frac{(2 l+1)^{3} \xi}{l(l+1) d_{\xi}} S_{l}(q, \beta, \Theta) . \tag{5.55}
\end{gather*}
$$

where $d_{\xi}$ is already defined by (5.27).
For an infinitely small distance between the dipoles, the expression should be identical to the one given in Chapter 2 for the idealistic three-shell model.

Indeed for $d \rightarrow 0, b \neq 0, m_{t}=I d$ fixed,

$$
\begin{array}{rl}
\lim _{d \rightarrow 0} & I\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}} S_{l}(q, \beta, \Theta) \\
=\lim _{d \rightarrow 0} & \frac{m_{t} b}{d}\left\{P_{l}\left(\frac{\cos \Theta}{\sqrt{1+\left(\frac{q}{2}\right)^{2}}}+\frac{\sin \Theta \cos \beta}{\sqrt{1+\left(\frac{2}{q}\right)^{2}}}\right)\right. \\
& \left.\quad-P_{l}\left(\frac{\cos \Theta}{\sqrt{1+\left(\frac{q}{2}\right)^{2}}}-\frac{\sin \Theta \cos \beta}{\sqrt{1+\left(\frac{2}{q}\right)^{2}}}\right)\right\} \\
= & \lim _{d \rightarrow 0} \frac{m_{t} b}{d}\left\{P_{l}\left(\cos \Theta+\frac{d}{2 b} \sin \Theta \cos \beta\right)\right. \\
& \left.\quad-P_{l}\left(\cos \Theta-\frac{d}{2 b} \sin \Theta \cos \beta\right)\right\}
\end{array}
$$

Since $\frac{d \cos \beta}{b} \approx d \Theta$,

$$
\frac{d}{2 b} \sin \Theta \cos \beta=\frac{\sin \Theta d \Theta}{2}=-\frac{1}{2} d(\cos \Theta)
$$

the above expression can be written as

$$
\begin{array}{r}
\lim _{d \rightarrow 0} \frac{b^{l-1} \cos \beta}{d \Theta}\left\{P_{l}\left(\cos \Theta-\frac{1}{2} d(\cos \Theta)\right)\right. \\
\left.-P_{l}\left(\cos \Theta+\frac{1}{2} d(\cos \Theta)\right)\right\} \\
=-m_{t} b^{l-1} \cos \beta \frac{d P_{l}(\cos \Theta)}{d(\cos \Theta)} \frac{d(\cos \Theta)}{d \Theta} \\
=-m_{t} b^{l-1} P_{l}^{1}(\cos \Theta) \cos \beta,
\end{array}
$$

hence as a whole,

$$
\begin{aligned}
\lim _{d \rightarrow 0} & \sum_{l=1}^{\infty} \frac{I}{4 \pi \sigma} \frac{\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{l}{2}}}{R^{l+1}} \frac{(2 l+1)^{3} \xi}{l(l+1) d_{\xi}} S_{l}(q, \beta, \Theta) \\
= & -\sum_{l=1}^{\infty} \frac{m_{t}}{4 \pi \sigma} \frac{b^{l-1}}{R^{l+1}} \frac{(2 l+1)^{3} \xi}{l(l+1) d_{\xi}} P_{l}^{1}(\cos \Theta) \cos \beta .
\end{aligned}
$$

If $b=0$.

$$
\begin{equation*}
\Psi=\sum_{l=1}^{\infty} \frac{m_{t}}{4 \pi \sigma} \frac{h^{l+1}}{R^{l+1}} \frac{(2 l+1)^{3} \xi}{l(l+1) d_{\xi}} P_{l}(\sin \Theta \cos \beta) \frac{\left(1-(-1)^{l}\right)}{2} . \tag{5.56}
\end{equation*}
$$

Finally combining the expressions for the radial and tangential dipole,

$$
\begin{align*}
\Psi=\sum_{l=1}^{\infty} \frac{1}{4 \pi \sigma} \frac{(2 l+1)^{3} \xi}{l(l+1) d_{\xi}} \frac{1}{P^{l+1}}\left\{m_{r} f_{l}(b) b^{l-1} P_{l}(\cos \Theta)\right. & \\
& \left.+I\left(b^{2}+\left(\frac{d}{2}\right)^{2}\right)^{\frac{1}{2}} S_{l}(q, \beta, \Theta)\right\} \tag{5.57}
\end{align*}
$$

The numerical implementation of this solution requires not only the radial $m_{r}$ and the tangential $m_{t}$ components to be defined, but also the intensity $I$ and the distance between the sources $d$ to be defined. For the sake of simplicity they are the same for both directions in the preceding formula, as it is not a prime consideration. This implementation of the analytical model can be combined with minimization algorithms in the same way as it was done for the idealistic three-shell model. The new model is more suitable for the tests of the FVM modelling. It corresponds to two distance sources located in the centers of two different finite volume elements.

## 6 Experimental Results.

### 6.1 Comparison of Numerical and Analytical Models.

For practical source localization it is important to know the accuracy of the computation of the potential by FVM. The accuracy can be estimated by applying the numerical model for the computation of the potential for the biological volume conductor with geometry admitting the known analytical solution. The three-shell spherical models are suitable for this purpose.

The three-shell model with an infinitely small distance between the source and the sink will hereupon be called the idealistic three-shell model (I3SM), whereas the one described in Chapter 5 with the finite distance between the source and the sink will be called the realistic three-shell model (R3SM).

The standard three-shell setup representing the human head has the following parameters:
$r_{1}=0.87 ; \quad r_{2}=0.92 ; \quad \mathrm{R}=1.0 ;$
$\sigma=0.0029(\Omega m)^{-1} ; \quad \sigma_{S}=3.6 \cdot 10^{-5}(\Omega m)^{-1}$.
The system of the finite volume elements with cube size $h$ is defined in the way it was described in Chapter 3. The conductivities for each cube with indexes ( $i, j, k$ ) are

$$
\begin{aligned}
& x=i h, \quad y=j h, \quad z=k h, \\
& \text { if } \sqrt{x^{2}+y^{2}+z^{2}} \leq r_{1} \\
& \qquad \sigma_{i j k}=\sigma ; \\
& \text { else if } \sqrt{x^{2}+y^{2}+z^{2}} \leq r_{2} \\
& \qquad \sigma_{i j k}=\sigma_{S} ; \\
& \text { else if } \sqrt{x^{2}+y^{2}+z^{2}} \leq R \\
& \qquad \sigma_{i j k}=\sigma ; \\
& \text { else } \quad \sigma_{i j k}=0 .
\end{aligned}
$$

In other words if the center of the cube is within an inside sphere representing the brain or in the outer shell which represents the scalp, the conductivity $\sigma$ is described for the cube. Otherwise if the center is within an inner layer representing the skull, the conductivity of the cube is $\sigma_{S}$.

The values of the potential on the surface of the sphere will be compared for the points with the following spherical coordinates

$$
R=1
$$

for $m=1: 90$

$$
\begin{aligned}
\theta & =(1+2 \cdot(m-1)) \frac{\pi}{180} \\
\text { for } n & =1: 90 \\
\beta & =(1+4 \cdot(m-1)) \frac{\pi}{180}
\end{aligned}
$$

Hence there are $\mathbf{8 1 0 0}$ spatial points in total.


For a given spatial point $P$ on the surface of the sphere, the NM potential computed for the finite volume element with the center closest to $P$ is ascribed, $\Psi_{P}=\Psi_{i j k}$. The point $X=1.0, Y=0.0, Z=0.0$ is taken to be a reference point, and the finite volume element closest to this point is taken to be a reference finite volume element. The matrix of the linear system is deflated with respect to this element in the way it was described in Chapter 3. Two systems of finite volume elements were generated, first with $N_{1}=267761$ cubes, second with $N_{2}=523305$, they correspond to the cube sizes 0.025 and 0.02 . These systems will be denoted as $R_{1}$ and $R_{2}$.

The potential due to NM was compared to the idealistic three-shell model first for radial and tangential dipoles with centers located at

$$
\begin{gathered}
X=0.0 ; \quad Y=0.0 \\
Z=0.0,0.1,0.2, \ldots, 0.7
\end{gathered}
$$

For the numerical model the source and the sink are assumed to have a unit intensity whereas the distance $d$ between the dipoles is twice the cube's size, i.e. 0.05 for $R_{1}$ and 0.04 for $R_{2}$. For the I3SM the radial $m_{r}$ and tangential $m_{t}$ components are 0.05 for $R_{1}$ and 0.04 for $R_{2}$. The radial dipole is oriented in the $Z$-direction, whereas the tangential dipole is oriented in the $\boldsymbol{X}$-direction.

The scaled difference between the NM and the I3SM for the $X Z$-plane, $Z=0.1,0.4,0.7$. for the radial dipole is shown on Figure 9. As for the intersection of the surface of the sphere and the $X Z$-plane, the following expression is mapped:

$$
1.0+s\left(V_{N M}(\Theta, \beta)-V_{I 3 S M}(\Theta, \beta)\right)
$$

where $s$ is a scaling factor. Apparently for $Z=0.7$, i.e. when the dipole is getting closer to the skull, the difference $V_{N M}-V_{I 3 S M}$ has a positive spike. The value of the potential $V_{N M}$ is higher for the surface area that is immediately above the dipole. The differences
$1.0+s\left(V_{N M}-V_{I 3 S M}\right)$ for $R_{1}$ and $R_{2}$ for are shown in Figure 9. The error norms for the radial dipole are given in Table 1. The same scaled difference for the tangential dipoles is shown in Figure 10. The error growth for the area under the skull is not as large as for the radial dipole. The error norms for the tangential dipole are summarized in Table 2. The higher resolution reduced the error for the radial dipole, except for $Z=0.7$. The Boundary Element Modeling [35] resulted in 10-20\% error for similar multiple-shell models when the dipole was located in areas close to the skull. The finite-difference approach taken in [42] is very similar to the one taken in this work. The resulting matrix is almost the same except the deflation and positive definiteness were not studied. The measure applied in [42] for the error estimates is not a proper measure, since the authors applied mean relative error,

$$
\begin{equation*}
\Delta_{r}=\frac{1}{N} \sum_{i=1}^{N} \Delta_{r, i}, \quad \text { where } \quad \Delta_{r, i}=\frac{\left(V_{N M}-V_{I 3 S M M}\right)_{i}}{V_{N M i}} \times 100 \tag{6.1}
\end{equation*}
$$

Such a norm implies the summation of the positive and negative values of the error, so for the same actual error such a norm results in lower values.

It is also important to know where and how the realistic three-shell model differs from the idealistic three-shell model. There is the possibility that the increase of the error $V_{N M}(\Theta, \beta)-V_{I 3 S M}(\Theta, \beta)$ under the skull for the radial dipole can in part be explained by the difference between the model with a finite and infinitely small distance between the source and the sink. Hence the outputs of the two models for the radial dipoles places at the same locations as before were compared.

The scaled difference between R3SM and I3SM for the $X Z$-plane, $Z=0.1,0.4,0.7$, for the radial and tangential dipoles is shown in Figures 11 and 12, whereas the error norms for the radial and tangential dipoles are given in Tables 3 and 3. Apparently the difference grows while the radial dipole approaches the skull, but for given resolutions this error only is a small percentage of the NM error.

Of course for the radial dipole the error can be further reduced with an increase of
the resolution, but the capabilities of the SUN Ultra 30 workstation do not allow further substantial reduction of $h$. One can use the following simple estimates of the dimension of the arising problem. For the cube which contains the three-shell sphere one needs $\left(2 \cdot\left[\frac{1}{h}\right]+1\right)^{3}$ finite volume elements. The ratio of the volume of the sphere of radius $h$ to the volume of the cube with side $2 h$ is

$$
\frac{\frac{4}{3} \pi h^{3}}{8 h^{3}}=\frac{\pi}{6} \approx \frac{1}{2} .
$$

Hence the dimension of vectors which have to be stored is approximately $\frac{1}{2}\left(2 \cdot\left[\frac{1}{h}\right]+1\right)^{3}$. The dimension of matrix $A_{d}$ is approximately $\frac{7}{2}\left(2 \cdot\left[\frac{1}{h}\right]+1\right)^{3}$. If $h=0.01$, then the dimension of the solution vector should be over 4 million. For $h=0.005$, the dimension will exceed 30 million.

Nevertheless it is important to know the impact that the error will have on the source localization. In order to find the source in the case of the realistic head [45], a certain number of candidate dipole locations inside the brain is chosen, and the potential corresponding to the dipoles in $X, Y$ and $Z$ directions in those locations is computed. Then the best location and direction (i.e. combination of $X, Y$ and $Z$ components) is chosen [35] in such a way that it is closest to the recorded potential in $l_{\infty}$ or $l_{2}$ norm. It can be seen from the experimental data that there is a growth of the error for the radial dipole as it gets closer to the skull. This means that the potential distribution generated by such a dipole can become closest in $l_{\infty}$ or $l_{2}$ to the recorded potential for the actual dipole which is located even closer to the skull. Nevertheless the effect is significant only for that limited area and the error of source localization will be limited due to geometry - the actual dipole does not have much space to go, it can be located within the brain tissue only.

Figure 8: Error Close to the Skull.


### 6.2 Polynomial Preconditioning Results.

The Polynomial Preconditioning resulted in a considerable reduction of the number of iterations needed for reaching the absolute error of $10^{-10}$. The numerical experiments were made for the matrix corresponding to the $R 1$ grid described above. The spectral bounds of the matrix were estimated in the way described in Chapter 3. The number of iterations needed for reaching the absolute error of $10^{-10}$ as well as the error graphs were obtained for preconditioning polynomials of the order of $1,2,3,5,7,9, \ldots, 17,19$. The graphs of the absolute error vs. the number of iterations are shown on Figure 13. Apparently even the preconditioning polynomials of the order of 5 or 7 allow the reduction of the number

Figure 9: $1.0+8.0 \cdot\left(V_{N M}-V_{I 3 S M}\right)$, Radial Dipole.
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Figure 10: $1.0+15.0 \cdot\left(V_{N M}-V_{I 3 S M}\right)$, Tangential Dipole.


Figure 11: $1.0+1000.0 \cdot\left(V_{R 3 S M}-V_{I 3 S M}\right)$, Radial Dipole.


Figure 12: $1.0+1000.0 \cdot\left(V_{R 3 S M}-V_{I 3 S M}\right)$, Tangential Dipole.


Table 1: Errors of Numerical Model, Radial Dipole.

|  | $\frac{\left\\|V_{N M}-V_{I S M}\right\\|_{\infty}}{\left\\|V_{N M}\right\\|_{\infty}}, \%$ |  | $\frac{\left\\|V_{N M}-V_{T 3 S M I}\right\\|_{2}}{\left\\|V_{N M}\right\\|_{2}}, \%$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Z | $R_{1}$ | $R_{2}$ | $R_{1}$ | $R_{2}$ |
| 0.0 | 5.4 | 5.2 | 4.9 | 4.3 |
| 0.1 | 7.4 | 4.4 | 5.5 | 4.3 |
| 0.2 | 9.4 | 4.2 | 7.3 | 4.8 |
| 0.3 | 11.4 | 5.9 | 9.4 | 6.0 |
| 0.4 | 13.3 | 8.6 | 11.5 | 7.9 |
| 0.5 | 15.3 | 11.7 | 13.4 | 10.3 |
| 0.6 | 17.2 | 15.2 | 15.1 | 13.2 |
| 0.7 | 18.2 | 18.6 | 16.4 | 17.0 |

Table 2: Errors of Numerical model, Tangential Dipole.

|  | $\frac{\left\\|V_{N M}-V_{I 3 S M}\right\\|_{\infty}}{\left\\|V_{N M}\right\\|_{\infty}}, \%$ |
| :---: | :---: |
| Z | $R_{1}$ |
| 0.0 | 3.2 |
| 0.1 | 3.2 |
| 0.2 | 3.3 |
| 0.3 | 3.3 |
| 0.4 | 4.4 |
| 0.5 | 5.1 |
| 0.6 | 5.5 |
| 0.7 | 5.2 |

Table 3: Realistic versus Idealistic model, Radial Dipole.

| Z | $\frac{\left\\|V_{R 3 M_{M}}-V_{I S S K}\right\\|_{\infty}}{\left\\|V_{R 3 S M}\right\\|_{\infty}}, \%$ | $\frac{\\| V_{R 3 S M}-V_{I J S_{M} \\|_{2}}}{\left\\|V_{R 3 S M}\right\\|_{2}}, \%$ |
| :---: | :---: | :---: |
| 0.0 | 0.060 | 0.044 |
| 0.1 | 0.024 | 0.016 |
| 0.2 | 0.031 | 0.018 |
| 0.3 | 0.039 | 0.022 |
| 0.4 | 0.053 | 0.030 |
| 0.5 | 0.075 | 0.042 |
| 0.6 | 0.118 | 0.065 |
| 0.7 | 0.209 | 0.117 |

Table 4: Realistic versus Idealistic model, Tangential Dipole.

| Z | $\frac{\left\\|V_{R 3 S M}-V_{I 3 S M}\right\\|_{x}}{\left\\|V_{R 3 S M}\right\\|_{\infty}}, \%$ | $\frac{\left\\|V_{N M}-V_{I 3 S M I}\right\\|_{2}}{\left\\|V_{N M}\right\\|_{2}}, \%$ |
| :---: | :---: | :---: |
| 0.0 | 0.061 | 0.042 |
| 0.1 | 0.020 | 0.014 |
| 0.2 | 0.021 | 0.016 |
| 0.3 | 0.022 | 0.018 |
| 0.4 | 0.030 | 0.022 |
| 0.5 | 0.046 | 0.030 |
| 0.6 | 0.078 | 0.044 |
| 0.7 | 0.154 | 0.077 |

of iterations from 210 to $\mathbf{3 0}$. The further reduction of the number of iterations gets more time-consuming. In order to reach $10^{-10}$ in 18 iterations, a preconditioning polynomial of the order of $18-19$ is needed. As the order of the preconditioning polynomial increases, the computational time needed for a single iteration increases as well. In order to estimate the increase in computational time, compare the number of operations per one iteration for the CGM with and without preconditioning. The equations needed for only one CGM iteration are shown below, as well as the estimates of the number of operations. It is assumed below that any vector (p.e. $C_{L \mathbf{r}_{k-1}}$ ) or scalar product needs to be computed only once and can then be stored for further use. For CGM without preconditioning,

$$
\begin{array}{r}
\rho_{1}=\left(\mathbf{r}_{k-1}, \mathbf{r}_{k-1}\right) \rightarrow 2 N, \\
b_{k-1}=\frac{\rho_{1}}{\rho_{0}} \rightarrow 1, \\
\mathbf{p}_{k}=\mathbf{r}_{k-1}+b_{k-1} \mathbf{p}_{k-1} \rightarrow 2 N, \\
a_{k}=\frac{\left(\mathbf{r}_{k-1}, \mathbf{r}_{k-1}\right)}{\left(\mathbf{p}_{k}, A_{d} \mathbf{p}_{k}\right)} \rightarrow 2 N+O(N), \\
\mathbf{x}_{k}=\mathbf{x}_{k-1}+a_{k} \mathbf{p}_{k} \rightarrow 2 N, \\
\mathbf{r}_{k}=\mathbf{r}_{k-1}-a_{k} A_{d} \mathbf{p}_{k} \rightarrow 2 N, \\
\rho_{0}=\rho_{1} \rightarrow 1 .
\end{array}
$$

For CGM with preconditioning,

$$
\begin{array}{r}
\rho_{1}=\left(C_{L} \mathbf{r}_{k-1}, C_{L \mathbf{r}_{k-1}}\right) \rightarrow 2 N+m O(N)+2 N, \\
b_{k-1}=\frac{\rho_{1}}{\rho_{0}} \rightarrow 1, \\
\mathbf{p}_{k}=C_{L} \mathbf{r}_{k-1}+b_{k-1} \mathbf{p}_{k-1} \rightarrow 2 N, \\
\left(C_{L} \mathbf{r}_{k-1}, C_{L} \mathbf{r}_{k-1}\right) \\
\left.\mathbf{p}_{L}, C_{d} A_{d} \mathbf{p}_{k}\right)
\end{array} 2 N+O(N)+m O(N)+2 N, ~ \begin{array}{r}
\mathbf{x}_{k}=\mathbf{x}_{k-1}+a_{k} \mathbf{p}_{k} \rightarrow 2 N, \\
\mathbf{r}_{k}=\mathbf{r}_{k-1}-a_{k} A_{d} \mathbf{p}_{k} \rightarrow 2 N, \\
\rho_{0}=\rho_{1} \rightarrow 1 .
\end{array}
$$

Here $\boldsymbol{N}$ is the dimension of the vector and $m$ is an order of the preconditioning polynomial. $O(N)$ is the number of operations, proportional to $N$, needed for the multiplication of the sparse matrix by an $N$-dimensional vector. In both cases one also needs $2 N$ operations for estimating $\left\|\mathbf{r}_{k}\right\|_{2}$ in order to determine whether this norm satisfies the stopping criterium.

Hence the ratio of the time needed for one iteration of CGM without preconditioning to the one with preconditioning is

$$
\frac{t_{n p r}}{t_{p r}}=\frac{12 N+O(N)+\Delta}{16 N+(2 m+1) O(N)+\Delta}
$$

where $\Delta$ is the memory allocation and storage time. The overall gain in time will be achieved if

$$
\frac{n_{n p r}^{i t}}{n_{p r}^{i t}} \cdot \frac{t_{n p r}}{t_{p r}}>1
$$

where $n_{n p r}^{i t}$ and $n_{p r}^{i t}$ denote the number of iterations needed for getting the desired accuracy of $10^{-10}$ for CGM without and with preconditioning. $O(\mathbb{N})$ depends on the sparsity of the matrix. The simple calculations based on the above formula show that up to two times the gain can be achieved, depending on the order $m$ of the preconditioning polynomial. It does not make sense to use the polynomials with $m$ more than 9-10. The experimental values of the ratio of the computational time for preconditioned CGM over the time for CGM without preconditioning are shown on Figure. The condition number for the matrix resulting from $R 2$ is not supposed to differ much from $R 1$, hence similar results will be obtained for matrix $R 2$.

In conclusion the error of the FVM numerical modeling increases for the radial dipole approaching the skull. However as it was shown before, this error will not affect the accuracy of the source localization. The difference between the realistic and idealistic models also grows for the radial dipole approaching the skull, but this difference is not significant in comparison with the difference between the numerical and analytical modeling results.

The number of iterations and computational time can be substantially reduced thanks to the Polynomial Preconditioning. However the computational time here was not reduced that much for the reasons described above.

Figure 13: Relative Error versus the Number of Iterations for Polynomial Preconditioning.


Figure 14: Time Ratio for Preconditioned CGM versus the Order of Preconditioning Polynomial.


## 7 Summary and Conclusions. Suggestions for future research.

### 7.1 Summary and Conclusions.

The development of efficient software for high-precision patient-oriented localization of the multiple dipole sources remains one of the major purposes of the EEG research. In Chapter 1 an overview of the basic concepts underlying the Inverse and the Forward EEG problem was given, as well as a very brief overview of the ways of solving it. The objectives of this research are:

1) an acceleration of the numerical solution for the realistic head model;
2) an assessment of the errors involved in the numerical solution of the forward problem by comparison to the analytical solution of the problem in a spherical head model:
3) a search for alternatives to the numerical approach.

In Chapter 2 a review of known methods relevant to the forward problem is given. The three-shell idealistic model allows one to get analytical solutions for a certain geometry. It can also be used for the assessment of errors in numerical modeling. The Boundary and Finite Element Methods have already been used in EEG literature for the numerical solution of the forward problem. In this work the Finite Volume Method for the forward EEG problem was implemented in a way suitable for computing the biopotential for the realistic head model. The Conjugate Gradient Method is described since it provides an efficient way of solving large sparse systems with symmetric and positive definite matrices.

The implementation Finite Volume Method is given in Chapter 3. The approach taken in this work provides a uniform grid which is convenient for source localization. The matrix for the corresponding linear system is symmetric but semidefinite. This is due to the fact that only the potential difference between the given point and a reference point makes physical sense. Therefore the solution is defined up to an arbitrary constant. Hence
the linear system must be deflated. It is proved that the matrix of the deflated system is positive definite. The Polynomial Preconditioning allowes one to accelerate the CGM forward problem computation by about 2 times in comparison with the non-preconditioned CGM. The overall computational procedure becomes much more efficient comparied to the implementations given in [42] and [5].

It is desirable to have an inverse matrix for the Finite Volume Method. This would allow one to avoid numerous repetitions of the forward problem iterative solution for different right-hand sides, needed for the inverse problem of EEG source localization. It is much more desirable to have an analytic expression for the inverse matrix. Thus there would be no need to store it in memory. The very first step in this direction is the idea of the analytic inversion of the forward problem matrix for the uniform cube, given in Chapter 4. First the inverse matrix is found for a one-dimensional chain of cubes. Then the idea is extended for two-dimensional and tri-dimensional cases. In these cases the block matrices are similar to the one-dimensional cases. The analytical expression for the inverse matrix could also be valuable due to the fact that only a limited number of entries of $A^{-1}$ is needed for the particular forward problem solution. Certainly this direction of research has a potential for a given problem, and such an approach may also be extended to a variety of inverse problems of similar nature.

In Chapter 5 a new version of the three-shell analytical model is given. One of the key assumptions of the idealistic three-shell model described in Chapter 2 is that the positive and negative sources are infinitely close to each other. First this assumption is not realistic, as in practice these sources are separated. The distance may vary up to 1 cm . Second the FVM implementation of the forward problem is done in a way that the positive and negative sources cannot be placed into one and the same finite volume element. In such a case the system will have a zero right-hand side. Hence this assumption is removed in a realistic three-shell model. As before the solution is a sum of expressions for the radial
and tangential dipoles. It is shown that as the distance between the sources goes to zero, the solution for the realistic three-shell model turns into an expression for the idealistic one.

Chapter 6 contains the description of numerical experiments. First the idealistic and realistic three-shell models are compared. It is quite surprising that the difference does not exceed $1 \%$ in absolute value. The difference is maximal for the radial dipole as it gets closer to the skull. Nevertheless the new model is more convenient for testing the Finite Volume Method. Second the solutions of the forward problem are compared to idealistic and realistic analytical models. The difference between the numerical and analytical solutions can be regarded as an error of the FVM. For the radial dipole, there is an increase in error as it gets closer to the skull. For the tangential dipole, the increase is not very significant. The error of the numerical models cannot be explained by the differences between idealistic and realistic models alone. Similar results are obtained in [35] and [42].

### 7.2 Suggestions for Future Research

For practical diagnostics, it is important to further reduce the computational time, as well as the error of the numerical modeling. Below are the guidelines for an enhancement of the forward, as well as the inverse, problem solution.

1) In order to solve an inverse problem, the forward problem has to be solved thousands of times with different right-hand sides corresponding to the varying dipole locations and orientations. Hence there are parallelization opportunities.
2) A grid with finer resolution is needed for further error reduction. In addition the error can be further reduced by adapting the shapes of the finite volume elements to the edges of the skull and scalp, keeping the grid uniform in the brain area.
3) The system of the finite volume elements should reflect the realistic geometry of the human brain. The conductivity distribution data is obtained through Magnetic Resonance Imaging scans of the realistic head. The proper identification of the edges of the skull and scalp is quite problematic for these scans. There is already a certain progress in the identification of the three-dimensional shapes of the human head [45], however it is important to identify the outer shapes of the skull and scalp and construct an algorithm which will automatically generate the system of finite volume elements with a given resolution for the scans of the human head.
4) In order to make the modeling more realistic the FVM system of equations should be modified in a way that will allow the anisotropy of conductivities. In reality the conductivity of the brain tissue depends on the direction and this fact should be taken into account.

The new model can be combined with the MUSIC algorithm for the experimental source localization. One can also use it for the estimation of the FVM error while studying
different domain decompositions.
The analytical matrix inversion has a serious potential for an acceleration of the forward problem solution. However in order to put this idea into practice the following should be done:

1) calculations like those in Chapter 4 must be extended for the cube under various deformations;
2) this idea should be extended to a nonuniform conductivity distribution;
3) the problem of matrix deflation has to be studied for two and three-dimensional cases in order to put these solutions into practice.
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