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Abstract

Climate change is posing a major challenge to our environment and economy. Climate
change is considered to be more intense for northern regions including Alberta, Canada.
Adapting to climate change is essential to mitigate the negative impacts and maintain
prosperity for society. Howevethe lack of regional knowledgefoeconomic impacts of
climate change may stall or slow the adaptation. Using a novel appraaetVARX (vector
autoregressiowith exogenous variables) modethis study traces out the quarterly response
of economic growth (i.e., total GDP growth, agricultural GDP growth andagacultural
GDP growth) to two climatic shocks: temperature and precipitation shiEsed on
guarte-to-quarter fluctuations in temperature and precipitatiarhlberta, Canada over the
period from 1986 to 2000ur specification of VARX model is based on the theoretical and
empiricaleconomic growth literaturghereby, allowing us to isolate climatbange effects
from other growth determinantd/e pay particular attention tmntrolling for the effect obil
price changesince Alberta is an energpased province with the largest share of GDP due to
the energy sectolfhe VARX model is able to captrthe simultaneous effects of climate
change on different economic sectoWde usepopulationweighted climate variables to

account for the different distributions of economic activities and climate variables.

The results indicate that temperature shoteksd to induce significant and negative
impacts onthe three types of GDP growth; precipitation shocks tend to result in overall
positive (but not significant) impacts on economic growthe aricultural sector is more

sensitive to climatic shocks. Conerthg both climatic shocks together, we conclude it is



more likely thatexpectedfuture climate change wouldesult ina net negative impact on
economic growthparticularly in the agricultural sectdar Alberta. Moreover, theesults of

a novelin-sampeé simulation exercise conducted usitige VARX modelestimatessuggest
that a 30% increase in temperatiteads to an average reduction of 2% on quarterly
agricultural GDP growth during growing seasdPrecipitation increases may partially
alleviate negate impacts from extreme high temperatures especially for agricultural

production.

The resultsshed light orsignificant linkagedetween climate change and its economic
impactsas they permeate through output and input markets (viz., and captured in our GDP
growth specification)However, climate change could also affect-nuarketactivities such
as human health and ecosystem sewi It is therefore,important for future research to

investigate the social welfare impacts of climate chdhgeinclude these nemarket effects
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1. Introduction
1.1 ClimateChange and thEconomy

Climate change is a combination of natural climate variability and the effects of human
activities on the environmengcientific evidencesuggests thathe global temperature will
increase from 0.3 to 0.7°C for the period between 2016 and 2035 relative to 1986 to 2005.
(IPCC 2014). The rate of increase in temperature is faster than what has ever been observed
historically. Human activities produce greenhouse gas emissions causing increased
concentration otarbon dioxide (Cg) in the atmosphereavhich is considered the main factor
behind global warmingover the past 50 yea(dlASA 2015).Climate change is causing a
host ofchanges such as a rise in global sea levels, increase in acidity of surface ocean waters,
declinein arcticice sheets and retreating glacigehgrch and White 2006; Kaser et al. 2006;
Kwok and Rothrock2009; NASA 2015; NOAA 2015; UNEP 2015). Climate oba could
also change the intensity, spatial extent, duration and/or timing of extreme weather events
(e.g., floods, droughts, heat waves and storms) (IPCC 2012). Moreover, warming tends to

increase the probabilities of these extreme weather events.

Climate change will induce different impacts across different regions and countries. This
is because, overall, the northern regions have been undergoing more rapid warming than
other parts of the world (IPCC 2013). Countries with different kel development
economic structures, and climate policiefi we affected differently by climate change. The
impacts of climate changeillvalso differ across different economic sectors. The economic
impact of climate change isnportant to understand due i3 long ime scale, nature of
uncertainties, international scope and uneven distribution of cormdisgdrenefits and costs

across space and time.

The agricultural sector is considered the most vulnerable and sensitive sector to climate

change. This is becausenshtic conditions such as temperature and precipitation are direct

! Climate change is defined as a significant variation from average weather conditions such as temperature, precipitation
and wind pattern in the long term (IPCC 2007). Global warming is to describe the obseriethaesaveragéemperature
of the eartls climate system.



inputs to agricultural production. Due to its vulnerability and sensitivity, the agricultural
sector has drawn great deal oattention from scholars. Researchers have utilized various
appoaches (e.g., biophysical crop models, production functions, profit functions, and
hedonic approaches) to analyze the impacts of climate change on agriculture. The impacts of
climate change on agriculture will be passed on to other sectors indirectlyhendsectors

also are affected by climate change directly at the same time. Looking at the agricultural
sector in isolation misses general equilibrium effects that emerge from the interactions among

diverse sectors and may mask a truly response to clchatege for each sector.

Recent work has also conducted econamge analysis by using modelling approaches
(e.g., computable general equilibrium (CGE) models aridgrated assessment models
(IAM)) to investigate such impacts on agricultural output aridl toutput. However, these
approaches tend to be basedstict neoclassical assumptions or maktengassumptions
on the interactions between economic variables and climate variables, mhbichack
adequate economic and scientific knowledge to supphwin €.g., Pindyck 2015). In
addition, the different approaches tend to differ in the structure, equations, parameters, and
data used in the model. Some previous research isyplmicusedin nature and produces
findings that support specific policy recamendations (Nordhaus 2008ecause of these

issues, no consensus on the econompactof climate change has been reached.

Climate change is deeméal beone of the most challenging threats facing soci€he
impacts of climate change permeate economic activities, human health, and ecosystems. The
challenge of coping with climate change is difficult because it spans various disciplines,
many parts of society, and different jurisdictions. Inaction to cemeatange auld be
catastrophic. It is estimated that if no mitigating actions are taken, the overalf ctistate
changewill be at least 5% of global GDP each yeasreported by Stern (2006and the
present value of climatichangedamagemay be$226 trillion (in 2005 U.S. dollars)as
found by Nordhaus (2008). Adapting to climate change is important to mitigate its negative

impacts and lowering costs. With limito our currenknowledge, there is no clear answer on



how much effort countries (regis) should take to slow dowslimate changeand how the
reductions of C@should be distributed among industries and regiofsformation on the
economic impacts of climate change is a necessary component of the information required to

make such decisien

The need for new information on the economic effects of climate chamggeticularly
important for Canada. Most Canadian studies are dated and only a few of them are
economywide and have analyzed the impacts of climate change at the regional level
(Ochuodho and Lantz 2015). Regional studieseqeiredto reveal the hidden details in the
aggregation and therefore to produce more targeted polMd&® specifically, no studies
have examined the effect of c | i noegpiee the hange

i mmense relevance of this issue for Al bertao
1.2 Overall Goal and Research Objectives

Using the VARX(i.e., vector autocorrelation regression with exogenous variabiedg!,
this study aims to shed light on the impacts of climate change on GDP growth in a Canadian
provinced Al bert a. GDP is an important i ndicator
economy. Understanding GDP growth conditioned on climate change is afnqant
importance to the nation and the province. It raises the awareness of the potential threats by
climate change. It disseminates knowledge to stakeholders interested in climate change policy.
It provides information for decision makers to design awmdluate climate policies and
instruments that are aiming to adapt to, or mitigate factors leading to, climate change. It
provides information to complex mathematical modelling approach to produce more accurate
implications.The lack of empirical work on th issue is especially striking since economists
have been modelling the determinants of economic growth in Canada for dechdes. T
number of studies on thissue (reviewed inraupcoming section) isonsiderableHowever,
none of the studiethat we areaware ofinclude climate changas a explanatory variablen

ther economic growthmodel$. If climate change has a significant effect on GDP growth, as

2 Recent studies (e.g., Dell et al. 2013 and Moyer et al. 2014) have demonstrated the climate impacts on economic growth.
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hypothesized in this thesis, then Banadiareconomic growth literature, taken as a whole,

has ignoed a potential source of omitted variable bias in their estimates.

The overall goal of this study is to investigate how climatic shocks affect economic
growth in Alberta. The climatic shocks considered in this study include temperature and

precipitation ocks. Specific objectives of the study include:

1) To analyze the quarterly r agipuburak &d tothl Al be

GDP growth to temperature and precipitation shocks.

2) To evaluate the application of populatiaseighted climate variabk to account for the

different distribution of climate variables and economic activities.

3) To simulate the economic impacts under different climate change scenarios, particularly

the impacts of the temperatypeecipitation interactions on GDP growth.
1.3 Contribution to the Literature

At aprovincial level, a VARX model based on populatwaighted climate variables is
used to account for the different distribution of climate and economic activities across the
province. Using a time series model rathentha econometric model identified by economic
assumptions, the VARX model is based on statistical regularities insteamhceftain
assumptions. Giveaur limited knowledgeof the structure of econonglimate relationships
the VARX model is flexible andnore suiedto examinng the economic impacts of climate
change. A novel VARX approach would provide different perspectives and insights that
cannot be obtained from the other methods discussed abEhis. study isto the best of our
knowledge the firstto provide knowledge on economic impacts of climate change in terms
of GDP growth ina Canadian context by using the VARX model. This knowledge is essential
for Alberta (Canada) to better understand the potential threats posed by climate change.

Decision makers can also utilize the knowledge for policy desigto adapt to climate

3 Traditional IAMs assume climate change only afi¢be level of GDP not its growth rate. The distinction between the
level effects and the growth effects is that the former is transitory, while the latter is persistent and carried tote the fu
(Moore and Diaz 2015). TRARX resultsmay behelpfulin modifying the assumptions in the IAMs.

4



change.
1.4 Outline of the Study

This study is organized in six chapters. Chapter 2 provides an overview refafhant
literature on climate change dnits potential economic impactslescribesthe study
are®d Alberta in terms of economy and climatic conditiomsitlines the strengths and
limitations of common approaches in previous literature aledcribesa promising
approach the VARX (i.e., vector auwcorrelation regression with exogenous variables)
model to investigate economic effects of climate change. The third chapter presents the data
and methods. Chapter 4 provides the findings of this study. Chapter 5 provides a summary
andthe main conclusionsThe last chapter highlights the limitations and possible extensions

to this study.



2. Literature Review
2.1Climate Changandlts PotentiaEconomicEffects
2.1.1 Climate Change

Climate change is defined assignificant variation from average weathssnditions
such as temperaturgrecipitationand wind patterrfor a longterm period of timg(IPCC
2007). Global warming is &ey effect of climate changeScientific studies indicate that
accumulated greenhouse gaseduding watervapour carbon dioxie¢, methane and nitrous
oxide areimportant drivingfactors of global warming(IPCC 2007) The increasetevel of
heattrapping greenhouse gases blotties transfer of infrared ergy through the atmosphere
(NASA 2015) It is widely acknowledgedhat greenhouse gas emissions induced by human
activities are the mainauseof the global warming observddr the past 50 year@NASA

2015).

Climate Change 21, the Fifth Assessment Report of the Intergovernmental Panel on
Climate Change (IPCC 24@), estimags that the global temperatuwa! increasefrom 0.3to
0.7°C for theperiod between 2016 and 2035 relative to 198B0@5. Over the last century,
the burning of coal and oil driven largely by economic expansion and population growth has
dramaticallyincreased the concentration of atmospheric carbon dioxide) (TICC 2014).
The pattern of climate change is not unifoacross the glob& he northernregions on earth
have experienced more rapid warmoampared to the counterpag (IPCC2013) In terms
of precipitation, annual mean precipitation is likely to increase in the high Ilaitude
equatorial Pacific and the mldtitude wet regions; while many midtitude and subtropical

dry areas are likely to experience decreased annual mean prengiR@GC 2014)

Climate change could alter the frequency, intensity, spatial extent, duration and/or timing
of many climaterelaed extreme weather events (e.g., floods, droughts, heat waves and
storms) (IPCC2012). Global warming will shift the distriboh of temperatures and there

will be more extreme hot days and fewer exieecold days (IPCQ014). Warmer daytend



toincreasdhe likelihood of the occurrences of these extreraatherevents.

There is also othesvidencethat climate change isccurring The dobal sea level rose
about 17 cm in the past cent@hurch and White 20067 he rateof sea level risén the last
decade wsa almost double compared to that of the last cenf@hurch and White2006).
Human activitiesnducemore carbon dioxidemitted into the atmosphere and hence more
CO, is absorbed by seawater. As the result, the acidityrédiceli ocean waters has increased
by about 30 percent since the starting of the Industrial Revoluti@AMZ2015). Climate
change als poses threats to potential water availabilitfhe Greenland and Antarctic ice
sheets have declinesiignificantly with losesof 150 to 250 cubic kilometers of ice per year
from 2002 to 2006 for Greenland and 152 cubic kilometers between 2002 andoR005 f
Antarctic (NASA2015). Arctic sea ice has also declined rapidly over the past fewlekeca
(NASA 2015).The peak winterthickness in the Arctic Ocean had dectinaith a value of
3.64 m in 1980 tahat of 1.89 m in 2008.This reductionrepresents a 48% decredse
thickness (Rothrock and KwoR009). Retreating glaciers around the world (in the Alps,
Himalayas, Andes, Rockies, Alaska and Africa) also provide clear evidence of climate change.
Overall, the cumulative average ice loss aberpast six decades exceeds 2Qars ofwater
equivalent (UNEP2015). The annual contribution of glaciers and ice caps to sea level rise is
estimated to be at ofthird of a millimetre between 1961 and 1990; the rate is doubled for
the period from 19910 2004 (Kaser et al. 2006) and increased to one millimetre per year for

theperiod from 2000 to 2006 (UNER15).

Evidence of climate changeas also seen in Canaddhe annual mean surface air
temperature had increased by°Cover the period between 1950 and 2010 (Vincent.et al
2012). Based on historical da¥ancent et al(2015)find that warming is more significant in
wedern Canada and total precipitation has increased mainly in the lagheported that
C a n a d ghbAsctichte cap started &hrinkin the late 1980s but tHesshas accelerated
rapidly since 2005 (Statistics Canada 201&céht work byClarke et al(2015)reportsthat

4 The meter water equivalent (m.w.e.) is a common measurement of mass balance of glaciers. It is the amount of water
contained within the snowpadkor example, lhe density of water is d/cn, 1 m of water gives aimteraction depth of 1
hectogram per square centimeter (hgjcm



glacier ice inwegern Canada will shrink by 60% to 80% relative to the l@av&l005, which
will induce significant impacts on ecosystems and water availalday.extreme events,
Wang et al(2015)use the 98 percentile of Fire Weather Index (F¥jland the number of
spread days to study the frequency of extreme fire weatleatsein Canadian forests. They

report that the frequency will increase under the impact of climate change.

Climate change hasreated challenges fad€anadian climate policiesGpvernment of
Canada2015). The Intergovernmental Panel on Climate Change (IP@€ urged a broad
range of mitigation measures, such as climate policies, performance regulations and standards,
voluntary agreements, information instruments, promotion of programs and financial
incentives tacontrol and reduce Greenhousesgs emissia(Kato et al. 2013)This would
lead to a tendency for the Canadian economy to change to-@albenintensive economic
structure, thus affecting relevant economic outcomes (e.g., GDP and unemployment rate)

(Government of Canadz015).
2.1.2 Potential Bonomic Effectof Climate Change

Climate change is not only an environmeritsuebut alsoa global challenge for the
economy.Economic growth and climate change are increasingly seéeriag inextricably
linked (see for exampléJzawa 2003 Stern 2007 Greiner and Semmler 2008lordhaus
2008; Weitzmann 200p It is estimated that if no specific actioagetaken, the overall cost

due to climate change will be at least 6%global GDP each year (Ste2006).

Theeconomidmpacts of climate change are tmmogenouscrosssectorsandregions.
Agricultural productivity is affected by several climatactors, such as precipitation and
temperature(Kaiser 1993) which makes agriculturene ofthe sectors mossensitive and
vulnerable to climate changeé/ariations in temperature and precipitation would have
significant impacts on crop and livestock productiGlimate change is posimgyeater threat
to developing counties tha developed countries. Firstly, ast developing countries are
located in warmer geographic regionsSecondly, developing countrieparticulaty the

poorest, are heavily dependent their agricultural sectsr The impactsdue to climate
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changeare thereforeconsidered to bevorse and ma persistent fodeveloping countries

(Kousky2012).

In contrast, climate change may initially have small positive effects on some economic
activitiesin developed countrieig higher latitudes. Small increases in temperature may lead
to benefits through higher agricultural yields, lower winter mortality, loweergy
requirementdor heatingand a possible boost to tourigiBtern 2006) However extreme
weather tenslto happen rare frequentlywith warming which in turnmay offset someof the

benefits from climate change.

Clearly, given the vulnerability of the agricultural sector to climate change,
understandinghe potential impactoon the sectors important for world food spply and
security. There is growing policy conceraroundthe potential economic impact of climate
change on agriculture (Fisher et aD12; IPCC 2014)Further gven the heterogeneous
effectsof climate change across regions and economic sectors, it is important to assess such
impacs regionally and also to disaggregate total Gifpacts into agricultural and

nontagricultural componenig-omby, Ikeda and LoayZ013.

Climate changéasboth diect (e.g., on crop gid) and indirect impacts ., spill-over
effects through international markgton the economy. The difficulty idifferentiatingthese
two types ofimpacts has lethe existing literaturéo focus primarilyon the direct impacts of
climate changeDifferent approaches have been used to quantifditieetimpacs of climate
changeon the agricultural sectdgarly works utilized biophysical crop models estimating the
impact of variations in temperature and precipitation on planttgr¢e.g, Adams et al. 1990;
Kaufmann and Snell 199.7These models only capture limited adaptation from producers to
climate change, which may lead to overestimation of negative imgpBetschenes and
Kolstad 2011)Other studies have usedoduction or profit functions to estimate the imgact
of climate changeProduction functions are estimated for specific crops as a function of
climatic variablesFor exampleSchlenker and Rober{2009)analyze the poteratl impacts

of climate changen crop yields(for corn, soybeans and cottom) the US. Crop vyield is



estimated as function of temperatuseand precipitatioras well as other control variables

The authors argue that similar average temperatures may result from different temperature
variations. Using averagedemperature may mask the true response of crop yields to
temperaturg becausenore exposure to extreme temperatures coming from wieeieature
variatiors could havesignificant influence on crop vyields. Instead, thesethe total time

length thateach crop is exposed to each -aiegree Celsius temperature over the growing
seasor(e.g., the total hours that a crop is exposed f€2uiing the growing seasonJhe

results indicate that there @snontlinear relationship between crop yields and tempersture

and crop yields increase until a maximum temperature threshold is rebichéithg current

land use fixed, thefind that average gids forthe major US crops would decrease by 30%

to 46% before theral of thiscentury even under the sled warming scenario.

Major shortcoming of the production functionapproachare that it does not capture
adaptations to climate change (e.g., farmers may change their mix of crops or use of
fertilizers according to a change in clima{Bleschenes and Greenstone 2007)addition,
the variables are usually jointly determined andpgbtential of omittedrariablebiasoccurs

in theeconometrianodel

A profit function formulation may help address some of the potential problems in the
production function approacfihe profit functionapproach measurdise economic impacts
of climate clange for a specific crop as a function of input and output pricgsthter with
variation in weatherFor instanceDe s c h ° ne s a 2012 Gstireaternie teftect of
random yeato-year variation in temperature and precipitatioragriculturalprofits to study
the economic effect of climate changkhis model imposes a short run assumption of
nonsubstitutability between cropslsing Iangrun climate change projectignthe authors
reportwarming will introducea netlossto annual agriculturasector profits.Fisheret al
(2012) argue thawith access tstorage farmers are able to smooth weatblatedshocks in
time (i.e., basedon the market price, farmers storage more and sell less in good years with

postitive weather conditions while sége less and sell more in bad years with negative
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weather conditions)But therole of storagemay notbe captured by the profit function

approach

The Hedonic (or Ricardian) approach, introduced by Mendelsohn €1984),attempts
to link the value of the land and the characteristics of the land. The hedonic model is based on
the notion that therices of land refledihe net present valud all the expected future profits
Ricardo @817).Farmers maximize profits by allocating thio differenteconomic activities
and adjusting inputs and outputSherefore, the Hedonic approadh able to capture
adaptationin contrastto production or profit functionsFor example Mendelsohn and
Reinsborough(2007) study the response of agriculture to climate change between Canada
and the United States. They apply a standard Hedonic method with a quadratic formulation of
two climatic variables (seasonal temperatures and seasonal precipitation). The results suggest
that the Canadian agricultural sector will not be stexbgy warmingandwould benefit from
more precipitationln contrast, US farms are more sensitive to temperature rise and gain less
from increasd precipitation. The authors noted the differetmdweenthe two countries
comes from the fact that Canada is colder and drier relative to thA kS, concermoted
byDesch®°nes and GGrthatethe shédonit epprpoaztomay fonfound climate
with other unmeasured land characteristics, which lead to unknown bias in the sign and

magnitude of the resulting omitted variables.

Agriculture is the sector that has been most extensively studied to ett@areonomic
impacts of climate chand&isher et al. 2012However,due to itscomplexity,consensus on
the potential economic impacbf climate change on agricultuiis still far from being
achieved( Desch°nes and FSheeea al2012)Zeai e? & 2009) and
Ochuodho and Lantz (2015) find that the impacts of climate change on agriculture may not
have a similar direction witthat onother economiactivities(e.g., total GDR)IPCC (2007)
notes climate change will affect various secg@imultaneouslyClimate change wouldffect
other secta either through direct or indirect effecs.growing body of research has turned

to explore the overall economic impacts of climate change for the economy as a whole.
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Understanding the overall eoomic impact requirean integration of data and modehnd

knowledge about the relationship betweémate change anthe economioutcomes

Several modelling approaches have beasad to pursue this avenoé researchFor
example, acomputable generatquilibrium CGE) model consists of equations describing
model variables and a corresponding database to characterize the interactions between
different economic activities. A CGE model may be effective to assess two future outcomes

with and without climat shocks.

Ochuodho and Lantz (2015) utilizeCGE model to estimate the economic impaufts
climate change on agricultural crops across provinces in Cématiee period between 2006
and 2051 They reportgains for most Camtan provincesand forthe ndion as a wholen
terms ofinducedoutput and welfareOchuodho and Lantz (2015) also argue that GDP and
welfare impactsdo not necessarily follow a similar direction due to climate chakge.
example,Alberta shows gains on both GDFH2.51%)and welfare(1.86%); Manitoba and
Saskatchewamstead wouldexperience gains on GDP (1.33% and 0.54% for Manitoba and
Saskatchewan, respectively) but losses on welt@®5% and-0.45% for Manitoba and

Saskatchewan, respectively).

One major shortcomingf a CGEmodel is that thaeoclassicalassumptions made in
the modelare often charged as being incredible in many economic setlimgsldition as
noted by Ochuodho and Lantz (2018{ydiesusing CGE modelssuallydo not capturéhe
simultaneous impasf climate change othe agricultural sector and other sectors. Instead,
the estimates of potential impacts on agricultsueh asrop yields and land valusre often
based on other previous reseaaritapplied toa CGE modelas changes to the systeamd
then sectorial GDP impacts are calculatetfjnoring the simultaneous impaatsay lead to

imprecise estimatg®©chuodho and Lantz 2015)

An Integrated assessment modélM ) can beusedto build an interrelated systeno
link economic variables tbiophysicalresponsainder the framework aflimate changeAn

IAM can be defined as a modilat combines scientific and soegconomic aspects of
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climate changefor conducting an integrated assessmehb. IAM is a mathematical
computingmodelbasedon exlicit assumptions on thauilt systemabout the atmosphere and
oceans, land cover and land use, economic growth, fossil fuel emissions, population growth
and technological changiAMs have been used by several ig@rernmentahgencies and
research institutions, such as IPGfteragency Working Groupnd National Round Table

on the Environment and the Economy (NRTEE}ommon IAMS includeDICE (Dynamic
Integrated Climate and Economy), PAGE (Policy Analysis of the Greenhdfess)Eand

FUND (Climate Framework for Uncertainty, Distribution, and Negotiation)

Paying the Price: The Economic Impacts of Climate Change for Céyatia NRTEE
(2011), is the first study investigating tlttwmprehensiveconomic costs of climate change in
CanadaNRTEE (2011) employs the PAGE model to evaluate the costs of climate change for
Canadalt is reported thatlimate change would impose costs from an average of $5 billion
per year in 2020 to a range between BRlion and $43 billion per year (equivalent to 0.8%
to 1% of GDP) by 2050 to Canada.

Using IAMs, researcherare able toestimate thesocial cost of carbon (SCC) and
evaluate tax and abatement policies. Bt estimates are wigdanging(Pindyck 2015)For
example, using the DICE model, Nordhaus (2011) repa®&dC of $11 per ton. lnontrast,
Stern (2007) ngorteda SCC of $200 per ton usirtbe PAGE model. The main reason for this
difference is due to the different discount satsed in the modglNordhaus used a higher
discount rate comparead St e )r(Rindlyck 2015)IAMs are complicated and large sysem
(i.e., expensive toconstruct and the results obtained from IMA=n be misleadingnd
illusory. Pindyck (201% and Pindyck Z013) argue thathe knowledge about climate
sensitivity and damage functien(e.g., the link betweemcreasingtemperature and GDP
growth)is still quite limited.Different IAMs tend to have differerdssumptions in terms of

functional forms, parameter values and discaatés. But these factors halaege impacts

5 The National Round Table on tEg@vironmentand the Economy (NRTEE) was an independent policy advisory agency to
the Government of Canada.

5 These three IAMs have been used by Interagevmking Group.

" For descriptions of the mode[sieasesee Nordhaus (2008), Hope (2006), and Tol (2002).
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on the estimate©n the other handVilkerson et al(2015)argue thatlespite the limitations
of I1AMs, they can provide insights into the climate change problem that are not available

through other analytical and decisioraking models.

In summary,existing methods face formidable challenges in quantifying the effects of
climate changeln comparison A VARX (i.e., vector autocorrelation regression with
exogenous variables) approach an attractive alternative that isased on statistical
regularities rather tharelatively strongassumptionso examine the impact of climate change
It also enables the study dhe overall effect of climate change on the economy while
incorporating exogenous variableBhe nextsection providesdiscussion b the VARX

model
2.2 AVARX Model

As mentioned earlre the previous literature mainly uses production functiqmefit
functions,hedonic methods antathematicamodelling approaches (e.g., CGE madehd
IAM models) to estimate the economic impscof climate change. However, these
approaches are restricted by the underlying assumptions concr@prgduction structure
and market clearing processes that are oftensapported by empirical da{&oley and
Michl 1999). In contrast, lit economictheory is imposeda priori on a VAR (vector
autocorrelation regression) model. Instead, the main idea of a VAR model is to assume that
past and current values of data contain information to predict the future values of variables of
interest. The importardspect of this approach is that the characteristics of the processes are
based on statistical regularities rather than economic assumgfians 2014) Previous
literature showed that a parsimonious VAR approach often outperforms other complicated
econonetric models when it comes to forecasti@¢r k ay n a k Keésacékoj !l u
For this reasonthe VAR model has a long history of application in maeemnomic
problems (Anderson 1979; Sims 1980; Litterman 1986; Partridge and Rickman 1998;
JimenezRodriguez and Sanchez 2005; Love and Zicchino 2006; Erdil and Yetkiner 2009;

Geamanu 2014; Nick and Thoenes 2014)VAR model is able to incorporate structural
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change and adaptations. However, a VAR model is not a panacea. VAR models are limited in

terms ofthe ability to provide structural explanations of economic cajifssderson 1979)

In particular, VAR models have been use@dddressnteresting research questions in the
context of climate chang®olicy proposals, such as a carbon tax, have deealoped by
the Intergovernmental Panel on Climate Change to matighibal warming IPCC 2007).
Kato et al. (2013) perform aVAR analysis with output and employment data from nine
industrialized countries to examine the skerin effect ofa carbon taxon output and
employment. Both output and employment are grouped into-dagbon intensive and
low-carbon intensive industries, respectively. They impose a simultaneous policy shock using
impulse response analysis in which a carbon tax is levied orchidfion intensive industries
and the tax revenue is reallocated to-wavbon intensive industries. Technically, a carbon
tax is translated as a negative shock on {ogtbon intensive sectors (for both output and
employment) while a redistribution of thaxt revenue is translated as a positive shock on
low-carbon intensive sectors. They find that this policy introduces net gains in terms of

output and employment.

Some recent works also make use of the VAR framework to analyziréotimpacs of
climatechange on economic activities, such as crop production and per capita GDP (see for
exampleBaig and Amjad 2014; Janjua, Samad and Khan 2H@)ever, when climatic
variables coménto play, a VAR framework may be problematic. One issue of incorporating
climate variables under a VAR framework is that all variables in a VAR assumed to be
endogenous. Endogeneity implies variables included in the system can influence each other.
But the relationship between climate variables and economic outasmes$ twoway at
least for a small economy. For example, climate conditions, such as variations in temperature
and precipitation would haven impact on agricultural production, but agricultural
production in a small economy would have little effect on the climatic conditions. In a
nonstandard VAR, strictly exogenous variables may be included, but there is no way of

simulating the time path aesponse of shocks to these exogenous variabldge@ystem. In



that sense exogenous variables have been introduced into a VAR strictly as control variables

and not part of dynamic simulations and forecasts.

In order to deal with this issue, recent research has used VARX models to explore the
impacts of climate change on economic variables. The difference between a A&
and a VAR model is that a VARX model is able to differentiate between endogenous
variables and exogenous variables. However, while a VARX model albwsgenous
variables (and their dynamics) to appear as control variables in the system, ibtlaksw
calculation of responses of thendogenousvariables in the system to shocks in the
exogenousvariables. That isa standard VARX model, like the standard VAR model, allows
calculation of impulse responsesly to shocks teendogenousariables Oneimprovement
in this regard is the VARX model used Bpmby, Ikeda, and Loayz@009;2013, which
develops a new econometric approach that almvgalculation of responsesf shocksto
exogenouwariablesof a VARX modelto measurghe marginal effect oéxogenoushocls

over the time pathn this thesisl follow that approach.

C u 1 aaddd-erreira (2011) use a VARX model with country fixed effects to estimate the
economic impact of floods (as exogenous variables) on GDP growth. GDP giowth
examin@ and is disaggregated into agricultural GDP growth and -agricultural GDP
growth. The use 3,184 large flood events in 118 countbesnveen1985 and 2008 and
denote floodin three different measurements including number of floods, average magnitude
of floods and number of deatlby floods. For other endogenous variables, they inchude
corruption indicator, ethnic tensions, domestic credit and gross fixed capital formation to
account for the differenseacross countries. Overall, they find that floods tend to have a
positive effect on GDP growth, with a cumulatigier 10 years)averageimpact of 1.5
percent. When separate regressions are run for developing and developed countries, they find
floods do not have a significant impact on GDP growth in developed countries. The authors
also investigate the impact of floddn agricultural GDPrad find that the impact is negative

but insignificant in the first year but positive in the secdiowever, it is worth noting that
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GDP is simply a measure of economic activity, ratial wealth or welfaréKousky 2012).
In addition, GDP and welfare impas may follow different directions due to some change

(e.g., climate change) to the economic sysi@chuodho and Lant2015;Zhai et al 2009)

Using the same methodi-omby, lkeda, and Loayza (2002013) conduct a
comprehensive crosountry analysismthe link between four types of natural disasters (i.e.,
droughts, floods, earthquakes and storms) and GDP growth.sEb#hemselvesapartfrom
the literature by using bootstrap corrections and examine the different effects of severe vs.
moderate natutadisasters. In particulaf-omby, lkeda, and Loayza (2018)clude six
endogenous economic variables (i.e., capital formation, inflation, trade openness, government
consumption, financial depth and GDP/agricultural GDP/agricultural GDP). For
exogenous variables, other than natural disaster variables, they also ineludevtbo r | d 6 s GD
per capita and the terms of trade (TOT) to capture interactions among countries, shifting in
the world business cycle and tiee ma nd f or a (Eanby)lkeday @nd Loayzap or t s
2013) The main findings conclude that natural disasteve lstronger effecten developing
than on developed countries. Severe disasters often bring about worse impacts than moderate
effects do. Droughts have an overall negative effect on GDP growth. But floods tend to
induce positive effects on GDP growth. Eatakes tend to have a positive effect while
storms tend to have a negative effect on GDP growth. The impacts due to earthquakes and
storms are weaker in tesmof magnitude and significanc&he authors also argue that
pooling crosscountry data can maskriportant countrspecific differences and only present
mean responses (by averaging repeated experiences). Individual country (or region) analysis

will be useful to account for this point.

There is a relatively ricHiterature on the economic impacts oftural disasters
compared to that due to climate change. However, economic research in this field is still
considered in an early stage and reseaschawve not come to a consengbemby, lkeda,
and Loayza 2013 As mentioned, climate change could altex ffrequency, intensity, spatial

extent, duration and/or timing of extreme weather events. But natural disasters only represent
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one aspect of climate change. In contrast, temperature and precipitation are the main
indicators for climate change. Analyzingetleconomic impact due to climate change from
temperature and precipitation shocks in a sense provides a net response of GDP growth to

climate change, which presents a broad picture of the issue.
2.3 Economic Growth Theory

This section provides an overvienf the determinants okconomic growtrand related
literature and it mainly focuses the Canadian context to help us decidech variables to
incorporate intahe modelemployed in this studylhe Solow (1956) model is the standard
theoretical model irrconomicgrowth theory This neoclassical model assumes diminishing
returns to capital and labour. Economic growth is a process of capital accumulatimn and
sustained by exogenous technological development. A major shortcoming of the Solow
model is thatt lacks explanation of the sources of technological change. Unsatisfied with the
assumption of exogenous technological change, the Solow rhaddbeerdeveloped into
models of endogenous growth driven by factors including human capital, technology and

knowledge (Lucas 1988; Romer 19%rossman and Helpman 1991

The main empirical model of the economic growth literature is due to Barro (1991). In
the Barro (1991) model, annual and mykiar average growth rates of per capita real GDP is
regressed on set of determinants based on theory for niveght countries in the period
from 1960 to 1985, while keeping constant other variables such as trade openness and
government consumption (ashare of gross domestic product). Barro (1991) reports that the
growth rate of real GDP per capita is positively related to initial human capital and political
stability, but inversely related tthe initial level of real GDP per capita, government
consumption and market distortions. Human capital is the key input uhdérlies
technological progress. Poor countries tend to grow faster if theyditagh human capital

level.

A large empirical literature has also investigated economic growth across countries and

across regions within a country. It is noteworthy thaialdes investigated are differenn
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various research contexts (e.g., international versus within country studies). Overall, in
crosscountrly study, there is an emphasis on the variables that can account for different
institutional and political contextff different countries. The key growth determinants for
crosscountly studies include human capital, inflation, trade openness, government
consumption, financial depth arlde investment rate (e.g., Manki Romer and Weill992;

Levine, Loayza and Beck 200Bomby, lkeda, and Loayza 2013)

For the purpose of this analgsiwe focus on theconomic growtHiteraturein Canada,
which in turn aid our choice of variables and validation of oempirical model by
examining the results. A general theme in the Canadian literature is to identify the
determinant®f the regional economic growth and to analyze whether th¢hepresence of
convergencdi.e., regions with relatively low initial incomes tend to grow faster tolcap
with the other regions)or regions in CanadéMatejovsky, Mohapatra and Steiner 2014)
There are also many qualitative studtbat mainly review relevant literature for OECD
countries to gin insights for Canadian policfFor example Coulombe(1999) argue that
human and physical capital tend to accumulate more quickly in poor regions, while the
disparities between rich and poor regiane due to industrial structuead institutional and
political context (e.g., governmental redistribution pesgs). This argument is also
supported byDeJuan and TomljanovicfR005) who state thagovernment redistribution
prograns (i.e., tax on richer provinces andrisder to poorer provinces) helpe convergence
process in Canada. Coulombe and Tremblay (20©@gw the literature on human capital
and growth for OECD countries and argue that human capital has a significant effect on

economic growth.

The quantitative studies are similar in terms of estimating a growth regression following
Barro (1991). Thesedadian studies are different in terms of the set of determinants chosen
to explain regional growth. For examp(@ulombe(2000)analyzes the role of urbanisation
by using the conditional convergence model for the relative change of per capita income

acress Canadian provinces. Urbanization is denoted as the share of the population living in



urban area in a province relative to the provincial average. The author reports that the
provinces have converged at a rate of about 5% per @eatombe(2000) also rotes that
Al berta is Canadads ma | theroil-poide Ishogk indl87@ wasrag pr O

disturbance in the convergence process between Alberta and the other provinces.

Lee (1996)studies provincial data from 1968 to 1992 in Canada. The autiideslithe
time series into three syferiods: 1968976, 19761984 and 1984992 to mitigate degrees
of freedom problem Lee (1996) finds that there is a tendency for poorer provinces to catch
up to richer povinces, especially when industrial structuraman and physical investments
areaccounted for (i.e., conditional convergence). In addition, -prt@vincial migration and
public investment tend to have a positive impact on provincial economic growth while
government consumption is inversely correfateith economic growth. Lee (1996) also
argues that it is impossible to eradicate the disparities among Canadian provinces, due to the
fact that key aspectn the industrial structurdiffer from resource ermvments, climate and

preference difference¥hese aspects are beyond the control of government.

A study fromCoulombe and Trembla§2009)also finda similar result toLee (1996)on
migration thatnterprovincial migrants have a positive effect on the mean skill level of labour
in the host provioce. HoweverHelliwell (1996)holds a different opinion that interprovincial
migration happened as more people from the poorer provareedtracted by the relatively
high incomes and low unemployment rates in the richer provinces. This may in tura have
negative impact on economic growth in the richer provircekcontribute to the process of
convergence.Coulombe (2003) conducted a convergence regression test for Canadian
provinces between the periods from 1981 to 1999. He found that both interhataha
interprovincial trade tend to have a positive and significant effect on regional GDP per capita,

productivity and employment.

Recent work byMatejovsky, Mohapatra and Steiner (20p4dvides a summary dhe
Canadia economic growth literature. Thelystinguish their work from the existing literature

by testing the role of entrepreneurship on regional growth. They report that entrepreneurship
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has a positive effect on growth. Other variables in the regression model irtbleide
employment ratea posiive effect), net trade (insignificant effgt migration @ negative

effect) and minoritiesa(positive effect).

To date, no existing Canadian stuiliyat we are aware ofvestigates the relationship
between climate change and economic growth. This study focuses on how climate change
affects Al bertads economi dian ¢teraiwet thistudy amly cont r
examines economic growth conditioned on clinetange for a single provincial economy of
Alberta. Two groups of growth determinants are included to build an economic system for the
province. The fist group of variables represewnismestic conditions and policies; the second
group of determinants capes the effect of external conditiotisat affect theAlberta

economy. Details on the variables are presented in theaDdti&lethodsection(Section 3)
24 Alberta
24.1 Albertad Economy

This section provides an oV ete\Albatavis ihd Al be
fourthrmost populous province with a population {160,044 as of January 2,1Xin
Canada (Statistics Cana@@15). The population is not distributed evenlyoasrthe province.
There are 19 Censusiisions (CDY in Alberta. The capital city, Edmonton is in CD11 and
the largest city, Calgary is located in CD 6. Populations in these two CDs account for about 70%
of total population in Alberta in 2013 (Adiota Treasury Board and Finar2@15). Regional
economic actiity is highly correlated with its population size in Alberta. Edmonton and
Calgary metropolitan areas accounted for 60.4% of provitdd in 2009 (Statistics Canada

2015.

Alberta has led the nation in economic growth over the past 20 years, withrageave
annual GDP growth of 3.5% per year between 18882013 (Government of Alber28153.

Alberta is considered a resowisased economy. In 2013, total exports of goods in Alberta

8 According to Statistics Canada, a Census Division is a groogigiibarring municipalitiesfor the purpose of regional
planningand managing comon services
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were $103.7 billion (compared to $338.2 of total GDIR)pag which crud@etroleum alone

accounted for about 62.1% of total expor@oyernment of Alberta 201%halndeed, the
energy sector I's Al bertads driving economic
become more diverse over the past three decades. For exam@eetie sector accounted

for 36.1% of total GDP in 1985, while this figure droppe®3.26 in 2013. During the same

time, the share of agricultural GDP relative to provincial GDP also decreased from 3% to 2%.
Other sectors, such as tourism, manufactueegwell as retail and wholesale trade have

increased during the perio@g¢vernment of Alberta 201pa

The Agricultural industry in Alberta consists of crop production, animal production,
fishing, hunting and trapping activities and relevant support ssvislberta farms produce
an abundant supply of agricultural commodities including beef, cattle, wheat, canola, barley,
hogs and milk Government of Alberta 201%aAlthough agriculture in Alberta only accounts
for a small share of total GDEGovernment ofAlberta 20153 it is considered a major
economic driver in the regio(Kulshreshtha 2011)At the national level, the agricultural
sector directly and indirectly employeover two million people (A AFQ 012 ) . Al bert
agricultural sector is also essential for the local as well as national food supply system
representing 22.4% of the nationatlurstry total (Statistics Cana@@15). Crop production is
estimated at $5.9 billion (22.4% of Canadian cropdpction) and livestock production at
$6.4 billion (22.4% of Canadian livestopkoduction) (Statistics Cana@815). On the other
hand, Agriculture is the largest water user in Alberta. In 2014 it accounted for about 65% of
total provincial water use (Famarzi et al2015). Climate change alters water availability
and the hydrology of the region, which cou

agriculture, as well as other sectors of the economy.
242A1 bertads Cli mate

Al berta i s Castvedgem@ovinceearodahe dourtinlargest province with
an area of about 666,000 knit is located between 480°N and 110120°E. The ditude

varies from 152 metres (above sea level) in the Slaver®/ood Buffalo National Parkn

22



the northeast to,847 metres in the Rocky Mountains along twmuthwegern border.
Although most parts of Alberta could be classified as smidi its climate varig
considerably with temperaturand precipitation. Temperatures are generally higher in
southern than norémn Alberta. In January, the daily mean temperature ranges-24i@ in

the north to-10°C in the south. In July, the average daily temperature ranges from 13°C in
the north to 18°C in the south (Gomenent of Alberte20150). The extreme temperatures can

go down to-54°C in the winter for northern Alberta and go up to 40°C in southern Alberta
(Government of Alberta201%). Overall, precipitation isthe highest along the Rocky
Mountains and into theved central part of thgrovince (Government of Alberta01%).
Average annual precipitation ranges from 3®® in the southeast t600mm in the

Mountains Alberta Environmen2008).

Several changes alimatein Alberta have been observe8urface air temperatures in
Alberta ircreased from 1.3 to 2.1 °C avihe period from 1895 to 199Ehen et al2005).
The average temperature increased by 1.6°C between 1953 andin2®& Prairie3
(Wheaton andKulshreshtha2010) There are trends towarf@wer days withextreme low
temperature but more days with extreme high temperatanger frostfree daysand
growing degreedays (Wheaton andKulshreshtha2010) These trends are projected to
continue for Al ber t a@slshreshthall@ldAt thd samedingthe c ondi
pattern of precipitation tend® be more uncertain. It is reported thaegipitation during
May to August in Alberta increased by%4rom 1901 to 2002Shen et al. 2005)n contrast,
Wheaton andKulshreshtha(2010) report thaprecipitaton durirg the spring seasohad
shown decrease in ceatiAlberta;according to the projections by Barrow (2010), the annual

mean precipitation wuld decrease from 0% to 1086ross the Prairge
3. Data and Methods

We use a quarterly dataset including averag&imum temperate, total precipitation

9 The Prairies is a region imegern Canada. It comprises the provinces of Alberta, Saskatchewan, and Manitoba.
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Table 1: Description of Variables Used in VARX Model, 1986 Q1 2007 Q4

Variable Definition Source

GDP Real GDP at Basic Prices for ¢ The Conferace Board of Canad
industries in Alberta (Chaine
$ 2007)

Agr. GDP Real agricultural GDP at Basic Pric The Conference Board of Cana

in Alberta (Chained $ 2007)
Nonagr. GDP Real nonragricultural GDP at Basit The Conference Board of Cana

per capita Prices in Alberta (Chained $ 2007)
Fixed capital Gross fixed capital formation & The Conference Board of Cana
formation percentage of GDP in Alben

(Millions, Chained $ 2007)
Unemployment Unemployment Rate in Albert The Conference Board of Cana
rate (%)
Trade openness The sum ofexports and imports a The Conference Board of Cana
percentage of GDP in Alben
(Millions, Chained $ 2007)

Net migration Net provincial migration in Alberté The Conference Board of Cana
(persons)

Oil price Wed Texas Intermediate (WTI) ol US Energy Informatior
price ($per barrel) Administration

World GDP per Real World GDP per Capite World Development Indicators

capita (Chained $ 2005)

Temperature Average maximum temperature (°C Faramarzet al. (2015)

Precipitation Total precipitation (mm) Faramarzet al. (2015)

and seven macroeconomic variahlese Figured6 to 25in Appendix Dfor the plos of the

raw data) We trace the response of agricultural and aggregate GDP growth to two climatic
shocksbased on quartdo-quarter fluctuations in temperature and precipitat@mmAlberta,
Canada. Our dataset covers the period from 1986 to 2007. The data for this study are from
five sources. Table 1 presents the definition and the data source for eatievhriour

VARX model defined in Equation @iscussed below)we havefive endogenous variables,
including growth rates of tot&DP, agricultural GDP and neagricultural GDP, fixed capital
formation, unemployment rate and trade openness, andigedtion (in leves) (see Figures

26 to 31 in Appendix Dfor the plot). The discussion below outlines the rationale for the

selection of climate and economic variables.
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3.1 Economic Variables

Following Fomby, Ikeda and Loayza (2013)e define three gwath variables: the
growthrates of real GDP per capita, real agricultural GDP per capita and reagrioultural
GDP per capita.All these growth rates are measured as the log difference of per capital
output (in 2007 Canadian dollars), where per capitiput is obtained by dividing output by
the total population. Population information is based on Statistics Canada (Canadian
Socioeconomic Information Management System (CANSIM) Table-@315). Quarterly
data of the three GDPs, fixed capital formationemployment rate, trade openness and net
migration in Alberta are obtained frorthe Conference Board of Canadihese economic
variables are based on our overview of determinahtsconomic growth in Canada (see
Literature Review section for more discussi@md data availability aiming to form the

endogenous economic system for Alberta.

Stern (2010) and Aghion and Howitt (2009) argue that most of the literature on energy
and econmic development discuss how development affects energangeot the other
way around. In this study, oil price is included in our VARX framework for two reasons. First,
oil price (an input factor) is an important factor of the consumption of energgn&ec
Alberta is an energpased province with the largest share of GDP dubdenergy sector.
Thus, to capture external interactions wi t h Al
exogenous macroeconomic variables: oil price and the world GDP per cipipaice is
based onthe US Ewrrgy Information Administration Annual world GDP per capita is
obtained from the World Development Indicators of the World Bank and we conve it to
quarterly series by applying chmlstwitkipl i ne
EViews 8). Most ofthe economic variables are measured as the log difference due to the
presence of unit rostandfor easeof interpretation Discussion of unit root tesftsllows in

the Diagnostic Testsection.

10 The fundamental idea of cubic spline interpolation is to draw smooth curve passing through each of the observations to
convertddt a from annual to quarterly. Under o6écubic match | asté,
last quarter of the same year, and a cubic piecewise polynomial function draws a seamless curve connecting the

observations.
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3.2 Climatic Variables

Table 2.1: Descriptive Statistics of Variables in Levels1986 Q1i 2007 Q4

Variable Mean Std.Dev. Min Max
GDP per capita 59,065 7,886 46,896 72,527
Ag GDP per capita 1,018 133 628 1,233
Non-Ag GDP per capita 58,047 7,846 45,820 71,428
Fixed capital formation 0.2380 0.0564 0.1547 0.3591
Unemployment rate 0.0660 0.0208 0.0320 0.1053
Trade openness 0.23 0.05 0.08 0.32
Net migration 12345 20958 -56696 66916
Oil price 36.28 14.99 15.65 92.74
World GDP per capita 6304 612 5364 7647
Temperature 7.09 10.24 -8.97 21.70
Precipitation 109.67 54.69 34.57 211.26
Weighted Temp. 70.51 70.89 -40.24 203.03
Weighted Prec. 892.53 522.05 195.91 2077.10

Table 2.2: Descriptive Statistics of Variables in Growth Ratesl986 Q1i 2007 Q4

Variable Mean Std.Dev. Min Max

GDP growth 0.0039 0.0167 -0.0464  0.0458
Agr. GDPgrowth 0.0049 0.1111 -0.5384  0.3100
Non-agr. GDPgrowth 0.0039 0.0171 -0.0500 0.0469
Fixed capital formatiogrowth 0.0061 0.0443 -0.1383 0.1169
Unemployment ratgrowth -0.0114 0.0593 -0.1647 0.1554
Trade openneggowth -0.0100 0.1188 -0.4783 0.2849
Oil price growth 0.0090 0.1430 -0.4306  0.3533
World GDP per capitgrowth 0.0041 0.0024 -0.0012 0.0080

Data Source: The Conference Board of Canada (201%)S Energy Information
Administration (2015)World Development Indicators (2015); Faramatzal. (2015)
Note: There are 88 observations for each variable.

For climatic variables, daily temperatures and precipitation are available at a station level

acrass the province. However, our economic variables are quarterly and at a provincial level.

In order to be consistent with the economic variablestwioeclimatic variables used in our

model are thepopulationweighted! average maximum temperature and tqacipitation

for each quadr at a provincial level. Temperature and precipitation are the common

11 populationweighted climate variables are also usedkjl et al
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indicators of climatic conditiongsed in the literature of climate impacts on economic growth
under econonwvide analysis (e.g., Dell et al. 2012; Mooredabiaz 2015) Total
precipitation presents water availability for production as well as the potential risk of floods.
Similar average temperatures may result from different temperature vari&cmner(ker and
Roberts 2009)Average maximum temperatureasetter alternative to average temperature
to capture cropsoO6 sensitivity to extreme ten
droughts. The climate conditions as well as economic activities are not homogenously
distributedacross the proviree Thus, it may be inappropriate to simply use the average
provincial climaticconditions for the analysis. In order to better understand the impfact
climate change on the economic growtke use populatiomweighted temperature and
precipitation. ¢ wepght our climatic variables bthe population of each Census Division
(CD) from the previous yeamnd then convert them to a provincial le¥elThe rationale
behind this practice is thae distribution of population is highly orrelated with GDP for
eachCD.

3.3 Summary Statistics

We plot the variables used in our VARX model defined by Equation 4 (see $Rfiite
34 in Appendix D. The figures illustr& some degree of persistence and in@idéie
appearance of heteelasticity. However, considerifgeterosedasticity in a VARX system
is challenging. Therefore, potential autoregressive conditional heteroscedastic (ARCH)

effectsareout of scope of and not investigated in this study.

Descriptive statistics of the variables are presented in TablarilTable 2.2. We
highlight some key points here. During the period between 1986 Q1 and 2007 Q4, the mean
GDP per capita was59,065, while the agricultural GDP per capita (i.e., $1,018) is much
lower. However, as for growth rates, on average, quartenicudtyiral GDP had been
growing at a faster rate (i.e., 0.49%) compared with the GDP growtlfi.ete0.39%)and

nonagricultural GDP growth rate (i.e., 0.39%). Due to the small share of the agricultural

12 \We used population of each CD as our weight, becali¥e dataare not availablat a regional level. We uséde
information from last year, so that the climatic variables carbsticonsidered as exogenous.
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sector relative to total GDP, statistics for GDiRl anonagricultural GDP are quite similar.
The average (maximum) temperature is 7.09°C, with a minimw®.@7°C and a maximum
of 21.70°C and the average (total) precipitation is 109.67mm, with a minimum of 34.57mm

and a maximum of 211.26mm.

As indicatedin Table 3,the correlation between the growth rate of total GRiEh
populationweighted temperature and precipitation0s2619 and0.2166, respectively (see
the scatterplot irFigure 35 in Appendix D. The correlation between the growth rate of
nontagricultural GDP with populationveighted temperature and precipitationd2703 and
-0.2295, respectively (Figur@7 in Appendix D. In contrast, the correlation between the
growth rate of agricultural GDP with populatiareighted temperature and pretgtion is
positived 0.0868 and 0.1243, respectively (Figu3é in Appendix D. In addition, the
correlation between the growth rates of the-agncultural sector with the agricultural sector
is quite low (i.e.,-0.0465). We suspect that the climatbocks may produce different
dynamic effects on different sectors of the economy. The correlation between temperature
and precipitation is 0.8479, indicating that warming has been associated with more

precipitation.

28



Table 3: Pairwise Correlation among Variables in VARX Model, 1986 Q1i 2007 Q4

GDP Agr. GDP Non-agr.GDP  Fixed capital Unemployment Trade openness Net Oil price World GDP ~ Temperature Precipitation
growth growth growth growth growth growth migration  growth growth

GDP growth 1

Agr. GDP growth -0.0039 1

Non-agr. GDP growth 0.9933 -0.1183 1

Fixed capitagrowth -0.0084 -0.1788 0.1252 1

Unemploymengrowth  -0.2481  0.0469 -0.2534 -0.1766 1

Trade openneggrowth  -0.2578  0.0375 -0.2623 -0.1021 -0.0442 1

Net migration 0.0381 -0.1113 0.0508 0.0219 -0.0684 0.1074 1

Oil price growth 0.2088  0.0540 0.2005 -0.1109 -0.1111 -0.3278 0.0165 1

World GDPgrowth 0.1426  0.0081 0.1420 0.1009 -0.3290 -0.1673 -0.0412 0.2093 1

Temperature -0.2619 0.0868 -0.2703 -0.0009 -0.0115 0.0899 0.1737 0.1670 0.0577 1

Precipitation -0.2166  0.1243 -0.2295 0.0065 0.0484 0.0544 0.2675 0.1898 0.1095 0.8479 1

Data SourceThe Conference Board of Canada (2013% Energy Information Administration (2018)/orld Development Indicators (2015);
Faramarzet al. (2015)
Note: There are 88 observations for each variable.



Table 4: Unit Root Tests forVariable in VARX Model

Variable With Intercept  With Intercept and Trent 1% Order Difference
ADF PP ADF PP ADF PP

GDP per capita 0.0809 0.0994 0.0000 0.0000
Ag GDP per capita 0.0000 0.0000 0.0000 0.0001
Non-Ag GDP per capite 0.0935 0.1055 0.0000 0.0000
Fixed capitaformation 0.9679 0.9929 0.0000 0.0000
Unemployment rate 0.5684 0.5854 0.0000 0.0000
Trade 0.1643 0.1372 0.0000 0.0000
Net migration 0.0000 0.0000 0.0000 0.0000
Oil price 0.7078 0.7038 0.0000 0.0000
World GDP per capita 0.8722 0.8698 0.0000 0.0000
Temperature 0.0000 0.0000

Precipitation 0.0000 0.0000

Note: ADF and PP stand fdne augmented Dickelyuller test and the PhilipBerron test,
respectivelyThe figures reported in the table are P values.

3.4 Diagnostic Tests
3.4.1 Unit Root Tests

The VARX model is dependent on the assumption of stationarity of the variables. The
augmented Dickeyuller (ADF) test and the PhilipBerron (PP) test are utilized to
determine the stationary form of the variables in the VARX mobet unit root tests are
dependent on the deterministic parts (i.e., regression forms) of the unit root test equations
(Fomby, lkeda and Loayza 2013ncluding wnnecessary deterministic trentsad to lost
power, while missing necessary trettiases the test ifiavourof thenull hypothesis of a unit
root (Elder and Kennedy 2001Based onVerbeek(2012) and Fomby, lkeda and Loayza
(2013, we test the significance of the trend for oariablesby testing the significance of the
intercept in e followingthe seconebrderautaegressivgrocesqi.e., AR (2)) for the above

12 series.
I | T [ 3 - (1)
where @ denotes the variables of VARX model ardis the firstdifference operator. A
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secondorder autoregression, AR(2), is aming to ensure that the residuals of the above
equationare white noise, thus the OLSstatistics would be appropriate to test for the
presence or absence of a trend. Ifis significantly different from zero (ahé 0.05 level),

we conclude that a deterministic trend is presetiie level of .

Based on the tests, six variables including GDP per capita, agricultural GDP per capita,
nonagricultural GDP per capita, unemployment rate, trade openness amigregion are
foundto have a time trend, whereas the tests for the rest of the varables indicate absence of
such deterministic trends. Therefore, we proogil the ADF and PP tests by including an
intercept and a deterministic trend for the series wathds, while only including an intercept

for the series without trends.

In Table 4, we summarize the results of tests based on the 0.05 level of significance from

theADF and PP testas follows:
1 Agricultural GDP per capitandnetmigrationare trend stationary;

1 GDP per capita, neag GDP per capita and fixed capital formation, trade openness,
unemployment rate, oil price and the world GDP per capital clearly falil to reject the
null hypothesisof nonstationarity After first differencing, tby appear to be

stationary.
1 Temperature and precipitaion are stationary.

Since most of the economic series are not stationampeir levels, we decidd to
measure all the economic variablag net migratioras log diferences to have a stationary
form and also tapply a very straighforward interpretation, namelgercentagehange or
growth rateto each log differenced variablRet migration ismeasuredn levek becausef
the negative valuescontained inthis varialbe. For climatic variables, temperature and

precipitdaion are entereth the model in leved
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Table 5: Lag Stucture Selection for VARX Models

VARX Model Number of Lags
p:q:l p:q:2 p:q:3 p:q:4
GDP growth AIC  -11.4995 -11.4915 -11.7544* -11.513
SBC -10.0823* -9.36573 -8.92006 -7.97002

Agr. GDP growth AIC  -7.25805 -7.22336 -7.40322 -7.41989*
SBC -5.84086* -5.09758 -4.56884 -3.87691

Nonragr. GDP growth AIC -11.4818 -11.4709 -11.7283* -11.5102
SBC -10.0646* -9.34512 -8.89391 -7.96722
Not e: Al C and SBC stand for Akai keods i nfor

information criterion, respectively. p and g represent the number of lags for the endogenous
and exogenous variables, repectivelindicates the mimumum AIC and SBC.

3.4.2 Lag Structure Selection

To determine the lag structure of the VARX model, we employ two-kvelivn model
selection critea Akai kebs information criterion (AIC

criterion (SBC).

AIC (Akaike 1973) is given by
65061 1-6 Q — )
and SBC (Schwarz 1978) is given by
Yool T-€ Q -1 106C (3)

whereN is the number of observatiomsid K is the number of parameters in the VARX

model.

We denote p and g as the number of lags to be included for the endogenous and
exogenousvariables respectively. For the sake of parsimony, we specify the maximum
number of the lags to be four and setqual to g across models with three different GDP
growth rates. Cledyr, the SBC tends to favour more parsimoms models thathe AIC, since
alarger penalty ismposed bythe SBC for increasing the number of lags. We summahee
information ofthe AIC andthe SBC in Table 5. The results are mixed. SBC statistiggest
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the selection of p = q= 1, whilhe AIC suggests p = q= 4 fdhe model withagricultural

GDP growth rate and p = g= 3 forogkek with total GDP growth rate and nagricultural
GDPgrowth rate. Since the purpose of this study is to analyze the dynamic effects of climate
change, we decide to utiee lag length of foufor all the models. The justification of doing

so is twofold. Firstly, since we use quarterly series; a longer &aggth provides richer
dynamics(four quartes include information oven two-year period)and secondly, itwill
simplify interpretation and comparisionith the same structure of lag length across the

models
3.5 Econometric Method
We specify a VARX modeds follows:
® | Te T e T o re reoe ro ro - 4

where @ represents thev p vector of endogenous variables, including growth rates of
total GDP, agrcultural GDP and noragicultural GDP, fixed capita formation,
unemployment rate artdade opennesand netmigration(in level). @ denotesthet p

vector of exogenous variables, including growth rates of oil price and per capita world GDP,
total precipitation and average temperatiindevel). | isthe v p vector of intercepts;

I 6s tlerw v matrices of coefficients} 6 s tlerwe T matrices of coefficients

and - isthe v p vector of errors.

Sims (1980) andims, Stock and Watsof1990) arguethat the goal of a VAR igo
analyz the interrelationships among the variables, ratihanto determine the parameter
estimates. In addition, the variables in a VAR syséeenlikelyto behighly correlated. Ftests
on individual coefficients are not reliabléEnders 2014). For these reasons, dbefficient
estimates obtained from the modekthereforedifficult to interpretandtheyare usually not
used for interpretation. Insteaidypulse response functions (IRF®e usedo trace out the
response of thehecks on the variablesontaned in the VAR system. Sincme of the

correlation coefficients between the error termns Equation (4) are deemed to be



significant™® we follow the usuaprocedure to obtain the IRFsr our endogenous variables
using a particular ordering(i.e., the orthogonalized impulse response function®)e
orthogonalized impulse response functide$ine the response of three types of GDP growth

from oneunit standard deviation increase in the endogenous variables over thettime pa

Basically, the orthogonalized impulse response functions assume that the variables
earlier in the ordering affect the subsequent variables contemporaneously and with a lag;
while the variablslater in the ordering only affect the preceding variablék & lag. Based
on Granger Causality TeStsandrelevant literaturewe use the following orderinfpr the
endogenousariables trade openness, GDP, unemployment riited capital formation and
netmigration After estimatingEquation(4),"®> IRFsare employed to trace out the effeof
shocks on theendogenous variablemnd the mean responses of shocks on the exogenous
variables are computed basedtba following Equatiors ( 5 through8). The ordering only
affects IRFs not thealculation of theresponse of GDP growth to the exogenous shocks
defined by Equation 8Equation 8 is to calculate thmean response anarginal effectof
GDP growth to the exogenous shoéks., one standard deviation tbe exogenous variables)

over tre time patmot traditional IFRs.

Equation(4) can be written in a more compact form as
)y o r6 10 row@ | r roOoro ro oroe - (5)
where L is the lag operatdtquation(5) can beepresentedsing lagoperationgL) as
BOWW | 300 - (6)
where § and 3 are each lag polynomials of order L.

InvertingEquation(6) yields the multiplier form as

O B0 306 BO - ™

13 As recommended by Enders (2014), if the correlation coefficient is greater than 0.2, the correlation is considered to be
significant. An ordering of variables is usedotitainthe IRFs. The results are presentedppendixB.

14 SeeAppendix Bfor details.

15 It is estimated using STATA 12. See detailé&ppendix A See Stata code in Appendix F.
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Using Equation 7 the mean response$ GDP growth to the exogenous shocks defined

by w6, can be computed ktgking the derivative of With respect tX as
— w B0 30 (8)

Equation 8 is at the crux of our empirical analysidefines the impacts on GDP growth
from a one standard deviatidncrease in the exogenous variablEs.assess uncertainty and
draw inferences,he Monte Carlo praeduré’ based on asymptotic theoiig usedto
construct 90% confidence intervals around the response curvetcandentify the

significances of the responses
4. Results and Discussion

This section presents the results of the VARX mautekentedn the previous section.
The main focus of this study is to trace the response of GDP growth to two climatic shocks
(i.e., temperature and precipitation shocRsyVe first present results on the link between
GDP growth and oil prices as a way to validate our VARX system. Then we proceed to report
on the economic impacts of GDP growth due to temperature and precipitation shocks using
populationweighted climate variablesAfter this, for a comparison, the results using
unweightedclimate variables arpresentedLastly, we conduct simulatiorisased te VARX
model under differentclimate changescenarios to investigate the economic impacts of

temperaturgorecipitation interactions.

For each climatic shock, we depict the mean responses of per capita total GDP growth
and of two types of sectorial GRffowth (i.e., agricultural and neagricdtural GDP growth
to the climatic shock The solid line in the figures denotes the mean response curve and the
two dottedlines represent the 90% confidence interval. We edport on the cumulative
effects (as aummation of mean responses for each period) for a period of four years (16

quarters) starting from the climatic shocks.

18 |t is estimated using MATLAB 2014&ee MATLAB code in Appendix F.

17 However, it is notethy Sims and Zh#1999)andBenkwitz, Neumann and Liitekpot2000)that confidence intervals
computedby asymptoticheorymay not be reliable fat small sample

18 \We present the model estimates and selected IRFs of the endogenous varfgipesitix A and Appendix E
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A VARX model is promising at forecasting but it is not capaiflexplairing the direct
factor(s) leading to the path of the adjusttndue to the climatic shocks. In order to better
understand our results, we include relevant literature timadiscussion for each climatic

shock and we focus on the agricultural sector.
4.1 Oil Price Shocks

Given the fact that Alberta is an enetflggse economy, oil prices have been considered
as an important factor to the provincial economic growth. Prior to presenting our findings for
the main focus, we show the response of GDP growth to the oil price shocks. This can be
used to validate the model gecation and see if the relationship is reasonable. Figure 1
depicts the dynamic path of GDP growth to oil prices shock. Oil prices have positive effects
on the growth rates of total GDP, agricultural GDP and-agnicultural GDP. The positive
impacts ae not significant until the third quarter after the oil price shock for both total GDP
growth andagricultural GDP growth, anithe fourth quarter for neagricultural GDP growth,
indicating the presence of delayed effects. The positive effect peaks tlaers after the
event for agricultural growthandseven quarterafter for GDP growth and neagricultural
growth. The reasons for the peak coming earlier for agricultural grangthkelythat higher
oil prices indicate higher demand for both agrigrtdt commodities and oil products (both
from domestic and international markets), while new oil projects may take more time to plan
and build.The positive relation is not surprising as the energy sector accounts for the largest
share of total GDP; oil pres have significant impacts on the energy sector and the energy
sector will carry spiHover effects on to the other sectors (e.g., the service and transportation

sectors) in the economy.

The response curves show long decay rates, meaning that the effects of oil price shocks
onAl bertadé GDP growth tend to die out sl owl y
have longer lasting effects (in terms of significance) on total GDP growth an
nonagricultural GDP growth than on agricultural GDP growth. The effect is still significant

after 16 quarters from the oil price shock for total GDP growth andagaoultural GDP
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growth. Also, the cumulative effect is larger fagricultural GDP growt (19 percentage
points (pp)) than fototal GDP growth (3pp). This may be because increased oil price is an
indicator of good macroeconomic conditions, with positive impacts on agricultural
production.The aricultural sector only accoustor a small shre of total GDP and is more
sensitive to oil pricesln summary, he positive relationship between oil prices and GDP

growth is as expected in the madel
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Figure 1: Responsé’ of GDP Growth to Oil Price Shack

19 The response obtal GDP growth/agricultural GDP growth/nagricultural GDP growth to shocks in the exogenous
variables (Figure 1 to Figure 9) is calculated based on Equation 8, which defines the impdzBgoav@h from one
standard deviation increase in the exogenauimbles (i.e., oil price, temperature and precipitation) over the time path.
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Table 6: Mean Response of GDP Growth to Oil Price and Climatic Shocks

Mean response of

GDP growth Agr. GDP growth Nonagr. GDP growth
Oil price Quarter O 0.0007 0.0047 0.0005
Quarter 1 0.0009 0.0052 0.0007
Quarter 2 0.0020 0.0149 0.0018
Quarter 3 0.0024 0.0179* 0.0023
Quarter 4 0.0026 0.0177 0.0025
Quarter 5 0.0024 0.014& 0.0023
Quarter 6 0.0028* 0.016%* 0.0027*
Quarter 7 0.0029* 0.0153 0.0029*
Quarter 8 0.002Z 0.0123 0.002z
Quarter 9 0.0024* 0.013*% 0.0024*
Quarter 10 0.0022* 0.0109 0.0022*
Quarter 11 0.0019* 0.0097 0.0019*
Quarter 12 0.0015 0.0066 0.0014
Quarter 13 0.0016 0.009¢ 0.0017*
Quarter 14 0.0014 0.0077 0.0014
Quarter 15 0.0014 0.0074 0.0015
Quarterl6 0.0013 0.0057 0.0013
Cumulative effect 0.032% 0.189G 0.032%
Temperature Quarter 0 0.0022 -0.0003 0.0021
Quarter 1 -0.0044 -0.0366 -0.0048
Quarter 2 -0.0008 -0.0199 -0.0009
Quarter 3 -0.0006 -0.0185 -0.0007
Quarter 4 -0.0042 -0.0295 -0.0042
Quarter 5 -0.0058 -0.0345 -0.0053
Quarter 6 -0.0066 -0.045% -0.0067
Quarter 7 -0.0103* -0.059%* -0.0104*

Note: * and ** indicates statistical significance at the 10% level and 5% level, respectively.



Table 6: Mean Response of GDBrowth to Oil Price and Climatic Shocks (Continued)

GDP growth Agr. GDP growth Non-agr. GDP growth
Temperature Quarter 8 -0.0056 -0.0403 -0.0053
Quarter 9 -0.0067* -0.041> -0.0069*
Quarter 10 -0.0049 -0.0261 -0.0048&
Quarter 11 -0.0046 -0.0344 -0.004°F
Quarter 12 -0.0028 -0.0137 -0.0029
Quarter 13 -0.0044 -0.0295 -0.0046
Quarter 14 -0.0034 -0.0219 -0.0035
Quarter 15 -0.003& -0.0225% -0.004G
Quarter 16 -0.003% -0.0181 -0.0036
Cumulative effect -0.0700 -0.4911 -0.0711
Precipitation Quarter 0 0.0020 0.0109 0.0021
Quarter 1 0.0012 0.0069 0.0011
Quarter 2 0.0000 -0.0038 -0.0002
Quarter 3 -0.0001 0.0001 0.0000
Quarter 4 -0.0038 -0.0181 -0.0038
Quarter 5 0.0008 0.0071 0.0010
Quarter 6 0.0019 0.0168 0.0020
Quarter 7 -0.0013 0.0040 -0.0013
Quarter 8 0.0008 0.0099 0.0007
Quarter 9 0.0009 0.0127 0.0007
Quarter 10 0.0005 0.0120 0.0006
Quarter 11 0.0003 0.0037 0.0002
Quarter 12 0.0005 0.0112 0.0004
Quarter 13 0.0001 0.0040 0.0000
Quarter 14 0.0003 0.0055 0.0002
Quarter 15 0.0003 0.0058 0.0003
Quarter 16 0.0001 0.0040 0.0002
Cumulative effect 0.0044 0.0927 0.0040
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Figure 2: Response of GDP Growth to Temperature Shocks
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4.2 Temperatur&hocks

Figure 2 presents the responses of the growth rates to temperature shocks. Temperature
shocks tend to show negative impacts on economic growth. The shocks tend to introduce
similar response patterns and long lasting ingfacttotal GDP growth as well dsoth types
of sectorial growth. The effect is not significant the aquarter of the shock but becomes
significant only for agricultural growth &t one quarter, whichndicates the sensitivity of
agriculture to temperature shocks. It becomes more signifin about one year after the
event, signalling the presence of delayed effects. The peaks of the impacts appear after seven
quarters from the shock for all the growth rates. The effect is stronger for agricultural growth,
with a cumulativeeffect (absoute value)of 49 pp, compared with @p for aggregated GDP
growth and 7pp for nonagricultural GDP growth (again, indicatingaththe agricultural
sector is more sensitive and vulnerable to temperature c)ahgeddition, there is no sign

of recoverybut a buildup of negative responses to the growth rates in time.

It is reported that higher winter temperature is beneficial through lower feed
requirenents and reduced energy co®stter and van de Geijn 1999) and longer ffosé
days and growing sean. But warming during summer isessful for animals (e.g., death
low appetite and reduced weight gaiddams et al1999). Heat also becomes harmful to
crops when it passes certainrasholds(Schlenker and Rober2009). Higher temperature
would increase the number of days with excessive heat and leategative impact on crop
yields (Kulshreshtha 2011). Together with these arguments atdheandulshreshthg2010)
report trends toward fewer days with extreme low temperature but more daysctnétimes
high temperature in the Prairies. Maggtremdy hot days will be stressful for agricultural
production, which may explain why temperature shocks tend to introduce a significant

negative i mpact on Al bertads economic growth

In addition, warming teths to come with higher probability of extreme weather events,
such as droughts anteat spellsFomby, lkeda and Loayza (2013 Cufado and F

(2011)and Hochrainef2009)report that droughts have an overall negative effect on
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economic growth,particulaty for agricultural growth. For example, Kulshreshtha and
Marleau (2005a; 2005b) reg that the 2001 drought ledd a loss of $0.27 billion to crop
production and $0.07 billion tihe livestock sector in Alberta, and the 2002 drought resulted

in $1.3 billion loss to crop production and $0.06 billion losthadivestock sector in Alberta.

Also, increased temperatumay also lead tahigher likelihood of water scarcity. Given the

fact that Alberta is a semiarid province, water scarcity has been a serious challenge for its

agriculture as well as thentiresociety(Kulshreshtha 20)1
4.3 Precipitatiorhocks

Figure 3 depicts the path of economic growth to precipitation shocks. The results are
weaker in terms of statistical significance compared to that of temperature shocks.
Precipitation shocks tend to induce volatility of growth but an overall positive effect on
growth. Specifically, the mean respensf growth is positive untithe second quarter after
the shock (for all three growth rates). The negative impacts only persist for about three
periods. Examining the cumulative effects, ag#e agricultural sectotends to be more
sensitive to precipitation shocks, withlaxger cumulative effect (of §p) than total GDP
growth and noragricultural GDP growth. The sensitivity of agriculture to precipitation

shocks is also seen by the longer decay rate for agreshown inthe graph

Given the climatic nature of aridity for Alberta, we expected increased precipitation
would introduce significantly positive impacts on agricultural grovitin instance, increased
precipitation lead to more strean flow and more water available for irrigation). However,
the nonsignificant results may be because precipitation shocks could come in different
frequency and duration (which offset some of the benefits from more precipitation). For
example, heavy rainfamay result in floods. Floodsould reduce seeded area; chandhey
time of seding and harvesting for crofisulshreshth&011). Heavy precipitation could also
damage infrastructure (e.g., the transportation sector, such as roads and railways). For
example,the 2013 Alberta floods are estimated to haesulted indamage of $5 billion

(Government of Albert2014). Howevernwhen considering the impact of floods GDP
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Table 7: Mean Response of GDP Growth to Oil Price and Climatic Shocks (Using Unweighted Climate Variables)

Mean response of

GDP growth Agr. GDP growth Nonagr. GDP growth
Oil price Quarter 0 0.0006 0.0062 0.0005
Quarter 1 0.0010 0.0071 0.0009
Quarter 2 0.0018 0.0125 0.0017
Quarter 3 0.0023 0.0169* 0.0023
Quarter 4 0.0024 0.0162 0.0023
Quarter 5 0.0027%* 0.0176* 0.0026*
Quarter 6 0.0029* 0.018%* 0.0028*
Quarter 7 0.0029* 0.0178* 0.0029*
Quarter 8 0.002%* 0.0147* 0.002%
Quarter 9 0.0023* 0.0156* 0.0024*
Quarter 10 0.0019* 0.0119* 0.0019*
Quarter 11 0.0017* 0.0107%* 0.0017*
Quarter 12 0.001Z 0.0072 0.001Zz
Quarter 13 0.001Z 0.009%* 0.0012
Quarter 14 0.001% 0.0080* 0.001%
Quarter 15 0.001G 0.0065 0.0010
Quarter 16 0.0008 0.0052 0.0009
Cumulative effect 0.030% 0.2017* 0.0295
Temperature Quarter O 0.0003 -0.0043 0.0001
Quarter 1 -0.0038 -0.0306 -0.0040
Quarter 2 -0.0008 -0.0169 -0.0008
Quarter 3 -0.0049 -0.0361 -0.0048
Quarter 4 -0.0060 -0.0465 -0.0060
Quarter 5 -0.0082 -0.0556 -0.0079
Quarter 6 -0.0114* -0.073% -0.0114
Quarter 7 -0.0146* -0.0898* -0.0148*

Note: * and ** indicatestatistical significance at the 10% level and 5% level, respectively.



Table 7: Mean Response of GDP Growth to Oil Price and Climatic Shocks (Continued)

GDP growth Agr. GDP growth Non-agr. GDP growth
Temperature Quarter 8 -0.0066 -0.0486 -0.0062
Quarter 9 -0.0104* -0.0612 -0.0106*
Quarter 10 -0.0069 -0.0395 -0.0067
Quarter 11 -0.0067 -0.0476 -0.0067
Quarter 12 -0.0038 -0.0192 -0.0037
Quarter 13 -0.005% -0.0393* -0.005%
Quarter 14 -0.0040 -0.030G -0.0040
Quarter 15 -0.004% -0.026%¢ -0.0043
Quarter 16 -0.0031 -0.0213 -0.0032
Cumulative effect -0.1000 -0.6859 -0.1001
Precipitation Quarter 0 -0.0005 0.0015 -0.0004
Quarter 1 0.0003 0.0029 0.0003
Quarter 2 -0.0002 -0.0019 -0.0003
Quarter 3 0.0014 0.0099 0.0017
Quarter 4 -0.0017 -0.0055 -0.0016
Quarter 5 -0.0002 0.0059 0.0000
Quarter 6 0.0026 0.0249 0.0027
Quarter 7 0.0003 0.0091 0.0001
Quarter 8 0.0011 0.0123 0.0012
Quarter 9 0.0010 0.0123 0.0009
Quarter 10 0.0012 0.0123 0.0013
Quarter 11 0.0007 0.0055 0.0006
Quarter 12 0.0006 0.0083 0.0006
Quarter 13 0.0005 0.0059 0.0005
Quarter 14 0.0006 0.0069 0.0006
Quarter 15 0.0004 0.0052 0.0004
Quarter 16 0.0004 0.0043 0.0004
Cumulative effect 0.0085 0.1195 0.0088
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growth, Fomby, Ikedand Loayza (2013, Cufado andandHechrairerianda ( 2 0 ]
Mechler (2009Xind that floods tend to have a positigéfect on economic growth after the
floods. The authors note that this may be due to potentially beneficial effects on land
productivity on the following harvest cycle and it may also result from the importance of
transmission mechanisms. For example, danhwater supply boosts electricity generation,
which in turn facilitates the overall economic performance throudhsinial and service
expansion(Fomby, Ikeda and Loayza 2013Reconstruction (for the infrastructure) efforts
may also lead to growth rebnd. However, it is worth notinggainthat GDP is simply a
measure of economic actiyjtnot social wealth or welfafgousky2012). GDP and welfare
impacts may follow different directions due to chamgethe economic system (Ochuodho
and Lantz 2015; Fai et al 2009). Natural disasters will certainly briagout other negative
impacts(e.g., deaths, injuries and interruption of public services), which will be harmful to

social welfare.

4.4 Unweightedvs. PopulatiorWeightedClimate Variables

The climdic conditions (in terms of temperatures and precipitation) vary considerably
across the province. However, as digsscussed
generatedrom the central and southern parts of the province. Using the normal climate
variables ata provincial level is not appropriate due to ttiéference in the distributionf
economic activities and climatic conditions across the province. As shown in $~glord
and Table7, the responsesf growth due to both climatic shocks tend to be larger when
considering theunweightedclimate variables relative to the populateeighted climate
variables for all three growth rates. For example, the cumulative ¢#lesblute valuepn
agricultural gowth from temperature shocks using threveightedclimate variables is 19 pp
larger than that of using the populatimeighted climate variables; the cumulative effect on
non-agricultural growth from precipitation shocks using tmveightedclimate variakes is

0.5pplarger than that of using the populatimeighted climate variables.

Using the populatiofwveighted climate variables is certainly not perfetative to
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Table 8: Mean Response of GDP Growth to OiPrice and Climatic Shocks (With p=g=3 for GDP Growth and Noragr. GDP Growth)

Mean response of

GDP growth Agr. GDP growth(p=g=4) Non-agr. GDP growth
Oil price Quarter 0 -0.0002 0.0047 -0.0004
Quarter 1 -0.0003 0.0052 -0.0005
Quarter 2 0.0010 0.0149 0.0009
Quarter 3 0.0011 0.0179* 0.0011
Quarter 4 0.0013 0.0177 0.0012
Quarter 5 0.0008 0.014& 0.0007
Quarter 6 0.0011 0.016% 0.0011
Quarter 7 0.0015 0.0153 0.0015
Quarter 8 0.0014 0.0123 0.0014
Quarter 9 0.0009 0.013% 0.0008
Quarter 10 0.0010 0.0109 0.0009
Quarter 11 0.0008 0.0097 0.0008
Quarter 12 0.0006 0.0066 0.0006
Quarter 13 0.0006 0.009G 0.0006
Quarter 14 0.0007 0.0077 0.0007
Quarter 15 0.0006 0.0074 0.0006
Quarter 16 0.0005 0.0057 0.0005
Cumulativeeffect 0.0132 0.1890G 0.0123
Temperature Quarter O 0.0005 -0.0003 0.0005
Quarter 1 -0.0046 -0.0366 -0.004&
Quarter 2 -0.0009 -0.0199 -0.0010
Quarter 3 -0.0023 -0.0185 -0.0024
Quarter 4 -0.0055% -0.0295 -0.005&
Quarter 5 -0.0049 -0.0345 -0.0049
Quarter 6 -0.005% -0.045% -0.0054
Quarter 7 -0.007¥* -0.059%* -0.0072*

Note: * and ** indicates statistical significance at the 10% level and 5% level, respectively.
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Table 8: Mean Response of GDP Growth to Oil Price and Climatic ShocK€ontinued)

GDP growth Agr. GDP growth(p=g=4) Non-agr. GDP growth
Temperature Quarter 8 -0.0059* -0.0403 -0.0058*
Quarter 9 -0.0035 -0.041z -0.0034
Quarter 10 -0.0034 -0.0261 -0.0033
Quarter 11 -0.003z -0.0344 -0.003Z
Quarter 12 -0.0029 -0.0137 -0.0028&
Quarter 13 -0.003r* -0.0295% -0.003%*
Quarter 14 -0.0028* -0.0219 -0.0028*
Quarter 15 -0.0024 -0.0225 -0.0024
Quarter 16 -0.002% -0.0181 -0.002¢
Cumulative effect -0.0596 -0.4911 -0.0598
Precipitation Quarter 0 0.0022 0.0109 0.0023
Quarter 1 0.0023 0.0069 0.0024
Quarter 2 0.0005 -0.0038 0.0005
Quarter 3 0.0010 0.0001 0.0011
Quarter 4 0.0014 -0.0181 0.0015
Quarter 5 0.0027 0.0071 0.0029
Quarter 6 0.0013 0.0168 0.0014
Quarter 7 0.0016 0.0040 0.0016
Quarter 8 0.0017 0.0099 0.0018
Quarter 9 0.0017 0.0127 0.0018
Quarter 10 0.0012 0.0120 0.0013
Quarter 11 0.0011 0.0037 0.0011
Quarter 12 0.0009 0.0112 0.0009
Quarter 13 0.0009 0.0040 0.0010
Quarter 14 0.0009 0.0055 0.0010
Quarter 15 0.0008 0.0058 0.0009
Quarter 16 0.0007 0.0040 0.0007
Cumulative effect 0.0230 0.0927 0.0242
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Figure 9: Response of GDP Growth to Precipitation Shocks Using p=g=3

havingsubprovincial climate variables, but it is a remedy to mitigate the potential bias given

the currentlimited dataset to investigate economic impacts of climatic shocks.
4.5 RobustnesSheclks

Lastly, we test the robustness of our models by using the lag length suggested by
AIC.?° We run models for total GDP growth and ragricultural GDP growth using p = g=
3. As indicated in Figuse7 to 9 and Tabl8. The results are basically similarttwose using
the preferred lag length of four. The main difference is that Wigshorter lag structure, the

cumulative response due to precipitation shocksstemdbe larger compared todse in the

20 Since thedataare quarterly, the lag structurepf q=1 suggested by BIC is considered too restrictive.
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models with dag length of four (but still not statisally significant); the mean responses due

to temperature shocks tend to become significant in the earlier quarters while the cumulative
response becomes smaller tham tésults using the prefered lagdgh. For oil price shocks,

the mean rgponses andumulative responseme smaller and less significant. In particular,

thesignificant impacts are only shown in quarter 7 and quarter 8 after the shock.
4.6 Simulation of Climate Change on Economic Growth

We estimatd the responses of GDP growth due tometic shocksby isolating
temperature and precipitationconditions The response of GDP growthto
tempeatureprecipitation interacted shocis challenging to estimate within the VARX
framework (not studied in thigesearch, although it is plausible thatrgripitation may
partially alleviate negative impactsf extreme high temperaturesn economic growth,
especially for agriculturgbroduction.In this sectionwe utilize simulation withirthe VARX

model to examinghe impacts of temperatupecipitation interactions on GDP growth.

Based on the coefficient estimatesoof VARX mode| we considefour climate change
scenariosFor the purpose of this study as well as tbthelimited information on the future
values of our variables, we conduah in-sample analysis for the period from 2000 Q1 to
2007 Q4rather than an owtf-sampleforecast In Scenario 1, we assurag0% increase in
temperatures for each quarter within the forecast period. In Scenario 2, an assumgp80%oof
increase in precipitation is mad&wo scenarios (Scenarios 3 and 4) are constructed to
consider temperature and precipitation changes at the same timari®&is to show the
mitigation of precipitation to increased temperatures on GDP growih.assume both
temperatures and precipitation go up by 30% in Scenario 3. For Scenario 4, we @36@tne

increase in temperaturaad a30% decrease in precipitati.

Prior to our simulations, we examine the performance of our VARX model by plotting

2l Theaveragemaximum temperaturieom 1986 Q1 to 200Q4 wasabou 7°C (see Table 2.150 30% increase in
temperature i2°C. This may be an extreme case in the shortldawever, thepurposeof this sectioris to examinethe
temperaturgorecipitationinteractions not scenario analysis. Theaveragdotal precipitatiorduring the same periagas
about 110mm (see Table 2.1)s0 30% increase in precipitation33 mm.
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Figure 10: Static and Dynamic Forecasts of Total GDP Growth, 2000 Q1 to 2007 Q4 {In
Sample Forecast)

Figure 11: Static and Dynamic Forecasts of Agricultural GDP Growth, 2000 Q1 to 2007 Q4
(In-Sample Forecast)
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