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Matrix-Free Nonlinear Finite-Element Solver Using
Transmission-Line Modeling on GPU
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The transmission-line modeling (TLM) used for nonlinear finite-element (FE) solution has a paramount feature that the admittance
matrix is unchanged and only needs one-time factorization; and this feature becomes a drawback when the required number of
TLM iterations increase due to the mismatch between the transmission-line impedance and the load. In this paper, a matrix-free
TLM scheme is proposed to make use of the solved nonlinear reluctivities without employing any matrices at each timestep, thus
substantially decreasing the number of required TLM iterations. The matrix-free solver is suitable for massively parallel processing
and the design is implemented on the Tesla V100 graphics processing unit (GPU). A speedup of more than 27 times is obtained
compared with a commercial FE package for different problem sizes while maintaining high accuracy.

Index Terms— Distributed algorithms, domain decomposition, electromagnetic apparatus, finite-element (FE) method, graphics
processing units (GPUs), massively parallel, nonlinear system of equations, transmission-line modeling (TLM).

I. INTRODUCTION

THE magnetodynamics in electromagnetic apparatus with
nonlinear B–H curve can be solved with the finite-

element (FE) method [1], which is accurate but computation-
ally expensive. In the past decades, the advent of graphics
processing units (GPUs), such as the Tesla V100 accelerating
card with 5120 cuda cores, has motivated researchers to
explore massively parallel algorithms in order to make full
use of the computing power.

The commonly used Newton–Raphson (NR) iterative
scheme has to repeatedly solve a sparse linear system due
to the updated Jacobian matrix, requiring efficient sparse
solvers. Recently, the conjugate-gradient-based solvers have
been attempted and implemented on GPU to improve the
computational efficiency [2]–[4]. Restricted by the sequential
portion of the program, the goal of massive parallelism can
be stymied. The emerging trend of matrix-free FE method,
which has massive parallelism and perfect computational load
balance, has been employed for both linear [5], [6] and
nonlinear FE problems [7] on GPU.

The transmission-line modeling (TLM), based on Huygens’s
principle for wave propagation, was proposed to solve non-
linear lumped networks [8] and later extended to nonlinear
FE problems [9]–[11]. The TLM can decouple the nonlinear
elements from the network so that the nonlinearities can be
solved iteratively in a massively parallel manner, and the
unchanged admittance matrix factorized at the beginning is
a paramount feature to reduce the overall computational costs.
Due to the mismatched impedances of the transmission-line
and nonlinear load, usually hundreds or even thousands of
TLM iterations are required; using an adaptive admittance
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matrices will decrease the required TLM iteration number,
whereas it will naturally incur additional computational cost
for factorizing matrices, which has been a bottleneck of the
TLM applied in nonlinear FE problems.

In this paper, a nonlinear 2-D magnetodynamic problem
is solved by the FE-TLM scheme on Tesla V100 GPU with
massive parallelism without employing any matrices. The
adaptive transmission-line impedances are updated according
to the solution of the previous timestep, so that the mis-
match between the transmission-line impedance and the load
impedance is greatly reduced, resulting in only a few (usually
less than 10) TLM iterations. Instead of reassembling the
transmission-line impedances to an admittance matrix and then
factorizing it at each timestep, the linear network is solved
using a matrix-free scheme, which is mathematically equiv-
alent to the Jacobi iterative scheme and is insensitive to the
change of transmission-line impedances. Massive parallelism
is achieved in each phase of the matrix-free FE-TLM scheme
to make full use of GPU’s compute power, and the computa-
tional efficiency and accuracy are evaluated with regard to the
commercial FE package Comsol MultiPhysics.

This paper is organized as follows. Section II introduces
the details of the FE-TLM scheme, and Section III describes
the adaptive transmission-line impedances and the matrix-
free solver. Section IV provides the case study, the detailed
implementation on GPU, and the result comparison. Section V
gives the conclusion.

II. FINITE-ELEMENT TRANSFORMER MODEL

A. Galerkin Finite-Element Method

A 2-D nonlinear magnetodynamic problem can be defined
by the following diffusion equation:

∇ · (υ∇ A) = σ
∂ A

∂ t
− Jz (1)

where A is the z-component of the magnetic vector potential
to be solved, υ is the field-dependent reluctivity, σ is the
conductivity, and J is the z-component of the impressed
current density.
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Fig. 1. Problem domain and FE mesh of a 2-D transformer.

The problem domain of an E-core transformer model is
shown in Fig. 1. According to the Galerkin method, the inte-
gral of the weighted residual over each element �e can be
written as∫∫

�e
υe(

∂ Ae

∂x

∂W e

∂x
+ ∂ Ae

∂y

∂W e

∂y
)dxdy

+
∫∫

�e
σ

∂ Ae

∂ t
W edxdy =

∫∫
�e

J e
z W edxdy (2)

where Ae represents the local linear interpolation within each
triangular element. Setting the weighted function W e to the
shape functions, then the elemental equations are obtained

υe
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Due to the nonlinear reluctivity, these elemental equations
are generally assembled to a global nonlinear system of
equations and solved by the NR iterative scheme.

The TLM solution of the nonlinear FE problem is quite
different.

B. TLM Solution of Finite-Element Model

In fact, (3) defines an equivalent network composed of
capacitors and nonlinear resistors shown in Fig. 2(a). The
values of the components are given as

G12 = − υe

4�e
k12, G13 = − υe

4�e
k13, G23 = − υe

4�e
k23

YG12 = − υe
g

4�e
k12, YG13 = − υe

g

4�e
k13, YG23 = − υe

g

4�e
k23

C12 = C13 =C23 =−σ e�e

12
, YC12 =YC13 =YC23 =−σ e�e

6�t

Fig. 2. TLM technique applied to elemental equations of the FE method [10].
(a) 2-D triangular mesh. (b) Equivalent nonlinear network. (c) TLM model:
scattering. (d) TLM model: gathering.

C10 = C20 =C30 = 4σ e�e

12
, YC10 =YC20 =YC30 = 4σ e�e

6�t
.

(4)

As shown in Fig. 2, imagine the virtual transmission lines
separate these resistors and capacitors, thus each TLM iteration
will include two phases.

In the scattering phase shown in Fig. 2(c), the incident pules
enter each component from the network, and the reflected
pulses can be obtained independently within each triangular
element by solving a 3 × 3 nonlinear system of equations.

In the gathering phase shown in Fig. 2(d), the reflected
pulses return to the network and react with each other. In order
to obtain the next incident pulses, a linear network needs to
be solved by replacing the TLM links or stubs with their
equivalent Norton circuits.

III. ADAPTIVE CHARACTERISTIC IMPEDANCES

AND MATRIX-FREE SOLVER

A. Adaptive Transmission-Line Impedances

Note that in (4), υe
g is a guessed value of the real υe

that is unknown, and the mismatch will cause the scattering
and gathering phases to repeat many iterations to converge.
In practice, the guessed value of υe

g is usually set to the υ of
the linear portion of the B–H curve. In addition, the admittance
matrix of the linear network is determined by the charac-
teristic impedance of the transmission line regardless of the
nonlinear resistors, thus the admittance matrix usually remains
unchanged.

The unchanged admittance matrix implies that only one
lower-upper (LU) decomposition (or matrix inversion) at the
beginning of the program is enough, and for the gathering
phase, the remaining numerical operations to solve the linear
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Fig. 3. Magnetizing current, required number of TLM iterations with constant
admittance matrix, and required number of TLM iterations with adaptive
admittance matrices.

network are mere backward and forward substitution (or
matrix-vector multiplication). However, in real applications,
the real value of the nonlinear reluctivity υe(t) is always
time-varying. Thus, the extent of mismatch between the
constant υe

g and the changing υe(t) will fluctuate, and the
required number of TLM iterations may also vary from tens
to thousands [11]. Therefore, although the classical TLM
technique has perfect parallelism that can benefit from parallel
processing in the scattering phase, the thousands of TLM
iterations required and the sequential nature of the backward
and forward substitution are the bottleneck to further improve
the computational efficiency.

In fact, at any time point t , the solution includes the real
values of υe(t) for all triangular elements. If this information
is used to decrease the mismatch of the transmission-line
impedance and the load to be solved, implying υe

g(t + �t) =
υe(t), the required TLM iteration number for the next timestep
t + �t will be substantially decreased because the values of
υe

g(t + �t) and υe(t + �t) within each triangular element
are very close. Fig. 3 shows that by setting the guessed
transmission-line impedance to the solved impedance value
from the previous timestep within each element, the number of
TLM iterations required substantially decreased from several
hundreds to only 2–4 for each timestep.

It is well-known that assembling and factorizing the admit-
tance matrix is required to solve the linear network in the gath-
ering phase. Therefore, adaptive transmission-line impedances
will cause repeatedly assembling and factorizing the admit-
tance matrices, which will cause paramount computational
burden and is what the TLM methodology has been trying
to avoid. Naturally, such a question will arise: is it possible to
utilize adaptive transmission-line impedances and meanwhile
circumvent burdensome matrix operation?

B. Matrix-Free Scheme

Recently, the emerging matrix-free scheme provides a per-
fect solution to the above-mentioned situation. It originated
from the fact that although all the FE nodes are related as
a whole system, the sparsity nature determines that each node
is only directly related to its neighbors.

Fig. 4. Matrix-free solution scheme for one node.

Fig. 4 shows a sample FE node AK and its surround-
ing nodes, and each triangular element is replaced with the
equivalent Norton circuit in the scattering phase. Since the
admittance matrix is sparse, it can be inferred that only a few
entries are nonzero in the row where node AK is the diagonal.
The nonzero entries are corresponding with the neighboring
nodes of AK , ignoring the zero entries and the linear equation
can be written as

kK 1 AK 1 + kK 2 AK 2 + kK 3 AK 3 + kK 4 AK 4 + kK 5 AK 5

+kK 6 AK 6 + kKAK = bK (5)

where AK i represents the unknown nodal value, kK i is the
stiffness coefficient, and bK is the right-hand known quantity
associated with the injected current source. The coefficients
can be obtained by introducing the node-element connection
information, for example, kK 1 is composed of YG13 in element
�K 1 and YG23 in element �K 6, whereas kK is composed of
YG11, YG22, YG33, YG22, YG11, and YG22 in element �K 1, �K 2,
�K 3, �K 4, �K 5, and �K 6, respectively.

According to the diagonally dominant property of a FE
stiffness matrix [1], the above-mentioned equation can be
solved using the Jacobi relaxation scheme

Ai+1
K = 1

kK
(bK − kK 1 Ai

K 1 − kK 2 Ai
K 2 − kK 3 Ai

K 3

−kK 4 Ai
K 4 − kK 5 Ai

K 5 − kK 6 Ai
K 6) (6)

where i represents the iteration number.
Note that the above-mentioned process applies to every

nonboundary (unknown) node and each node can be exe-
cuted independently in parallel, meanwhile, a synchronization
is required at the end of each iteration. The convergence
condition used in this paper is that the maximum relative
tolerance between two successive iterations is less than 10−5.
No matrix operations are involved at all, instead, it is essential
to obtain the node-element connection information such as
the indexes of a node’s neighboring nodes, the indexes of all
triangular elements surrounding each node, and how the nodes
and elements are connected.

There are two major advantages by applying the matrix-free
scheme to the gathering phase of the TLM technique. First,
when applying the adaptive transmission-line impedances,
i.e., when YGi j (ij = 12, 13, 23) in (4) change, matrix
assembling or factorizing are avoided, instead, the coefficients
in (5) need to be updated within each element in a massively
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Fig. 5. Detailed implementation of the matrix-free TLM scheme on GPU.

parallel manner and the remaining iterative scheme is not
sensitive to the change of impedances. In addition, the repeated
sequential backward and forward substitution, which can be
hardly parallelized, is also avoided and the matrix-free scheme
has massive parallelism. Therefore, by applying the matrix-
free scheme, the required TLM iterations are substantially
reduced and at the same time, both the scattering phase and
the gathering phase can be executed on massively parallel
computing resources such as GPU with perfect computational
load balance because all nodes or elements are treated equally.
Thus, the overall computational efficiency can be consider-
ably improved by sufficiently exploring the massively parallel
computing resources.

IV. CASE STUDY AND RESULTS

A. Case Setup and Parallel Implementation

The 2-D transformer model given in Section II is selected
for the case study. The magnetizing current is shown in Fig. 3,
and the nonlinear B–H curve can be found in [12]. The relative
tolerance of the matrix-free solver and the TLM tolerance are
set to 10−5 to ensure convergence, and the applied timestep
is 50μs.

The detailed program flow of the implementation on GPU
is illustrated in Fig. 5. At the beginning of each timestep,
the transmission-line impedances and the coefficients kAi
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Fig. 6. Distribution of magnetic vector potentials from the matrix-free TLM,
when the magnetizing current is peak value (100 A).

Fig. 7. Error map of the magnetic vector potentials.

in (5) associated with υe
g are updated based on the solution of

the previous timestep. The scattering phase, gathering phase,
conditions that control the program flow, and the parallelism at
the nodal or elemental level for each block are all illustrated.

B. Accuracy and Speedup Evaluation

The computational efficiency and accuracy of the proposed
matrix-free FE-TLM scheme are evaluated with the simulation
results from commercial software Comsol as a benchmark.
The Comsol simulation was carried out on a workstation with
dual Intel Xeon E5-2698 v4 CPUs, 20 cores each, 2.2 GHz
clock frequency, and 128 GB RAM. The available number of
cores for the simulation was set to 40. The matrix-free FEM-
TL codes were executed on the NVIDIA Tesla V100 GPU
with 5120 Cuda cores.

Fig. 6 shows the distribution of the magnetic vector poten-
tials obtained from the matrix-free TLM scheme on GPU and
Fig. 7 shows the error map compared with those results from
Comsol for a case study with 509 nodes and 967 elements,
proving the high accuracy of the TLM scheme. It can also be
inferred that other parameters such as magnetic flux density
(B = ∇ × A) and magnetic field strength H can be also
obtained after post-processing with an error of the same level.
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TABLE I

MATRIX-FREE TLM EXECUTION TIME AND SPEEDUP ON GPU PARALLELIZATION

Table I shows the runtime of the Comsol nonlinear solver,
the classical TLM scheme without adaptive impedances (many
TLM iterations required), the TLM scheme with adaptive
impedances involving matrices (LU decomposition required
at each timestep), and the matrix-free TLM implemented on
GPU implementation. It can be concluded that by exploring
parallelism in the scattering phase, traditional TLM scheme
with constant admittance matrix can achieve a speedup of
3−5 times compared with Comsol. After applying the adaptive
impedances, although the required TLM iterations are greatly
reduced, the matrix assembling and decomposing required at
each timestep become the main computational burden, causing
even more execution time. However, with the matrix-free
scheme implemented on Tesla V100 GPU, a speedup of more
than 27 times is achieved for five different problem sizes by
fully exploring the parallelism and, meanwhile, avoiding the
sequential and burdensome matrix operations. The runtime
almost has a linear increase with the problem size.

It should be mentioned that in Table I, the speedup slightly
drops for the Case 5 because the number of nodes (9784)
exceeds the number of Cuda cores (5120), implying that most
Cuda cores have to compute two nodes in sequential. There-
fore, the massively parallel computer resource that matches the
FE problem size is a prerequisite to fully explore the compu-
tational power of the proposed matrix-free FE-TLM scheme.

V. CONCLUSION

A matrix-free TLM scheme is proposed and implemented
on Tesla V100 GPU with massive parallelism for a nonlin-
ear FE transformer model. For each timestep, the nonlinear
reluctivities are extracted as transmission-line impedances to
substantially decrease the required number of TLM iterations.
The linear network is solved using a matrix-free scheme to
make use of the transmission-line impedances without having
to assemble and factorize the admittance matrix. All phases of
the TLM procedure are perfectly parallelized with good load
balance, and the runtime on GPU is more than 27 times faster
than Comsol for different problem sizes.

The proposed matrix-free TLM scheme can also be
extended to 3-D FE model using nodal or edge elements.
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