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Abstract

Non-orthogonal multiple access (NOMA) in power domain is considered as

a candidate technique in the next generation mobile networks as it can im-

prove the spectral efficiency, the number of connected devices and user fairness

compared to traditional orthogonal multiple access (OMA) techniques.

In this thesis we analyze the average transmit power in downlink multi-

antenna NOMA systems with two-user clusters where the signal-to-interference-

plus-noise-ratios (SINRs) for all users are guaranteed. For systems with a

single cluster, a modified NOMA scheme based on the threshold on the align-

ment of channel directions is proposed to save the transmit power and theo-

retical analysis in terms of the average transmit power is conducted to demon-

strate the superiority of our proposed scheme compared to the original NOMA

scheme. To further improve the alignment-based NOMA scheme, a hybrid of

NOMA and multi-user beamforming is also proposed. In addition, for systems

with more than two users, user clustering algorithms are developed to group

the users into multiple two-user clusters with respect to the minimization of

the total transmit power. Simulation results validate the correctness of our

theoretical results and demonstrate the performance improvement brought by

the clustering algorithms.
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Chapter 1

Introduction

We are living in the information era, where communications through wire-

less networks becomes an necessity. As an essential infrastructure in modern

society, wireless communications provide people with the possibility to inter-

act naturally with anyone from anywhere at any time for anything and has

changed people’s lives dramatically.

1.1 Evolution of wireless communications

The history of wireless communications can be traced back to 1865 when

James Clerk Maxwell predicted the existence of electromagnetic wave and pro-

posed the Maxwell’s equations in “A Dynamical Theory of the Electromagnetic

Field” [1]. In 1888, Heinrich Hertz generated and detected the electromagnetic

wave successfully, which demonstrated Maxwell’s prediction. The first proto-

type of wireless communication systems was created by Guglielmo Marconi

and he transmitted the first wireless communication message over the Bris-

tol channel in 1897. Later in December 1901, Marconi sent the first oversea

message from England and the message was successfully received in Canada.

The first generation (1G) mobile communication appeared in the 1970s

when the Bell Lab proposed the concept of cellular network and developed the

Advanced Mobile Phone System (AMPS). The AMPS was operated on the

850MHz band with different frequencies for uplink and downlink transmission.

There were many variants of AMPS such as the Total Access Communication

System (TACS) used Europe and Japan which was operated on the 900MHz
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band. Although the first generation mobile communications systems received

great success, the drawbacks brought by the analog signal, for example, low

spectral efficiency and poor communication security, have to be solved, which

motivated the second generation (2G) mobile communication with digital sig-

nal.

Typical 2G standards include the Global System for Mobile Communica-

tions (GSM) developed by the European Telecommunications Standards Insti-

tute (ETSI), the Digital AMPS (D-AMPS) which was a further development

of the AMPS system in the US and Canada, and Interim Standard 95 (IS-95)

developed by Qualcomm. As the initial 2G networks focused on the voice

transmission and data transmission with a low rate, from 1996, standards

such as the General Packet Radio Service (GPRS) and IS-95B were proposed

to support the data transmission with an improved rate.

The third generation (3G) mobile communications developed for faster data

transmission was based on the International Mobile Telecommunications-2000

(IMT-2000) established by the International Telecommunication Union (ITU).

The first standard achieved the requirements of IMT-2000 is the Universal

Mobile Telecommunications System (UMTS) developed by the 3rd Generation

Partnership Project (3GPP) and it was mainly used in Europe, Japan and

China. Another 3G standard developed by the 3rd Generation Partnership

Project 2 (3GPP2) was Code Division Multiple Access 2000 (CDMA2000),

which was a successor of the IS-95 standard and mainly used in North America

and South Korea.

The long term evolution (LTE) standard was firstly proposed by NTT Do-

como in 2004 and developed by the 3GPP. The LTE Release 8, approved in

3GPP at the end of 2007, was the first release of LTE standard with down-

link peak data rate of 300 Mbit/s and uplink peak data rate of 75 Mbit/s.

Later in 2008, the ITU Recommendation Sector (ITU-R) established the IMT-

Advanced, a successor of IMT-2000, as the requirement for the forth generation

(4G) mobile network. Since the LTE Release 8 cannot comply with the re-

quirements in IMT-Advanced such as the peak data rate up to 1 Gbit/s, it was

called the 3.9G. The first 4G standard which can meet all the requirements
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was LTE Release 10, which was also called LTE-Advanced (LTE-A). With the

technologies such as the multiple-input-multiple-output (MIMO) systems, car-

rier aggression, 256 quadrature amplitude modulation (QAM) and orthogonal

frequency division multiplexing (OFDM), LTE-A can reach the downlink peak

data rate of 3 Gbit/s and uplink peak data rate of 1.5 Gbit/s.

1.2 Next generation mobile communications

The exponentially increasing demand on mobile and wireless communications

is propelled by the increasing mobile services and applications. As shown in

Fig. 1.1, the overall data traffic is predicted to grow at a compound annual

growth rate (CAGR) of 46 percent from 2017 to 2022 and reach 77 exabytes

per month by 2022, which achieves an six-fold increase over 2017-2022 [2].

Further, driven by the machine-type applications and the evolution of

smartphones, the number of mobile devices also increases rapidly. As shown

in Fig. 1.2, the total number of connected devices is excepted to raise from

8.6 billion in 2017 to 12.3 billion in 2022. A significant growth from 11% to

31% on machine-to-machine (M2M) connections can be observed, which also

reflect the rapid development of Internet of Things (IoT) industry.

To support the demands of wireless communications, a further evolution on

mobile communication system is necessary. The standardization works for the

fifth generation (5G) mobile communications are mainly led by ITU, 3GPP

and the Institute of Electrical and Electronics Engineers (IEEE). In April

2012, the ITU Recommendation Sector (ITU-R) launched ”IMT for 2020 and

beyond” program aiming at standardize the requirements for next generation

mobile communications, which is referred as IMT-2020. The key capabilities

of IMT-2020 are shown in Fig. 1.3, compared with those of IMT-Advanced.

Meanwhile, there are also many projects and research activities for the next

generation mobile communications across the world, such as the Mobile and

wireless communications Enablers for the Twenty-twenty Information Society

(METIS), the 5G Public Private Partnership (5G-PPP), the physical layer for

dynamic spectrum access and cognitive radio (PHYDYAS), etc..
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Figure 1.1: Forecasts of mobile data traffic by 2022 (Source: Cisco Visual
Networking Index: Global Mobile Data Traffic Forecast Update, 2017–2022
[2]).

Figure 1.2: Global mobile devices and connections growth (Source: Cisco
Visual Networking Index: Global Mobile Data Traffic Forecast Update,
2017–2022 [2]).
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There are many new technologies in 5G networks such as non-orthogonal

multiple access (NOMA) [3], mobile edge computing (MEC) [4]–[6], massive

MIMO [7]–[10], network slicing [11]–[14], millimeter wave [15]–[18], etc.. Three

typical application scenarios defined by ITU-R in 5G network [19] are explained

in the following.

• Enhanced Mobile Broadband (eMBB): eMBB provides uniform experi-

ence of high data-rate over the coverage area [20]. A typical example of

eMBB scenario is the mobile video transmission which is predicted to

generate nearly 80% of mobile data traffic by 2022 [2]. Some require-

ments for eMBB scenario are listed as follows [21]:

– Peak rate: 20 Gbit/s (downlink) and 10 Gbit/s (uplink);

– Peak spectral efficiency: 30 bit/s/Hz (downlink) and 15 bit/s/Hz

(Uplink);

– User experience data rate: 100 Mbit/s (downlink) and 50 Mbit/s

(uplink);

– User plane latency: 4 ms.

• Ultra Reliable Low Latency Communications (URLLC): URLLC pro-

vides communication services with extremely high reliability and low la-

tency [20]. Some requirements for URLLC scenario are listed as follows

[21]:

– User plane latency: 1 ms;

– Control plane latency: 10 ms;

– Reliability: < 0.001% error probability on the transmission of a

layer-2 32-byte protocol data unit within 1 ms.

• Massive Machine Type Communications (mMTC): mMTC provides effi-

cient wireless connectivity for massive low-cost devices and a typical ex-

ample is the industrial manufacturing [20]. The requirement for mMTC

scenario is mainly on the connection density, which is 106 devices/km2

[21].
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Figure 1.3: Spider diagram for IMT-2020 and IMT-Advanced requirements
(Source: ITU-R Recommendation M.2083 [19]).

In practice, these application scenarios do not always appear exclusively.

For example, in the communications between autonomous vehicles, the re-

quirement on reliability and latency should be strictly satisfied, which is an

URLLC scenario. However, if the vehicles need to exchange video information,

a high data rate is also required, which is the eMBB scenario. Therefore, the

5G networks will be flexible with different techniques for different scenarios.

1.3 Wireless channel

Different from the wired channel which is stable and predictable, wireless chan-

nel is much more complex due to the diverse topography and transmission en-

vironment. The fading in wireless environment can be divided into path-loss,

shadow fading and multi-path fading according to the causes of fading.

• Path-loss is the degradation of signal power during the propagation of

an electromagnetic wave, which increases with the transmitting distance.

There are many empirical models for path-loss such as the Hata’s model

[22] and Lee’s model [23].
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• When the signal is blocked by obstacles such as hill or large building,

there is the shadow of electromagnetic field behind the obstacles, which

results in shadow fading. Empirical studies have shown that shadowing

fading can be modeled by log-normal distribution [24].

• In wireless environments, the signal can reach the receiver via multiple

paths due to the reflection, refraction, diffraction and scattering of the

electromagnetic waves. Since the received signal is the summation of

signals from different paths and these signals can have different delay,

phase and frequency, there is rapid variations in the envelope of the

received signal, which is called multi-path fading.

Path-loss and shadow fading reflect the influence of a wireless channel to

the signal on large space scale and determine the coverage of the base station

(BS) thus called large-scale fading. The multi-path fading can result in rapid

fluctuation of signal strength in short distance and time period and thus called

small-scale fading.

The small-scale fading can be further categorized into flat-fading and select-

ive-fading. When the signal bandwidth is smaller than the coherent bandwidth

which is the inverse of the time spread of multi-path delays, the channel exhibit

frequency flat fading; in this case, the transmitted signal in all frequencies

experience the same fading. When the signal bandwidth is larger than the

coherent bandwidth, the transmitted signal in different frequencies experience

different fading, and the channel exhibits frequency selective fading. In this

thesis only the flat-fading is considered.

Rayleigh fading and Ricean fading are two common flat fading model.

In a rich scattering environment without line-of-sight (LOS) propagation, at

any time, the inphase and quadrature component of the received signal are

approximately independent and identical distributed (i.i.d.) zero-mean Gaus-

sian random variables with variance σ2. As a result, the phase of the received

signal at any time is uniformly distributed between −π and π and its enve-

lope follows the Rayleigh distribution with the following probability density
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function (PDF)

fa(x) =
x

σ2
exp

(
− x2

2σ2

)
, x ≥ 0. (1.1)

The average power of the envelope a is given by

E[a2] =

∫ ∞

0

x2fa(x) dx = 2σ2.

When there exist a LOS path in the environment, at any time t1, the

inphase and quadrature components of the received signal follow Gaussian

distributions with non-zero means mI(t1) and mQ(t1) and the same variance

σ2. In this case, the envelope of the received signal follows Ricean distribution

with the following PDF

fa(x) =
x

σ2
exp

(
−x

2 + A2
L

2σ2

)
I0

(
xAL
σ2

)
, x ≥ 0, (1.2)

where I0(·) is the zero-order modified Bessel function of the first kind and AL

is the peak amplitude of the LOS signal.

The Ricean factor KR is defined as the power ratio of the line-of-sight signal

and scattered signal

KR ,
A2
L

2σ2
.

Obviously, when KR = 0, Ricean distribution becomes Rayleigh distribution;

when KR � 1, Ricean distribution approaches to Gaussian distribution.

1.4 Multiple access techniques in the next gen-

eration mobile networks

In a radio cell, multiple users can interfere with each other while accessing to

a common BS at the same time using the same frequency. For example, in

the downlink, a user receives not only its desired signal from the BS, but also

undesired signals sent from the BS to other users. As a result, the performance

of the user can be degraded dramatically by the undesired signals. Therefore,

to support quality communications of multiple users to access to a common

BS, multiple access is proposed.

With traditional multiple access techniques, users access to the BS by or-

thogonal resource blocks thus called orthogonal multiple access (OMA) scheme.
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For example, in frequency division multiple access (FDMA) system, the total

bandwidth is divided into non-overlapping frequency bands and each user oc-

cupies one of the bands to transmit signals; in time division multiple access

(TDMA) system, users transmit signals with different time slots; orthogonal

frequency division multiple access (OFDMA) can be regarded as a special case

of FDMA where the frequency bands can overlap.

Although the OMA schemes can avoid the interference, the spectral effi-

ciency and the number of served users are limited as each user is only allocated

a part of the total resource. Also, when the global network performance is con-

cerned, user fairness is poor because the user with better channel condition

is likely to be assigned with more resource than the user with worse channel

condition. Therefore, the requirements of IMT-2020, such as the number of

connected devices and data rate, may not be achieved by traditional OMA

schemes and new multiple access techniques are desirable.

NOMA is a potential technique to help achieve the requirements expected

in 5G networks. With NOMA, multiple users can access to a common BS with

the same time-frequency resource block without interference by multiplexing

users in power domain or code domain, thus the number of connected users and

system throughtput can be improved. There are many NOMA schemes such

as the power domain NOMA [3], sparse code multiple access (SCMA) [25]–

[27], pattern division multiple access (PDMA) [28], [29], interleave division

multiple access (IDMA) [30]–[32] and etc. In this thesis, the power domain

non-orthogonal multiple access is studied, which is also referred to as NOMA

in the following discussion.

1.5 Literature review on NOMA systems

The concept of NOMA was firstly proposed in [3] to accommodate the demands

on data traffic in future radio access and has attracted considerable research

interests in recent years. Early works on NOMA considered the single-input-

single-output (SISO) case, e.g., [33]–[35]. For NOMA with multiple uniformly

distributed users, in [34], expressions were derived for both the sum-rate and
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the outage probability. It was shown that NOMA has higher sum-rate than

OMA; while for the outage probability, the choices of user rates and power

coefficients are critical. In [33], the sum-rate superiority of NOMA to OMA was

shown for the two-user cluster case and fixed power allocation. The significance

of user-pairing based on the channel norm difference was also demonstrated.

Further, the outage probability of the stronger user was analyzed given signal-

to-interference-plus-noise-ratio (SINR) guarantee of the weak user. In [35],

for multi-user systems, the sum-rate optimization over power allocation with

fairness consideration were studied for both OMA and NOMA systems and

the optimized sum-rate of NOMA was shown to be higher.

There are also results on multi-antenna NOMA, where the BS is equipped

with multiple antennas, e.g., [36]–[38]. It was proved in [36] that for the two-

user case, an upper bound on the sum-rate of OMA also serves as a lower

bound on the sum-rate of NOMA when applying the same precoding and

postcoding. The work was generalized to the multi-user case in [37]. NOMA

systems with a massive antenna array at the BS and multiple 2-user clusters

was investigated in [38], where it was showed that multi-user beamforming

gives higher average sum-rate than NOMA, but NOMA can outperform when

the correlation between the user channels is high, which inspires a hybrid

scheme of NOMA and multiuser beamforming.

Obviously, the degree-of-freedom in power domain can be utilized to a

greater extent by clustering more users into a single-cluster NOMA system,

however, it will increase the complexity which is a main issue in NOMA design

[39] and the authors of [37] have proved that adding users into one cluster is

detrimental to the sum rate when the total transmit power is fixed.

On the contrary, multi-cluster NOMA system can reduce the complexity

of successive interference cancellation (SIC), and is especially beneficial for

multi-antenna systems to exploit the degree-of-freedom in the spatial domain

[40]. In [41], the authors developed a user pairing algorithm in multi-antenna

NOMA system to form multiple two-user clusters, and designed an interfer-

ence cancellation combining matrix to eliminate the inter-cluster interference.

Channel estimation of multi-cluster multi-antenna NOMA system was studied
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Figure 1.4: The model of a two-user NOMA system.

in [42] where the beamformer for each cluster was designed as a linear combi-

nation of user channel vectors. It was concluded that NOMA works well when

high quality channel statement information (CSI) is available and the path-

loss difference between users in the same cluster is large enough; otherwise

multiuser beamforming is preferable.

1.6 System model and the principle of NOMA

We consider the downlink transmission from an M -antenna BS to two single-

antenna users as shown in Fig. 1.4. The channel vector from the BS to User

k, gk ∈ CM×1, is modeled as:

gk =
√
βkhk, (1.3)

where βk is the large-scale fading coefficient; hk ∈ CM×1 is the i.i.d. Rayleigh

fading vector with elements following the circularly symmetric complex Gaus-

sian distribution with zero-mean and unit-variance, i.e.,

hk ∼ CN (0, IM), (1.4)

where IM is the identity matrix of size M .

In our NOMA system, the BS serves two users with common time-frequency

resource block as well as common beamformer. At the BS, the data symbols
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for the two users are superposition coded as:

sn =
√
P1,ns1 +

√
P2,ns2, (1.5)

where s1, s2 ∼ CN (0, 1) are data symbols for the users; P1,n, P2,n are the power

allocated to s1, s2 and the total transmit power is given by Pn = P1,n + P2,n;

sn is the transmitted symbol from the BS. Here the subscript n refers to the

NOMA scheme.

Let bn be the BS beamformer. The transmit vector from the BS is thus:

xn =
√
P1,nbns1 +

√
P2,nbns2, (1.6)

and the signals received by the users are given by:

y1,n =
√
P1,ng

H
1 bns1 +

√
P2,ng

H
1 bns2 + n1,

y2,n =
√
P1,ng

H
2 bns1 +

√
P2,ng

H
2 bns2 + n2,

(1.7)

where nk ∼ CN (0, 1) is the received noise and (·)H represents the Hermitian

of matrix.

According to the principle of SIC, after receiving the signals, one of the

users (denote as User T , the tail user) decodes its own data symbol sT by

treating the interference as noise; while another user (denote as User H, the

head user) decodes sT by treating sH as noise, then it cancels the component

of sT from yH,n and decodes sH without interference. The SINR for User A to

decode sl are thus given by:

SINRH,sH = PH,nβH
∣∣bHn hH

∣∣2 , (1.8)

SINRA,sT =
PT,nβA

∣∣bHn hA
∣∣2

1 + PH,nβA |bHn hA|2
, A ∈ {H,T}, (1.9)

where | · | represents the modulus of complex number.

It can be seen that the two data symbols have different decoding orders,

i.e., sT is always the first symbol to be decoded and sH is always decoded after

sT . Determining the decoding order is equivalent to determining the head and

tail users from the two users. Since perfect CSI of both users are assumed at

the BS, the BS can decide on the decoding order according to some criteria,
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then informs the order to users via a control channel. Here we consider two

criteria to determine the decoding order which are referred as Criterion-I and

Criterion-II.

With Criterion-I, the head user and tail user are chosen by:

βHI ≥ βTI , (1.10)

where HI and TI are the indices of head user and tail user under Criterion-I.

In other words, the decoding order with Criterion-I depends on the large-scale

fading coefficients exclusively, equivalently, depends on the average channel

gains. This is different from Criterion-II or the NOMA schemes in [36] and

[37], where the decoding order depends on the instantaneous channel gains,

i.e., both the large-scale fading βk’s and the small-scale fading coefficients hk’s.

Since the small-scale fading vectors, hk’s, change more frequently than the

large-scale fading coefficients, βk’s, Criterion-I requires less frequent commu-

nications on the decoding order. It is also more robust to the communication

error in the control channel.

With Criterion-II, the head user and tail user are chosen by:

βHII‖hHII‖2 ≥ βTII‖hTII‖2, (1.11)

where ‖ · ‖ represents the 2-norm of vector. As mentioned, the decoding

order with Criterion-II depends on both the large-scale fading βk’s and the

small-scale fading coefficients hk’s. Although Criterion-II requires more fre-

quent communications via the control channel, it may bring more performance

gain since a larger β coefficient does not mean larger equivalent channel gain.

Criterion-II can guarantee that the decoding order and power allocation are

designed based on the equivalent channel gains, which is beneficial to the sys-

tem performance.

In this thesis, we study the power consumption with the two criteria respec-

tively and the comparison between them is not considered. Such a comparison

for uplink NOMA was studied in [43] and the authors showed that Criterion-II

is better in terms of outage performance.
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1.7 Thesis contribution and outline

NOMA is one of the promising technologies for 5G and has gained a lot of

research interests in recent years. The achievable sum rate has been one of

the most common performance metrics of NOMA systems. However, in most

works aiming at comparing or maximizing the sum rate, the QoS of the weaker

user cannot be guaranteed since the optimized power allocation schemes assign

as much power as possible to the stronger user to maximize the sum rate.

Different from these works on the sum-rate and outage probability of NOMA

systems, we focus on the power consumption and analyze the required transmit

power under SINR constraints for both users.

The thesis contributions are explained in more details by chapters below.

• In Chapter 2, we propose a modified NOMA scheme where NOMA trans-

missions are conducted only when the the alignment of the channel direc-

tions exceeds a threshold and the BS uses matched-filter (MF) precoding

along the head user. We derive the instantaneous and average required

transmit power to guarantee the SINR levels of both users. Our results

show that the average power grows logarithmically in the reciprocal of

the alignment threshold and a non-zero threshold is necessary for finite

average transmit power. Further, for the scenario that the BS is equipped

with massive antenna array, we derive scaling laws of the average trans-

mit power and outage probability with respect to the antenna numbers,

as well as their tradeoff law.

• In Chapter 3, we explore the potential of the hybrid of NOMA and

multi-user beamforming. We derive the instantaneous required transmit

power for multi-user beamforming scheme to guarantee the SINR levels

for all users with the same system model in Chapter 1, which shows that

a threshold on the alignment of channel directions is necessary when

using multi-user beamforming. Then, similiar to Chapter 2, a modified

alignment-based multi-user beamforming scheme is proposed and the

average required transmit power for this modified scheme to guarantee
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the SINR levels for both users is derived. Finally, a hybrid of NOMA

and multi-user beamforming based on the alignment threshold is studied

to minimize the power consumption and several threshold designs are

proposed for the hybrid scheme.

• In Chapter 4, we study the power consumption of multi-cluster multi-

antenna NOMA systems. To save transmit power, we design two user-

clustering algorithms. One algorithm that achieves the optimal power-

minimization finds the solution by solving a matching problem; while the

other with suboptimal performance is based on the Hungarian algorithm.

Furthermore, we prove analytically that both designs can guarantee the

SINR levels for all users with finite average required transmit power when

there are more than three users and more than one antenna at the BS.
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Chapter 2

Average power analysis of the
alignment-based NOMA scheme

In this chapter we analyze the average required transmit power of multi-

antenna NOMA systems under SINR constraints for both users. First, we

derive the instantaneous required transmit power of NOMA scheme to guar-

antee the SINR levels for both users. Based on the formula of the instantaneous

required transmit power and observations from literature, we propose a mod-

ified alignment-based NOMA scheme, where NOMA is used only when the

alignment of channel directions is above a threshold. The scheme extends the

original NOMA and reduces to the original NOMA when the threshold is 0.

Then, for the alignment-based NOMA with Criterion-I, a tight approximation

is derived for the average required transmit power, which reveals the effect

of the alignment threshold and shows the superiority of the alignment-based

NOMA to the original NOMA in power saving; further, for the scenario where

the BS is equipped with massive antenna array, the scaling laws for the trans-

mit power consumption and the tradeoff between the transmit power and the

outage probability are derived, which can be used to guide the threshold de-

sign. For the alignment-based NOMA with Criterion-II, the exact expression

of average required transmit power is derived and several asymptotic scenar-

ios are discussed. To the best of our knowledge, this work is the first on the

average required transmit power analysis for NOMA systems.

The remainder of this chapter is organized as follow. In Section 2.1 we

derive the instantaneous required transmit power for NOMA scheme to guar-
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antee the SINR levels for both users. Section 2.2 introduce the motivation and

mechanism of the alignment-based NOMA scheme; and the average required

transmit power for this NOMA scheme with Criterion-I and Criterion-II are

investigated in Section 2.3 and Section 2.4, respectively; in Section 2.5 the sim-

ulation results are given to validate the theoretical result we derived. Finally,

the conclusion of this chapter is given in Section 2.6.

2.1 Instantaneous required transmit power with

SINR guarantee for both users

We consider a multi-antenna NOMA system with M antennas at the BS and

two single-antenna users. The system model and notation have been explained

in Section 1.6. Denote the SINR requirements for User H and User T as γH

and γT , respectively. Since sT needs to be decoded successfully by both users

while sH only needs to be decoded by User H, the SINR requirements are

formulated as

min (SINRH,sT , SINRT,sT ) ≥ γT , (2.1)

and SINRH,sH ≥ γH . (2.2)

Recall that PT,n and PH,n are the power coefficients allocated to sT and

sH . By substituting (1.9) into (2.1), we can obtain:

PT,n min
(
βH
∣∣bHn hH

∣∣2 , βT
∣∣bHn hT

∣∣2
)

1 + PH,n min
(
βH |bHn hH |2 , βT |bHn hT |2

) ≥ γT . (2.3)

And a condition of PT,n can be obtained from (2.3), which is given by:

PT,n ≥
γT

1 + γT

(
1

min
(
βH |bHn hH |2 , βT |bHn hT |2

) + Pn

)
. (2.4)

By setting the power of the tail user PT as the lower bound in (2.4), then

the SINR for User H to decode SH can be written as:

SINRH,sH =PH,nβH
∣∣bHn hH

∣∣2

=

[
1

1 + γT
PnβH

∣∣bHn hH
∣∣2 − γT

1 + γT

βH
∣∣bHn hH

∣∣2

min
(
βH |bHn hH |2 , βT |bHn hT |2

)
]
.

(2.5)
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Finally,

Pn ≥ PR
n ,

γH(1 + γT )

βH |bHn hH |2
+

γT

min
(
βH |bHn hH |2 , βT |bHn hT |2

) , (2.6)

with equality if and only if (2.1) and (2.2) take equality.

Here in (2.6), PR
n is the achievable lower bound on the transmit power to

guarantee the SINR levels of the two users, which depends on the CSI and the

SINR constraints. Also notice that the condition in (2.6) is only a necessary

condition since (2.1) and (2.2) may not be satisfied with an inappropriate

power allocation scheme, for example, the power allocation schemes in [35]

which allocate all the power to the head user in order to maximize the sum

rate. On the other hand, if an appropriate power allocation scheme is assumed,

the condition in (2.6) is both necessary and sufficient, that is, γH and γT are

guaranteed for the two users if and only if Pn ≥ PR
n .

In this thesis, we adopt the matched filter (MF) beamforming with respect

to the head user. The beamformer vector is given by

bn =
hH
‖hH‖

, (2.7)

where ‖ · ‖ represents the 2-norm of vectors. This is a widely used NOMA

beamforming design which has simple implementation and high performance

especially for the low SNR region [42]. Moreover, this beamforming scheme

can be regarded as a special case of the beamforming scheme proposed in

[44] that can create a significant difference between users’ channel conditions,

which is beneficial to NOMA systems as shown in [33]. The average power

consumption, power scaling law, and power-outage tradeoff law which will be

studied later in this chapter have not been investigated for this design in the

literature.

With the beamformer given by (2.7), (2.6) can be reduced to:

PR
n =

γH(1 + γT )

βH‖hH‖2
+

γT
min (βH‖hH‖2, βT‖hT‖2ρ2)

, (2.8)

where ρ defined by:

ρ ,
∣∣hHHhT

∣∣
‖hH‖‖hT‖

(2.9)
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is the absolute value of the inner product of the normalized channel vectors

of User H and User T . In other words, ρ = | cos θ|, where θ is the angle

between the two channel vectors. To help the presentation, the parameter ρ

is referred to as the alignment of the channel directions which can measure

the similarity between two vectors. For example, when the alignment is 0,

the two vectors are orthogonal to each other; and when the alignment is 1,

the two vectors are parallel to each other. In some works, ρ is also referred

to as channel correlation [38] or absolute correlation coefficient (ACC) in the

published version of this chapter.

2.2 The alignment-based NOMA scheme and

its motivation

As presented in Section 1.6, the two users share a common beam in our multi-

antenna NOMA system. However, a single beam may not be able to serve

multiple users simultaneously especially when the beam is towards the head

user. For example, in Fig 2.1 the channel vectors of the two users are close-

to-orthogonal thus the beam towards User 1 cannot serve User 2 while in Fig

2.2 the channels are highly correlated thus the beam can serve both users.

The two figures can also be explained by the alignment of channel directions

defined in (2.9), i.e., Fig 2.1 is a low alignment scenario while Fig 2.2 is a high

alignment scenario.

The significance of the alignment of channel directions can also be observed

in (2.8) since the instantaneous required transmit power PR
n decreases with ρ

and grows without limitation when ρ approaches 0, meaning that a high value

of ρ is beneficial to power saving. The result in [38] shows that NOMA can

outperform multi-user beamforming when ρ is high enough, which demonstrate

the importance of ρ again.

Therefore, motivated by the significance of the alignment of channel di-

rections shown above and to save the transmit power of NOMA systems,

we propose a modified alignment-based NOMA scheme where the downlink

NOMA transmission is only conducted when the the alignment of channel di-
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Figure 2.1: Two-user multi-antenna NOMA system with low alignment of
channel directions.

Figure 2.2: Two-user multi-antenna NOMA system with high alignment of
channel directions.
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rections is above a pre-defined threshold ρth. Otherwise the BS keeps silent.1

It is straightforward that this modified scheme can save power by reducing the

transmissions. On the other hand, it also causes outage for both users when

the BS is silent. This modified scheme is a generalization of the original NOMA

and reduces to the original NOMA scheme when the alignment-threshold is set

to be 0. The design of ρth and its effects on the performance will be analyzed

in the following sections.

2.3 Average required transmit power of the

alignment-based NOMA with Criterion-I

As explained in Section 1.6 and Section 2.1, the channel vectors are modeled

as h1 and h2 and ρ is the alignment of channel directions. To help analyze

the average required transmit power, we firstly introduce some useful results

on the distribution of ‖h1‖2, ‖h2‖2 and ρ2.

Lemma 2.1 ‖h1‖2, ‖h2‖2 and ρ2 are mutually independent.

Lemma 2.2 ‖h1‖2 and ‖h2‖2 are independent and identically distributed (i.i.d.)

whose PDF is given by:

f‖h1‖2(x) = f‖h1‖2(x) =
1

Γ(M)
xM−1e−x, x > 0,

which is a Gamma distribution with shape parameter M and scale parameter

1 and Γ(·) is the Gamma function.

Lemma 2.3 The PDF of ρ2 is given by:

fρ2(x) = (M − 1) (1− x)M−2 , 0 < x < 1,

which is a Beta distribution with shape parameters 1 and M − 1.

Lemma 2.1 can be proved by exploiting the properties of isotropic unit

vector described in [45]. Lemma 2.2 can be proved by the definition of chi

1 It is possible to use other schemes such as OMA or multi-user beamforming when the
alignment is below the threshold. One such hybrid scheme was proposed in [38] and we will
study the hybrid schemes in Chapter 3.
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square distribution and the relationship between gamma distribution and chi

square distribution. And Lemma 2.3 is proved as Lemma 3 in [46].

With Criterion-I, the instantaneous required transmit power for the alignm-

ent-based NOMA scheme to guarantee the SINR levels for both users, denoted

as PR
n,I , is given by (2.8) and the following theorem is proved for the mean value

of PR
n,I .

Theorem 2.1 Define

P̃lo ,
γH(1 + γT )

(M−1)βHI
+

γT
(M−1)βTIρ

2
th

F (1, 1;M ; 1− ρ−2
th ), (2.10)

where F (·, ·; ·; ·) is the hypergeometric function [47] and ρth is the alignment

threshold. The average required transmit power for the alignment-based NOMA

with Criterion-I to guarantee SINR levels of both users, γH and γT , has the

following lower and upper bounds:

P̃lo ≤ E
[
PR
n,I

]
≤ P̃lo

(
1 + min

{
βTI
βHI

,
γT
γH

})
. (2.11)

Proof: From (2.8), by upper bounding the min-function with βTI‖hTI‖2ρ2,

a lower bound of the instantaneous required transmit power with Criterion-I

can be obtained by:

PR
n,I ≥ Plo ,

γH(1 + γT )

βHI‖hHI‖2
+

γT
βTI‖hTI‖2ρ2

.

Thus, by using Lemma 2.1, 2.2 and 2.3, the following can be derived:

E
[
PR
n,I

]
≥
∫∫∫

V ′
f‖hHI ‖2(x)f‖hTI ‖2(y)fρ2|ρ2≥ρ2th (z)Plodxdydz

=
γH(1 + γT )

(M − 1)βHI︸ ︷︷ ︸
T0

+

∫∫∫

V ′
f‖hTI ‖2(y)fρ2|ρ2≥ρ2th (z)

γT
βTIyz

dxdydz

︸ ︷︷ ︸
T

(2.12)

=T0 +
γT

(1− ρ2
th)

M−1
βTI

∫ 1

ρ2th

(1− ρ2)
M−2

ρ2
dρ2 = P̃lo, (2.13)

where V ′ = {(x, y, z)|x ∈ (0,∞), y ∈ (0,∞), z ∈ [ρ2
th, 1]}, fX(·) represents the

PDF of the random variable X and fρ2|ρ2≥ρ2th (z) is the conditional PDF of ρ2
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given by

fρ2|ρ2≥ρ2th (z) =
fρ2(z)

P [ρ2 ≥ ρ2
th]

=
M − 1

(1− ρ2
th)

M−1
(1− z)M−2.

By considering the integral representation of the hypergeometric function

given by

F (α, β; γ; z) =
1

B(β, γ − β)

∫ 1

0

tβ−1(1− t)γ−β−1(1− tz)−α dt,

where B(·, ·) is the beta function, the second term of (2.13) can be further

calculated by

γT

(1− ρ2
th)

M−1
βTI

∫ 1

ρ2th

(1− ρ2)
M−2

ρ2
dρ2

(a)
=

γT
(M − 1)βTIρ

2
th

1

B(1,M − 1)

∫ 1

0

(1− y)M−2

1−
(
1− ρ−2

th

)
y

dy

=
γT

(M − 1)βTIρ
2
th

F
(
1, 1;M ; 1− ρ−2

th

)
,

where (a) is obtained by the change of variable y = 1
1−ρ2th

ρ2− ρ2th
1−ρ2th

and (2.10)

is proved.

Next, we show the upper bound. First, define V1 , {(x, y, z)|βHIx <

βTIyz} and V2 , {(x, y, z)|βHIx ≥ βTIyz}. By noticing that V ′ = V1 ∪ V2, we

have from (2.12),

E
[
PR
n,I

]
=T0 +

∫∫∫

V1

f‖hHI ‖2(x)
γT
βHIx

dxdydz

︸ ︷︷ ︸
T1

+

∫∫∫

V2

f‖hTI ‖2(y)fρ2(z)
γT

βTIyz
dxdydz

︸ ︷︷ ︸
T2

.

(2.14)

Since V2 ⊆ V ′, we have T2 ≤ T and thus

T0 + T2 ≤ T0 + T = P̃lo. (2.15)
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For T1, it can be shown that

T1 ≤
γT
γH

∫∫∫

V ′
f‖hHI ‖2(x)

γH
βHIx

dxdydz

≤ γT
γH

∫∫∫

V ′
f‖hHI ‖2(x)

γH(1 + γT )

βHIx
dxdydz =

γT
γH

T0, (2.16)

T1 ≤
βTI
βHI

∫∫∫

V ′
f‖hTI ‖2(y)

γT
βTIy

dxdydz

≤ βTI
βHI

∫∫∫

V ′
f‖hTI ‖2(y)fρ2(z)

γT
βTIyz

dxdydz =
βTI
βHI

T. (2.17)

From (2.16) and (2.17) we can obtain:

T1 ≤ min

{
βTI
βHI

,
γT
γH

}
(T0 + T ) = min

{
βTI
βHI

,
γT
γH

}
P̃lo. (2.18)

By combining (2.14), (2.15) and (2.18), the upper bound of E
[
PR
n,I

]
in

(2.11) is proved.

�
Remark 1: The the average required transmit power and its bounds in

Theorem 2.1 are calculated only under the circumstance that ρ2 ≥ ρ2
th. For

the average required transmit power over all circumstances, both the bounds

should be scaled with (1− ρ2
th)

M−1
, i.e.,

(
1− ρ2

th

)M−1
P̃lo ≤ E

[
PALL
n,I

]
≤
(
1− ρ2

th

)M−1
P̃lo

(
1 + min

{
βTI
βHI

,
γT
γH

})
.

Theorem 2.1 provides a lower and an upper bound on the average required

transit power. It is the foundation of subsequent analysis. In what follows, we

provide several corollaries based on Theorem 2.1 for more insights.

Corollary 2.1 For any γH > 0, γT > 0, E[PR
n,I ] is unbounded when ρth = 0,

in other words, limρth→0 E[PR
n,I ] = ∞. When ρth > 0, E[PR

n,I ] is bounded, in

other words, E[PR
n,I ] <∞.

Proof: Considering the alternative form of P̃lo given by (2.13), we have:

E
[
PR
n,I

]
≥ P̃lo ≥

γT

(1− ρ2
th)

M−1
βTI

∫ 1

ρ2th

(1− ρ2)
M−2

ρ2
dρ2. (2.19)
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When ρth → 0, by using binomial theorem, the limit of the integral in (2.19)

can be calculated as

lim
ρth→0

∫ 1

ρ2th

(1− ρ2)
M−2

ρ2
dρ2 = lim

ρth→0

∫ 1

ρ2th

M−2∑

k=0

(
M − 2

k

)
(−1)k

(
ρ2
)k−1

dρ2

=
M−2∑

k=1

1

k

(
M − 2

k

)
(−1)k

(
ρ2
)k

+ lim
ρ2th→0

ln
∣∣ρ2
∣∣
∣∣∣∣∣

1

ρ2th

=
M−2∑

k=1

1

k

(
M − 2

k

)
(−1)k − lim

ρ2th→0
ln ρ2

th

=∞.
(2.20)

By substituting (2.20) into (2.19), the average required transmit power is

proved to be unbounded when ρth = 0.

For any ρth > 0, we have:

∫ 1

ρ2th

(1− ρ2)
M−2

ρ2
dρ2 =

M−2∑

k=1

1

k

(
M − 2

k

)
(−1)k − ln ρ2

th <∞,

thus P̃lo <∞. Therefore, from the upper bound of E
[
PR
n,I

]
we have:

E
[
PR
n,I

]
≤ P̃lo

(
1 + min

{
βTI
βHI

,
γT
γH

})
<∞,

which concludes the proof. �
The results in Corollary 2.1 mean that if the alignment threshold is 0, i.e.,

the original NOMA is used, any user SINR constraints cannot be guaranteed

with finite average transmit power. This is problematic in energy efficiency.

Equation (2.20) shows that the unbounded average required transmit power

is caused by the scenario when ρ is in the vicinity of zero, i.e., the channel

vectors are close-to-orthogonal. Naturally, as shown in Fig 2.1 and (2.8), a

beam cannot serve the user whose channel orthogonal channel to the beam.

More specifically, this user is the tail user as the beamformer is based on the

channel of the head user. Thus the SINR constraint γT cannot be achieved.

This motivates the alignment-based NOMA scheme with a non-zero alignment

threshold.
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Corollary 2.2 When γH � γT or βHI � βTI , the average required transmit

power of the alignment-based NOMA can be tightly approximated as P̃lo, i.e.,

E[PR
n,I ] ≈ P̃lo.

The result in Corollary 2.2 can be obtained directly from (2.11). A typical

application scenario for NOMA is when one user has a significantly stronger

channel and a large difference on the large-scale fading, i.e., βHI � βTI is

beneficial [33]. Given difference in the channel gains, it is also reasonable to

expect a significantly better service to the stronger user, i.e., γH � γT . For

these scenarios, Corollary 2.2 provides a tight approximation on the average

required transmit power for any SINR constraints. The approximation P̃lo

in (2.10) shows the behaviour of the average required transmit power with

respect to the network parameters. For example, P̃lo increases with γH and γT

while decreases with ρth, βHI , βTI and M .

To further explore the behavior of E[PR
n,I ] with respect to M and ρth, we

introduce the following asymptotic result.

Corollary 2.3 When γH � γT or βHI � βTI , for any fixed M , when ρth → 0,

E[PR
n,I ] ≈

γH(1 + γT )

(M − 1)βHI
− γT
βTI

ln ρ2
th+ψ(M−1)+C

(1− ρ2
th)

M−1
, (2.21)

where ψ(·) is the di-gamma function and C ≈ 0.5772 is the Euler-Mascheroni

constant.

Proof: When γH � γT or βHI � βTI , we have from Corollary 2.2

E[PR
n,I ] ≈ P̃lo as defined in (2.10). Consider the alternative form of P̃lo in

(2.13). The integral in (2.13) can be further calculated as follows:

∫ 1

ρ2th

(1− ρ2)
M−2

ρ2
dρ2

=
M−2∑

k=0

(−1)k
∫ 1

ρ2th

(
M − 2

k

)
ρ2(k−1)dρ2

=
M−2∑

k=1

(−1)k

k

(
M − 2

k

)(
1− ρ2k

th

)
− ln ρ2

th

=− ψ(M − 1)− C − ln ρ2
th +O(ρ2

th).

(2.22)
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When ρ2
th → 0, by ignoring the higher order terms of ρ2

th, (2.21) is obtained.

�
This corollary provides a closed-form expression for the average required

transmit power when ρth is close to zero. It shows that the average required

transmit power increases as ln (1/ρ2
th) for small threshold.

With the proposed NOMA scheme, the users are in outage if and only if

the BS is silent, i.e., the alignment of channel directions is smaller than the

threshold. The outage probability is thus,

Pout = P [ρ < ρth] = 1−
(
1− ρ2

th

)M−1
, (2.23)

which is an increasing function of M and ρth. With a fixed M , the outage

probability increases as ρth increases; at the same time, the power consumption

decreases. Thus we can adjust the balance between power consumption and

outage performance via the design of ρth. For the original NOMA, Corollary

2.1 shows that the average required transmit power is unbounded and (2.23)

shows that the outage probability is zero. Thus the original NOMA achieves

one of the singular end-point on the power-outage tradeoff curve, while the

proposed NOMA scheme provides access to any point on the tradeoff curve by

adjusting the alignment threshold.

Next, we consider massive BS antenna scenario where M � 1 and study

the asymptotic behaviour and the scaling laws of the transmit power and

the power-outage tradeoff. Notice that with a fixed ρth value, the outage

probability increases as M increases, though the average required transmit

power reduces. Thus for systems with massive BS antennas, a threshold design

where ρth decreases with M is desirable. For this matter, we have the following

results.

Corollary 2.4 When M →∞ and ρ2
th = λ/M τ for a constant λ > 0, the fol-

lowing results on the average required transmit power and the outage probability

can be obtained:

• when τ > 1, Pout → 0 and P̃lo →∞;

• when τ < 1, Pout → 1 and P̃lo → 0;
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• when τ = 1, Pout → 1− e−λ and P̃lo → γT
βTI
eλE1(λ),

where E1(·) is the exponential integral function.

Proof: The limits of Pout in Corollary 2.4 can be obtained by:

lim
M→∞

(
1− λ

M τ

)M−1

=





0 , τ < 1

e−λ , τ = 1

1 , τ > 1.

For the average transmit power, we consider the alternative form of P̃lo

given by (2.13). When ρ2
th = λ/M τ , the limit of P̃lo is given by:

lim
M→∞

P̃lo = lim
M→∞

[
γT(

1− λ
Mτ

)M−1
βTI

I

]
,

where

I ,
∫ 1

λ
Mτ

(1− ρ2)
M

ρ2
dρ2 y=Mρ2

======

∫ M

λM1−τ

(
1− y

M

)M

y
dy.

For any y > 0, since
(
1 + y

M

)M
increases with M and converges to ey and

(
1 + y

M

)M+1
decreases with M and converges to ey when M →∞, we have

(
1 +

y

M

)M
< ey <

(
1 +

y

M

)M+1

when y > 0,M ≥ 1. (2.24)

Thus (
1− y

M

)M
ey ≥

(
1− y

M

)M (
1 +

y

M

)M
=

(
1− y2

M2

)M
,

from which we have

(
1− y

M

)M
≥
(

1− y2

M2

)M
e−y.

Further from (2.24),

(
1− y

M

)M
e

M
M+1

y <

(
1− y2

M2

)M
< 1,

from which we have

(
1− y

M

)M
< e−

M
M+1

y ≤ e−
1
2
y.

These gives, for all M > 1,

(1− y2

M2 )M

y
e−y 6

(1− y
M

)M

y
6 1

y
e−

y
2 . (2.25)
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From (2.25), an upper bound of I is obtained as follows.

I ≥
∫ M

λM1−τ

(
1− y2

M2

)M
e−y

y
dy

≥
(

1− 1

M

)M ∫ M

λM1−τ

e−y

y
dy =

(
1− 1

M

)M [
E1

(
λM1−τ)− E1(M)

]
.

When τ > 1, we have

lim
M→∞

I ≥ lim
M→∞

(
1− 1

M

)M [
E1

(
λM1−τ)− E1(M)

]
=∞,

and

lim
M→∞

P̃lo =∞.

When τ = 1, by (2.25) and
(
1− y

M

)M → e−y, we have

I →
∫ ∞

λ

y−1e−ydy

through Lebesgue’s dominated convergence theorem and the limit of P̃lo is

given by

lim
M→∞

P̃lo =
γT
βTI

eλE1(λ)

When τ < 1 we have

P̃lo =
1

(
1− λ

Mτ

)M
∫ M

λM1−τ

(
1− y

M

)M

y
dy

(b)
=

1
(
1− λ

Mτ

)M
∫ Mτ

λ

(
1− z

Mτ

)M

z
dz

≤1

λ

∫ Mτ

λ

(
1− z

Mτ

1− λ
Mτ

)M

dz =
M τ − λ
λ(M + 1)

,

where (b) is obtained by the change of variable z = y/M1−τ and thus

0 ≤ lim
M→∞

P̃lo ≤ lim
M→∞

M τ − λ
λ(M + 1)

= 0.

This proves the corollary.

�
Corollary 2.4 shows the limits of E[PR

n,I ] and Pout when M increases. The

two performance measures naturally compete with each other since a higher
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outage probability means less transmissions and less power consumption real-

ized with a higher ρth. The most interesting threshold design is when τ = 1,

meaning that the square of the alignment threshold decreases linearly in M ,

i.e., ρ2
th = λ/M for a fixed λ. In this case, both E[PR

n,I ] and Pout have non-trivial

bounded limits and by adjusting the value of λ, we can achieve a continuous

tradeoff curve for the power consumption and outage probability. Another ob-

servation is that the limits are independent of γH and βHI , the two parameters

of the stronger user. The outage probability limit is also independent of the

parameters of the weaker user, while the average power consumption depends

on γT and βTI , meaning that the power consumption of the alignment-based

NOMA scheme in a massive BS antenna scenario is dominated by the weaker

user.

2.4 Average required transmit power of the

alignment-based NOMA with Criterion-II

With Criterion-II, the instantaneous required transmit power for the alignment-

based NOMA scheme to guarantee the SINR levels for both users can be re-

duced from (2.8) to the following:

PR
n,II ,

γH(1 + γT )

βHII‖hHII‖2
+

γT
βTII‖hTII‖2ρ2

. (2.26)

The following theorem is proved for the mean value of PR
n,II .

Theorem 2.2 Define

A , Γ(2M − 1) (βHIIβTII )
M−1

Γ(M)Γ(M + 1) (βHII + βTII )
2M−1

×
[
F

(
1, 2M − 1;M + 1;

βTII
βHII + βTII

)
+ F

(
1, 2M − 1;M + 1;

βHII
βHII + βTII

)]
.

(2.27)

The average required transmit power for the alignment-based NOMA scheme

with Criterion-II to guarantee the SINR levels of both users, γH and γT , is
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given by:

E
[
PR
n,II

]
=γH (1 + γT )A+

[
β−1
HII

+ β−1
TII
− (M − 1)A

]

× γT
(M − 1)ρ2

th

F
(
1, 1;M ; 1− ρ−2

th

)
.

(2.28)

Proof: Recall that ‖h1‖2 and ‖h2‖2 follow Γ(M, 1), the Gamma distribution

with parameters M and 1; ρ2 follows Beta(1,M−1), the Beta distribution with

parameters 1 and M − 1. Then we have β1‖h1‖2 ∼ Γ (M,β1) and β2‖h2‖2 ∼
Γ (M,β2). According to the definitions of head user and tail user in Criterion-

II, we have

αH , βHII‖hHII‖2 = max (β1‖h1‖2, β2‖h2‖2) ,

αT , βTII‖hTII‖2 = min (β1‖h1‖2, β2‖h2‖2) .

For a random variableX, denote its cumulative distribution function (CDF)

as FX(·). Then, the CDF of αH can be obtained by:

FαH (x) =P
[
max

(
β1‖h1‖2, β2‖h2‖2

)
≤ x

]

=Fβ1‖h1‖2 (x) · Fβ2‖h2‖2 (x) ,

and we can obtain the PDF of αH by taking the derivative of FαH (x), which

is given by:

fαH (x) =Fβ1‖h1‖2 (x) fβ2‖h2‖2 (x) + fβ1‖h1‖2 (x)Fβ2‖h2‖2 (x)

=
xM−1e

− x
β2

Γ2(M)β2

γ

(
M,

x

β1

)
+
xM−1e

− x
β1

Γ2(M)β1

γ

(
M,

x

β2

)
,

where γ(·, ·) is the lower incomplete gamma function.

Similarly, the CDF and PDF of αT can be obtained by:

FαT (x) = Fβ1‖h1‖2 (x) + Fβ2‖h2‖2 (x)− Fβ1‖h1‖2 (x) · Fβ2‖h2‖2 (x) ,

and

fαT (x) =fβ1‖h1‖2 (x) + fβ2‖h2‖2 (x)− fαH (x)

=
xM−1e

− x
β1

Γ(M)β1

+
xM−1e

− x
β2

Γ(M)β2

− fαH (x).
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Then the average required transmit power can be calculated by the following

integral:

E
[
PR
n,II

]
=

∫∫∫

V

fαH (αH) fαT (αT ) fρ2|ρ2≥ρ2th
(
ρ2
)
PmindαHdαTdρ2

=γH(1 + γT )

∫ ∞

0

fαH(x)

x
dx+ γT

(∫ ∞

0

fαT (x)

x
dx

)(∫ 1

ρ2th

fρ2(x)

(1− ρ2
th)x

dx

)

=γH (1 + γT )A+

γT
βHII

+ γT
βTII
− (M − 1)γ2A

(1− ρ2
th)

M−1

∫ 1

ρ2th

(1− x)M−2

x
dx.

(2.29)

With some straightforward calculations and by using the definition of the

Hypergeometric function, (2.28) can be obtained. �
Theorem 2.2 provides an exact expression for the average required transmit

power with respect to the BS antenna number M , alignment threshold ρth,

large-scale channel coefficients βHII , βTII , and SINR constraints γH , γT . And

A defined in (2.27) is the mean value of 1/βHII‖hHII‖2, i.e.,

A =

∫ ∞

0

fαH(x)

x
dx.

Similarly to the analysis for the alignment-based NOMA with Criterion-I, for

more insightful observations, we analyze the asymptotic behavior of the aver-

age power consumption and the results are given in the following corollaries.

Corollary 2.5 For any γH > 0, γT > 0, E[PR
n,II ] is unbounded when ρth = 0,

in other words, limρth→0 E[PR
n,II ] = ∞. When ρth > 0, E[PR

n,II ] is bounded, in

other words, E[PR
n,II ] <∞.

Proof: By considering the integral form of E
[
PR
n,II

]
given by (2.29), we

have

E
[
PR
n,II

]
≥
[
γT
βHII

+
γT
βTII
− (M − 1)γ2A

]
1

(1− ρ2
th)

M−1

∫ 1

ρ2th

(1− x)M−2

x
dx.

When ρth → 0, we have shown in (2.20) that

lim
ρth→0

∫ 1

ρ2th

(1− x)M−2

x
dx =∞.
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Therefore,

lim
ρth→0

E
[
PR
n,II

]
=∞.

For any ρth > 0, since PR
n,II is bounded, its mean value must be bounded,

which concludes the proof.

�
For the original NOMA scheme with no alignment threshold, i.e., ρth = 0,

Corollary 2.5 shows that the average transmit power is unbounded, indicating

that NOMA is power inefficient when the user channel vectors are close to

orthogonal.

Corollary 2.6 The average required transmit power for the alignment-based

NOMA with Criterion-II has the following asymptotic behavior.

• For fixed M , when ρth → 0,

E
[
PR
n,II

]
≈γH (1 + γT )A+

[
γT
βHII

+
γT
βTII
− (M − 1)γTA

]

× −ψ(M − 1)− C − ln ρ2
th

(1− ρ2
th)

M−1
.

(2.30)

• For fixed ρth > 0, when M →∞

E
[
PR
n,II

]
≤
[
min

(
β−1
HII

, β−1
TII

)
γH(1 + γT ) + (β−1

HII
+ β−1

TII
)
γT
ρ2
th

]
1

M − 1

+O
(

1

M2

)
.

(2.31)

• When M →∞ and ρ2
th = τ/M for a fixed τ ,

max
(
β−1
HII

, β−1
TII

)
γT e

τE1(τ) +O
(

1

M

)
≤ E

[
PR
n,II

]

≤ (β−1
HII

+ β−1
TII

)γT e
τE1(τ) +O

(
1

M

)
. (2.32)

Proof: We have proved in (2.22) that

∫ 1

ρ2th

(1− x)M−2

x
dx = −ψ(M − 1)− C − ln ρ2

th +O(ρ2
th). (2.33)
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When M is fixed and ρth → 0, by substituting (2.33) into (2.29) and ignoring

the higher order term of ρ2
th, (2.30) can be obtained.

Since A is the mean value of 1/βHII‖hHII‖2, we have:

A ≤ min

(
E
[

1

β1‖h1‖2

]
,E
[

1

β2‖h2‖2

])
=

min
(
β−1
HII

, β−1
TII

)

M − 1
,

thus the first term of (2.29) can be upper bounded as:

γH (1 + γT )A ≤ min
(
β−1
HII

, β−1
TII

) γH (1 + γT )

M − 1
. (2.34)

For the second term of (2.29) we have:

max
(
β−1
HII

, β−1
TII

)
γT ≤

γT
βHII

+
γT
βTII
− (M − 1)γTA ≤ (β−1

HII
+ β−1

TII
)γT , (2.35)

and

1

(1− ρ2
th)

M−1

∫ 1

ρ2th

(1− x)M−2

x
dx

y= 1−x
1−ρ2

th=======

∫ 1

0

yM−2

1− (1− ρ2
th) y

dy

=

∫ 1

0

yM−2

∞∑

n=0

[(
1− ρ2

th

)
y
]n

dy (2.36)

=
∞∑

n=0

(1− ρ2
th)

n

M − 1 + n
<

1

M − 1

∞∑

n=0

(
1− ρ2

th

)n
=

1

(M − 1)ρ2
th

.

Then, (2.31) can be obtained by combining (2.34), (2.35) and (2.36).

When M →∞ and ρ2
th = τ/M for a fixed τ , for the first term of (2.29) we

have:

lim
M→∞

γH (1 + γT )A ≤ min
(
β−1
HII

, β−1
TII

)
lim
M→∞

γH (1 + γT )

M − 1
= 0. (2.37)

For the second term we have:

lim
M→∞

1
(
1− λ

M

)M−1

∫ 1

λ
M

(1− x)M−2

x
dx = eλE1(λ). (2.38)

And (2.32) can be obtained by combining (2.35), (2.37) and (2.38).

�
Corollary 2.6 provides the asymptotic behaviors of the average required

transmit power of the alignment-based NOMA scheme with Cirterion-II. The
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results in (2.30) shows that for small alignment threshold, the required trans-

mit power of the NOMA scheme increases as − ln ρth. Further, from (2.31),

it can be concluded that when the BS antenna number is large, with fixed

alignment threshold, the required transmit power decreases at least linearly

with the antenna number. On the other hand, when the square of the align-

ment threshold is designed to decrease linearly with the BS antenna number,

the transmit power of NOMA is bounded from both sides by constants. This

constant is independent of γH , but only depends on γT and the large-scale

fading coefficients. As larger ρth leads to less NOMA transmissions thus more

outage, the result in (2.32) also provides intelligence in the threshold design

to tradeoff outage and transmit power for NOMA.

2.5 Simulation results

In this section, simulation results are demonstrated to show the performance

of the alignment-based NOMA scheme and to verify our analytical results.

2.5.1 The alignment-based NOMA with Criterion-I

We simulate the NOMA application scenario where one cell-interior user and

one cell-edge user are served [4] since Criterion-I determines the decoding order

by the large-scale fading coefficients only. By setting β1 = 0 dB and β2 = −10

dB, the large-scale fading for User 1 is normalized and the large-scale fading

of User 2 has 10 dB degradation. Therefore, User 1 is chosen as the head user

while the User 2 is chosen as the tail user. Further, γH = 10 dB and γT = 0

dB are chosen considering the channel conditions of the users.

In Fig. 2.3, the average required transmit power of the alignment-based

NOMA scheme to guarantee the SINR requirements for the two users is shown

as a function of ρth. It can be seen that the average transmit power decreases

with ρth. Further, the figure also shows that P̃lo in (2.10) is an accurate

approximation for all parameter values, while the result in (2.21) is tight for

small ρth, e.g., when ρth < 0.1. We can also see that the average transmit

power increases linearly in log(1/ρth) as ρth approaches 0.
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Figure 2.3: Average required transmit power versus ρth where M = 8 and 16.
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Figure 2.5: Average required transmit power and outage probability versus M
where ρ2

th = 1/M τ .

Fig. 2.4 depicts the average transmit power versus M . The accuracy of the

approximations in (2.10) and (2.21) is verified again. The average required

transmit power decreases as the number of antennas M increases.

Fig. 2.5 shows the average required transmit power and outage probability

versus M where ρ2
th = 1/M τ . When τ = 1, the average required transmit

power decreases with M and converges to a positive constant; when τ = 0.5 <

1, it decreases with M and approaches to 0; when τ = 2 > 1, it increases

unbounded with M , which validate the results in Corollary 2.4. And the

behavior of the outage probability also matches the results in Corollary 2.4 in

all three settings of τ .

2.5.2 The alignment-based NOMA with Criterion-II

Criterion-II considers both large scale fading and small scale fading. When

there is a large difference on the large scale fading coefficients of the two users,

for example, 10dB difference, the performance is expected to be similar to

that with Criterion-I, since the decoding order is dominated by the large scale
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fading coefficients. Thus in this section we set β1 = β2 = 0dB, which is the

normalized value, to have more dynamic decoding order based on the overall

equivalent channel gain. Therefore, the decoding order is dynamic, and the

user with larger equivalent channel gain will be chosen as the head user while

another user will be chosen as the tail user. The values of γH and γT are the

same as before consider the difference on equivalent channel gain.

In Fig. 2.6, the required average required transmit power to guarantee

the SINR levels for both users is shown as a function of ρth where M = 8

and 16. We compare the average power obtained by computer simulation,

the exact analytical result given in (2.28), and the small-ρth approximation

obtained from (2.30) by ignoring higher order terms. We can find that the

approximation is accurate with small ρth (e.g., less than 0.1 for M = 16),

while (2.28) has perfect match for all values of ρth. Another observation is

that the average transmit power increases with − ln ρth for when ρth → 0,

which validates the asymptotic behavior claimed in Corollary 2.6.

Fig. 2.7 shows the average required transmit power versus M with different

threshold designs. Again, the correctness of Theorem 2.2 and the accuracy of

the small-ρth approximation are demonstrated. Further, it can also be seen

that when ρth has a fixed value, the average transmit power decreases with

M ; and for the large M range, the decreases is linear in 1/M . For the case

of ρ2
th = 0.01/M , the transmit power approaches a constant as M increases.

These conform with our asymptotic results in Corollary 2.6.

2.6 Conclusion

A modified NOMA scheme based on the alignment of channel directions is

proposed in this chapter for systems with a multiple-antenna BS and two

single-antenna users. For this modified scheme with two criteria on decid-

ing the decoding order, We derived the average required transmit power with

SINR guarantee for both users and proved that a positive threshold is required

for finite average transmit power. The results also show the behaviour of the

average required transmit power with respect to the threshold and the BS
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antenna number. Moreover, to balance the outage probability and average re-

quired transmit power in systems with massive BS antenna array, we proposed

to design the threshold as a decreasing function of the number of BS anten-

nas. The scaling laws of the outage probability and average required transmit

power as well as their tradeoff law are obtained for different threshold designs.
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Chapter 3

Power analysis of multi-user
beamforming and hybrid design

In this chapter we firstly explore the power consumption of the multi-user

beamforming scheme. By noticing that NOMA and multi-user beamforming

have different preferred application scenarios, we propose an alignment-based

hybrid scheme where NOMA transmission is conducted when ρ is larger than

a threshold and multi-user beamforming is used when ρ is smaller than the

threshold. This can utilize the advantages and avoid the disadvantages of the

two schemes. Then, the power consumption of the hybrid scheme is studied

with three alignment threshold selections.

The remainder of this chapter is organized as follow. We derive the instan-

taneous required transmit power for the multi-user beamforming scheme with

SINR guarantee for both users in Section 3.1. Then, similar to the modified

NOMA scheme, an alignment-based multi-user beamforming scheme is pro-

posed to save power and the average required transmit power of this scheme is

analyzed in Section 3.2. In Section 3.3, by combining the two alignment-based

schemes, a hybrid scheme of NOMA and multi-user beamforming is obtained

and several alignment threshold designs are proposed to reduce the average

power consumption. Section 3.4 shows the simulation results on the power

consumption of the alignment-based multi-user beamforming and the hybrid

scheme while Section 3.5 is a summary of this chapter.
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3.1 Instantaneous required transmit power for

multi-user beamforming scheme with SINR

guarantee for both users

We consider a network with one M -antenna BS serving two single-antenna

users, and the channel model is described by (1.3) and (1.4). In the multi-user

beamforming scheme, the BS serve the users with common time-frequency

resource block but different beamformers while the users decode their own

signals by treating the signals for the other user as noise.

We denote b1,m and b2,m as the beamformers for User 1 and User 2 and the

subscript m refers to the multi-user beamforming scheme. Then the transmit

vector from the BS, xm is given by:

xm =
√
P1,mb1,ms1 +

√
P2,mb2,ms2,

where P1,m, P2,m are the power allocated to s1, s2 and the total transmit power

is given by Pm = P1,m + P2,m. The received signal at the users can be written

as:

y1,m =
√
P1,mg

H
1 b1,ms1 +

√
P2,mg

H
1 b2,ms2 + n1,

y2,m =
√
P1,mg

H
2 b1,ms1 +

√
P2,mg

H
2 b2,ms2 + n2.

Since the two users decode their own signals by treating interference as

noise, the SINRs for User k to decode sk are given by:

SINR1,m =
P1,m

∣∣gH1 b1,m

∣∣2

1 + P2,m |gH1 b2,m|2
, (3.1)

and

SINR2,m =
P2,m

∣∣gH2 b2,m

∣∣2

1 + P1,m |gH2 b1,m|2
. (3.2)

By considering the MF beamforming with beamformers given by

bk,m =
hk
‖hk‖

, k = 1, 2, (3.3)

we can reduce (3.1) and (3.2) to

SINR1,m =
P1,mβ1‖h1‖2

1 + P2,mβ1‖h1‖2ρ2
, (3.4)
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and

SINR2,m =
P2,mβ2‖h2‖2

1 + P1,mβ2‖h2‖2ρ2
. (3.5)

To guarantee the SINR requirements denoted as γ1 and γ2, we need

SINR1,m ≥ γ1, (3.6)

and SINR2,m ≥ γ2. (3.7)

By combining (3.4) and (3.6), we can get a lower bound of P1,m

P1,m ≥
γ1

1 + γ1ρ2

(
1

β1‖h1‖2
+ Pmρ

2

)
. (3.8)

And the lower bound of P2,m can be obtained by combining (3.5) and (3.7),

which is given by:

P2,m ≥
γ2

β2‖h2‖2
+

γ1γ2ρ
2

1 + γ1ρ2

(
1

β1‖h1‖2
+ Pmρ

2

)
. (3.9)

Then, by taking the summation of (3.8) and (3.9), with some calculations,

we can obtain the instantaneous required transmit power for multi-user beam-

forming scheme to guarantee the SINR levels for both user as follow

Pm ≥ PR
m ,

γ1 + γ1γ2ρ
2

1− γ1γ2ρ4

1

β1‖h1‖2
+
γ2 + γ1γ2ρ

2

1− γ1γ2ρ4

1

β2‖h2‖2
, (3.10)

for the case of

ρ4 <
1

γ1γ2

. (3.11)

When the condition in (3.11) does not hold, any SINR requirement cannot be

guaranteed.

It is not surprising that a large value of ρ is detrimental to multi-user

beamforming scheme since the users cause high interference with each other.

A large value of ρ means that their channels are close-to-parallel, i.e., the

alignment of channel directions is high. This is also reflected by (3.4) and

(3.5) where P2,m is in the interference component of SINR1,m while P1,m is in

the interference component of SINR2,m and the interference part increase with

ρ. Therefore, to increase either P1,m or P2,m is detrimental to another user

as it increases the interference. Therefore, It is impossible to guarantee the

SINR levels for all the users even with infinite power if (3.11) is not satisfied.
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As a result, we can find that the instantaneous required transmit power PR
m

increases with ρ and approaches to infinity when ρ2 approaches to 1/
√
γ1γ2.

Therefore, The condition on ρ given by (3.11) is necessary while using the

multi-user beamforming scheme and the users will be in outage when (3.11) is

not satisfied.

3.2 Average transmit power for the alignment-

based multi-user beamforming scheme with

SINR guarantee for both users

As discussed in the last section, multi-user beamforming scheme cannot guar-

antee the user SINRs when ρ is large. Therefore, similar to the alignment-

based NOMA scheme, we propose an alignment-based multi-user beamform-

ing scheme where the downlink data transmissions are conducted only when

the alignment of channel directions is smaller than a threshold ρth (ρth <

(γ1γ2)−1/4), otherwise the BS keeps silent to save power. And the following

theorem is proved for the mean value of PR
m with this scheme.

Theorem 3.1 The average required transmit power for the alignment-based

multi-user beamforming scheme to guarantee the SINR levels for both users,

γ1 and γ2, is given by

E
[
PR
m

]
= c1I1 + c2I2, (3.12)

where

c1 ,
1

2

(√
γ1 + γ2

)(√γ1

β1

+

√
γ2

β2

)
,

c2 ,
1

2

(√
γ1 − γ2

)(√γ1

β1

−
√
γ2

β2

)
,

I1 , (γ1γ2)−
M−1

2

{
− (
√
γ1γ2 − 1)M−2 ln

(
1−√γ1γ2ρ

2
th

)

+
M−2∑

k=1

(
M − 2

k

)
(
√
γ1γ2 − 1)M−2−k 1

k

[
1−

(
1−√γ1γ2ρ

2
th

)k]
}
,

I2 , (γ1γ2)−
M−1

2

{
(
√
γ1γ2 + 1)M−2 ln

(
1 +
√
γ1γ2ρ

2
th

)

+
M−2∑

k=1

(
M − 2

k

)
(
√
γ1γ2 + 1)M−2−k (−1)k

k

[(
1 +
√
γ1γ2ρ

2
th

)k − 1
]}

.
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Proof: By using Lemma 2.1, 2.2 and 2.3 in (3.10), the average required

transmit power is given by

E
[
PR
m

]
=

∫ ρ2th

0

∫ ∞

0

∫ ∞

0

PR
mfρ2th(x)f‖h1‖2(y)f‖h2‖2(z)dydzdx

=
γ1

β1

∫ ρ2th

0

1 + γ2x

1− γ1γ2x2
(1− x)M−2dx+

γ2

β2

∫ ρ2th

0

1 + γ1x

1− γ1γ2x2
(1− x)M−2dx

=c1

∫ ρ2th

0

(1− x)M−2

1−√γ1γ2x
dx

︸ ︷︷ ︸
I1

+c2

∫ ρ2th

0

(1− x)M−2

1 +
√
γ1γ2x

dx

︸ ︷︷ ︸
I2

.

For I1 we have

I1 =

∫ ρ2th

0

(1− x)M−2

1−√γ1γ2x
dx

(c)
= (γ1γ2)−

M−1
2

∫ 1

1−√γ1γ2ρ2th
y−1 (

√
γ1γ2 − 1 + y)M−2 dy

= (γ1γ2)−
M−1

2

{
− (
√
γ1γ2 − 1)M−2 ln

(
1−√γ1γ2ρ

2
th

)

+
M−2∑

k=1

(
M − 2

k

)
(
√
γ1γ2 − 1)M−2−k 1

k

[
1−

(
1−√γ1γ2ρ

2
th

)k]
}
,

(3.13)

where (c) is obtained by the change of variable y = 1−√γ1γ2x. Similarly, for

I2 we have

I2 =

∫ ρ2th

0

(1− x)M−2

1 +
√
γ1γ2x

dx

(d)
= (γ1γ2)−

M−1
2

∫ 1+
√
γ1γ2ρ2th

1

y−1


√γ1γ2 + 1︸ ︷︷ ︸

b

−y



M−2

dy

= (γ1γ2)−
M−1

2

{
(
√
γ1γ2 + 1)M−2 ln

(
1 +
√
γ1γ2ρ

2
th

)

+
M−2∑

k=1

(
M − 2

k

)
(
√
γ1γ2 + 1)M−2−k (−1)k

k

[(
1 +
√
γ1γ2ρ

2
th

)k − 1
]}

,

(3.14)

where (d) is obtained by the change of variable y = 1+
√
γ1γ2x. And Theorem

3.1 is proved. �
Theorem 3.1 provides an exact closed-form expression of the average re-

quired transmit power for the alignment-based multi-user beamforming scheme.

For more insights, we provide the following corollaries.
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Corollary 3.1 The average required transmit power E
[
PR
m

]
is bounded by

c1I1,L + c2I2,L ≤ E
[
PR
m

]
≤ c1I1,U + c2I2,U when

β2√
γ2

≥ β1√
γ1

(3.15)

and

c1I1,L + c2I2,U ≤ E
[
PR
m

]
≤ c1I1,U + c2I2,L when

β2√
γ2

<
β1√
γ1

, (3.16)

where

I1,U ,
1√
γ1γ2

e
− M−2√

γ1γ2

[
E1

(
−M − 2√

γ1γ2

+ (M − 2)ρ2
th

)
− E1

(
−M − 2√

γ1γ2

)]
,

I1,L ,
1√
γ1γ2

e
−a M−2√

γ1γ2

[
E1

(
−aM − 2√

γ1γ2

+ a(M − 2)ρ2
th

)
− E1

(
−aM − 2√

γ1γ2

)]
,

I2,U ,
1√
γ1γ2

e
M−2√
γ1γ2

[
E1

(
M − 2√
γ1γ2

)
− E1

(
M − 2√
γ1γ2

+ (M − 2)ρ2
th

)]
,

I2,L ,
1√
γ1γ2

e
a M−2√

γ1γ2

[
E1

(
a
M − 2√
γ1γ2

)
− E1

(
a
M − 2√
γ1γ2

+ a(M − 2)ρ2
th

)]
,

a = − ln (1− ρ2
th)

ρ2
th

.

Proof: First, we introduce the following inequality

e−a(M−2)x ≤ (1− x)M−2 ≤ e−(M−2)x, when 0 ≤ x ≤ ρ2
th.

Then, an upper bound of I1 can be obtained by

I1 ≤ I1,U =

∫ ρ2th

0

e−(M−2)x

1−√γ1γ2x
dx

=
1√
γ1γ2

e
− M−2√

γ1γ2

[
E1

(
−M − 2√

γ1γ2

+ (M − 2)ρ2
th

)
− E1

(
−M − 2√

γ1γ2

)]
,

and a lower bound of I1 can be obtained by

I1 ≥ I1,L =

∫ ρ2th

0

e−a(M−2)x

1−√γ1γ2x
dx

=
1√
γ1γ2

e
−a M−2√

γ1γ2

[
E1

(
−aM − 2√

γ1γ2

+ a(M − 2)ρ2
th

)
− E1

(
−aM − 2√

γ1γ2

)]
.
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Similarly, for I2 we have

I2 ≤ I2,U =

∫ ρ2th

0

e−(M−2)x

1 +
√
γ1γ2x

dx

=
1√
γ1γ2

e
M−2√
γ1γ2

[
E1

(
M − 2√
γ1γ2

)
− E1

(
M − 2√
γ1γ2

+ (M − 2)ρ2
th

)]
,

and

I2 ≥ I2,L =

∫ ρ2th

0

e−a(M−2)x

1 +
√
γ1γ2x

dx

=
1√
γ1γ2

e
a M−2√

γ1γ2

[
E1

(
a
M − 2√
γ1γ2

)
− E1

(
a
M − 2√
γ1γ2

+ a(M − 2)ρ2
th

)]
.

Since c1 > 0 and {
c2 ≥ 0 when β2√

γ2
≥ β1√

γ1

c2 < 0 when β2√
γ2
< β1√

γ1
,

the upper bound and lower bound of E
[
PR
m

]
is proved. �

Corollary 3.2 When ρth is fixed and M is large, the average required transmit

power for the alignment-based multi-user beamforming scheme to guarantee the

SINR levels for both users decreases in 1/M .

Proof: By considering the integral form of I1 in the first step of (3.13),

an upper bound of I1 is given as follows.

I1 =

∫ ρ2th

0

(1− x)M−2

1−√γ1γ2x
dx ≤

∫ ρ2th

0

(1− x)M−2

1−√γ1γ2ρ2
th

dx

︸ ︷︷ ︸
I1,U1

=− 1

1−√γ1γ2ρ2
th

∫ ρ2th

0

(1− x)M−2 d(1− x)

=− 1

1−√γ1γ2ρ2
th

[
1

M − 1
(1− x)M−1

∣∣∣∣
ρ2th

0

]

=
1

(M − 1)
(
1−√γ1γ2ρ2

th

)
[
1−

(
1− ρ2

th

)M−1
]
.
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For a lower bound of I1, we have

I1 =

∫ ρ2th

0

(1− x)M−2

1−√γ1γ2x
dx ≥

∫ ρ2th

0

(1− x)M−2 dx

︸ ︷︷ ︸
I1,L1

=−
∫ ρ2th

0

(1− x)M−2 d(1− x)

= − 1

M − 1
(1− x)M−1

∣∣∣∣
ρ2th

0

=
1

(M − 1)

[
1−

(
1− ρ2

th

)M−1
]
.

Similarly, for I2 we have

I2 =

∫ ρ2th

0

(1− x)M−2

1 +
√
γ1γ2x

dx ≤
∫ ρ2th

0

(1− x)M−2 dx

︸ ︷︷ ︸
I2,U1

=
1

(M − 1)

[
1−

(
1− ρ2

th

)M−1
]

and

I2 =

∫ ρ2th

0

(1− x)M−2

1 +
√
γ1γ2x

dx ≥
∫ ρ2th

0

(1− x)M−2

1 +
√
γ1γ2x

dx

︸ ︷︷ ︸
I2,L1

=
1

(M − 1)
(
1 +
√
γ1γ2ρ2

th

)
[
1−

(
1− ρ2

th

)M−1
]
.

When c2 ≥ 0, recall the following upper and lower bounds of E
[
PR
m

]
:

c1I1,L1 + c2I2,L1︸ ︷︷ ︸
P̄L1

≤ E
[
PR
m

]
≤ c1I1,U1 + c2I2,U1︸ ︷︷ ︸

P̄U1

. (3.17)

Thus,

P̄L1 =c1I1,L1 + c2I2,L1

=c1
1

(M − 1)

[
1−

(
1− ρ2

th

)M−1
]

+ c2
1

(M − 1)
(
1 +
√
γ1γ2ρ2

th

)
[
1−

(
1− ρ2

th

)M−1
]

=
1− (1− ρ2

th)
M−1

M − 1

(
c1 +

c2

1 +
√
γ1γ2ρ2

th

)
= O

(
1

M

)

(3.18)
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and

P̄U1 =c1I1,U1 + c2I2,U1

=c1
1

(M − 1)
(
1−√γ1γ2ρ2

th

)
[
1−

(
1− ρ2

th

)M−1
]

+ c2
1

(M − 1)

[
1−

(
1− ρ2

th

)M−1
]

=
1− (1− ρ2

th)
M−1

M − 1

(
c1

1−√γ1γ2ρ2
th

+ c2

)
= O

(
1

M

)
.

(3.19)

When c2 < 0, we have

c1I1,L1 + c2I2,U1︸ ︷︷ ︸
P̄L2

≤ E
[
PR
m

]
≤ c1I1,U1 + c2I2,L1︸ ︷︷ ︸

P̄U2

. (3.20)

Thus,

P̄L2 =c1I1,L1 + c2I2,U1

=c1
1

(M − 1)

[
1−

(
1− ρ2

th

)M−1
]

+ c2
1

(M − 1)
(
1 +
√
γ1γ2ρ2

th

)
[
1−

(
1− ρ2

th

)M−1
]

=
1− (1− ρ2

th)
M−1

M − 1

(
c1 +

c2

1 +
√
γ1γ2ρ2

th

)
= O

(
1

M

)

(3.21)

and

P̄U2 =c1I1,U1 + c2I2,L1

=c1
1

(M − 1)
(
1−√γ1γ2ρ2

th

)
[
1−

(
1− ρ2

th

)M−1
]

+ c2
1

(M − 1)

[
1−

(
1− ρ2

th

)M−1
]

=
1− (1− ρ2

th)
M−1

M − 1

(
c1

1−√γ1γ2ρ2
th

+ c2

)
= O

(
1

M

)
.

(3.22)

�

3.3 Hybrid scheme of NOMA and multi-user

beamforming

According to the discussion in Section 3.1, the multi-user beamforming scheme

works well with small ρ and cannot guarantee any SINR requirement when ρ is
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large. On the other hand, the previous discussion in Chapter 2 tells us that the

NOMA scheme works well with large ρ and needs very large power to guaran-

tee SINR requirement when ρ is small. The two schemes are complementary.

Therefore, an alignment-based hybrid scheme of NOMA and multi-user beam-

forming can be used to cover all scenarios with improved performance. In the

alignment-based hybrid scheme, when ρ is smaller than the threshold, multi-

user beamforming is used while NOMA transmission is conducted when ρ is

larger than the threshold.

A hybrid scheme of NOMA and multi-user beamforming based on the

threshold of ρ was proposed in [38] and its superiority compared to the multi-

user beamforming scheme in terms of spectral efficiency was shown by com-

puter simulations. In this section, we propose several threshold selections and

give theoretical analysis on the average required transmit power of the hybrid

scheme.

Algorithm 1: The optimal hybrid scheme.

1 For each channel realization, calculate the alignment of channel
directions ρ, instantaneous required transmit power for NOMA
scheme PR

n and instantaneous required transmit power for multi-user
beamforming scheme PR

m ;
2 if ρ2 ≥ 1√

γHγT
then

3 Conduct NOMA transmission;
4 else
5 if PR

m > PR
n then

6 Conduct NOMA transmission;
7 else
8 Conduct multi-user beamforming transmission;
9 end

10 end

To begin with, we propose the optimal hybrid scheme to minimize the re-

quired transmit power in Algorithm 1. The scheme is based on our analytical

result in (2.26) and (3.10) on the instantaneous transmit power. In this optimal

hybrid scheme, the BS conducts NOMA transmission when ρ2 ≥ 1/
√
γHγT as

multi-user beamforming cannot guarantee the SINR levels under this circum-

stance; and when ρ2 < 1/
√
γHγT , the scheme with a lower required transmit
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power is chosen to reduce the power consumption.

The optimal hybrid scheme compares PR
m and PR

n , which is not exactly a

threshold based scheme. It serves as a benchmark. The hybrid scheme based

on the alignment threshold is given by Algorithm 2. For this alignment-based

hybrid scheme, based on the previous results on the alignment-based schemes,

the average required transmit power for the hybrid scheme to guarantee the

SINR levels for both user is given by

P̄R
H = E

[
PR
m

]
+
(
1− ρ2

th

)M−1 E
[
PR
n,I

]
≈ E

[
PR
m

]
+
(
1− ρ2

th

)M−1
P̃lo (3.23)

with Criterion-I and

P̄R
H = E

[
PR
m

]
+
(
1− ρ2

th

)M−1 E
[
PR
n,II

]
(3.24)

with Criterion-II.

Algorithm 2: The alignment-based hybrid scheme.

1 For each channel realization, calculate the channel correlation
coefficient ρ;

2 if ρ > ρth then
3 Conduct NOMA transmission;
4 else
5 Conduct multi-user beamforming transmission;
6 end

Recall the instantaneous required transmit power for NOMA scheme with

Criterion-II:

PR
n,II =

γH(1 + γT )

βHII‖hHII‖2
+

γT
βTII‖hTII‖2ρ2

. (3.25)

As the instantaneous required transmit power is dominated by the second

term, by ignoring the first term we can obtain:

P̃R
n,II =

γT
βTII‖hTII‖2ρ2

. (3.26)

For the multi-user beamforming scheme, since the notation of user indices
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do not affect the value of PR
m , (3.10) can be rewritten as

PR
m =

γH + γHγTρ
2

1− γHγTρ4

1

βHII‖hHII‖2
+
γT + γHγTρ

2

1− γHγTρ4

1

βTII‖hTII‖2

=
γH
2

1

βHII‖hHII‖2




1−
√

γT
γH

1 +
√
γHγTρ2

+
1 +

√
γT
γH

1−
√
γHγTρ2


+

γT
2

1

βTII‖hTII‖2




1−
√

γH
γT

1 +
√
γHγTρ2

+
1 +

√
γH
γT

1−
√
γHγTρ2


 .

(3.27)

By ignoring the smaller terms in both the square brackets in (3.27), we can

obtain:

P̃R
m =

1

2
(

1−
√
γHγTρ2

)



γH

(
1 +

√
γT
γH

)

βHII‖hHII‖2
+
γT

(
1 +

√
γH
γT

)

βTII‖hTII‖2


 . (3.28)

Then, by comparing P̃N
R and P̃M

R we can obtain:

P̃N
R ≶ P̃M

R ⇐⇒

γT
βTII‖hTII‖2ρ2

≶ 1

2
(

1−
√
γHγTρ2

)



γH

(
1 +

√
γT
γH

)

βHII‖hHII‖2
+
γT

(
1 +

√
γH
γT

)

βTII‖hTII‖2




⇐⇒ ρ2 ≷ ρ2
th,1 ,

1
√
γHγT +

√
γH+

√
γT

2

(
1√
γT

+
√
γH
γT

βTII ‖hTII ‖2
βHII ‖hHII ‖2

) .

This leads to our first threshold design.

The value of ρ2
th,1 depends on ‖hHII‖2 and ‖hTII‖2, thus the BS needs

to calculate ρ2
th,1 for every coherent interval, which is similar to the optimal

hybrid scheme though less computations. Therefore, we propose the following

fixed threshold design. By replacing
βTII ‖hTII ‖2
βHII ‖hHII ‖2

with E
[
βTII ‖hTII ‖2
βHII ‖hHII ‖2

]
, we can

obtain

ρ2
th,2 ,

1
√
γHγT + 1

2

(
1 +

√
γH
γT

)(
1 +

√
γH
γT
E
[
βTII ‖hTII ‖2
βHII ‖hHII ‖2

]) . (3.29)

Finally, simply consider the condition in (3.11) we can obtain a benchmark

threshold design.

ρ2
th,3 ,

1√
γHγT

. (3.30)
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Figure 3.1: Average required transmit power for the alignment-based multi-
user beamforming scheme versus M .

3.4 Simulation results

In this section, computer simulations are implemented to validate the analyti-

cal result on the power consumption of multi-user beamforming, as well as the

performance of the hybrid schemes on power saving.

3.4.1 Power consumption of the alignment-based multi-
user beamforming scheme

Fig. 3.1 shows the average required transmit power for the alignment-based

multi-user beamforming scheme and its bounds versus M where ρth = 0.3, γ1 =

10dB, γ2 = 0dB, β1 = 0dB and β2 = −10dB. The analytical result is obtained

by (3.12) while the lower and upper bounds are obtained by (3.16). We can

see that the analytical result matches perfectly with the simulation result and

the bounds are very close to the simulation result, which demonstrate the

correctness of Theorem 3.1 and Corollary 3.1. Another observation is that the

average required transmit power decreases with 1/M when M is large, which

validates the asymptotic behavior of the average required transmit power given
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Figure 3.2: Average required transmit power for the alignment-based multi-
user beamforming scheme versus ρ2

th.

by Corollary 3.2.

In Fig. 3.2, the average required transmit power for the alignment-based

multi-user beamforming scheme and its bounds are shown as functions of ρ2
th

where M = 8, γ1 = 10dB, γ2 = 0dB, β1 = 0dB and β2 = −10dB. The

correctness of Theorem 3.1 is demonstrated again. And we can find that the

bounds are tight even when ρ2
th is close to 1/

√
γ1γ2.

3.4.2 Power consumption of the hybrid scheme

Fig. 3.3 shows the average required transmit power for the alignment-based

hybrid scheme versus ρ2
th where M = 8, γ1 = 10dB, γ2 = 2dB, β1 = 0dB and

β2 = −10dB. We also plot the values of ρ2
th,2 and ρ2

th,3 by the vertical dashed

lines. It can be seen that the average required transmit power decreases firstly

and then increases with ρ2
th, indicating that the hybrid scheme can save power.

For our threshold designs, we can find that ρth,2 is near optimal on power

saving.
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Fig. 3.4 shows the average required transmit power versus M for the opti-

mal hybrid scheme and alignment-based hybrid scheme with different threshold

designs. We can find that the optimal hybrid scheme provide the least aver-

age required transmit power and the alignment-based hybrid scheme with ρ2
th,1

performs nearly the same as the optimal hybrid scheme. Another observation

is the average required transmit power for the alignment-based hybrid scheme

with ρ2
th,3 is the biggest when M is small and decrease rapidly with M . When

M is large enough, the alignment-based hybrid scheme with ρ2
th,3 consumes

less power than the alignment-based hybrid scheme with ρ2
th,2 and performs

closely to the optimal hybrid scheme.

3.5 Conclusion

In this chapter the power consumption of multi-user beamforming and the

hybrid of NOMA and multi-user beamforming is investigated. By deriving the

instantaneous required transmit power for multi-user beamforming scheme to

guarantee the SINR levels for both users, we find that multi-user beamforming

can play as a complement of the NOMA scheme since it works well with small

alignment of channel directions. Thus a hybrid of the two schemes is desirable

and we proposed a hybrid scheme with several alignment threshold designs.

Simulation results illustrate the theoretical result on multi-user beamforming

and the hybrid scheme.
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Chapter 4

User clustering design for
multi-user NOMA systems

The work on NOMA systems in Chapter 2 is based on the two-user scenario.

For the multi-user scenario, two directions can be considered. One direction is

to group users into multiple two-user clusters with NOMA inside each cluster,

i.e., the two users in the same cluster share the common time-frequency re-

source block and perform SIC to eliminate the intra-cluster interference, which

is called multi-cluster NOMA system1. The other is to consider all users in

one cluster and such a system is called single-cluster NOMA system.

In this chapter, we take the first direction to work on the user-pairing de-

sign aiming at power saving in multi-cluster multi-antenna NOMA systems.

The user-pairing problem is formulated to minimize the total required trans-

mit power under given SINR constraints for all users. Two algorithms, one

optimal and the other suboptimal, are proposed to solve the user-clustering

problem. The optimal algorithm clusters users by solving a maximum car-

dinality minimum weight matching problem over a graph constructed by the

system model. The sub-optimal algorithm has two stages where the first stage

chooses the head or strong user in each cluster according to its effective chan-

nel gain and the second stage pairs the remaining users by the Hungarian

algorithm. Significant power saving is achieved by the proposed user-cluster

solutions.

1In general, the multi-cluster NOMA system is not restricted to the two-user cluster case,
each cluster can have multiple users and the two-user cluster case is studied in this chapter.
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The remainder of this chapter is organized as follow. The user-clustering

problem is formulated and solved by two algorithms in Section 4.1. Section

4.2 contains the transmit power analysis of the solutions found by two al-

gorithms. Section 4.3 shows the numerical results including both the total

required transmit power and run-time of the algorithms.

4.1 The clustering problem and solutions for

multi-user multi-antenna NOMA

Consider the downlink transmission from an M -antenna BS to 2K single-

antenna users and the channel model is given by (1.3) and (1.4). In our

multi-cluster multi-antenna NOMA scheme, all users are firstly grouped into

K clusters with two users per cluster, one head user and one tail user, and

the intra-cluster interference can be avoided by SIC within each cluster. The

inter-cluster interference can be eliminated either by adopting appropriate

beamforming schemes such as the zero-forcing beamforming adopted in [38] or

allocating orthogonal time-frequency resource block to different clusters. In

this chapter, we consider the latter method. Therefore, orthogonal-resource

blocks are assigned to theK clusters and in each cluster the BS serves two users

with common time-frequency resource block as well as common beamformer.

Denote the required transmit power for the ith cluster as PC,i. Since

the inter-cluster interference is avoided by orthogonal resource allocation, by

adopting MF beamforming with respect to the head users and decoding order

determined by Criterion-II, we have:

PC,i ,
γH(1 + γT )

βHi‖hHi‖2
+

γT
βTi‖hTi‖2ρ2

i

, (4.1)

where Hi and Ti are the indices of the head and tail users in the ith cluster;

ρi defined by

ρi ,
∣∣hHHihTi

∣∣
‖hHi‖‖hTi‖

.

is the alignment of channel directions in the ith cluster.

Define
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P
(1)
C,i ,

γH(1 + γT )

βHi‖hHi‖2
, (4.2)

and

P
(2)
C,i ,

γT
βTi‖hTi‖2ρ2

i

. (4.3)

From (4.1), the total BS transmit power for the user SINR guarantee is thus:

Ptotal =
K∑

i=1

PC,i =
K∑

i=1

(
P

(1)
C,i + P

(2)
C,i

)
. (4.4)

Denote the set of user indices as U = {1, 2, · · · , 2K}. It can be seen that

the total BS transmit power depends on the user clustering, represented by

a permutation of U : (H1, H2, · · · , HK , T1, T2, · · · , TK). The user clustering

problem can thus be formulated as follows:

P1 : min
(H1,··· ,HK ,T1,··· ,TK)∈S2K

K∑

i=1

(
P

(1)
C,i + P

(2)
C,i

)
,

where S2K is the set of all permutations of U .

The user-cluster problem can be transformed into the matching problem

in graph theory. Given a undirected weighted graph G = (V,E,w) where

V is the set of vertices, E is the set of edges, w is the set of weights of the

edges. A matching is a subset of edges E ′ ⊆ E such that each node in V

has at most one incident edge in E ′. The goal of the maximum cardinality

minimum weight matching problem is to find a matching E ′ with the maximum

cardinality |E ′| and the minimum weight w (E ′). Therefore, we can solve

P1 by solving the maximum cardinality minimum weight matching problem

over graph Gc = (Vc, Ec, wc) where each vertex in Vc represents a user, any

two users are connected by an edge in Ec, and the weight on each edge is

calculated by (4.1). An optimal algorithm for this problem is provided in [48]

with complexity O (K3 logK). This algorithm is referred to as the optimal

algorithm.

The optimal algorithm is very complicated and performance analysis is

high challenging if not impossible. As will be shown in Section 4.3, the com-

putational complexity of the optimal algorithm is also high. In what follows,
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we propose a suboptimal algorithm for the user clustering. By noticing that

P
(1)
C,i defined in (4.2) only depend on the head users Hi’s, the total transmit

power in (4.4) can be rewritten as

Ptotal =
K∑

i=1

P
(1)
C,i +

K∑

i=1

P
(2)
C,i .

This inspires the following transformation to simplify the clustering problem:

P2 : min
(T1,··· ,TK)∈S2K

[(
min

(H1,··· ,HK)

K∑

i=1

P
(1)
C,i

)
+

K∑

i=1

P
(2)
C,i

]

s.t. (H1, · · · , HK , T1, · · · , TK) ∈ S2K .

It should be noted that the transformation results in sub-optimality of the

solution, which is leveraged for the complexity consideration.

The problem P2 naturally leads to a two-layer clustering design, where in

the first layer, head users are chosen to minimize
∑K

i=1 P
(1)
C,i (i.e., solving the

inner sub-problem) and in the second layer, tail users are chosen to minimize

the total transmit power. This two-layer algorithm is referred to as the sub-

optimal algorithm. For Layer 1, the optimal head users (H1, · · · , HK) can be

found by ordering βi‖hi‖2’s in the descending order and pick the first half

users as the cluster heads. That is, by ordering the users such as

βσ1‖hσ1‖2 ≥ βσ2‖hσ2‖2 ≥ · · · ≥ βσK‖hσ2K‖2,

we have Hi = σi for i = 1, · · · , K as the indices of head users and the remaining

later half are the tail users.

For Layer 2, the optimization problem is equivalent to

P3 : min
(T1,··· ,TK)

(
K∑

i=1

P
(2)
C,i

)

s.t. (T1, · · · , TK) is a permutation of (σK+1, · · · σ2K),

which is an assignment problem, i.e., assign the remaining users to the head

users to minimize the sum of the cost. Therefore, we can solve P3 by the

Hungarian algorithm [49]–[51] with complexity O (K3) and the Hungarian al-

gorithm is described in Algorithm 3. The cost matrix, which is also the input
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Algorithm 3: Hungarian algorithm for P3.

Input: Cost matrix Λ
Output: Assignment set Ω

1 m = 0;
2 Find and subtract the minimum elements from all elements in each

row;
3 Find and subtract the minimum elements from all elements in each

column;
4 while m = 0 do
5 Find the minimum number of columns and rows N to cover all the

0 elements of Λ;
6 if N = K then
7 m = 1;
8 else
9 Find the minimum uncovered element S;

10 Subtract S from each uncovered row and add S to each covered
column;

11 end

12 end
13 Choose K 0 elements from different columns and rows. The indices of

these chose elements are the assignment result.

of the assignment algorithms, is defined by:

Λ =



λ1,1 · · · λ1,K

...
. . .

...
λK,1 · · · λK,K


 ,

with the (i, j)th entry given by:

λi,j =
γT

βσK+j
‖hσK+j

‖2ρ2
Hi,σK+j

.

It is worthy reminding here that Hi = σi is the index of the head user of Cluster

i; σK+j is the index of the jth unassigned user; ρ2
Hi,σK+j

is the alignment of

channel directions of user Hi and σK+j; λi,j represents the cost of assigning

σK+j as the tail user of Cluster i.

4.2 Performance analysis

The following theorem is proved for the average required transmit power for

the NOMA scheme with our proposed sub-optimal user clustering algorithm.
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Naturally, it also works as a lower bound for the performance of the optimal

scheme.

Theorem 4.1 When M ≥ 2, and K ≥ 2, the average required transmit power

for the NOMA scheme with our proposed sub-optimal user clustering algorithm

to guarantee the SINR levels for all users is bounded.

Proof: In Layer 1 of the sub-optimal algorithm, we minimize

K∑

i=1

P
(1)
C,i =

K∑

i=1

γH(1 + γT )

βHi‖hHi‖2

by ordering the users’ large scale fading coefficients in descending order and

pick the first K users as the head users. Therefore, the mean value of
∑K

i=1 P
(1)
C,i

can be calculated by:

E

[
K∑

i=1

P
(1)
C,i

]
=γH (1 + γT )

K∑

i=1

E
[

1

βHi‖hHi‖2

]
<
γH (1 + γT )

M − 1

K∑

i=1

1

βHi
<∞.

In Layer 2 of the sub-optimal algorithm, we minimize

K∑

i=1

P
(2)
C,i =

K∑

i=1

γT
βTi‖hTi‖2ρ2

i

by the Hungarian algorithm. Since the solution of the Hungarian algorithm

does not have an explicit expression, it is difficult to analyze the performance

directly. Instead, we discuss the worst case which can be an upper bound on

the transmit power of the solution found by the Hungarian algorithm.

In the worst case, the tail users always collide with each other when choos-

ing their head users, i.e., all the tail users have the same 1st, 2nd, ..., K-th

choices of head users. Since the Hungarian algorithm can find the optimal

solution with the minimum cost based on the cost matrix Λ, any specific as-

signment based on the following cost matrix

∆ =




1
ρ2H1,σK+1

· · · 1
ρ2H1,σK+K

...
. . .

...
1

ρ2HK,σK+1

· · · 1
ρ2HK,σK+K


 (4.5)
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must has a larger cost than the Hungarian algorithm. In the following, we

analyze the performance of an assignment based on ∆.

Recall that in the worst case scenario, all tail users have the same worst

head user. Denote the worst head user as Hw, then the following equation

holds for all j = σK+1, σK+2 · · · , σ2K

ρ2
Hw,j = min

(
ρ2
H1,j

, ρ2
H2,j

, · · · , ρ2
HK ,j

)
.

One assignment is to match the best tail user (denote as user Tb) to Hw so

that

ρ2
Hw,Tb

= max
(
ρ2
Hw,σK+1

, ρ2
Hw,σK+2

, · · · , ρ2
Hw,σ2K

)
.

For the other tail users, since the worst head users has been assigned, the

average transmit power of any user pair should be smaller than E
[

1
ρ2Hw,Tb

]
.

Since ρ2
Hw,j

is the smallest value among K independent samples following

Beta(1,M − 1). The PDF of ρ2
Hw,j

is given by:

fρ2Hw,j
(x) =K [1− Fρ2(x)]K−1 fρ2(x)

=K(M − 1) (1− x)K(M−1)−1 ,
(4.6)

which is the same as the PDF of Beta(1, K(M−1)). Since ρ2
Hw,Tb

is the largest

value among K independent samples following Beta(1, K(M−1)) and its PDF

can be calculated by:

fρ2Hw,Tb
(x) =K

[
Fρ2Hw,j

(x)
]K−1

fρ2Hw,j
(x)

=K2(M − 1)
[
1− (1− x)K(M−1)

]K−1
(1− x)K(M−1)−1.

(4.7)

Then, an upper bound of the cost is given by:

E

[
K∑

i=1

γT
βTi‖hTi‖2ρ2

i

]
≤E

[
K∑

i=1

γT
βTi‖hTi‖2

]
· E
[

1

ρ2
m,n

]

=γTK
2(M − 1)B · E

[
K∑

i=1

1

βTi‖hTi‖2

] (4.8)
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and B can be calculated by

B =

∫ 1

0

[
1− (1− x)K(M−1)

]K−1

x
(1− x)K(M−1)−1 dx

(e)
=

∫ 1

0

[
1− yK(M−1)

]K−1

1− y yK(M−1)−1 dy

=

∫ 1

0



K(M−1)−1∑

i=0

yi


(1− yK(M−1)

)K−2
yK(M−1)−1 dy

≤



K(M−1)−1∑

i=0

1i



∫ 1

0

(
1− yK(M−1)

)K−2
yK(M−1)−1 dy

≤K(M − 1)

∫ 1

0

yK(M−1)−1 dy

= yK(M−1)−1
∣∣1
0

= 1,

(4.9)

where (e) is obtained by the change of variable y = 1− x.

Therefore, we have

E

[
K∑

i=1

P
(2)
C,i

]
= E

[
K∑

i=1

γT
βTi‖hTi‖2ρ2

i

]
<∞,

thus

E

[
K∑

i=1

P
(1)
C,i

]
+ E

[
K∑

i=1

P
(2)
C,i

]
<∞,

which concludes the proof. �

4.3 Simulation results

In this section, the simulation results are given to show the performance of the

user clustering algorithms. We set γH = 10dB and γT = 0dB considering the

difference of channel conditions. The large scale coefficients are randomly and

independently generated following the uniform distribution on (−15, 0), i.e.,

βk(dB) ∼ U (−15, 0). Four user clustering schemes are studied: the optimal

algorithm, the two-layer sub-optimal algorithm, the random clustering where

both cluster heads and cluster tails are selected randomly, and a semi-random

clustering where the head users are chosen following Layer 1 of the two-layer

sub-optimal algorithm while the tail users are assigned randomly.
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Fig. 4.1 shows the average required transmit power for these user clustering

schemes for a network with 8 users, i.e., K=4. It can be seen that the sub-

optimal algorithm performs closely to the optimal algorithm and has significant

power saving compared to the random clustering as well as the semi-random

clustering. Further, the average total transmit power of the sub-optimal and

optimal algorithms decreases with M , while this cannot be said for the random

and semi-random ones. The average total power of the random and semi-

random ones suffers huge fluctuations. This can be explained as follows. As

shown in Corollary 2.1 and Corollary 2.5, the average transmit power for a

multi-antenna NOMA system with no restriction on the channel correlation of

users in the same cluster is unbounded. The random and semi-random user

clustering schemes cannot address this issue, thus their average total power

can have big difference from one channel realization to another. On the other

hand, the sub-optimal and optimal algorithms avoids the pair of users with

near-orthogonal channel vectors.

Fig. 4.2 compares the run-time of the sub-optimal and the optimal algo-

rithm with respect to K. A significant difference between the rum-time of the

optimal and sub-optimal algorithms can be observed and the superiority of the

sub-optimal algorithm is demonstrated in terms of computation complexity.

The optimal algorithm is not efficient with large K since it may bring high

latency in communications.

4.4 Conclusion

This chapter investigated the power consumption and user-clustering of a

multi-cluster multi-antenna NOMA system. By transforming the clustering

problem into the matching problem in graph theory, we found the optimal

clustering scheme with minimum total transmit power by solving the max-

imum cardinality minimum weight matching problem. By decomposing the

transmit power formula into two parts, we developed a two-layer sub-optimal

user clustering algorithm to cluster users into multiple two-user clusters tar-

geting at minimizing the total transmit power. In the first layer, the cluster
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heads are chosen based on the strength of the channel gains; while in the sec-

ond layer, Hungarian algorithm is used to pair each cluster head with a tail

user to minimize the second term of the total transmit power. Theoretical

result shows that both the optimal and sub-optimal algorithms can guarantee

the SINR levels for all users with finite average transmit power. Numerical

result demonstrate the significant improvement of our proposed clustering al-

gorithms in multi-user multi-antenna NOMA systems.
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Chapter 5

Conclusion and future work

In this thesis we investigate the power consumption of power domain non-

orthogonal multiple access scheme with SINR guaranteed for all users in both

signal cluster and multiple cluster cases.

For signal cluster case, we proposed an alignment-based NOMA transmis-

sion scheme in order to save power and derive the average required transmit

power and its asymptotic behaviors with the scheme, which reveals the signif-

icance of the alignment of channel directions in NOMA system as we proved

that the original NOMA without alignment threshold cannot guarantee the

SINR levels for both users with finite average power. As a complement of

NOMA scheme, the multi-user beamforming scheme was investigated. We

derived the instantaneous and average required transmit power of multi-user

beamforming scheme and demonstrated that this scheme works well with small

alignment of channel directions, which motivates the hybrid scheme of NOMA

and multi-user beamforming.

For multi-cluster case, two clustering algorithms are developed in order

to save transmit power by transforming the clustering problem into matching

problems over general and bipartite graphs in graph theory. We proved analyt-

ically that both algorithms can guarantee the SINR levels with finite average

transmit power. Numerical results demonstrate the significant improvement of

our proposed clustering algorithms in power saving and show the superiority

of the sub-optimal algorithm in computational complexity.

In the following, we list several possible future research directions based on
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the works of this thesis:

• In Chapter 2, we proposed the alignment-based scheme for clusters with

two users and analyzed the average required transmit power. This work

can be extended to clusters with more than two users and the alignment

threshold can be set on all user pairs.

• The result of this thesis is only valid for matched filter beamforming with

respect to the stronger user. The power consumption of NOMA with

other beamforming scheme is worth exploring, such as the zero-forcing

beamforming with respect to the stronger user [38], the matched filter

beamforming based on the linear combination of the channel vectors of

all users in the same cluster [42] and the beamforming scheme based on

the QR decomposition of channel matrix which can create a significant

difference on effective channel gains [44].

69



References

[1] J. C. Maxwell, “Viii. A dynamical theory of the electromagnetic field,”
Philosophical transactions of the Royal Society of London, no. 155, pp. 459–
512, 1865.

[2] Cisco, “Cisco visual networking index: Global mobile data traffic forecast
update, 2017–2022,” Cisco white paper, p. 9, 2016.

[3] Y. Saito, Y. Kishiyama, A. Benjebbour, T. Nakamura, A. Li, and K.
Higuchi, “Non-orthogonal multiple access (NOMA) for cellular future
radio access,” in Proc. IEEE 77th Veh. Technol. Conf. (VTC Spring),
2013, pp. 1–5.

[4] Y. C. Hu, M. Patel, D. Sabella, N. Sprecher, and V. Young, “Mobile edge
computing—a key technology towards 5G,” ETSI white paper, vol. 11,
no. 11, pp. 1–16, 2015.

[5] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, “A survey on
mobile edge computing: The communication perspective,” IEEE Com-
mun. Surveys Tuts., vol. 19, no. 4, pp. 2322–2358, 2017.

[6] Y. Mao, J. Zhang, and K. B. Letaief, “Dynamic computation offloading
for mobile-edge computing with energy harvesting devices,” IEEE J. Sel.
Areas Commun., vol. 34, no. 12, pp. 3590–3605, 2016.

[7] B. M. Hochwald, T. L. Marzetta, and V. Tarokh, “Multiple-antenna
channel hardening and its implications for rate feedback and scheduling,”
IEEE Trans. Inf. Theory, vol. 50, no. 9, pp. 1893–1909, 2004.

[8] T. L. Marzetta, “Noncooperative cellular wireless with unlimited num-
bers of base station antennas,” IEEE Trans. Wireless Commun., vol. 9,
no. 11, pp. 3590–3600, 2010.

[9] E. G. Larsson, O. Edfors, F. Tufvesson, and T. L. Marzetta, “Massive
MIMO for next generation wireless systems,” IEEE Commun. Mag.,
vol. 52, no. 2, pp. 186–195, 2014.

[10] T. L. Marzetta, Fundamentals of massive MIMO. Cambridge University
Press, 2016.

[11] X. Foukas, G. Patounas, A. Elmokashfi, and M. K. Marina, “Network
slicing in 5G: Survey and challenges,” IEEE Commun. Mag., vol. 55,
no. 5, pp. 94–100, 2017.

70



[12] N. Alliance, “Description of network slicing concept,” NGMN 5G P,
vol. 1, no. 1, 2016.

[13] H. Zhang, N. Liu, X. Chu, K. Long, A.-H. Aghvami, and V. C. Le-
ung, “Network slicing based 5G and future mobile networks: Mobility,
resource management, and challenges,” IEEE Commun. Mag., vol. 55,
no. 8, pp. 138–145, 2017.

[14] I. Afolabi, T. Taleb, K. Samdanis, A. Ksentini, and H. Flinck, “Network
slicing and softwarization: A survey on principles, enabling technologies,
and solutions,” IEEE Commun. Surveys Tuts., vol. 20, no. 3, pp. 2429–
2453, 2018.

[15] Y. Niu, Y. Li, D. Jin, L. Su, and A. V. Vasilakos, “A survey of millimeter
wave communications (mmWave) for 5G: Opportunities and challenges,”
Wireless Networks, vol. 21, no. 8, pp. 2657–2676, 2015.

[16] S. Kutty and D. Sen, “Beamforming for millimeter wave communica-
tions: An inclusive survey,” IEEE Commun. Surveys Tuts., vol. 18, no. 2,
pp. 949–973, 2015.

[17] M. Xiao, S. Mumtaz, Y. Huang, L. Dai, Y. Li, M. Matthaiou, G. K.
Karagiannidis, E. Björnson, K. Yang, I. Chih-Lin, et al., “Millimeter
wave communications for future mobile networks,” IEEE J. Sel. Areas
Commun., vol. 35, no. 9, pp. 1909–1935, 2017.

[18] R. Mendez-Rial, C. Rusu, N. González-Prelcic, A. Alkhateeb, and R. W.
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