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Abstract

The rising concentration of anthropogenic heat-trapping gasses has resulted in an energy im-

balance in the Earth's climate system. As a consequence of it, an enhanced hydrological cycle

and the continuous decline of the ice sheets are expected to increase the freshwater input into

the Arctic and Sub-Arctic basins. The input of cold and fresh waters limits vertical mixing

processes in the upper ocean, and there is currently a rising concern on how these future

changes might impact open ocean deep convection regions. To understand the implications of

the global warming related changes on the basins and the waters formed within, it is imperative

to have a better understanding of the processes involved in deep water formation. By using a

numerical model with horizontal resolutions of 1/4◦ and 1/12◦, I investigated the sensitivity

and variability of two components of the North Atlantic Deep Water under climate change-

like and present-day scenarios. I found that: (I) increased Greenland melt and precipitation

impact denser Labrador Sea Water (LSW) replenishment; (II) potential decreases in Labrador

Sea winter heat loss due to global warming may be a bigger threat to LSW formation than

freshwater increase; (III) strong light-to-dense Atlantic Water (AW) transformation driven by

heat loss occurs in the boundary currents of the Nordic Seas, with densities reaching that of

the over�ow waters; (IV) AW entering the Nordic Seas is transformed into over�ow waters

in the shelf system of the basin within 6 years; (V) along the north Icelandic shelfbreak the

transformation is faster with export of the transformed waters occurring in the North Icelandic

Jet (NIJ) within 1 year; (VI) a new overturning loop is proposed in this thesis with the North

Icelandic Irminger Current (NIIC) being the upper limb and the NIJ the lower limb. Contrary

to what has been thought, I found that the transformation of the NIIC waters occurs on and

along the west/northwest portion of the Icelandic shelf.
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Chapter 1

Introduction

The rising concentration of heat-trapping gases, caused mainly by human activity, has resulted

in an energy imbalance in the Earth's climate system. Around 93% of the imbalance has

accumulated in the oceans, increasing the ocean heat content (Rhein et al., 2013). Recent

studies based on observations (Cheng et al., 2019) have shown a rapid increase in the ocean

heat content since 1990. Such increases have contributed to the destruction of coral reefs

(Rhein et al., 2013), the declining of the ocean oxygen levels (Ciais et al., 2013), the increase

in the precipitation intensity (Trenberth et al., 2003), rising sea levels and the declining of the

ice sheets (e.g., Greenland Ice Sheet - GrIS) (Rhein et al., 2013). An enhanced hydrological

cycle and the continuous decline of the ice sheets is expected to increase the freshwater input

into the Arctic and Sub-Arctic basins (Wentz et al., 2007).

The input of cold and fresh waters limit vertical mixing processes in the upper ocean,

which drive meridional ocean heat transport cells such as the Atlantic Meridional Overturning

Circulation (AMOC). The AMOC (explained in detail in the next section), which feeds from

deep water formation regions (Kuhlbrodt et al., 2007), is known to strongly moderate the

climate in densely populated mid-latitude regions such as western Europe. There is currently

a rising concern on how those future changes might a�ect open ocean deep convection regions

and in turn the AMOC. A signi�cant factor is that the GrIS lies in between two of the most

important of those regions found in the North Atlantic: the Labrador Sea and the Nordic Seas.
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1.1 Deep Water Formation in the North Atlantic Ocean

Formed by a complex system of currents, the AMOC transports warm surface waters towards

the subpolar and polar regions, where they are transformed through cooling processes, get

denser and sink to greater depths. Figure 1.1 shows an illustrative sketch of the circula-

tion within the North Atlantic Ocean, which plays a vital role in the AMOC variability and

strength. Flowing northward carrying surface saline and warm waters, the North Atlantic

Current (NAC) is the uppermost component of the AMOC (Figure 1.1). The NAC transforms

as it travels around the di�erent basins within the North Atlantic (Figure 1.1). The type of

transformation and where it occurs results in particular (and new) water masses that will sink

to a greater depth. Within the subpolar gyre the NAC branches into the Norwegian Atlantic

Current (NrAC) and the Irminger Current (IC) (Figure 1.1). The NrAC and a branch of

the IC (North Icelandic Irminger Current - NIIC) bring Atlantic Water into the Nordic Seas

(Figure 1.1).

These waters will go through a transformation process, loosing heat into the atmosphere

as they travel around the Nordic Seas, while gaining in density and sinking to a greater depth

(Figure 1.1). The waters transformed will contribute to the pool that feeds the over�ow

waters (Aagaard et al., 1985). The over�ow waters eventually �nd their way out of the Nordic

Seas and into the North Atlantic basin through di�erent passages located east and west of

Iceland (Dickson et al., 2008). Depending on this, they will latter be known as Denmark

Strait Over�ow Water (DSOW - spills through Denmark Strait, located between Greenland

and Iceland) and Iceland-Scotland Over�ow Water (ISOW - spills through gaps between the

Iceland and Scotland ridge). In the particular case of the DSOW, the waters that contribute

to it are carried towards the Denmark Strait by the North Icelandic Jet (NIJ), the separated

East Greenland Current (EGC) and the shelfbreak EGC (Våge et al., 2013).

Warm and salty waters from the Irminger Current (IC) are also advected into the Labrador

Sea by the West Greenland Current (WGC) (McCartney and Talley, 1982). The Irminger

Water is a component of the boundary current system found in the Labrador Sea. It can

be identi�ed around the rim of the basin (Figure 1.1) and its core can be found at a depth

range of 200 to 1000 m over the slope (Myers et al., 2007). In the upper layer of the Labrador
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Sea, the Labrador and WGC pass around the Labrador Sea margins (Figure 1.1). These two

currents form a counter-clockwise boundary current, carrying sea-ice, icebergs and low-salinity

water from the Arctic as well as runo� from North America and the Greenland ice cap (e.g.,

Dickson et al., 2007, 2008; Yashayaev and Dickson, 2008; Yang et al., 2016). Once formed,

LSW spreads out from its formation region loaded with high concentrations of dissolved oxygen

and anthropogenic tracers like chloro�uorocarbons (CFCs), and can be tracked throughout the

entire North Atlantic and beyond (e.g., Rhein et al., 2002; Dickson et al., 2007; Rhein et al.,

2015; Kieke and Yashayaev, 2015). Part of the LSW recirculates around the subpolar gyre

while another part joins the DSOW and ISOW, feeding the AMOC. These newly formed water

masses �nd latter their way towards the southern oceans, ventilating the deeper layers along

their journey.

The strength of the AMOC has been observed continuously at 26.5◦N since April 2004

(Figure 1.1). The array is part of the RAPID-MOCHA-WBTS (Rapid Climate Change -

MeridionalOverturning CirculationHeat-transportArray -Western Boundary Time Series)

program. It was implemented by combining a transatlantic array of moored instruments

with submarine-cable-based measurements of the Gulf Stream and satellite-derived Ekman

transport. Using these observations McCarthy et al. (2015) determined the strength of the

AMOC and meridional heat transport as 17.2Sv and 1.25PW respectively, from April 2004

to October 2012.

Considering the same data-set, Smeed et al. (2014) observed a downward trend in the

AMOC strength since 2004. They also showed that, from April 2008 to March 2012, the AMOC

was an average of 2.7Sv weaker than in the �rst four years of observation. More recently, Smeed

et al. (2018) concluded that the AMOC has been in a state of reduced overturning since 2008.

The reasons and consequences behind this weakening are still topic of study. It has long

been assumed that, an increase in deep water formation would lead to a strengthening of the

AMOC, or on the contrary, a weakening in deep water formation, to a decrease. Model based

studies have already suggested this link (Getzla� et al., 2005; Böning et al., 2006; Biastoch

et al., 2008; Feucher et al., 2019).
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Figure 1.1: Schematic diagram showing the North Atlantic circulation pattern following
García-Ibáñez et al. (2015) and Våge et al. (2018). The geographical locations for the Labrador
Sea and the Nordic Seas are also indicated. Main topographic features and circulation for
each basin are represented in details in Chapters 3 and 4, respectively. The main currents
are represented in di�erent colors in order to highlight their basic properties and origin. Or-
ange to yellow colors represent the surface/sub-surface saline waters �owing northward within
the North Atlantic Current (NAC) and its branches: Irminger Current (IC), North Icelandic
Irminger Current (NIIC) and the Norwegian Atlantic Current (NrAC). The blue color repre-
sent the southward �owing Arctic-origin fresh and surface currents: East Greenland Current
(EGC), West Greenland Currents (WGC), Ba�n Island Current (BIC) and the Labrador Sea
Current (LSC). The purple colors identify the denser waters which feed the lower limb of the
AMOC: Labrador Sea Water (LSW), Iceland Scotland Over�ow Water (ISOW) and the Den-
mark Strait Over�ow Water (DSOW). Within the Labrador Sea a light purple dot represents
roughly the formation site for LSW which spreads southward within the Western Boundary
Current and around the subpolar Gyre (more on this in Chapter 3). The North Icelandic Jet
(NIJ) is the densest component of the DSOW (more on this in Chapters 4 and 5).

However there is still some controversy when it comes to observational studies (Smeed et al.,
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2018; Lozier et al., 2019), which is mostly due to the fact that most of the observational time

series are no longer than 15 years. In their review paper, Kuhlbrodt et al. (2007) state that

the strength of the AMOC is set by deep water formation processes. Through such processes

surface and sub-surface (recently ventilated) waters gain in density and sink to greater depths.

In the North Atlantic ocean some of the processes linked to deep water formation (Kuhlbrodt

et al., 2007) are: open ocean convection where turbulent vertical mixing goes along with ocean

heat loss; salt input or brine rejection which occurs when sea ice freezes; and sill over�ow,

entrainment and sinking of dense water in the boundary currents which are linked to the

actual downward motion. Within the North Atlantic there are two basins where surface

waters are transformed to intermediate and deep waters through a complex chain of physical

processes: the Labrador Sea and the Nordic Seas. These basins are the sources of both the

lightest (Labrador Sea) and densest (Nordic Seas) contribution to the North Atlantic Deep

Water (NADW) (Kieke and Yashayaev, 2015; Haine et al., 2008).

NADW is a water mass of major importance to the dynamics and hydrography of the deep

Atlantic Ocean, the global and Atlantic MOC and thus for the climate of the Earth (Haine

et al., 2008). NADW consists mainly of DSOW, ISOW, both originating from mid-depths in

the Nordic Seas, and LSW formed by intense winter-time air-sea interaction in the Labrador

Sea. Two of the components of the NADW, the LSW and the DSOW, are the main topic of

this thesis. They are introduced in the sections below and will be described in more details in

Chapters 3, 4 and 5.

1.1.1 Labrador Sea

The subpolar North Atlantic (Figure 1.1) is a vital area for heat and freshwater exchange

between low and high latitude regions, and where the major intermediate and deep waters

of the North Atlantic develop, gaining their characteristic properties and signatures (Dick-

son et al., 2008). Within the subpolar North Atlantic, the Labrador Sea is the coldest and

freshest basin (Yashayaev et al., 2008). It is commonly recognized as a crucial location for

the development of regional and large-scale anomalies in ocean properties, and consequently,

as a region exerting a signi�cant in�uence on the climate system (Dickson et al., 2008). It

has been argued to be a receiver, transformer and a water masses producer basin (Yashayaev
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et al., 2008; Yashayaev, 2007; Yashayaev et al., 2007).

In the upper layer of the basin, cold low salinity waters arrive from the Arctic Ocean by way

of the Canadian Arctic Archipelago and the East Greenland shelf. The Labrador and West

Greenland Currents pass around the Labrador Sea margins (Figure 1.1). These two fresh and

cold in�ows form cyclonic boundary currents in the Labrador Sea carrying sea-ice and low

salinity water from the Arctic as well as runo� from North America and the Greenland ice

cap (Rykova et al., 2015; Dickson et al., 2008; Yashayaev et al., 2008; Dickson et al., 2007;

Yashayaev, 2007; Yashayaev et al., 2007). Their fresh and cold cores can be easily identi�ed

over the upper continental slopes.

The Labrador Sea is also the �nal destination for the warm and salty Irminger waters

(McCartney and Talley, 1982) which are carried into the Labrador Sea by the Irminger Current

(Figure 1.1). These waters can be identi�ed around the Labrador Sea rim as a counter-

clockwise �ow of warm and salty water (Jochumsen et al., 2012; Macrander, 2004; Käse et al.,

2003). As a result of the cooling and freshening of this water along their passage around the

sub-polar gyre the strati�cation of the Atlantic water reduces. Yet substantial temperature and

salinity contrasts in the upper layer of the Labrador Sea remain leading to an intense vertical

and horizontal mixing (Straneo, 2006). The derived eddies contribute to the overall heat,

salt and freshwater budget of the basin and in�uence the development of winter convection

by setting the �ux of heat and salt toward the center of the basin (Yashayaev et al., 2007).

Labrador Sea Water is formed as a result of the strong mixing reached by the water column

during deep convection events.

1.1.1.1 Winter Convection

There are certain recurrent features and conditions that have to be involved for a region to

have deep convection:

I Strong atmospheric forcing which can be either due to thermal and/or haline surface

�uxes. Basins adjacent to land are favoured as it is common for cold and dry winds to

blow from land or ice over the ocean inducing strong sea-to-atmosphere latent and sensible

heat and moisture �uxes.
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II Weak ocean strati�cation beneath the surface (Figure 1.2.c). This can be induced for

example due to convection in the previous year .

III Weakly strati�ed underlying waters must be brought up so they can be exposed to the

strong surface atmosphere forcing. The presence of a cyclonic boundary currents in the

Labrador Sea enables a doming of the isopycnals up to the surface (Figure 1.2.b).

Cyclonic boundary 

current system

Surface waters are 
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Doming of the 

isopycnals
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Figure 1.2: Schematic showing the di�erent stages of convection in the Labrador Sea: pre-
conditioning (a and b) and convection (c) or its absence (d) given the existence of a cold
and fresh layer of water at the surface of the ocean. Cyclonic boundary circulation in the
Labrador Seas is indicates with white arrows (a and b), while the black arrows in (b) indicate
the surface waters been pushed away due to the cyclonic circulation. The strength of the
convection is represented by circular dark blue arrows while the magnitude of the ocean heat
loss is represented the wavy read red arrows (c and d).

The last two conditions (II and III) are satis�ed in the Labrador Sea and they are commonly

refer to as "preconditioning" (The Lab Sea Group, 1998). Figure 1.2 illustrates these di�erent

processes leading to deep convection. There are, however, processes that could potentially

a�ect the depth of the convection in the Labrador Sea. Some of them are, for example, a
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su�cient freshwater input (Figure 1.2.d) in higher latitudes (increased precipitation, river

runo� or melting of the Greenland Ice Sheet) and a lack of storms to drive the oceanic heat

loss which triggers convection (mild winters or a northward shift of subpolar storms track).

A likely consequence of the ongoing global warming is the increment of run-o� discharge

due to glacial and ice-sheets melting (Rhein et al., 2013) or precipitation increase (Wentz

et al., 2007). Such an increase would imply the occurrence of substantial changes in the water

column, water masses and hence the ocean circulation. A su�cient amount of freshwater

input in basins where convection occurs would reduce the surface salinity, contributing to

the stability of the water column, and potentially reducing the deep water formation. When

surface salinity decreases below the critical value of 34.7, the surface layers will not reach a

su�ciently high density (even at a freezing point) to mix with the underling warmer and more

saline water, but instead ice will tend to form (Dickson et al., 1988).

High frequency atmospheric phenomena (mesoscale cyclones, cold air outbreaks, fronts and

topographic jets) known to play an important role in the convection depth (Holdsworth and

Myers, 2015), are expected to show certain changes with future climate warming (Kolstad

and Bracegirdle, 2008; Zahn and von Storch, 2010a) and questions about how the ocean will

respond to those changes are arising. Studies have shown already a potential shift of the

subpolar storm track towards higher latitudes (Våge et al., 2008a). Zahn and von Storch

(2010a) have predicted a decrease in the annual number of the polar lows if the atmospheric

temperatures would continued to rise. At the same time, a decrease in the ice covered land

surface would imply a decrease in cold air outbreaks, which are also responsible for strong

wintertime oceanic heat loss episodes over the Labrador Sea.

1.1.1.2 LSW Formation

In the Labrador Sea, open ocean deep convection, which during severe winters can reach water

depths of 2 km (e.g., Dickson et al., 2008; Yashayaev and Loder, 2009, 2017), results in the

formation of LSW. LSW is the lightest component of the NADW, hence it feeds the deep and

abyssal limb of the AMOC (e.g., Haine et al., 2008; Rhein et al., 2015). The formation rate

of the LSW has been investigated using numerous methods increasingly since 1990: chloro�u-

orocarbons (CFCs) inventories, numerical models, hydrographic changes, mass budget, heat
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budget, etc. Unsurprisingly di�erences might arise when comparing di�erent studies due to

inconsistencies in the de�nition of LSW. Tight criteria on LSW will naturally lead to smaller

formation rates than more broad de�nitions. Moreover, there exist about ten distinct methods

to infer LSW formation rate, and each of them has random and systematic errors which are

essentially unknown (Haine et al., 2008).

However, beyond the method used to calculate LSW formation rate and the de�nition

used, changes in the LSW production, properties and thickness have direct consequences for

the ventilation of the deep ocean (Kieke and Yashayaev, 2015; Stendardo and Gruber, 2012;

Körtzinger et al., 2004), the ocean's potential to store anthropogenic carbon (Steinfeldt et al.,

2009; Sabine et al., 2004), and the strength of the AMOC and the associated heat transport

(Srokosz et al., 2012).

Variability of LSW formation has been widely analyzed (García-Ibáñez et al., 2015; Kieke

and Yashayaev, 2015; Houssais and Herbaut, 2011; Azetsu-Scott et al., 2010; Yashayaev et al.,

2007; Kieke et al., 2006). Changes might be induced for instance, by changes in the atmospheric

forcing (Holdsworth and Myers, 2015) like the phases and persistence of the North Atlantic

Oscillation (NAO) (Dickson et al., 1996, 2008; Kieke and Yashayaev, 2015), advection of

freshwater from the Arctic (for example the great salinity anomaly observed in the Labrador

Sea in the early 1970s which progressively inhibited deep convection in the Labrador Sea

(Gelderoos et al., 2012; Dickson et al., 1988; McCartney and Talley, 1982) and also due to

reinforcement of local freshening, either by an increase in Greenland Ice Sheet (GrIS) melt, in

river discharge and in precipitation (Brunnabend et al., 2015; Bamber et al., 2012; van den

Broeke et al., 2009; Myers, 2005). Chapter 3 of this Thesis explores into LSW formation, and

describes in detail the characteristics mentioned in this section.

1.1.2 Nordic Seas

The Nordic Seas are de�ned here as the region north of the Greenland-Scotland Ridge (GSR)

and south of the Fram Strait-Spitsbergen-northern Norway transect. They cover about 2.5x106

km2 and comprise the Greenland, Iceland and Norwegian Seas (Figure 1.1). Despite their small

extent (0.75% of the world's ocean) the region is very dynamic and diverse (Hawker, 2005). The

Nordic Seas is one of the few regions of the world's oceans that takes up substantial amounts
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of atmospheric carbon dioxide (CO2) throughout the year, ranging from 20-85 gCm−2y−1,

which is among the highest of such �uxes in the world's oceans (Hollingworth, 2005; Takahashi

et al., 2002; Anderson et al., 2000).

The region is the main oceanic connection between the Arctic and the deep global oceans

via dense over�ows between Greenland and Scotland, and provides a substantial part of the

headwaters of the Atlantic thermohaline circulation (Isachsen et al., 2007; Hawker, 2005).

The water mass transformation that occurs within them provide a direct link between the

atmosphere and the ocean, which is vital for the stability of the global thermohaline circulation

(Drange et al., 2005).

The topography of the sea �oor is complex with shallow shelves, deep basins, mid oceanic

ridge systems, and steep slopes where the geomorphology directs and limits its circulation

(Drange et al., 2005; Blindheim and Østerhus, 2005; Hopkins, 1991). Although the generic

features of the Nordic Seas (in�ows, over�ows, boundary currents, basin-scale gyre circulations)

are relatively well understood, the speci�c details of the interior circulation, in particular, are

not yet well determined.

The general oceanic circulation of the Nordic Seas is characterized by a surface in�ow of

Atlantic Water towards the Arctic (via Barents Sea and Fram Strait), an over�ow of dense

waters and a surface out�ow of cold, fresh water from the Arctic to the North Atlantic,

separated by cyclonic gyres in the Greenland, Iceland and Norwegian Seas (Hopkins, 1991).

Here water masses originating from low and high latitudes meet and interact by means of

frontal mixing, deep convective mixing, subduction, and entrainment. Sea ice is formed in the

northern and western parts of the Nordic Seas in winter, whereas the region is essentially ice-

free during summer. The in�ow of warm and salty Atlantic waters and the out�ow of fresh and

cold Arctic waters, form two major components of the Nordic Sea circulation, which in�uence

the long-term variability of the dense over�ows into the North Atlantic (Hawker, 2005). The

dense waters over�owed from the Nordic Seas are known to be denser than anything formed

in the Subpolar Gyre and, as such, are the largest contributors to the AMOC (Eldevik et al.,

2009).

The annual and winter mean temperatures of the central and eastern Nordic Seas are

respectively 10o C and 20o C higher than the zonal means. The anomalously high temperatures
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are caused by three mechanisms: (1) Prevailing westerly and southwesterly vapor-laden winds;

(2) poleward transport of heat by the Gulf Stream and the North Atlantic Current system;

and (3) heat released from the seasonally warmed North Atlantic mixed layer (Rhines and

Häkkinen, 2003; Seager et al., 2002). Changes in any of these three mechanisms have the

potential to signi�cantly alter the climate in the region.

1.1.2.1 Water Formation and Transformation

Heat is mainly removed in the Nordic Seas, leading to dense water formation. The atmosphere-

ocean transfers of momentum, heat, fresh-water and gases are strong, notably during the cold

winter months, from November to April (Drange et al., 2005). Over the Greenland Sea for

example large heat and freshwater �uxes are induced by cold and dry winds blowing over the

water from land or ice surfaces. Within the Greenland Sea, the weakly strati�ed waters of the

interior are close to the surface where they are subject to intense surface forcing during winter.

In the interior of the Greenland Sea gyre a thin layer of Arctic surface water originating from

the East Greenland Current overlies a layer of intermediate water. Weakly strati�ed Greenland

Sea Deep Water (GSDW), formed during previous convection events, lies below these water

masses. In early winter, as ice is formed eastward across the Greenland Sea, brine rejection

increases the density of the surface layer, while the mixed layer under the ice cools and deepens

to about 150 m (Dickson and Brown, 1994a).

The eventual occurrence of deep convection depends on the seasonal development of the

surface buoyancy �ux with respect to the initial strati�cation at the beginning of the winter pe-

riod. If the near surface strati�cation is eroded by the winter buoyancy loss and meteorological

conditions are favourable, then deep convection may occur.

However, Moore et al. (2015) found that due to the wintertime retreat of sea ice in the

region, together with di�erent rates of warming for the atmosphere and sea surface of the

Greenland and Iceland seas, has resulted in approximately 20% reduction of the winter air-sea

heat �uxes since 1979. They argued that, if these conditions were to continued, the convec-

tion in both basins would be depth-limited. More recently Brakstad et al. (2019), by using

hydrographic measurements from ships, autonomous pro�ling �oats, and instrumented seals

over the period 1986-2016, did not �nd indications of shallower convection in the Greenland
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Sea after 1993. They did �nd, however, that since 1994 the main product of deep convection

in the Greenland Sea has become less dense. This is particularly important considering that

the Nordic Seas is the producer of the densest component of the AMOC.

In addition to open ocean deep convection, dense waters are also formed by downward

mixing mechanisms due to the formation of ice. During periods of ice growth the salinity of

the underlying water is increased as brine is rejected. The high density of this cold and saline

surface water, causes it to sink entraining the ambient water. When this occurs on the shelf,

these waters accumulate and spread from the interior shelves towards the shelf edge. As they

sink to depth in the central ocean basins they modify and contribute to the deep waters which

later over�ow into the Atlantic Ocean.

Mauritzen (1996) proposed that in�owing Atlantic Water (AW) is gradually densi�ed via

heat loss as it circulates in the Norwegian Atlantic Current. The dense water is then trans-

ported to the out�ows by the boundary currents surrounding the Iceland and Greenland Seas

at both shallow and intermediate depths. Eldevik et al. (2009) supported this idea, arguing

that the AW circulation and transformation within the boundary currents of the Nordic Seas

was the main source for the over�ows.

The Nordic Seas dense water out�ow occurs in three locations along the Greenland-Faroe

ridge: through Denmark Strait (between Greenland and Iceland), across the Iceland-Faroe

ridge (between Iceland and the Faroe Islands), and through the Faroe-Shetland channel (be-

tween the Faroe and Shetland Islands) (Figure 1.1). All three locations have relatively shallow

sills. The dense water �owing southward over the sills plunges downward in plumes, entraining

and mixing with surrounding waters in the process.

The combination of the large heat import from south and the polar location of the basin,

implies that the Nordic Seas is prone to climate variations and particularly vulnerable to

external forcings. Changes in the forcings induced by the ongoing global warming (freshwater

increase or atmospheric forcing changes) will de�nitely be re�ected in the over�ows production

and variability, and hence the AMOC strength.
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1.2 Thesis Objectives and Outline

Future changes, like the already mentioned freshwater increase, will not come just as a direct

response from river discharge or precipitation increase. The fresh water content within the

Arctic Ocean has been increasing during the last decade and is not clear yet when or under

which circumstances it would be released out of the basin, either through the Canadian Arctic

Archipelago or Fram Strait. We expect that by investigating the modelled temporal and spatial

variability of the deep water formation in the Labrador and Nordic Seas, we would contribute

to a better understanding of their governing physical processes. This way, we would able to

understand how such processes will be impacted by the ongoing and projected changes.

Thus, to have a better understanding of the processes involved in deep water formation in

the Labrador and Greenland Seas, this thesis will focus on:

I. To study the hydrodynamic response of water formation in the Labrador Sea due to an

increase in precipitation and GrIS melt, a decrease in the number of storms crossing the

basin, and changes in model resolution.

- LSW is the lightest contribution to the NADW and it has been claimed to be a

key component of the AMOC. Given its (LSW) signi�cance we explore the impact of

enhanced freshwater discharge (either by glacial melting or precipitation increase), high

frequency atmospheric forcing (e.g., storms) and model resolution on LSW formation.

These di�erent scenarios were selected in order to investigate how the LSW formation

might respond under changes predicted to occur due to the ongoing global warming

(except in the case of model resolution): increase in Greenland Ice sheet melt, decrease

of precipitation over the mid latitudes and the decrease of high frequency atmospheric

phenomena over the Labrador Sea linked to the poleward shift of the extra-tropical

storm track. By exploring the LSW formation under di�erent horizontal resolutions,

we are looking to tackle how the model resolution might impact the understanding.

Numerical ocean models play an important role in increasing our ability to comprehend

oceanic processes, monitor the current state of the oceans, and to a limited extent

(for now), even predict their future state. We use a kinematic subduction approach

to quantify the LSW formation rate in the period 2004 to 2016. To our knowledge
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this study is the �rst to use this method to investigate the variability of the LSW

formation rate under di�erent sensitivity experiments, while using hourly atmospheric

forcing data that allows the representation of a wide range of atmospheric phenomena.

Chapter 3 of this Thesis investigates the subject in more detail.

II. To investigate the transformation of AW as it enters the Nordic Sas and its role on

driving the densest component of the DSOW;

- Most of the studies investigating deep water formation in the Nordic Seas look mainly

into deep convection in the Greenland and the Iceland Seas as the main source for

the over�ow waters. However it has also been argued that the Atlantic in�ow gets

transformed as it travels around the Nordic Seas and it eventually leaves the basin as

a denser water mass (Mauritzen, 1996). In the Chapter 4 of this Thesis we look into

these transformation processes in more detail. This is particularly relevant given that,

even when freshwater out�ow from the Arctic Ocean or from the GrIS may impact the

deep convection in the Nordic Seas, dense water would form as long as the Atlantic

Water is transformed in the boundary currents.

III. To explore the possible existence of a not-yet-accounted-for source for DSOW.

- Currently the NIJ (densest component of the DSOW and hence part of the lower limb

of the AMOC) is thought to be formed in the interior of the Iceland Sea and then

exported out of the basin through eddies (Våge et al., 2011). Our theory, on the

other hand, is that the NIJ is sourced by the transformation (from light to dense) of

the Atlantic Water that occurs west/north-west of Iceland. Linked to the previous

point, this would imply that, even a signi�cant input of freshwater into the Iceland

Sea (leading to a prolonged cessation of convection), will not impact the formation

of the NIJ nor the strength of the AMOC. The Chapter 5 of this Thesis explores the

subject in more detail.

This thesis is divided into six chapters, where the Introduction is consider as Chapter 1.

Chapter 2 describes the main features and aspects of the modelling framework of NEMO.

The following Chapters (Chapter 3, Chapter 4 and Chapter 5) are written as independent
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papers. There, the goals enumerated above (I, II and III) are addressed. Finally, in Chapter

6, a concluding statement summarizing the Thesis main �ndings, scienti�c contributions and

future work, is provided.
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Chapter 2

Nucleus for European Modelling of the

Ocean (NEMO): ocean engine

2.1 Introduction

Oceans are an essential part of the climate system. Numerical ocean models are a key element

towards understanding the climate system and its variability. They provide estimates of ocean

currents, water masses properties and an idea of the state of the ocean in general.

Thirty years ago it would have been rare for an observational oceanographer to consult

numerical model output in planning a �eld campaign. Today the reverse is true. Numerical

modelling of the ocean, for a variety of applications, has made great advances both through

increase in computational resource and the advances in our ability to e�ectively use the re-

source.

The model Nucleus for European Modelling of the Ocean (NEMO) numerical framework

(version 3.4) is a state-of-art modelling framework that is used for seasonal forecasting, climate

studies, oceanographic research as well as operational oceanography (Madec, 2008). NEMO is

composed of �ve major components: ocean dynamics, sea ice, biogeochemistry, an adaptative

mesh re�nement software and the assimilation component. The assimilation tool allows for

re-forecasts and model constraining. NEMO also has two additional numerical tools, a two-

way nesting tool which allows for higher resolution regions within a coarser grid. This chapter

aims to provide information about the physics represented by the ocean component of NEMO
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and the rationale for the choice of numerical schemes, emphasising those aspects that are

fundamental for this thesis.

2.2 Ocean Component

The ocean component of NEMO has been developed from a primitive equation model for both

global and regional ocean circulation simulations: Océan PArallélisé (OPA). The reference

manual for NEMO 3.4 has been published by Madec (2008). The set of primitive equations

used in OPA to describe the ocean follows a group of assumptions for scale considerations:

1. Spherical Earth approximation

The actual topographic surface of the Earth is most apparent with its variety of land

forms and water areas. This is, in fact, the surface on which actual Earth measurements

are made. However, it is not feasible for exact mathematical analysis, because the

formulas which would be required to take the irregularities into account would need a

prohibitive amount of computation. This approximation maps the original shape of the

Earth on to spherical equipotential surface where gravity g is assumed constant, with

the vertical gravity vector always directed towards the centre of the Earth.

2. Thin-shell approximation

The depth of the ocean (z ), with an average of < 4 km and maximum ' 11 km, is much

smaller than the earth radius ( r ' 6000 km). In this case, the ocean depth is neglected

compared to the radius of the Earth and it is assumed that the distance from the center

of the Earth to any location within the ocean is equal to the radius of the Earth (r+ z,

is replaced by r).

3. Turbulent closure hypothesis

An instantaneous �ow can be decomposed into its mean motion (time mean �ow) and

relative motion (turbulent �ow) (Reynolds, 1895). Applying the Reynolds averaging on

the Navier-Stokes (NS) equations always involves extra unknown turbulent �uxes terms.

To close the whole system, eliminating the unknown turbulent �uxes terms, a common
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solution is to parameterize the turbulent �uxes in terms of the mean �ow. The turbulent

closure scheme is used in OPA to parameterize the small-scale processes (e.g., subgrid

scale processes) and their e�ect on the mean �ow.

4. Boussinesq hypothesis

This approximation states that the variations in the ocean density compared to a ref-

erence density, which can be assumed constant throughout the water column, are very

small. This way the density in the momentum equation is replaced by a constant value

ρ0, with the exception of when the density is multiplying the gravity acceleration g. Thus,

density variations are neglected except in their contribution to the buoyancy force.

5. Hydrostatic hypothesis

The vertical momentum equation is reduced to the hydrostatic balance (or equilibrium),

where the vertical pressure gradient is balanced by the buoyancy (gravitational) force.

This assumption removes convective processes from the initial Navier-Stokes equations

and so convective processes must be parameterized instead.

6. Incompressibility hypothesis

It assumes that the density (ρ) of the �uid will not change and that its volume will

remain unaltered even when a stress is applied on it. Thus,

Dρ

Dt
= 0 (2.1)

combined with the continuity equation,

∂ρ

∂t
+∇ · (ρU) = 0 (2.2)

results in a zero divergence velocity �eld,

ρ∇ ·U = 0 (2.3)

or

∇ ·U = 0 (2.4)
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Hence, the three dimensional divergence of the velocity vector (U) is assumed to be zero.

2.2.0.1 Primitive Equations

The ocean as a �uid can be described by the primitive equations, the Navier-Stokes equations

along with a non-linear equation of state which couples the two active tracers (temperature and

salinity) to the �uid velocity. Because the gravitational force is so dominant in the equations

of large-scale, it is useful to choose an orthogonal set of unit vectors (i,j,k) linked to the Earth

such that k is the local upward vector and (i,j) are two vector orthogonal to k, and tangent

to the geopotential surfaces (Figure 2.1).

λ

φ

j

i
k z

Figure 2.1: Spherical coordinate system in NEMO. The horizontal vectors i and j are described
by λ and ϕ respectively, and are aligned with the Earth's meridians and parallels. The vertical
vector k is perpendicular to both i and j, and is described by z.

The vector invariant form of the primitive equations in the (i,j,k) vector system provides

the following six equations: the momentum balance (E.q. 2.5), the hydrostatic equilibrium

(E.q. 2.6), the incompressibility equation (E.q. 2.7), the heat and salt conservation equations
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(E.q. 2.8 and 2.9, respectively) and an equation of state (E.q. 2.10).

∂Uh

∂t
= −

[
(∇×U)×U+

1

2
∇(U2)

]
h

− fk× Uh −
1

ρ0
∇hp+DU + FU (2.5)

∂p

∂z
= −ρg (2.6)

∇ ·U = 0 (2.7)

∂T

∂t
= −∇ · (TU) +DT + F T (2.8)

∂S

∂t
= −∇ · (SU) +DS + FS (2.9)

ρ = ρ(T, S, p) (2.10)

where ∇ is the generalised derivative vector operator in (i,j,k) directions, t is the time, z

vertical coordinate, ρ is the in situ density given by the equation of state (2.10), ρ0 is the

reference density, p is the pressure, f=2 Ω · k is the Coriolis acceleration (where Ω is the

Earth's angular velocity vector),U is the vector velocity (U = Uh+wk beingUh the horizontal

velocity along the horizontal plane i and j indicated by the subscript h, and the vertical (w)

velocity along the k plane), T is the potential temperature, S is the salinity and g is the

gravitational acceleration. DU, DT and DS are the parametrizations of small-scale physics for

momentum, temperature and salinity, respectively. The surface forcing terms are represented

by FU, F T and FS .

2.2.0.2 Boundary Conditions

In the model, the ocean is bounded by coastlines, sea �oor and its topography and air-sea or

ice-sea interface at its top. These boundaries can be de�ned by two surfaces, z = −H(i, j)

and z = η(i, j, k, t), where H is the depth of the ocean bottom and η is the height of the

sea surface (Figure 2.2). Through these boundaries the ocean exchanges �uxes of heat, fresh
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water, salt and momentum with the solid Earth, the continental margins, the sea ice and the

atmosphere. Nevertheless, some of the �uxes are so small that even on a climatic time scale

can be neglected.

• Solid Earth - ocean interface: Heat and salt �uxes through the sea �oor are very

small, such is the case that in the model they are set to be zero. The boundary condition

is thus set to no �ux of heat and salt across solid boundaries. In the case of momentum,

the velocity normal to the ocean bottom and coastlines is zero, as the bottom velocity

is parallel to solid boundaries. This kinematic boundary condition can be expressed as:

ω = −Uh · ∇h(H) (2.11)

In addition the ocean exchanges momentum with the Earth through frictional pro-

cesses. This momentum transfer occurs at small scales in a boundary layer. It must

be parametrized in terms of turbulent �uxes using a bottom and/or lateral boundary

conditions.

• Land - ocean interface: The major �ux exchange between continental margins and

the ocean is a mass exchange of freshwater through river runo�. This exchange modi�es

the sea surface salinity especially in the vicinity of major river mouth. In this thesis

the runo� used is a volume-conserved runo� remapped from a 1◦ by 1◦ global monthly

climatology dataset based on a Global River Flow and Continental Discharge Dataset

(Dai and Trenberth, 2002; Dai et al., 2009). The river dataset goes up to 2007, after that

the runo� from 2007 is repeated. Freshwater �uxes from Greenland (liquid component

only) are also included and are based on Bamber et al. (2012). The liquid freshwater

�uxes from Greenland goes up to 2010, and afterwards the runo� from 2010 is repeated.

The �ux is added as an idealized salt �ux at the air-sea interface in the area surrounding

the river or fjord (in the case of Greenland melt) mouth. An enhanced mixing over the

top 10 m layer is applied in order to mimic the behaviour of the in�owing current.

• Atmosphere - ocean interface: Exchanges of heat, salt, freshwater and momentum

occur at this interface. This boundary is assumed to be a linear free-surface, where
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although the sea surface hight (η) changes with time the thickness of the �rst vertical

level (k=1) remains unaltered (surface tension is neglected). Exchanges of momentum,

heat and salt are solved using:

w|z=η =
∂η

∂t
+ Uh · ∇η|z=η − (P− E + R + I) (2.12)

where P is total precipitation, E is evaporation, R is runo� and I is ice melt �ux.

The prognostic equation of η can be obtain from vertical integration of the continuity

equation (Eq. 2.2), applying the above bottom (Eq. 2.11) and surface kinematic (Eq.

2.12) conditions:

∂η

∂t
= (P− E + R + I)−∇ ·

[
(H + η)Uh

]
(2.13)

where the vertical averaged horizontal velocity Uh = 1
H+η

∫ η
−HUhdz

• Sea ice - ocean interface: The ocean and the sea ice exchange heat, salt, freshwater

and momentum. The sea surface temperature is constrained to be at the freezing point

at the interface. Sea ice salinity is equal to 4 and is assumed to be constant. The

seasonal cycles related with freezing and melting are linked to freshwater and salt �uxes.

During the freezing season there is a positive salt �ux as the salinity at the sea surface

increases. During the melting season there is a negative salt �ux, as the sea surface

salinity decreases. Momentum �uxes are dominated by friction when the sea ice is land-

fast (e.g., drag coe�cient) and by stress when the ice is moving over the sea surface.
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η(i,j,k,t)

i,j

0

ocean

sea floor

-H(i,j)

Figure 2.2: Schematic of the surface and bottom boundaries in NEMO: the ocean is bounded
by two surfaces, z = −H(i; j) and z = η(i; j; k; t), where H is the depth of the sea �oor and
η the sea surface height. Both H and η are referenced to z = 0.

2.2.0.3 Curvilinear Coordinate System and Spatial Discretization

For the purposes of spatial discretization in ocean numerical models a set of orthogonal curvi-

linear coordinates is used. Following the sphere and thin layer assumptions, a local upward

vector k is chosen as the z-axis and (i,j) are two vectors orthogonal to k and chosen as the hor-

izontal plane (x,y). The horizontal axis (x,y) can be arbitrary as long as they are orthogonal

to each other (Figure 2.1). In spite of the convenience of having the x -axis and y-axis aligned

with meridians and parallels, respectively, the convergence of the latter in the standard geo-

graphical latitude-longitude grid induces a spherical coordinate singularity close to the North

Pole. Such singularity cannot be easily treated in a global model without �ltering (Eby and

Holloway, 1994; Murray, 1996; Roberts et al., 2006). A solution consists of introducing an

appropriated coordinate transformation that shifts the singular point onto land (Dease Strait,

Nunavut, Canada in our case). In this thesis a re-projected horizontal mesh is used following

the tri-pole transformation proposed by Murray (1996).

As Figures 2.3.a and 2.3.b show, in the model the variables that are resolved are placed on

a staggered horizontal Arakawa C grid (Mesinger and Arakawa, 1976). The scalar points T,

S, p and ρ are located in the center of the cell (T-point) and vector points (U, V, W ) at the
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centre of cell faces (U, V andW points, respectively). Relative (ξ) and planetary (f) vorticity

are de�ned in the F-point, located at the centre of each vertical edge. The overall cell size is

de�ned by two horizontal grid scale factors (e1 and e2) and a vertical scale factor (e3).

(a) (b)

Figure 2.3: Top down (a) and 3D (b) views of the variable arrangement in the model mesh
grid. The variables are resolved at di�erent points located around a grid cell: scalar variables
are located on the T point (red circle), vorticity at the F point (blue circle), meridional and
zonal velocities at the V (grey �lled triangle) and the U (grey contoured triangle) points,
respectively. Vertical velocities are represented at the W point (green square), located half a
grid cell above and below of the T point, on the top and bottom faces of the grid cell (b). e1,
e2 and e3, the three local scale factors which de�ne the size of the grid cell are shown in (b).

In the case of the vertical grid, the z-coordinate with partial steps (Bernard et al., 2006) is

used (Figure 2.4.b). This allows a better representation of the topography than the traditional

z-coordinate (Figure 2.4.a). The former approach is straightforward and accurate when it

comes to the pressure gradient calculation. However, the same does not apply when it comes

to topography. The partial steps approach, on the other hand, has a variable thickness for

the bottom-most cells (Figure 2.4.b) allowing a better representation of the sea �oor, while

keeping the advantages of traditional z-coordinate. Input bathymetry data determines the

thickness of the bottom-most cells.
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z

(a) (b)

Figure 2.4: Vertical model grid in traditional z-coordinate with full steps (left) and z-coordinate
with partial steps (right). Dash lines represent the real sea �oor. Shaded cells show the actual
sea �oor in the model.

2.2.0.4 Subgrid Scale Physics

Ocean numerical models resolve numerous processes by using certain time and space resolution.

Unfortunately most of the time such resolution is insu�cient to resolve small-scale turbulent

motions (shear instability, internal wave breaking...), coming from the advective terms in the

Navier-Stokes (NS) equations. This means that small-scale turbulent motions, important on

the large scale, are thus never (not even partially) explicitly solved, but always parameterized.

In the primitive equations (Eq. 2.5 to Eq. 2.10) both lateral and vertical subgrid-scale physics

are represented by DU, DT and DS .

2.2.0.4.1 Vertical Subgrid Scale Physics. The vertical component of the turbulent

�uxes for momentum, heat, and salinity are:

DU
v =

∂

∂z

(
Amv

∂Uh

∂z

)
(2.14)

DT
v =

∂

∂z

(
ATv

∂T

∂z

)
(2.15)

DS
v =

∂

∂z

(
ASv

∂S

∂z

)
(2.16)
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where Amv and ATv (ASv for salinity) are the vertical eddy viscosity and di�usivity coe�cients,

respectively.

When non-turbulent conditions are present Amv and ATv are assume constants with values

1 × 10−4 m2 s−1 and 1 × 10−5 m2 s−1, respectively. These background values are also used

as the minimum values for Amv and ATv in order to avoid numerical stabilities due to weak

vertical di�usion. Under turbulent conditions the terms are calculated using the turbulent

eddy kinetic (TKE) scheme. The TKE scheme is based on a prognostic equation of turbulent

eddy kinetic energy (ē) de�ned as:

ē = 0.5
(
u′2 + v′2 + w′2

)
(2.17)

∂ē

∂t
=
Amv
e3

((∂u
∂k

)2
+
(∂v
∂k

)2)
−ATvN2 +

1

e3

∂

∂k

(Amv
e3

∂ē

∂k

)
− cε

e−3/2

lε
(2.18)

Amv = cklk
√
ē (2.19)

ATv =
Amv
Prt

(2.20)

where u′, v′ and w′ are the velocity turbulent components, N is the local Brunt-Vaisälä

frequency, cε =
√

2/2 and ck = 0.1 are constants, Prt is the Prandtl number (a function of

local Richardson number, Ri), and lε and lk are the dissipation and mixing length scales,

respectively, which are estimated as:

lk = lε =
√

2ē/N

1

e3
| ∂l
∂k
| ≤ 1 with l = lk = lε

(2.21)

Open Ocean Convection. Static instabilities (denser water over lighter water) may

occur in the model at particular ocean grid points. In nature, convective processes quickly

re-stablish the static stability of the water column. These processes have been removed from

the model via the hydrostatic assumption (which ignores vertical acceleration) so they must

be parameterized. On the other hand, open ocean convection occurs rapidly within plumes
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with a diameter not bigger than 1 km. So for models where the hydrostatic assumption is

not considered, the horizontal resolution would have to be �ne enough for convection to be

resolved.

In this thesis in order to parameterized the convective processes a convective scheme is

used. The scheme combines an enhanced vertical di�usion scheme and the TKE scheme.

The convective scheme triggers when (and where) an instability is present. In the model the

instabilities are de�ned based on the buoyancy frequency, N2, such that for a particular grid

cell to be considered unstable N2 < 10−12.

Once the instability occurs, it activates the enhanced vertical di�usion scheme for momen-

tum and tracers. This is done by increasing the magnitude of the vertical eddy viscosity and

eddy di�usivity (Amv and ATv , respectively) to 10 m
2/s. The magnitude of these parameters is

increased at the T-point of the grid cell where the instability was detected and at the T-point

of its four closest neighbouring grid cells. This way, it smooths out unstable density pro�les

during convection, re-establishing the water column stability.

2.2.0.4.2 Lateral Subgrid Scale Physics. Lateral turbulence can be roughly divided

into mesoscale turbulence associated with eddies and submesoscale (e.g., di�usion) turbulence

which is never resolved even partially, but always parameterized. The formulation of lateral

eddy �uxes depends on whether the mesoscale is below or above the grid-spacing. In con-

�gurations where the lateral grid spacing is not enough to resolve mesoscale processes (not

eddy-resolving), they need to be parameterized. In OPA the parameterization is done by using

a scheme similar to the closure scheme used in the vertical subgrid scale physics.

In eddy-permitting con�gurations, a second order operator can be used. In this particular

case a lateral second order tracer di�usive operator is used:

DT
l = ∇.

(
ATl R∇T

)
with R =


1 0 −r1

0 1 −r2

−r1 −r2 r2
1 + r2

2


(2.22)

where T refers to the tracer (i.e., temperature and salinity), ATl is the horizontal eddy viscosity,
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and r1 and r2 represent the slopes between the surface along which the di�usive operator acts

and the model vertical level. In z-coordinates r1 = r2 =0, given that the surface where the

di�usive operator acts on is the same as the vertical model level. As a result, a much simpler

horizontal di�usion equation is obtained:

DT
l =

1

e1e2

[
∂

∂i

(
e2

e1
ATl

∂T

∂i
|z
)
|z +

∂

∂j

(
e1

e2
ATl

∂T

∂j
|z
)
|z
]

(2.23)

When using the Laplacian operator the �ow can be separated into the rotational and its

divergent components. The rotational part due to relative vorticity is de�ned as:

ζ = ∇×U · k =
1

e1e2

[
∂(e2v)

∂i
− ∂(e1u)

∂j

]
(2.24)

and the horizontal divergence is given by:

χ = ∇ ·Uh =
1

e1e2

[
∂(e2u)

∂i
+
∂(e1v)

∂j

]
(2.25)

The second order di�usion operator is given as follows:

DU
l = ∆h(Aml U)

= ∇h(Aml χ) +∇h × (Aml ζk)

=

 1
e1

∂(Aml χ)
∂i − 1

e2e3

∂(Aml e3ζ)
∂j

1
e2

∂(Aml χ)
∂j + 1

e1e3

∂(Aml e3ζ)
∂i


(2.26)

For the momentum di�usion the con�guration used in this thesis uses a fourth order (bi-

laplacian) operator. This is basically done by applying the second order operator (Eq. 2.26),

twice.

2.2.0.5 Time Discretization

The time stepping used in NEMO is a three level scheme that can be represented as follows:

xt+∆t = xt−∆t + 2∆tRHSt−∆t,t,t+∆t
x (2.27)
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where x is the prognostic variable (u, v, TorS), RHS stands for the Right-Hand-Side of the

corresponding time evolution equation, ∆t is time step, and the superscripts indicate the time

at which the variable is evaluated. Each term of the RHS is evaluated at a speci�c time step

depending on the physics with which it is associated.

For the non-di�usive processes the time stepping used is the well-known Leapfrog (Fig-

ure 2.5) scheme (Mesinger and Arakawa, 1976). The scheme may be used for momentum and

tracer advection, pressure gradient and Coriolis term. It is an e�cient method that achieves

a second-order accuracy with just one right hand side evaluation per time step.

time

space

t+2Δt

t+Δt

t

t-Δt

t-2Δt

x-
2Δ
x

x+
2x

x
x-
Δx

x+
2Δ
x

Figure 2.5: Temporal and spatial pattern of the time stepping in the Leapfrog scheme

The method does not arti�cially damp linear oscillatory motion nor does it produce insta-

bility by amplifying the oscillations. One disadvantage of the Leapfrog scheme is that it can

introduce a computational mode. This means that the di�erencing decouples odd and even

grid points at any given time step (e.g., orange dots in Figure 2.5). To avoid it, a Robert-

Asselin time �lter (Robert, 1966; Asselin, 1972) is used with the Leapfrog scheme. The �lter is
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a kind of laplacian di�usion in time that mixes the odd and even time steps, as the separation

of the time steps can be seen in Figure 2.5, with the black dots not contributing to the time

evolution of the variable. The Robert-Asselin time �lter is represented as:

xtF = xt + γ

[
xt−∆t
F − 2xt + xt+∆t

]
(2.28)

where γ is the Asselin �lter coe�cient. In the particular case of the experiments used in this

thesis, γ = 0.1.

The Leapfrog di�erencing scheme is unsuitable for the representation of the di�usive and

damping processes given that all the coe�cients of even derivative terms are zero. In this

case a forward time di�erencing scheme is used for the horizontal di�usion terms and tracer

restoring terms:

xt+∆t = xt−∆t + 2∆tDt−∆t
x (2.29)

where Dx represents a di�usion term or a restoring term. The scheme is di�usive in time

and conditionally stable. The conditions for stability of second and fourth order horizontal

di�usion schemes (Gri�es et al., 2009) are:

Ah <


e2

8∆t Laplacian di�usion

e4

64∆t Bilaplacian di�usion

(2.30)

where e is the smallest grid size in the two horizontal directions and Ah is the mixing coe�-

cient. For this study, the laplacian and bilaplacian schemes are used for horizontal tracer and

momentum di�usion, respectively. Thus, considering a time step ∆t = 1080 s (as is the case for

the 1/4◦ horizontal resolution con�guration) with the largest grid cell equal to 16027 m, it is

required a maximum of Ah < 2.97×104 m2/s for the laplacian di�usion and Ah < 9.55×1011

m4/s for bilaplacian di�usion.

For vertical di�usion a backward (implicit) time di�erencing scheme (which is uncondition-

ally stable) is used:

xt+∆t = xt−∆t + 2∆tRHSt+∆t
x (2.31)
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2.3 Sea Ice Component

The sea ice model coupled with the ocean component of NEMO is the Luvain-la-Neuve sea

Ice Model (LIM2) (Fichefet and Maqueda, 1997). LIM2 includes both, dynamic and ther-

modynamics processes. The model is basically based on a three-layer (one snow layer and

two ice layers of equal thickness) model proposed by Semtner (1976), with two ice thickness

categories (mean thickness and open water). Ice internal stress is calculated based on an

elastic-viscous-plastic rheology assumption (EVP; for details refer to Hunke and Dukowicz,

1997).

2.3.1 Dynamics of Sea Ice

In LIM2 the ice is assumed to move in a two-dimensional plane. The momentum balance is

given by:

m
∂u

∂t
= A(τa + τw)−mfk× u−mg∇η +∇ · σ (2.32)

where m is the mass of snow and ice per unit area, A is the ice concentration, τa and τw are

the atmosphere-ice and water-ice interfacial stresses, respectively. As well, f , g, η , k and ∇·σ

are the Coriolis parameter, the acceleration of gravity, sea surface elevation, vertical upwards

unit vector and the internal stress term, respectively.

The terms for the atmosphere-ice and water-ice interfacial stresses (τa and τw) are computed

by using the wind data provided by the atmospheric forcing dataset (more on this in Chapter

3) used and simulated ocean currents. The computations of τa and τw are as follows:

τa = ρaCa|ua|ua (2.33)

τw = ρwCw|uo − ui|(uo − ui) (2.34)

where ρa is the density of the air, Ca is the air drag coe�cient, Cw is the ocean drag coe�cient

(Cw = 0.0055), ua is the surface wind velocity at 10 m, uo is the surface layer ocean velocity,

ui is the ice velocity and ρw is the sea water density. The air drag coe�cient (Ca) is computed
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in the model by using the CORE bulk formula (Large and Yeager, 2004).

For the internal ice stress (last term in Equation 2.32: ∇ · σ), the EPV approach is used.

The approach considers that for short time scales sea ice behaves more elastically while on

longer times scales (on the order of days) the sea ice behaviour is simpli�ed to viscous-plastic

rheology (Hunke and Dukowicz, 1997; Hunke, 2001). The horizontal ice stress is computed as

follows:

∇h · σ =

(
∂σ1

∂x
,
∂σ2

∂y

)
(2.35)

σ1 = σ11 + σ22 (2.36)

σ2 = σ11 − σ22 (2.37)

On the other hand, sea ice divergence (DD) and horizontal tension (DT ) and shearing (DS)

strain rates, are given by:

DD =
1

e1e2

(
∂(e2u)

∂i
+
∂(e1v)

∂j

)
(2.38)

DT =
1

e1e2

(
e2

2

∂(u/e2)

∂i
− e2

1

∂(v/e1

∂j

)
(2.39)

DS =
1

e1e2

(
e2

1

∂(u/e1)

∂j
− e2

2

∂(v/e2

∂i

)
(2.40)

At shorter time scales when sea ice has an elastic response, the internal stress tensor (σ)

relates to the strain through the following:

2Te
∂σ1

∂t
+ σ1 =

(
DD

∆
− 1

)
P (2.41)

2Te
e2

∂σ2

∂t
+ σ2 =

DT

e2∆
P (2.42)

2Te
e2

∂σ12

∂t
+ σ12 =

DT

2e2∆
P (2.43)

∆ =

√
D2
D +

1

e2

(
D2
T +D2

S

)
(2.44)

where Te is an elastic time scale which needs to be small enough to damp the elastic waves, e
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is the eccentricity of the ice elliptical curve (which describes the relation of the two principal

components of a two dimensional stress tensor and ∆ is the deformation rate. P is the ice

compressive strength given by a function of mean ice thickness (h) and concentration (A):

P = P ∗he−Creh(1−A) (2.45)

here P ∗ = 5000 N m−2 and Creh = 20 are two empirical constants.

2.3.2 Thermodynamics of Sea Ice

Ice thermodynamics comprises the processes involved in the way heat is transfer through or

stored within the ice layer. These processes are associated with the vertical and lateral growth

and decay of sea ice.

The conductive heat �ux (Qc) in the vertical (z) is computed by using a one dimensional

heat di�usion equation, which describes the heat conduction and storage in a snow-ice system

(Fichefet and Maqueda, 1997):

ρcp
∂T

∂t
= Gk

∂2T

∂z2
(2.46)

where ρ, cp and k are the snow/ice density, speci�c heat and thermal conductivity, respec-

tively. T is temperature, t is time and G is a correction factor used to convert the heat

conduction change to the corresponding thickness variations (for more details refer to Fichefet

and Maqueda, 1997).

The snow-ice surface heat �ux balance (Bsi), which is a function of the surface temperature,

comprises �ve components: shortwave solar radiation (Qsw), longwave radiation (Qlw), sensible

heat (Qh), latent heat (Qle) and the below the surface conductive heat (Qc). The mathematical

expression for Bsi is as follows:

Bsi = Qsw +Qlw +Qh +Qle +Qc (2.47)

In order to compute the �rst four terms in Eq. 2.47 the bulk formula provided in Large

and Yeager (2004) is used:
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Qsw = (1− i0)(1− α)Qds (2.48a)

Qlw = ε(Qdl − σSST 4) (2.48b)

Qh = ρacpCh(Ta − SST )|ua − uo| (2.48c)

Qle = σaLeCe(q − qs)|ua − uo| (2.48d)

where Qds and Qdl are the downward shortwave and longwave �ux from the atmosphere, Ta

and q are the near surface (10 m) atmosphere temperature and speci�c humidity, SST is the

sea surface temperature, qs is the saturated speci�c humidity at the ocean surface (which is a

function of SST), i0 is the fraction of net shortwave radiation that penetrates the snow/ice, α

is the ocean albedo, ε is the emissivity, σ is the Stefan-Boltzmann constant, Le is latent heat

of vaporization of water, and Ch and Ce are the transfer coe�cients of sensible and latent

heat, respectively.

In the case that the surface temperature Tsf is greater than the melting point the excess

of energy will be redirected towards snow or ice melting:

(
∂h∗
∂t

)
surface

=
Bsi
L∗

(2.49)

where L is the volumetric latent heat and h is the ice or snow thickness. For both parameters

(L and h) the subscript ∗ will indicate the presence of either snow (s) or ice (i).

At the interface where the ice and the ocean enter in contact, any existent imbalance in

energy between the heat �ux from the ocean (Qoi) and the conductive heat �ux at the ice

bottom (Qcb) will result in ice formation or melting:

∂hi
∂t oi

=
Qcb −Qoi

Li
(2.50)

That being said, when Qcb is larger than Qoi, ice growth will tend to happen. If the contrary

occurs ice melting predominates.
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In the case of lateral growth and decay of the ice, they are both associated to the ice

concentration (A), which is the percentage of a grid cell covered by ice. The way the ice

concentration changes in time depends on the open water heat budget, Bl. Mathematically,

such relation would be expressed as:

∂A

∂t
= (i−A2)

1/2 (1−A)Bl
Lih0

(2.51)

where h0 is the thickness of ice formed in a lead. When Bl > 0, there is ice melting. On the

other hand, when Bl < 0, ice forms.

2.3.3 Coupling the Ocean and Ice components

The ice and ocean models must be coupled together. The sea ice and the ocean, when in

contact, interact between each other in a way that the presence of ice a�ects the heat, salt and

momentum �uxes into the upper ocean, while the ocean model impacts the sea ice through

heat and momentum exchange.

The short-wave radiation �ux (Qswoc) at the ocean surface with sea ice cover is:

Qswoc = AQstr + (1−A)(1− αw)Qds (2.52)

Qstr = io(1− α)Qdse
−1.5(hi−0.1) (2.53)

where Qstr is the amount of shortwave radiation that reaches the bottom of the ice slab as

well as the ocean surface, while α is the open water albedo.

The presence of ice a�ects the temperature of the upper layer of the ocean. This layer

is known to be well mixed (hence the name mixed layer, ML) where vertical homogeneous

temperature (Tm) and salinity (Sm) are assumed. If ice exists, the temperature of the ML is

set to freezing point (Tfw, which depends on salinity) so the thermodynamic equilibrium will

be maintain. In other words, the net heat gain of the ML must be balanced by the sensible

heat �ux from the ocean to the ice (Qoi), which is de�ned as:
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Qoi = (1− iw|z=−hm)Qstr + Γ

[
(1−A)Bl

A

]
+Qent +Qdif +QovT |−hm +Qfus (2.54)

where hm is the depth of the ML, iw is the fraction of shortwave radiation that reaches the

ocean and is a function of depth, Γ represents the Heaviside unit function. The last four terms

on the right side are the heat �uxes due to entrainment, di�usion, overturning and salinity

changes. All four of them are handled by the ocean ML model.

The heat �ux budget of open water regions (e.g., polynyas) is:

Bl = (1− iw|−hm)(1− αw)Qsw

+ εw(Qlw − σT 4
m)

+Qh +Qle +Qlsi −Qlpr

+Qent +Qdif +QovT |−hm +Qfus

(2.55)

where Qlsi is the latent heat released during snow/ice formation, and Qlpr is the latent heat

released associated with snow falling on the ocean.

Additionally to heat, the presence of ice and/or snow also contributes to the surface salt

�ux into the ML:

Qsalt = Sm
∂ms

∂t︸ ︷︷ ︸
snow melt

+ (Sm − Si)
(
∂mi

∂t

)
︸ ︷︷ ︸

ice melt

+ (Sm − Si)
(
∂ms

∂t
+
∂mi

∂t

)
︸ ︷︷ ︸

salt rejection

+ Si
∂ms

∂t︸ ︷︷ ︸
arti�cial meteoric ice

+ Sm(AE − Pw)︸ ︷︷ ︸
evaporation & precipitation

(2.56)

where E is evaporation over polynyas and leads, Pw is the freshwater change due to precipi-

tation, m represents mass of ice (subscript i) or snow (subscript s), and Si is the salinity of

the sea ice. The salt rejection term also includes the impact of snow or/and ice formation.
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2.4 List of parameters

Physical Constants

Symbol Value Description

r 6.731× 106 m Earth radius

g 9.8 m/s2 gravity acceleration

Ω 7.2921151 s−1 Earth rotation parameter

ρ 1024 kg/m3 sea water density

ρw0 1000 kg/m3 pure water density

ρa 1.22 kg/m3 dry air density

cp 1000.5 J kg−1 K−1 speci�c heat of air

cpw 4000.5 J kg−1 K−1 speci�c heat of ocean water

σ 5.67× 10−8kg s−3 K−4 Stefan-Boltzmann constant

Le 2.5× 106 J kg−1 latent heat of the vaporization of water

Ls 2.839× 106 J kg−1 latent heat of sublimation of water

Cw 5× 10−3 sea water drag coe�cient

Ocean Model

γ 0.1 Asselin time �lter

ATh 300 m2 s−1 horizontal tracer eddy viscosity

Amh -1.5 × 1011 m4 s−1 horizontal momentum eddy di�usivity

Amv 1 ×10−4 m2 s−1 initial vertical eddy viscosity

T
v 1 ×10−5 m2 s−1 initial vertical eddy di�usivity
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Sea Ice Model

ρs 300 kg m−3 snow density

ρi 900 kg m−3 ice density

e 2 yield curve eccentricity

Te 600 s elastic wave time scale

P ∗ 2.3 × 104 N m−2 ice strength

Creh 20 2st bulk-rheology parameter

Cice 1.63 × 10−3 transfer coe�cient in ice

α 0.95 surface albedo

αw 0.066 open water albedo

ε 0.97 emissivity of snow or ice

Si 6.0 salinity of sea ice

ki 2.034396 J s−1 m−1 K−1 conductivity of sea ice

ks 0.22 J s−1 m−1 K−1 conductivity of snow
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Chapter 3

Sensitivity of Labrador Sea Water

formation to changes in model

resolution, atmospheric forcing and

freshwater input

Published in Journal of Geophysical Research: Oceans (February 2019).

doi.org/10.1029/2018JC014459. Garcia-Quintana, Y., Courtois, P., Hu, X., Pennelly, C.,

Kieke, D., & Myers, P. G.

ABSTRACT

Labrador Sea Water (LSW) is one of the main contributors to the lower limb of the Atlantic

Meridional Overturning Circulation. In this study, we explore the sensitivity of LSW formation

to model resolution, Greenland melt, absence of high frequency atmospheric phenomena and

changes in precipitation. We use �ve numerical model simulations at both 1/4◦ and 1/12◦

resolution. A kinematic subduction approach is used to obtain the LSW formation rate over

the period 2004 to 2016. The control simulation, with 1/4◦ resolution, showed a mean annual

production rate of 1.9 Sv (1Sv = 106m3/s) in the density range of 27.68-27.80 kg/m3 for the

period 2004-2016. Deep convection events that occurred during 2008, 2012 and 2014-2016,
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were captured. We found that with 1/4◦ resolution the LSW formation rate is 19% larger

compared with its counterpart at 1/12◦ resolution. The presence of Greenland melt and an

increase in the precipitation impact the denser LSW layer replenishment but do not decrease

the overall LSW formation rate nor the maximum convection depth. A dramatic response

was found when �ltering the atmospheric forcing which induced a decrease of 44% in heat

loss over the Labrador Sea, strong enough to halt the deep convection and decrease the LSW

formation rate by 89%. Even if our experiment was extreme, a decrease in the storms crossing

the Labrador Sea with a consequent reduction in the winter heat loss, might be a bigger

threat to deep convection and LSW formation in the future than the expected increases in the

freshwater input.

3.1 Introduction

The subpolar North Atlantic is a vital area for heat and freshwater exchange between the low

and high latitudes. Within the subpolar North Atlantic, the Labrador Sea, located between

the Labrador coast of Canada and Greenland, exerts a signi�cant in�uence on the climate

system. In the basin strong oceanic heat loss during winter (Jung et al., 2014; Holdsworth and

Myers, 2015; Schulze et al., 2016) together with a strong cyclonic circulation (e.g., The Lab Sea

Group, 1998), induces deep convection, which during severe winters can reach water depths

of 2 km (e.g., Dickson et al., 2008; Yashayaev and Loder, 2009, 2017). The resulting product

of the deep convection is Labrador Sea Water (LSW). LSW is the lightest component of the

North Atlantic Deep Water (NADW), which feeds the deep and abyssal limb of the Atlantic

Meridional Overturning Circulation (AMOC) (e.g., Haine et al., 2008; Rhein et al., 2015).

Once formed, LSW spreads out from its formation region loaded with high concentrations

of dissolved oxygen and anthropogenic tracers like chloro�uorocarbons (CFCs), and can be

tracked throughout the entire North Atlantic and beyond (e.g., Rhein et al., 2002; Dickson

et al., 2007; Rhein et al., 2015; Kieke and Yashayaev, 2015).

In the upper layer of the Labrador Sea, the Labrador and West Greenland Currents (LC and

WGC respectively) pass around the Labrador Sea margins (Figure 3.1.a). These two currents

form a counter-clockwise boundary current, carrying sea-ice, icebergs and low-salinity water
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from the Arctic as well as runo� from North America and the Greenland ice cap (e.g., Dickson

et al., 2007, 2008; Yashayaev and Dickson, 2008; Yang et al., 2016). Warm and salty waters

from the Irminger Current (IC) are also advected into the Labrador Sea (McCartney and

Talley, 1982). The Irminger Water (IW) is a component of the boundary current system

found in the Labrador Sea. It can be identi�ed around the rim of the basin (Figure 3.1.a) and

its core can be found at a depth range of 200 to 1000 m over the slope (Myers et al., 2007).

Along the Greenland side, boundary current instabilities result in the formation of Irminger

Rings (see, e.g., de Jong et al., 2014; Lilly et al., 2003) (Figure 3.1.a). These warm-core

eddies have a diameter of 30-60 km and are known to contribute to the overall heat and salt

budget of the basin (Yashayaev, 2007; Lilly et al., 2003), playing an important role during

the re-strati�cation phase after the winter convection in the Labrador Sea (Hátún et al., 2007;

Gelderloos et al., 2011; de Jong et al., 2014).

Convective eddies (CE) are also known to play an important role during the re-strati�cation

phase (Marshall and Schott, 1999). After convection, baroclinic instability generated by the

strong density di�erences between the mixed patch and the ambient �uid breaks up into cold

CE with a diameter between 10-36 km (Lilly et al., 2003). The CE mix the upper water

column while the denser and mixed water core spreads along isopycnals at depth (Marshall

and Schott, 1999; Gelderloos et al., 2011).

The boundary current system encircling the Labrador Sea is also associated with the doming

of the isopycnals towards the center of the basin. This brings water weakly-strati�ed from the

interior of the basin closer to the surface, reducing the strati�cation and setting favourable

conditions for deep convection to occur (The Lab Sea Group, 1998).

The critical role played by the boundary currents and the eddies which result from them

makes model resolution an important feature to investigate the LSW formation. Chanut et al.

(2008) compared di�erent model experiments with a horizontal resolution of 1/3◦ and 1/15◦

to investigate the role of mesoscale eddies in the variability of deep convection in the Labrador

Sea. By using the 1/15◦ horizontal resolution experiment they were able to have a better

representation of IR, CE and Boundary Current Eddies (BCE), the interior heat budget of the

Labrador Sea and therefore the variability of deep convection. Also, Marzocchi et al. (2015)

found that when the resolution of the model is increased the boundary currents are better
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represented, and thus the advection processes within.

The variability of LSW formation has been widely analysed (see e.g., García-Ibáñez et al.,

2015; Kieke and Yashayaev, 2015; Rhein et al., 2011; Houssais and Herbaut, 2011; Yashayaev

et al., 2007; Azetsu-Scott et al., 2003). Such variability is known to be closely linked to

changes in the atmospheric forcing (see e.g., Schulze et al., 2016; Holdsworth and Myers, 2015)

particularly to the phases and persistence of the North Atlantic Oscillation (NAO) (e.g., Kieke

and Yashayaev, 2015; Dickson et al., 2008, 1996). During the positive phase of the NAO there

is a stronger mean cyclonic �ow over the North Atlantic Ocean and an increased circulation

of cold air out of the Canadian Arctic. This generally leads to stronger heat loss over the

Labrador Sea and hence deep convection (Hurrel and van Loon, 1997). During the negative

phase of the NAO the situation reverses, resulting in mild winters which leads to a decrease

in the heat loss over the Labrador Sea and reduced convective renewal of LSW (Hurrel and

van Loon, 1997). However this is not a one-to-one relation as even during negative NAO years

deep convection can occur due to the "memory" of the previous winter preconditioning of

the water column (Lazier et al., 2002). The years with negative NAO are also linked to the

advection of freshwater into the Labrador Sea exported from the Arctic Ocean through Fram

Strait, events which are known to have a negative impact on the winter deep convection (e.g.,

Gelderloos et al., 2012; Dickson et al., 1988; McCartney and Talley, 1982).

Besides the freshwater exported from the Arctic Ocean, there are local sources known to

have an in�uence on the freshening of the basin: an increase in the melting of Greenland Ice

Sheet (GrIS) (e.g., Brunnabend et al., 2015; Bamber et al., 2012) and in precipitation (e.g.,

Myers, 2005). In fact, a likely consequence of global warming is the increment of freshwater

discharge due to ice melting or precipitation increase, adding freshwater into the ocean with

the subsequent risk of substantial changes in ocean circulation. If transported into the interior

of the Labrador Sea, such freshwater discharges would reduce the surface salinity (Josey and

Marsh, 2005), contributing to the stability of the water column, and potentially reducing deep

water formation.

High frequency atmospheric phenomena such as cold-air outbreaks, polar lows, mesoscale

cyclones, fronts, topographic jets and extreme winter events in general, known to impact the

convection depth (Holdsworth and Myers, 2015), are also expected to change with future cli-
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mate warming (e.g., see details in Kolstad and Bracegirdle, 2008; Zahn and von Storch, 2010b)

and questions about how the ocean will respond to those changes are arising (Holdsworth and

Myers, 2015).

The formation and downstream spreading of LSW and its contribution to the NADW, make

the North Atlantic Ocean the only basin amongst the world's ocean where large concentrations

of anthropogenic CO2 penetrate mid and abyssal depths (Sabine et al., 2004). At the same

time strong oxygen intake occurs during deep convection events. As the mixed layer deepens

it progressively exposes large volumes of under-saturated water to the atmosphere allowing

the ventilation of the deep ocean (e.g., Kieke and Yashayaev, 2015; Stendardo and Gruber,

2012). So changes in LSW production, its properties and thickness would have a direct impact

on the potential of the ocean to store anthropogenic carbon (see, e.g., Steinfeldt et al., 2009)

and on the ventilation of the deep ocean. Given its relevance various e�orts have been made

to investigate the LSW formation rate using numerous methods (chloro�uorocarbons (CFC)

inventories, numerical models, hydrographic changes, mass budget, heat budget, etc.). Haine

et al. (2008) summarized various methods to infer the LSW formation rate and its variability,

based on studies published between 1990 to 2008. The formation rates from some of those

studies (in Haine et al., 2008), among others, are illustrated in Figure 3.1.b. Therein, our main

goal is to illustrate some of the di�erent methods used to study the formation of LSW together

with the associated rates and to use them to place our subduction estimates in context. For

more details on the speci�cs of the methods and LSW de�nition used in the di�erent studies,

please refer to the manuscripts cited in Figure 3.1.b.

52



Canada

Greenland

WGC

E
G

C

LC

IW

Ir
m

in
g
e
r 

S
e
a

Labrador      

Sea

BIC

65°

60°

55°

50°

60° 50° 40°

1940 1950 1960 1970 1980 1990 2000 2010 2020

2

4

6

8

10

12

14

16

18

20

Numerical
Model

Hydrographic
Section

CFCs

Inventory

Water mass

transformation

2 Sv (LSW)

2 Sv (LSW)

4.5 Sv (LSW)

(1)
(2)
(3)

1.3 Sv (LSW)

3.5 Sv (LSW)
(4)

3.9 Sv (LSW)

4.5 Sv (LSW)

5.9 Sv (LSW)

7.4 Sv (LSW)

3.3 Sv (ULSW)

3.3 - 4.7 Sv (ULSW)

8.2 Sv  (CLSW)

6.9 - 9.2 Sv (ULSW)

1.2 - 2 Sv (LSW)

2.7 Sv (LSW)

3.4 Sv (LSW)

S
tu

d
y
 r

e
fe

r
e
n

c
e
 n

u
m

b
e
r

4.0 Sv (ULSW)

2.5 Sv (ULSW)

(5)
(6)
(7)
(8)
(9)

(10)
(11)
(12)
(13)
(14)
(15)

(18)

(16)
(17)

(a)

(b)

Figure 3.1: (a) Schematic showing the boundary current system around the Labrador Sea:
East Greenland Current (EGC), West Greenland Current (WGC), Irminger Water (IW), Baf-
�n Island Current (BIC), Labrador Current (LC). Also displayed in this sketch is the deep
convection region (shaded ellipse) after The Lab Sea Group (1998), the region with the higher
incidence of eddies shed out of the WGC (pink region contoured by black dashed lines) after
Chanut et al. (2008), and the isobaths 500, 2000 and 3500 m. Panel (b) summarises the results
from di�erent studies investigating LSW formation rates using four methods: Hydrographic
observations, numerical model output, CFCs inventories and water mass transformation ap-
proach. Each horizontal bar indicates the study period of the responding study (labelled with
color). The resultant rate is notated adjacent to the bar. The color scales on the right refer
to the studies listed as follows,: (1) Pickart and Spall (2007), (2) Yashayaev et al. (2004), (3)
Yashayaev and Clarke (2006), (4) Khatiwala and Visbeck (2000), (5) Boning et al. (1997), (6)
Gerdes et al. (2005), (7) Courtois et al. (2018), (8) Mauritzen and Häkkinen (1999), (9) Marsh
et al. (2005), (10), (11) and (13) Kieke et al. (2006), (12) LeBel et al. (2008), (14) and (15)
Kieke et al. (2007), (16) Myers and Donnelly (2008), (17) Khatiwala et al. (2002), and (18)
Marsh (2000).
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The kinematic subduction approach has been used as a tool to investigate the ventilation of

the ocean as well as water-mass formation (e.g., Da Costa et al., 2005; Trossman et al., 2009;

Liu and Wang, 2014; Courtois et al., 2018). The approach integrates the local subduction rate

over outcrop areas and over density classes. In principle, it is similar to the transformation

approach (Marsh, 2000) but with consideration of advection. It quanti�es the transfer of

water below the mixed layer into the deeper layers, e�ectively connecting the atmosphere to

the ocean interior. One of the main advantages of the method is that it considers transfer into

the ocean interior over a speci�c density range (Da Costa et al., 2005).

In this study we explore the impact of enhanced freshwater discharge (either by glacial

melting or precipitation increase), high frequency atmospheric forcing and model resolution on

LSW formation by using numerical model output. We use the kinematic subduction approach

to quantify the LSW formation rate in the period 2004 to 2016. To our knowledge this study

is the �rst to use this method to investigate the variability of the LSW formation rate under

di�erent sensitivity experiments, while using hourly atmospheric forcing data that allows the

representation of a wide range of atmospheric phenomena. The study is preceded by Courtois

et al. (2018) who, by using a high-resolution numerical simulation, investigated the subduction

rate in the Labrador Sea from 2002 to 2014.

These di�erent scenarios covered in the present manuscript were selected to investigate

how the LSW formation might respond under changes predicted to occur due to the ongoing

global warming (except in the case of model resolution): increase in Greenland Ice sheet melt,

decrease of precipitation over the mid latitudes and the decrease of high frequency atmospheric

phenomena over the Labrador Sea together with a poleward shift of the extra-tropical storm

track. In the case of SPG12 we were looking to tackle how the model resolution might

impact the results. Numerical ocean models play an important role in increasing our ability

to comprehend oceanic processes, monitor the current state of the oceans, and to a limited

extent (for now), even predict their future state.

Holdsworth and Myers (2015) also investigated the in�uence of high frequency atmospheric

forcing on the deep convection of the Labrador Sea using model output from 2002 to 2010 (for

details see Holdsworth and Myers, 2015). One of the main di�erences between their and the

present study is that they explored the impact on the convective energy in the Labrador Sea
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while we investigate the in�uence on the LSW formation rate.

In order to explore the sensitivity of the LSW formation rate on changing conditions, a

control simulation and four perturbation experiments were carried out using a state-of-the-art

coupled ocean-sea ice model, run from 2002 to 2016. Each of the perturbation experiments have

a speci�c alteration compared to the Control simulation. The model as well as a description

of the experiment setup are introduced in Section 2. Section 3 gives a detailed description

of the kinematic subduction approach used to estimate the LSW formation rates. Section 4

describes the results obtained with the di�erent experiments. Section 5 covers the discussion

and conclusions.

3.2 Model Description and Experiments Setup

This section describes the details of the model and the con�guration used. The di�erent

simulations used within each of the sensitivity experiments are also introduced.

3.2.1 Ocean-Sea Ice Model

The model used is the Nucleus for European Modelling of the Ocean (NEMO) numerical

framework version 3.4 (Madec, 2008). The sea ice module is the Louvain-la-Neuve LIM2

(Fichefet and Maqueda, 1997). The con�guration used to run all the simulations in this paper

is called Arctic and Northern Hemisphere Atlantic (ANHA) with a 1/4◦ resolution (ANHA4)

(Figure 3.2.a). The con�guration covers the whole Arctic Ocean, North Atlantic and a part of

the South Atlantic with two open boundaries, one close to Bering Strait and the other one at

20◦S. Its mesh grid is extracted from the 1/4◦ global tripolar grid, ORCA025 (Barnier et al.,

2007). The highest horizontal resolution (∼ 6 km) is in Dease Strait, an east-west waterway

between the mainland of Kent Peninsula and Victoria Island in Nunavut, Canada. The lowest

resolution (∼ 28 km) is at the Equator. Over the Labrador Sea the horizontal resolution is

around 16 km. The con�guration has 50 vertical levels, with the layer thickness smoothly

increasing from 1.05 m at the surface, to 453.13 m in the last level. No temperature or salinity

restoring is applied, leaving the model to evolve freely without constraining the drift.

ANHA4 initial temperature, salinity, horizontal velocities (zonal and meridional) and sea
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surface height �elds are obtained fromGlobal Ocean Reanalysis and Simulations (GLORYS2v3)

from MERCATOR (Masina et al., 2017). The initial ice �eld is a combination of GLORYS2v3

simulation and satellite observations. Lateral open boundary conditions (salinity, tempera-

ture and horizontal velocities) are also from GLORYS2v3. This approach helps to reduce

the model spin-up time by starting from a spun-up realistic state. GLORYS2v3 is a global

ocean reanalysis produced by the MyOcean Global Monitoring and Forecasting Centre. The

reanalysis is built to be as close as possible to the observations (i.e. realistic) and in agreement

with the model physics. Using NEMO 3.1 and LIM2 EVP sea ice model, GLORYS2v3 runs

from January 1993 to December 2013. The mesh grid is extracted from ORCA025. It has 75

vertical levels and an eddy-permitting horizontal resolution of 1/4◦. It uses 3-hourly ERA-

Interim as atmospheric forcing as well as bulk Coordinated Ocean-ice Reference Experiments

(CORE) formulation with radiative �ux correction and diurnal cycle. The data assimilated

in GLORYS2v3 includes: Sea Surface Temperature (Reynolds AVHRR-AMSR 1/4◦), repro-

cessed Sea Surface Height (Jason1, Jason2, Envisat, T/P, GFO, ERS1-2), reprocessed InSitu

temperature and salinity vertical pro�les from the Coriolis Data Center, CNES-CLS MSSH

(Rio 2009) and sea ice concentration (Cersat). For more details on GLORYS2v3 please refer to

https://www.mercator-ocean.fr/wp-content/uploads/2015/08/FS-GLORYS2V3_EN.pdf

The atmospheric forcing data used in ANHA4 comes from the Canadian Meteorological

Centre's Global Deterministic Prediction System (CGRF) (Smith et al., 2014). CGRF provides

10 m surface wind, 2 m air temperature and speci�c humidity, downward long-wave and short-

wave radiation �uxes and total precipitation. This dataset has a temporal resolution of one

hour and a spatial resolution of 0.45◦ in longitude and 0.3◦ in latitude (which is still relatively

coarse compared to the ANHA4 spatial resolution). The CORE bulk formulae were applied

to compute �uxes of heat, water and momentum (Large and Yeager, 2009).

Monthly interannual river discharge from the 1◦ by 1◦ Global River Flow and Continental

Discharge Dataset (Dai and Trenberth, 2002; Dai et al., 2009) is volume-conserved remapped

onto the model grid. The original dataset goes up to 2007, after that the runo� from 2007 is

repeated. The river discharge from the adjacent areas of the Labrador Sea was found to be

117.9 km3/year in this dataset. Freshwater �uxes from Greenland (liquid component only)

are based on Bamber et al. (2012). The liquid freshwater �uxes from Greenland goes up to
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2010, and afterwards the runo� from 2010 is repeated.

The regional con�guration ANHA4 has been used in the past by Holdsworth and Myers

(2015) to explore the in�uence of high frequency atmospheric forcing on the circulation and

deep convection in the Labrador Sea. Dukhovskoy et al. (2016) used the same con�guration

to look at the spreading of Greenland freshwater in the sub-Arctic Seas, while Guillard et al.

(prep) explored the pathways of the melt-water from marine terminating glaciers of the Green-

land ice sheet. Müller et al. (2017) used the ANHA4 con�guration to explore the temperature

�ux carried by individual eddies across 47◦N in the Atlantic Ocean. They ran two di�erent

simulations using the ANHA4 con�guration: one simulation with a horizontal resolution of

1/4◦ over the entire domain and a second simulation with a two-way nest over the subpolar

gyre to increase the horizontal resolution to 1/12◦. Both simulations, called ANHA4 and

ANHA4-SPG12 (in Müller et al. (2017)), are used in the present study. Here nevertheless

they will be found under the names Control and SPG12 respectively.

3.2.2 Sensitivity Experiments Set-up

Four perturbation experiments from a Control simulation were carried out using ANHA4

(Table 3.1): Subpolar Gyre 1/12◦ (SPG12), Greenland Melt Removed (GMR), Filtered and

Precipitation Decreased (PD). All the simulations, including the control run, were ran from

January 1st, 2002 to December 31st, 2016, with a temporal output resolution of 5 days. No

leap years were consider as it is traditionally done for ocean models.

The perturbation experiment SPG12 was designed to evaluate the impact of the spatial

resolution when calculating the LSW formation rate. To increase the resolution from 1/4◦ to

1/12◦, two-way nesting was implemented using the Adaptive Grid Re�nement in Fortran90

(AGRIF) (Debreu et al., 2008; Laurent et al., 2005; Blayo and Debreu, 1999). The nest was

centered over the region of the subpolar gyre, approximately between 36◦ - 68◦N and 60◦W

and 10◦E, with the ANHA4 con�guration as the parent domain (Figure 3.2.b). SPG12 was

forced using the same collection of datasets used to force Control. The river runo� dataset

was interpolated to 1/12◦, though additional care was taken to ensure that all river runo�

enters ocean grid cells. While the resulting spatial area where runo� is applied to the ocean

may di�er slightly between the 1/4◦ and 1/12◦ datasets, the runo� volume is identical. To
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Table 3.1: Set of simulations used in the present study: Control (reference simulation), SPG12
(horizontal resolution increased to 1/12◦), Greenland Melt Removed (GMR), Filtered (�ltered
winds and temperature �elds) and Precipitation Decreased (PD). bold is used to show what
is di�erent between the simulations of an experiment. CGRF (•) refers to a version of the
atmospheric forcing containing a decrease in precipitation. CGRF (••) refers to the �ltered
(temperature and wind �elds) version of the atmospheric forcing. The period considered for
all the experiment was 2004 to 2016.

Simulation
name

Horizontal
resolution

Atmospheric
forcing

Greenland and River Runo�

Control 1/4◦ CGRF Interannual-Monthly with
Greenland melt

SPG12 1/12◦ CGRF Interannual-Monthly with
Greenland melt

GMR 1/4◦ CGRF Interannual-Monthly with

Greenland melt removed

Filtered 1/4◦ CGRF

(••)
Interannual-Monthly with
Greenland melt

PD 1/4◦ CGRF (•) Interannual-Monthly with
Greenland melt

preserve in SPG12 the same atmospheric conditions present in Control, the CGRF dataset

is interpolated to 1/12◦, as opposed to using a higher resolution dataset. It should be noted

that this does not imply true 1/12◦ resolution of atmospheric forcing, as CGRF has a native

resolution of around 33 km in the Labrador Sea. CGRF has however su�cient temporal and

spatial resolution to capture the intense mid-latitude cyclones which heavily in�uence the

Labrador Sea (Holdsworth and Myers, 2015). While a higher resolution atmospheric dataset

might present some smaller scale features, the large scale interaction between the atmosphere

and the Labrador Sea will not change if the mean state is not signi�cantly a�ected. The SPG12

simulation examines if additional eddy-resolving skill results with changes to the Labrador Sea

subduction rather than the connection with the atmosphere (or Greenland melt), which the

other simulations cover.

By implementing the nest, the horizontal resolution over the Labrador Sea increased from
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16 km in Control to 5 km in SPG12. Due to the increased resolution, the following resolution-

dependent parameters are consequently di�erent between Control and SPG12 : time-step,

horizontal eddy di�usion, horizontal bilaplacian eddy viscosity, and elastic wave time-scale for

sea-ice (Table 3.2). The rest of the parameters for each simulation were kept identical.

Table 3.2: Resolution-dependent parameters whose numerical values changed from Control to
SPG12.

Parameter Control SPG12

Time-step 1080 s 180 s

Horizontal eddy di�usivity 300 m2/s 50 m2/s

Background horizontal bi-Laplacian eddy vis-

cosity

−1.5x1011 m4/s −1x1010 m4/s

Time-scale for elastic waves in sea-ice model 320 s 120 s

The second perturbation experiment, termed Greenland Melt Reduced (GMR), aims to

determine the impact of freshwater �uxes from the GrIS on LSW formation. Compared to

the Control run, the simulation GMR does not include the GrIS freshwater around Greenland

from Bamber et al. (2012). The di�erence in LSW formation between the two Control and

GMR simulations is presented in the section 4.2.

To investigate the in�uence of high-frequency atmospheric forcing a third perturbation

experiment called Filtered was carried out. As high frequency atmospheric phenomena appear

as short time-scale changes in temperature and wind stress, the temperature and wind speed

�elds only were �ltered. To do so a Kolmogorov-Zurbenko �ltering (Zurbenko et al., 1996;

Rao and Zurbenko, 1994) was applied to the hourly atmospheric forcing data (referred to as

CGRF (••) in Table 3.1). The �lter is based on an iterative moving average of length m,

and obtained after p iterations, that removes high frequency (with respect to the window size

m) variations from the original data. We used a window length width of ten days (m = 10)

and one iteration (p = 1). Thus all the forcing acting over a time period of 10 days or less

(e.g., storms, barrier and topographic winds and frontal jets) were removed from the original
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atmospheric forcing dataset.

To analyse just the impact of the freshwater input as a consequence of changes in precip-

itation, a fourth perturbation experiment called Precipitation Decreased (PD) is considered.

The precipitation used in the PD simulation is 1/3 of that used in Control (referred to as

CGRF (•) in Table 3.1). The Control simulation is thus considered to be a case of increased

precipitation here.

To account for the model adjustment from GLORYS2V3, we use only the output corre-

sponding to the period January 1st, 2004 to December 31st, 2016. By analysing some of the

ocean �elds from the model output we found that, although short, this 2 years adjustment

period is su�cient for the model to develop realistic inter-annual variability in the Labrador

Sea, given the simulations start from the reanalysis solution.

3.2.3 Model Evaluation

We compared the mixed layer depth (MLD) obtained from Argo observations (for details

about the Argo dataset, see: Holte et al., 2017) with the Control simulation (based on the

analysis of Courtois et al., tted). The comparison was made over a region in the Labrador Sea

selected following Yashayaev and Loder (2016) (Figure 3.2.c). The MLD from Control shows

a good agreement with that derived from the Argo �oats, especially during years when deep

convection developed such as 2008, 2012, 2014 and 2015. Seasonal variability captured in the

Control simulation corresponds well with that observed. The observed and simulated MLD

time series are correlated at 81% for both periods 2002-2016 and 2004-2016. Thus there is no

impact whether if we consider or not the short spin up time. At the same time there is some

disagreement as Control shows a deeper (more than 300 m) MLD in years like 2009, 2010

and 2016. However due to the nature of the Argo �oats they do not happen to be always in

the convection site when deep convection is occurring, as they mainly drift within the mean

�ow. Based on observational data (annual conductivity-temperature-depth (CTD) survey of

the AR7W section from Fisheries and Oceans Canada), Yashayaev and Loder (2017) found

that the MLD during 2016 was deeper than 2000m, however the Argo data does not reach

that depth. Thus, the di�erences found in the MLD comparison in the years 2009, 2010 and

2016 might as well come from the absence of observations from the convection region and not
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necessarily due to an overestimation of the model MLD.

We also compared over-the-MLD averaged salinity and temperature time series from Control

and from Argo �oats (for details about the Argo dataset see: Holte et al., 2017) (Figures 3.2.d

and 3.2.e respectively), both within the same region used for the MLD comparison. We

found that (although not perfect) the model does a decent job representing the inter-annual

variability and magnitudes of both �elds, especially for temperature. This is re�ected in the

agreement between model and observations during the convection (winter) season. The mean

model-observations temperature di�erence is 0.2◦ C and 0.3◦ C for the periods 2002-2016 and

2004-2016 respectively. In the case of salinity the mean model-observations di�erence is 0.1

and 0.2 for the periods 2002-2016 and 2004-2016 respectively. We found that the modelled

and observed salinity time series are 69% and 74% correlated for the periods 2002-2016 and

2004-2016 respectively. At the same time in the case of the temperature �eld, the model and

observation time series are 95% correlated for both periods 2002-2016 and 2004-2016.

The overturning transport at 26.5◦N between Control and the observations from the RAPID-

MOCHA-WBTS (RAPID-Meridional Overturning Circulation and Heat �ux Array-Western

Boundary Time Series) array (C.S., 2017), was also compared (Figure 3.2.f). In this partic-

ular case the comparison is done from 2004 which is when the observations at the RAPID-

MOCHA-WBTS array started. Both time series are correlated at 50% with the model properly

representing the inter-annual variability. However, the model overestimates the overturning

transport by 2Sv with the di�erence increasing with time. The increase in the modelled AMOC

at 26.5◦N after 2009 seems to be related to numerical issues at the southern boundary (−20◦

S) beginning in December 2007. The signal however does not spread beyond 45◦N during our

integration and thus does not a�ect the Labrador Sea �elds discussed in this manuscript.

Müller et al. (2017) compared the mean circulation patterns from Control and SPG12 with

that from satellite altimetry, with a focus on the region located between 60◦ - 5◦ W and 40◦ -

55◦ N within the subpolar gyre, �nding a good correspondence between them. However they

did point out, as one of the di�erences, a more pronounced coastal branch of the Labrador

Current represented in the simulations compared to that from altimetry data.
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Figure 3.2: Horizontal resolution for (a) the ANHA4 domain and for (b) SPG12. The next
panels show a comparison of the Control simulation and observations regarding: (c) mixed
layer depth and over-the-MLD averaged (d) salinity and (e) temperature, all over the black-
contoured region in the map inset in (c) (Control vs. Argo �oats), and (f) overturning transport
(Overt. trans.) at 26.5◦N (Control vs. RAPID array).
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3.3 Analysis Methods

Ocean subduction involves water mass exchange through the moving mixed layer base. When

water masses are transferred beneath the base of mixed layer, they are shielded from the

atmosphere and only subsequently modify their properties by mixing in the ocean interior. The

process describing the temporary movement of water out of (into) the mixed layer is known

as detrainment (entrainment) (see, e.g., Da Costa et al., 2005). On the other hand, when

the water leaves the mixed layer, passing through the seasonal pycnocline to the permanent

pycnocline (Figure 3.3.a) irreversibly in one year, it is known as subduction (e.g., Qiu and

Huang, 1995). Similarly, the annual mean obduction rate is de�ned as the total amount of

water going from the permanent pycnocline, passing through the seasonal pycnocline, into the

mixed layer (Figure 3.3.a) irreversibly in one year (e.g., Qiu and Huang, 1995). We will use

only the term subduction as it is the process linked to water formation, while obduction is

mainly related to water erosion (e.g., Qiu and Huang, 1995; Huang, 2010).

Two main approaches can be used for calculating subduction rates. One approach is based

on the analysis of ocean-atmosphere heat and mass �uxes and on the calculation of the density

�uxes through the sea-air interface (Speer and Tziperman, 1992). The second approach is the

so called kinematic method which is based on the analysis of the upper ocean circulation, and

it can be carried out in a Lagrangian or Eulerian reference frame (e.g., Qiu and Huang, 1995).

In the present work the kinematic subduction approach in Eulerian coordinates, following Da

Costa et al. (2005) and Courtois et al. (2018), is used to calculate the subduction rate in the

Labrador Sea (Figure 3.3.b). According to Da Costa et al. (2005), the approach addresses

the subduction (obduction) rate as the exchange through the moving mixed layer caused by

a deepening (shallowing) of the MLD, convergence of horizontal transport out of (into) the

mixed layer and vertical transport out of (into) the mixed layer (Figure 3.3.a). So all the

processes contributing to the transfer of water into the ocean interior are considered.
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Figure 3.3: (a) Schematic showing the subduction and obduction process following Qiu and
Huang (1995). The blue box represents the processes involved in subduction. The red arrows
represent the change in time of the MLD, with the arrows pointing out the shallowing (up)
and deepening (down) of the MLD (∂h∂t ). In magenta is illustrated the term that represents
the convergence of horizontal transport into the MLD (~v · ∇h). In green appears the vertical
transport of �uid (Wb) into the MLD. (b) The Labrador Sea with the region within the
basin over which the net subduction was calculated. Figure (b) shows a sample �eld of the
subduction averaged over April 26 (included) to 30 in 2012. It is chosen to illustrate a strong
subduction period.
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Following the discussion in Da Costa et al. (2005) and Courtois et al. (2018) the subduction

rate S is de�ned as:

S(σ) =
−1

τ

∫ τ

0

∫
Aσ

[Wb +
∂h

∂t
+ ~v · ∇h] dAσ dt (3.1)

where S(σ) is the net subduction, τ is 1 year and dAσ is the element surface outcrop area

associated with Aσ = [x : σ ≤ σh(x, t) < σ + δσ] with σh the instantaneous mixed layer

density, x ≡ (x, y) are the horizontal coordinates, t is time, h is the MLD, v is the velocity

and σ and (σ + δσ) represents the density of neighbouring isopycnals. A major advantage

of this method is that it considers the three main ways in which a parcel of water can leave

or enter the mixed layer (ML): Wb represents the vertical velocity at the base of the ML, ∂h∂t

represents the changes in time of the ML thickness and (~v ·∇h) the horizontal advection across

the sloping base of the ML.

Wb is not extracted directly from the model output but instead is computed according to

Huang (2010) where:

Wb = We −
β

f

∫ 0

−h
v dz (3.2)

Following Huang (2010), Wb is the contribution to the net subduction due to vertical

pumping at the base of the mixed layer, which is slightly smaller than the Ekman pumping

rate (We) due to the geostrophic �ow (βf
∫ 0
−h v dz) in the mixed layer. Accordingly, We is

computed as the divergence between the meridional (τy) and zonal (τx) wind stress, both

given by the atmospheric forcing. The second term in Eq. (2), β
f

∫ 0
−h v dz, is computed by

integrating v over the mixed layer. β = ∂f
∂y and f is the Coriolis parameter.

Two density classes were considered for computing the subduction rate. Following Stramma

et al. (2004), Kieke et al. (2006) de�ned Upper Labrador Sea Water (ULSW) and deeper

Labrador Sea Water (LSW) to fall into the density range σθ = 27.68 - 27.74 kg/m3 and σθ

= 27.74 - 27.80 kg/m3, respectively. In this paper, following both studies we de�ne ULSW

in the same density range. In the case of deeper LSW we de�ne it as a water mass in the

density range σθ = 27.74 - 27.82 kg/m3 as Courtois et al. (2018) (see their manuscript for

more details). Numerical simulation salinity drift in this region is a known problem (e.g.,
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Rattan et al., 2010). Thus, simulated density tends to increase as the time evolves. For this

reason an additional water mass is considered: a water mass with a �xed density range from

σθ = 27.82 - 27.92 kg/m3, which will be referenced as Modelled Labrador Sea Water (MLSW).

However, not all the simulations show subduction occurring within such density range. In fact

the Control simulation shows no subduction occurring at the MLSW density range.

By default in NEMO, the MLD is calculated using a density di�erence criterion of 0.01

kg/m3. As explained in Courtois et al. (tted), the MLD computed this way is over-estimated

during strong deep convection events due to temperature-salinity compensation. Given the de-

pendence of the kinematic approach on the MLD, we de�ned and computed MLD as explained

in Courtois et al. (tted) (Figure 3.2.c for Control - MLD). Therein, the MLD is estimated based

on the intersection of two linear �ttings, one de�ned by the mixed layer and the other one by

the slope of the underneath layer, for both potential temperature and salinity.

3.4 Results

In this section we will describe the results from the di�erent perturbation experiments. The

order of presentation will be as follows: SPG12, GMR, Filtered and �nally PD. For each of

the experiments the monthly mean subduction, seasonal mean subduction, averaged March

MLD, mean total subduction and the averaged subduction components will be described for

the period 2004-2016.

3.4.1 Changing the Horizontal Resolution (SPG12 Experiment)

Monthly average subduction time series together with the maximum model MLD were plotted

to investigate the evolution of the subduction during the study period and its relation with

the MLD (Figure 3.4). It is worth noting that the time series in Figure 3.4 appear to be

interrupted, most of the time at the beginning of each year. This occurs when entrainment

and detrainment cancel each other resulting in no net subduction. In any case, the seasonality

of the subduction is well represented. As the MLD deepens the water that once was beneath

the mixed layer enters it and gets mixed with the ambient waters and thus ventilated. This

process is followed by the subduction (positive values), in late winter or early spring (late
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March to the end of April), as the MLD starts to shallow from its late winter maximum (Holte

and Straneo, 2017). Under these circumstances the water within the mixed layer leaves it and

gets again trapped underneath its base.

In Control (Figure 3.4.a) the subduction values are between 0.2 and 6.5 Sv. Three maxima

occur: the �rst one (∼ 2.5 Sv) in 2008 in the density class of deeper LSW (1 Sv at the

ULSW density class); the second one in 2012, in this case in both density classes, ULSW

and deeper LSW, with values of ∼ 2.6 Sv and ∼ 2.5 Sv respectively and the third one in

2016, with the subduction rate reaching 6.5 Sv in the density class of deeper LSW (and

0.5 Sv at ULSW). These years (2008, 2012 and 2016) coincide with observations of strong

convection in the Labrador Sea (Yashayaev and Loder, 2017). During the years 2014 and 2015

the subduction was not as pronounced as during 2012 even though they were years of strong

convection. However, strong convection does not mean that subduction will occur. Convection

can broadly be described as a strong mixing of the water column involving downward and

upward movement of �uid within the MLD, while subduction refers only to the net downward

movement of �uid beneath the MLD. Nevertheless during these years LSW was most likely

building up, resulting in 6.5 Sv of deeper LSW being subducted in 2016.

In SPG12 (Figure 3.4.b) the values of subduction are in general smaller than those in

Control. The annual evolution of subduction in SPG12 also shows three noticeable maxima.

As in Control, the �rst one occurs in 2008 at the density class of deeper LSW, with a value of

1.52 Sv, and 1 Sv at ULSW. The second one in 2012, with 2.5 Sv at deeper LSW, and 1 Sv

at ULSW. The third one occurs in 2016 with a subduction rate of 1.75 Sv at the deeper LSW

and 0.25 Sv at ULSW.

In SPG12 from 2014 onward some subduction occurs at the density range of MLSW.

Comparing the values of subduction for the deeper LSW class in SPG12 with those from

Control we �nd that, for SPG12 in 2008 the subduction rate decreases by 39%, no di�erences

are shown in 2012, while in 2016 it decreases by 73%. As for the ULSW in SPG12 : no

di�erences are found in 2008, and it decreases by 62% and 50% in 2012 and 2016 respectively.
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Figure 3.4: Monthly subduction and obduction rates (in Sverdrup), from January 2004 to
December 2016, considering the density ranges of ULSW (Class1: blue), deeper LSW (Class
2: orange) and model LSW (Class 3: black). Shown are the simulations: (a) Control, (b)
SPG12, (c) GMR, (d) Filtered, and (e) PD. Maximum model MLD (dashed purple lines) for
each simulation appears overlaid on the subduction time series.

A seasonal decomposition of subduction for the SPG12 and Control allows a closer inspec-

tion of the process by density ranges (Figure 3.5.a and 3.5.c). The subduction rates (positive)

were averaged over two di�erent periods: the re-strati�cation period (summer), from the be-

ginning of April to the end of September, and the period when the mixed layer is deepening
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from the beginning of October to the end of following-year March, from 2004 to 2016. Both

simulations show subduction occurring in the summer period (Figure 3.5.a) which is when the

MLD shallows and water gets transferred below the MLD base. In Control (Figure 3.5.a, blue

line) the subduction goes up to a maximum of ∼ 2.3 Sv, while for SPG12 the maximum is

around ∼ 1.2 Sv. Both the summer and winter subduction decrease with increased resolution.

Both maxima occur at the density range corresponding to deeper LSW. On average, when the

resolution is increased over the subpolar gyre, the seasonal subduction rate in the Labrador

Sea decreases by around 48%.
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Figure 3.5: Averaged seasonal subduction and obduction rates as a function of the potential
density, for each of the perturbation experiments compared to Control : (a, c) SPG12, (b,
d) GMR, (e, g) Filtered and (f, h) PD. In all the cases the Control simulation appears in
blue, while the perturbation (depending on the experiment) appears in orange. The Summer
season is de�ned as the period from April to September, while the Winter season goes from
October to March.

Even when the subduction is more prominent during the summer period, there is some sub-

duction occurring in the winter period (Figure 3.5.c). This is more pronounced in the SPG12

simulation where the subduction reaches 0.2 Sv at the interface between ULSW and deeper
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LSW density classes. In the case of the Control simulation (Figure 3.5.c), the subduction does

not even reach 0.1 Sv. The di�erence in the subduction magnitude found between Control

and SPG12 can be explained by considering how the MLD varies from one simulation to the

other. Figures 3.6.a and 3.6.b show the March averaged MLD over the Labrador Sea, from

2004 to 2016, for Control and SPG12 respectively. By increasing the spatial resolution not

just the maximum depth of the ML decreases by around 17%, but also the area where the ML

is deeper than 1000 m is reduced.

This could indicate an increase, due to increasing the resolution, in IR and BCE which

would transport Irminger Water into the Labrador Sea interior. IR have warm and saline

Irminger Water cores between 200 and 1000 m and low-salinity cores above 200 m. Indeed,

Figure 3.7 shows higher transport of Irminger water (Figure 3.7.a) and freshwater (Figure

3.7.b) from the WGC directly into our study region, in SPG12 compared to Control. A larger

thermal forcing component (heat loss only in this case) of the buoyancy �uxes (Figure 3.7.c) in

SPG12 especially in fall and winter appears to follow the larger advection of Irminger Water

in this simulation compared to Control.

Given their cold and fresh caps, mostly observed during spring (and also captured in SPG12 :

Figure 3.7.b), IR are known to be an important source of freshwater to the Labrador Sea

contributing signi�cantly to the rapid restrati�cation of basin interior following wintertime

deep convection (Hátún et al., 2007; Gelderloos et al., 2011; de Jong et al., 2014). Hátún et al.

(2007) observed and described IR spawned from the WGC as they entered the Labrador Sea

interior by using high-resolution autonomous Seaglider hydrography and satellite altimetry.

They suggested that the trajectory followed by these eddies keep the observed region of deep

convection to be small and not spatially the same as where the atmospheric wintertime cooling

is most intense. This would explain the smaller convection region found in SPG12 compared

to Control. BCE and CE are also known to play an important role in extracting heat from the

boundary current system and transport it to the interior of the basin (Chanut et al., 2008).

During deep convection all three types of eddies would strengthen the strati�cation throughout

the water column, shallowing the MLD and limiting the LSW production. As the subduction

calculations are highly dependent on the MLD, seasonal changes in the MLD are also re�ected

in the seasonality of the subduction.
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no MLD values are shown outside the high resolution nest (region in white).

Figure 3.8.a compares the mean total subduction rate as a function of the potential density

for SPG12 with respect to Control, from 2004 to 2016. Di�erent from Figure 3.4, Figure 3.8

comprises both seasons which allows us to determine an annual formation rate. For both sim-

ulations the maximum subduction rate, with values of 1.85 and 1.1 Sv for Control and SPG12

respectively, occurs at the density class corresponding to the deeper LSW. This represents a
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19% decrease in the net mean subduction rate when the resolution increases. This decrease is

explained by analysing all the components that impact on the net subduction rate (Eq. 3.1).

Figure 3.9.a and Figure 3.9.b show the components of the net subduction rate (3.1) as a

function of the potential density, averaged from 2004 to 2016, for Control and SPG12 respec-

tively. The vertical component Wb (teal), has almost no contribution to the net subduction in

both simulations. A signi�cant term in both simulations is ∂h
∂t (green), which represents the

change in time of the MLD. For Control and SPG12 the term reaches a maximum value of 1.4

Sv and 0.6 Sv respectively, being 57% higher in Control. This is consistent with the average

March MLD, which is deeper in Control. For both simulations ∂h
∂t is maximum at the density

range of the deeper LSW.

The advective term ~v · ∇h (red) is larger (by 33%) at the density range of deeper LSW

in Control relative to SPG12. In Control it reaches 0.6 Sv while in SPG12 it reaches 0.4

Sv. However, the advective term in SPG12 is larger at the density ranges of ULSW and

MLSW, resulting in subduction values of ' 0.25 Sv and ' 0.75 Sv, respectively (Figure 3.8.a).

Meanwhile in Control subduction at those density ranges is much smaller or non-existent.

Also in SPG12 this term is positive for all three water masses de�ned, contributing to the

subduction rate in every LSW layer, while it is not entirely positive in the Control simulation.

In Control, the sub-components of ~v · ∇h do not reach their maximum values in the same

density range. u∂h∂x (blue) reaches a maximum value of 1.6 Sv at the interface between ULSW

and deeper LSW density classes, while v ∂h∂y (gray) is maximum in the density range of ULSW,

reaching -2 Sv. This explains why ~v · ∇h in Control is negative in the density range of ULSW

while it is predominantly positive in the density range of deeper LSW. In SPG12, u∂h∂x and

v ∂h∂y reach a maximum of 3.5 and -3.4 Sv, respectively.
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Figure 3.7: Climatology of (a) Irminger Water and (b) Arctic Water spawned out of the West
Greenland Current into the study region in the Labrador Sea (Figure 3.3.b), for Control and
SPG12. Arctic Water is de�ned as water fresher than 34.8 and lighter than σθ=27.68 kg/m3.
Irminger Water is de�ned as a watermass saltier than 34.8 and and lighter than σθ=27.68
kg/m3 (our potential density minimum for ULSW). Panel c) shows the climatology for the
thermal forcing component of the buoyancy �uxes for Control and SPG12 (heat loss only in
this case), in the same region as in (a) and (b).

3.4.2 Impact of Removing Greenland Freshwater Discharge (GMR Exper-

iment)

The perturbation experiment GMR serves to analyse the impact of runo� from GrIS. As the

simulation Control was described in the previous section, we will proceed here to describe

GMR and address the di�erences or similarities between them. Monthly subduction for this

experiment is shown in Figures 3.4.a and 3.4.c, for Control and GMR respectively. In GMR

the subduction values are in general larger in magnitude compared with the same events in
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Control. As in Control, maximum subduction occurs for GMR during 2008, 2012 and 2016.

The subduction rate in 2008 reaches a magnitude of 3 Sv at the density class of deeper LSW

and 1 Sv at the range corresponding to ULSW. This represents an increase in the subduction

rate of 20% at the density class of deeper LSW, with no changes occurring for the subduction

at ULSW.

For 2012 the subduction rate in GMR reaches values of 4.5 and 2.5 Sv in the density range

of deeper LSW and ULSW, respectively. This means that in 2012 the subduction increases by

80% for deeper LSW and it decreases by 4% for ULSW, with respect to Control. In 2016, the

subduction rate reaches 7.5 Sv at the density class of deeper LSW, and 0.5 Sv at ULSW. This

represents an increase (with respect to Control) in the subduction rate by 15% for deeper

LSW, while no changes are found for ULSW. Without the presence of Greenland melt the

LSW gets denser, with an increase in the formation of deeper LSW from 2008 to 2016. As in

SPG12 there is some subduction occurring in GMR at the density range of MLSW after 2015.
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Figure 3.8: Mean total subduction rate as a function of the potential density. The average
was done over the period 2004-2016 and for all the experiments. Each panel compares the
Control simulations with is perturbations: (a) SPG12, (b) GMR, (c) Filtered and (d) PD.
For each case Control appears in blues while the rest of the simulations, depending on the
experiment, appears in orange. Notice that the x-axis in (c) and (d) are di�erent in order to
better represent the maximum subduction rate in Filtered and PD, respectively.
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Figure 3.9: Time averaged subduction components (Eq. 3.1) as a function of the potential
density. The average was done over the period 2004-2016 and for all the simulations: (a)
Control, (b) SPG12, (c) GMR, (d) Filtered and (e) PD. Vertical velocity (Wb) is represented
in teal, the change in time of the MLD (∂h∂t ) appears in green, components of the horizontal
advection, u∂h∂x and v ∂h∂y , appear in blue and grey respectively, and the resultant horizontal
advective term ~v · ∇h is represented in red. Please notice that for the cases of (d) and (e),
Filtered and PD respectively, the x and y-axes are di�erent compared to the other panels. This
was done in order to better show the details of the components in each of the simulations.

The seasonality of the subduction for the GMR experiment is shown in Figure 3.5.b and

3.5.d. In the case of the summer subduction (Figure 3.5.b), the maximum rate occurs in both
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simulations (GMR and Control) at the density of deeper LSW. The maximum rate for GMR

is ∼ 2.4 Sv, which is 4.3% larger than the 2.3 Sv reached in Control. During the winter season

(Figure 3.5.d) both simulations show very little subduction occurring at the interface between

deeper LSW and MLSW. The magnitude of the subduction in both cases is less than 0.1 Sv.

The averaged March MLD also responds to the presence, or in the case of the GMR ex-

periment, the absence of Greenland melt. Comparing this simulation with Control we �nd

that the maximum MLD (in GMR) is ∼ 5% deeper than in Control (Figure 3.6.c). In GMR

the area where the MLD is deepest also increases compared with Control. This di�erence in

the MLD is clearly re�ected in the summer subduction (mainly over the deeper LSW density

class) which increases by 4.3% when the freshwater �uxes from the GrIS are not considered.

The mean net subduction rate for GMR, averaged from 2004 to 2016, is represented in

Figure 3.8.b. While the maximum subduction in Control occurs in the deeper LSW density

class, for GMR it occurs at the interface between deeper LSW and MLSW. This implies a

density shift in the formation rate of LSW, being lighter in Control due to the in�uence of

Greenland melt. Concerning the magnitude, there is a decrease in the subduction rate by 14%

in GMR with respect to Control as the maximum subduction rate in GMR is ∼ 1.6 Sv.

The components of the net subduction rate for GMR are shown in Figure 3.9.c. As in

Control, the vertical component Wb (teal) in GMR has almost no contribution to the net

subduction rate. The term ∂h
∂t (green) reaches 1 Sv (only 0.4 Sv smaller than Control) in

the interface between deeper LSW and MLSW, denoting a shift in the density compared to

Control. At the density of ULSW, ∂h∂t is no larger than 0.2 Sv while it is around 0.9 Sv at the

density of deeper LSW.

The advective term ~v · ∇h (red) in GMR, just like in Control, reaches its maximum of 0.6

Sv at the density of deeper LSW. By decomposing ~v · ∇h into u∂h∂x (blue) and v ∂h∂y (grey), we

notice that although their maximum values are higher than those in Control, their resultant

component, ~v · ∇h, is e�ectively lower than in Control. This results from the fact that v ∂h∂y is

larger in magnitude (-2.4 Sv) than u∂h∂x (1.8 Sv), reaching both their maxima at the density of

ULSW. This is also why we notice that ~v · ∇h is negative at the density of ULSW, becoming

positive at the density of 27.785 kg/m3.
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3.4.3 Impact of High Frequency Atmospheric Phenomena (Filtered Exper-

iment)

The Filtered experiment shows the important role of high frequency atmospheric phenomena in

driving deep convection (e.g., Holdsworth and Myers, 2015). Monthly subduction for Filtered

is shown in Figure 3.4.d, where the lack of subduction in Filtered shows the importance of the

high frequency atmospheric phenomena. The maximum subduction in Filtered is ∼ 0.18 Sv

and occurs in 2008 at the density class corresponding to ULSW. This is 82% lower than that

in Control. Besides 2008, there are only two other years where the subduction is di�erent from

zero: 2009 with a rate ∼ 0.08 Sv and 2012 with a rate ∼ 0.15 Sv, both at the density class of

ULSW. Considering the same density class, the subduction in Filtered during the years 2009

and 2012, is 89% and 85% smaller than that in Control, respectively. No subduction events

occur at the classes corresponding to deeper LSW and MLSW. So, even when in some years

the ML reached 500 - 700 m depth there is little or no LSW formation at all.

The summer subduction for Filtered (Figure 3.5.e) reaches a maximum of ∼ 0.4 Sv at

27.63 kg/m3, this is even lighter than ULSW. Compared with Control, this is 83% smaller in

magnitude. There is no contribution at the ranges of deeper LSW and MLSW. Furthermore,

in the case of the winter season (Figure 3.5.g), we �nd that no subduction occurs during this

period. The maximum depth reached by the averaged March MLD for Filtered (Figure 3.6.d)

is no deeper than 500 m. This is, on average, 1300 m (72%) shallower compared to Control.

The mean total subduction rate (Figure 3.8.c) also decreases with �ltered atmospheric forcing.

The maximum subduction rate for Filtered occurs at a density class lighter than ULSW (∼

27.6 kg/m3), and is no greater than 0.2 Sv.

Figure 3.9.d shows the components of the net subduction for Filtered, averaged from 2004

to 2016. In order to have a better representation of the components in Filtered, the y-axis as

well as the x-axis do not have the same magnitude range compared to Control. In Filtered the

maximum values for all the components are concentrated in the density range between 27.5

- 27.68 kg/m3, lighter than ULSW. Just as in Control, almost no contribution comes from

Wb (teal). The leading component is ∂h
∂t (green) and reaches 0.14 Sv. The advective term

~v · ∇h (red) is 0.08 Sv, 87% lower than in Control. By decomposing ~v · ∇h we see that both

77



sub-components reach their maximum values at ∼ 27.6 kg/m3. u∂h∂x (blue) is 0.38 Sv while

v ∂h∂y reaches -0.3 Sv.

The shallow MLD and the low LSW formation rates appear to be a consequence of the 44%

decrease in the oceanic heat loss in Filtered (Figure 3.10.b) with respect to Control (Figure

3.10.a). We present the month of January only as it is the one that shows the strongest heat

loss in the Labrador Sea, thus a higher incidence of high frequency atmospheric phenomena.

However, the overall statement of a decrease in the heat loss in Filtered is also valid for the

other months.
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Figure 3.10: Averaged January heat �ux (W/m2) from 2004 to 2016 over the Labrador Sea,
for (a) the Control and (b) the Filtered simulations.

3.4.4 Impact of Decreased Precipitation (PD Experiment)

Here we compare the simulations Control and PD to explore the sensitivity of the LSW

formation rate to precipitation changes. Monthly subduction rates for PD are shown in Figure

3.4.e. Two noticeable maxima occur, one in 2012 with 6 Sv, and another in 2016 ∼ 5 Sv.

In both cases the subduction occurs at the density class of MLSW. In Control there is no

subduction occurring at this density class. In PD after 2008 there is no more than 1 Sv of

deeper LSW being subducted, while in the case of the ULSW this behaviour is not seen since

the beginning of the time series. This indicates a transformation of the LSW into the denser

water mass MLSW.

The averaged summer subduction rate for PD (Figure 3.5.f) reaches a maximum of 2.6 Sv
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in the density range of MLSW. In the density range of ULSW both simulations, Control and

PD, show the same tendency as well as similar magnitudes. In the density range of deeper

LSW PD reaches 2.2 Sv, 8% smaller than Control. There is no subduction occurring during

the winter period (Figure 3.5.h) for any of the water masses under study.

The average March MLD for the simulation PD (Figure 3.6.e) also shows the impact of

a decrease in the precipitation. The maximum MLD for PD increases by 20%. The spatial

distribution of the deepest MLD (2000 m) also increases in PD. Surprisingly, the net subduction

does not show an increase (Figure 3.8.d). Instead the maximum subduction rate occurs at

higher densities. Here, as in the GMR, the subduction rate decreases by 17% and shifts

from 27.8 kg/m3 (in Control) to 27.94 kg/m3 (in PD). Nevertheless in PD the e�ect is more

dramatic, as in GMR the freshwater anomaly occurs only around Greenland while in PD it is

over the entire ANHA domain.

The subduction components for PD are shown in Figure 3.9.e. Compared to Control, the

largest amplitudes of each of the terms are found at larger densities. The term ∂h
∂t has its

maximum of 1 Sv at 27.85 kg/m3. This is actually denser than MLSW and 29% decrease with

respect to Control.

~v ·∇h on the other hand is maximum in the density of MLSW and it reaches 0.6 Sv, similar

(in magnitude only) to Control. When decomposing ~v · ∇h we �nd that both components

are maximum in the density of MLSW. u∂h∂x goes up to 2.6 Sv, while v ∂h∂y reaches -2.8 Sv.

Comparing them with the same terms in Control we found that in PD the advective terms

gain in magnitude but their resultant (~v ·∇h) is actually smaller than in Control. The increase

in the advective terms in PD is given by the increase in the horizontal density gradients.

3.5 Discussion and Conclusions

We have explored the sensitivity of subduction in the Labrador Sea to changes in spatial

model resolution, Greenland freshwater discharge, high frequency atmospheric forcing and

precipitation. A control and four perturbations experiments were implemented by using a

coupled ocean-sea ice model, with an eddy permitting regional con�guration and an hourly

atmospheric forcing. LSW formation rates were determined using a kinematic subduction
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approach. The study considered the period from January 1st, 2004 to December 31st, 2016.

Table 3.3: Magnitude of the components in Eq.1 and maximum 2004-2016 mean subduc-
tion rate, for the �ve simulations used in the sensitivity experiments. As there is almost no
contribution from Wb to the maximum subduction rate, it was excluded from the table.

Simulation Name ∂h
∂t ~v · ∇h Maximum subduction rate Density of maximum subduction

Control 1.4 Sv 0.6 Sv 1.85 Sv deeper LSW

SPG12 0.6 Sv 0.4 Sv 1.1 Sv deeper LSW

GMR 1 Sv 0.6 Sv 1.6 Sv 27.82 kg/m3

Filtered 0.14 Sv 0.1 Sv 0.2 Sv 27.6 kg/m3

PD 1 Sv 0.6 Sv 1.25 Sv 27.94 kg/m3

Our Control simulation showed a maximum subduction rate of 1.85 Sv (Table 3.3) in the

density class of deeper LSW (Figure 3.8.a). Deep convection events that occurred during 2008,

2012 and 2016 (Yashayaev and Loder, 2017) were captured by Control (Figure 3.4.a). During

2008, 1 Sv and 2.5 Sv of ULSW and deeper LSW respectively, were formed (Figure 3.4.a). In

the year 2012, 2.6 Sv and 2.5 Sv of ULSW and deeper LSW respectively, were formed (Figure

3.4.a). The model convection event in 2016 resulted in formation rates of 0.5 Sv and 6.5 Sv of

ULSW and deeper LSW respectively (Figure 3.4.a). These numbers are within the range of

previous studies, some of them summarized in Figure 3.1.b.

As part of a study on recurrent replacement of Labrador Sea Water, Yashayaev and Loder

(2016) roughly estimated potential export rates of LSW. They did this by looking at winter

to fall LSW disappearance rates, based on computing the area within the 550 m thickness

contour of LSW. They indicated that their approach made a number of assumptions and likely

overestimated the LSW export - which may or may not be directly tied to LSW production.

Still, their analysis concluded that annual LSW export was 8.9 ± 1 Sv in strong convection

year, and 3.2 ± 1 Sv in weak convection years. Given more years of weak convection that

strong convection over our study period (Yashayaev and Loder, 2016), our long term mean

estimate of 1.85 Sv in the density range of deeper LSW is not unreasonable. Furthermore,
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our largest formation rate, of 7 Sv (0.5 Sv ULSW and 6.5 Sv deeper LSW), in 2016, is not

inconsistent with Yashayaev and Loder (2016)'s estimate for strong convection years. We

also note that Yashayaev and Loder (2017) point out that LSW newly formed in 2017 is the

deepest, densest and most voluminous since the mid-1990s.

We found that by increasing the resolution over the subpolar gyre, even when the advective

terms produce more LSW, the LSW formation rate decreased in magnitude (Figure 3.8.a).

This was mostly due to shallower MLD and a decrease in the area of the deep convection in

SPG12 compared to Control (Figures 3.6.a and 3.6.b).

During deep convection events, strong density di�erences between the convective region

and the ambient strati�ed waters induce baroclinic instability which breaks up into convective

eddies (∼ diameter of 20-30 km). The convective eddies mix the upper part of the water

column while the main part of the dense water sinks to its density level spreading later along

isopycnals (see, e.g., Lilly et al., 2003; Chanut et al., 2008). These eddies together with

boundary current eddies are thought to reduce the depth of the convective events (Jones and

Marshall, 1993, 1997) as they are very e�ective at transporting heat and freshwater into the

convective patch playing a major role in the early stages of re-strati�cation throughout the

patch. Recently Kawasaki and Hasumi (2014) explored in a modelling study the importance of

eddy-induced near surface freshwater transport for inhibiting deep convection. They concluded

that lateral buoyancy transport caused by heat is actually signi�cantly larger than that from

freshwater, with the later contributing mainly to the near the surface buoyancy transport only

in the northern Labrador Sea. Their results, however, might be impacted by the absence

of Greenland melt in their model. The freshwater advected into the Labrador Sea interior

from the WGC mainly originated from the Arctic Ocean and runo� from the south-east GrIS

(Guillard et al., prep) and was transported south by the East Greenland Current. Failing to

include Greenland melt in their model might explain why the upper 100 m freshwater thickness

in their model is half of the observational estimates (Khatiwala et al., 2002).

Nevertheless, such processes potentially explain the averaged March MLD being shallower

in SPG12 than in Control. There is actually more freshwater being advected into the study

region in SPG12 (Figure 3.11.b) possibly due to an increase in IR and BCE. This is not the

case, however, for heat advection (Figure 3.11.a) which is three orders of magnitude larger in
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Control. This leads to the buoyancy �uxes being larger, especially in winter and fall (Figure

3.11.c), when 1/4◦ is used.
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Figure 3.11: Climatological di�erences between Control and the perturbation experiments in
the study region (black contour in Figure 3.3.b), for lateral (a) heat and (b) freshwater �uxes
and (c) buoyancy �uxes. Positive values indicate that the magnitude of the �eld is larger in
Control and vice versa.

The typical horizontal resolution of the numerical models used in the assessment reports of

the Intergovernmental Panel on Climate Change (IPCC) is roughly 1◦ to 2◦ for the atmospheric

component and around 1◦ for the ocean (Flato et al., 2013). Our results suggest that the use

of ocean numerical models with coarse horizontal resolution results in LSW formation larger
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compared with estimates from numerical models with higher horizontal resolution. Thankfully,

the upcoming CMIP6 (Overview of the Coupled Model Intercomparison Project Phase 6) will

have 1/4◦ degree for the ocean as the norm (Eyring et al., 2016). Nevertheless, the implications

for coupled models is unproven, and highly depends on atmosphere-ocean feedbacks, which are

neglected in this study. At the same time di�erent outcomes may result when high resolution

forcing �elds (rather than interpolated low resolution �elds) were considered.

We found that the presence of Greenland melt a�ects mainly the formation of denser LSW.

The formation of LSW at a density of 27.82 kg/m3 (in GMR), decreased by 14% when no

Greenland melt is present, while there is more LSW been formed at a density of 27.8 kg/m3

(Control) when freshwater �uxes from GrIS are considered (Figure 3.8.b). However, our results

indicate that the current trend in freshwater discharge from GrIS (Bamber et al., 2012) has

not been followed by a decrease in the overall LSW formation rate. Also the maximum MLD

was not found to be greatly impacted by the presence of Greenland melt (Figure 3.4.a and

3.4.c). At the same time Control and GMR hold very little di�erences concerning lateral heat

and freshwater and buoyancy �uxes (Figures 3.11.a - 3.11.c)

In order to test if the integration time of the Greenland melt was actually an issue when

looking at its in�uence on the LSW formation rate, the Control simulation was re-run from

2017 to 2030 using the same forcing that was used to run the period 2002 to 2016. Basically,

the extended run (2017 to 2030) can be treated as a simulation over the period 2002 to 2016

but with a much longer adjustment. Figure 3.12 shows the formation rate for the two di�erent

periods: 2004 to 2016 and 2019 to 2030 (2004 to 2016 with a longer adjustment period) for the

Control simulation. By increasing the adjustment period the formation rate does not decrease,

as might be expected as the Greenland melt water increases within the Labrador Sea. Instead

the LSW formation rate increases without changes in the density of the maximum subduction

rate.

The use of a 1/4◦ con�guration might also be seen as a limitation for the GMR experiment

given the poor representation of the eddy �uxes. By using the Parallel Ocean Program (POP)

in two con�gurations, with horizontal resolutions of 1◦ and 0.1◦, respectively, Weijer et al.

(2012) explored the AMOC sensitivity to enhanced freshwater input from GrIS. They found

that a reduction in wintertime convection (and the AMOC decline) is markedly more gradual
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and persistent in the 0.1◦ con�guration. den Toom et al. (2014) used the same two con�g-

urations as in Weijer et al. (2012) to investigate the impact of the AMOC reduction on the

freshwater advection in the North Atlantic. They also found a shallowing of the MLD in the

Labrador Sea as a result of a 0.5 Sv freshwater perturbation from GrIS in the strongly eddying

con�guration. However, the freshwater �uxes from GrIS implemented in their experiments is

"a worst case scenario" compared to a "catastrophic collapse" of the GrIS (0.1 Sv and 0.5

Sv). These simulations should not be considered as a realistic scenario for present-day climate

change which is the case of our study, where more realistic freshwater �uxes from the GrIS

are considered. Böning et al. (2016) explored the impact of Greenland melt on deepwater

formation in the North Atlantic Ocean by implementing a two-way nest over the polar/sub-

polar regions, increasing the resolution from 1/4◦ to 1/20◦ (VIKING20). As in our study,

they used Bamber et al. (2012) to represent the freshwater �uxes from the GrIS. They found

that the accumulation of freshwater from GrIS so far has not been (yet) signi�cant enough to

impact the freshwater budget of the subpolar North Atlantic. In agreement with our results,

they argued that the in�uence of meltwaters a�ects mainly the formation of the denser LSW.

They pointed out that the dynamical implications given the decrease in the replenishment of

the denser LSW might not be noticeable in less than a decade, in which case they might not

emerge within the time frame of our study. The agreement between their �ndings and ours

might make one think that a correct representation of freshwater �uxes from the GrIS is as

important as the model horizontal resolution.

The experiment PD showed a similar behaviour as the one from the GMR experiment.

When a decrease in the precipitation was not considered (in Control) the LSW formed was

e�ectively lighter, reaching a subduction maximum at 27.8 kg/m3, while when the precipi-

tation was reduced the subduction was maximum at 27.94 kg/m3. This transformation was

as a result of a decrease in freshwater advection and hence buoyancy �uxes in GMR over the

study region (Figure 3.11.b and 3.11.c).

Our results suggest that an increased in the precipitation would impact mainly the re-

plenishment of the denser LSW (Figure 3.8.d). As in the GMR experiment, the increase in

freshwater �uxes from precipitation did not impact greatly the maximumMLD in the Labrador

Sea (Figure 3.4.e)
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Figure 3.12: Mean total subduction rate as a function of the potential density for the Control
simulation with di�erent adjustment periods: 2004-2016 with 2 years of adjustment (blue) and
2019-2030 with 18 years of adjustment (orange). Red dashed line marks the density of the
maximum subduction rate for both cases.

Myers and Donnelly (2008) found an increase of P −E (Precipitation minus Evaporation)

in the mid-1970s. Similar to the freshening investigated here for the experiments GMR and

PD, they suggest that the increase must have played some role in causing freshening in the

Labrador Sea. Freshwater accumulation at the ocean surface is known to increase the water

column strati�cation making it more di�cult for deep convection to occur (Dickson et al.,

1988). During the last �ve decades GrIS has undergone signi�cant mass loss (Bamber et al.,

2012; van Angelen et al., 2013; Velicogna et al., 2014; Forsberg et al., 2017) with the consequent

enhanced contribution of freshwater to the ocean. Future precipitation increases as a result

of an intensi�cation of the global water cycle (Wang et al., 2017; Huntington, 2006), are one

of the warming-induced hydrological changes. As temperature and water holding capacity

of the atmosphere increases, so will the precipitation. This means that warmer climates will

irreparably lead to more intense precipitation events (Wang et al., 2017), potentially impacting

the winter deep convection in the Labrador Sea.

However, regardless of the warming-induced changes seen so far (e.g., Greenland melt in-

crease), there has been a progressive deepening in the observed convection in the Labrador

Sea since 2012, and LSW2012−2016 is one of the deepest ever observed back to 1983 (Yashayaev
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and Loder, 2017). Our results show that, within the 12 years that our study spans, an increase

in either precipitation or Greenland melt in the Labrador Sea, are not likely to decrease the

overall LSW formation rate or the maximum convection depth. It would however decrease

the formation of denser LSW which, by a�ecting the large scale density gradients, would have

longer-term dynamic implications. In fact, we could speculate that, an increase in freshwater

�uxes from GrIS or due to an increase in the precipitation over the mid-latitudes, would most

likely impact the AMOC due to a decrease in the replenishment of denser LSW, rather than

due to a decrease in the depth of the convection. These implications however, cannot be

further seen in our analysis as they are not likely to emerge within the 12 years of our study

(Böning et al., 2016).

High frequency atmospheric phenomena, like polar lows and cold-air outbreaks, are pro-

jected to decrease in the twenty-�rst century (Zahn and von Storch, 2010b; Kolstad and Brace-

girdle, 2008) also as consequence of global warming. These phenomena regulate the formation

of deep water in the Labrador Sea by inducing a strong oceanic heat loss (Schulze et al., 2016;

Condron and Renfrew, 2013), as they are accompanied by strong winds and a decrease in the

air temperature (Zahn and von Storch, 2010b; Kolstad and Bracegirdle, 2008). Yashayaev

and Loder (2009) in their study argued that enhanced atmospheric cooling associated with

below-normal air temperatures in the Labrador Sea, was the predominant factor contributing

to the enhanced production of LSW2008. Våge et al. (2008b) found this strong cooling to be

related with (amongst other factors) a shift of the storms track more to the south compared

to the previous winter, with the cyclones following a better well-de�ned trajectory from the

east coast of North America towards the Irminger Sea. We found that by �ltering out such

events the heat loss over the Labrador Sea decreases by 44%. This reduction was enough

to shut down the deep convection in the basin, with the March MLD not going deeper than

400 m. It took less than a year of �ltered atmospheric forcing for the Filtered simulation

to show a considerably decrease the LSW formation rate. It is important to note here that

high frequency atmospheric phenomena are projected to decrease based on relatively coarse

resolution coupled models. How this result would change if high resolution projections were

available is still uncertain.

We understand that our Filtered simulation is an extreme scenario as basically all the storms
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are removed. In fact, if we translate the freshwater and heat �uxes of GMR and PD compared

to those in Filtered into buoyancy �uxes it becomes clear that the increase in Filtered is much

larger (Figure 3.11.a to 3.11.c). In terms of heat and buoyancy �uxes the Filtered experiment

could be compared with those in Weijer et al. (2012) where a worst-case-scenario freshwater

perturbation is applied, either around the perimeter of Greenland or over a broad swath (50◦N

- 70◦N) of the northern North Atlantic, using two model con�gurations at di�erent resolutions.

They found a reduction in ventilation in the Labrador Sea associated with a decrease in the

ocean surface heat loss, all within the �rst few years. In both of their con�gurations, the

decrease in the convective activity was re�ected by a weakening of the AMOC within 10 years.

Thus, our results point out that, global warming in the future by reducing the occurrence of

storm events over the Labrador Sea and hence a decrease in the heat loss, is potentially as

bigger threat for the LSW formation as an increase in the freshwater input. However, caution

is required when drawing implications for a coupled system, where heat �uxes and sea surface

temperature are not prescribed in the same way as in a forced numerical model simulation.

Holdsworth and Myers (2015) explored the impact of high frequency atmospheric forcing

in the convective energy on the Labrador Sea from 2002 to 2010 using model output. While

convection represents vertical mixing (upward and downward), subduction focus only in the

net downward transport of a speci�c water mass. A strong convection event (i.e., MLD deeper

than 1500 m) does not necessarily translate into an increase in the formation rate (Figure

3.4.a). We found that deep convection events like those in 2014 and 2015 (Figure 3.4.a)

where the MLD was deeper than 1500 m, were not followed by an increase in the formation

rate. We consider that, based on our results, care needs to be taken when directly linking

convective energy to LSW formation. Di�erent from Holdsworth and Myers (2015) we o�er

an estimate of the LSW formation rate when storms are not present. Our results not only

support their �ndings but also extend their analysis and objectives. At the same time, the

di�erent diagnostic used in our study adds to our understanding of the link between LSW

formation and convection.

We are aware that the presence of the arti�cial MLSW in the simulations SPG12, GMR and

PD (Figures 3.8.b, 3.8.c and 3.8.e) might be interpreted as if there is a signi�cant in�uence

from the model drift in our results. Böning et al. (2016) de�ned upper LSW between 27.74 -
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27.82 kg/m3 which is the density range we use here to de�ne deeper LSW. At the same time

they de�ned lower LSW between 27.82 - 27.92 kg/m3 which is the density range that we use

to de�ne the MLSW. Attention needs to be paid when comparing LSW rates from di�erent

studies and their respective de�nitions in density ranges, and not just the names they were

given. This does not mean that we are ignoring the presence of a small drift in our simulations.

However, the Control simulation does not show the presence of subduction occurring in the

density of MLSW, and it shows formation rates occurring at a density range comparable to

observations (see for example studies within Table 3.1). In the case of GMR and PD the

transformation of ULSW and deeper LSW into MLSW is clearly due to the lack of Greenland

melt and precipitation compared to Control, which induces an increase in the density, re�ected

in the deepening of the seasonal MLD.

The annual evolution of the subduction components in the case of SPG12 (not shown)

links the transformation of ULSW and deeper LSW into the MLSW with an increase in the

magnitude of the advective terms from 2014. When analysing the velocity �eld from the

model output in SPG12 (not shown), we found that there is an increase in the zonal velocities

towards the east over the study region. The meridional velocities have a similar behaviour,

with an increase mainly towards the south. When using SPG12 to explore the temperature �ux

carried by individual eddies across 47◦N in the Atlantic Ocean, Müller et al. (2017) compared

its (SPG12 ) mean circulation patterns with satellite altimetry data, �nding that the Labrador

Current appeared to be more pronounced in SPG12. This might be a reason for the increase

eastward and southward velocities found in our study region. Boundary issues between the

parent domain and the nest might as well, eventually, lead to spurious solutions within the

nest or child domain (Nash and Hartnett, 2014). Nevertheless, all the �ve simulations used

were able to correctly capture the physical processes leading to LSW formation. As well the

kinematic subduction approach has shown to be a useful tool when estimating LSW formation.
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Chapter 4

Transformation of the North Icelandic

Irminger Current waters in the Nordic

Seas and its link to the Denmark

Strait Over�ow Water
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ABSTRACT

Classically, the Nordic Seas are often considered the headwaters for the Meridional Over-

turning Circulation (MOC), for it is there where the densest component of the Deep Western

Boundary Current is formed. In spite of at least two decades of observations measuring the

transport of the over�ows across the Greenland-Scotland Ridge into the North Atlantic Ocean,

questions exist about the reservoir that drives them. We address this subject using two eddy

permitting con�gurations of an ocean general circulation model and the Lagrangian tracking

tool Ariane to explore the Atlantic Water transformation in the Nordic Seas and its in�uence

on feeding the North Icelandic Jet. Transformation to greater densities is found to occur in the

boundary currents of the Nordic Seas. These waters leave at depth through Denmark Strait

103



within six years. A faster transformation occurs in a loop along the shelfbreak north of Iceland

with export occurring in the North Icelandic Jet within one year. Despite the transformation

to denser water occurring in the boundary currents, the maximum densities reached by the

particles are consistent with the maximum densities observed in the Denmark Strait Over�ow

Water. Thus it is possible that even the most dense parts of the Denmark Strait Over�ow

Water could come from boundary current transformations, rather than deep convection in the

interior of the Nordic Seas.

4.1 Introduction

The Nordic Seas are a grouping of three small basins: the Iceland, Norwegian and Green-

land Seas. These three seas are separated from the Atlantic Ocean by the Denmark Strait,

Iceland-Faroe Ridge, and the Faroe-Shetland Channel, and from the Arctic Ocean by the Fram

Strait and Barents Sea Opening (Figure 4.1). As well as having important local climatic and

ecological consequences (Drinkwater et al., 2013), the region plays an important role in the

global oceanographic system (e.g, Yashayaev and Seidov (2015)). The Nordic Seas allow for

the exchange of warm salty waters from the Atlantic to the Arctic Ocean. They receive cold

low-salinity waters and sea ice from the Arctic Ocean (Eldevik et al., 2009), which are later

exported to the southern oceans through the di�erent straits located along the Greenland-

Scotland Ridge (Figure 4.1).

Additionally, the Nordic Seas have historically been known as a deep water formation site

(Aagaard et al., 1985). This production forms a dense water reservoir within the basin, which

has been argued to over�ow the sills at Denmark Strait and the Faroe-Shetland Channel.

Subsequent sinking and entrainment of surrounding waters lead to the production of North

Atlantic Deep Water, which �ows south in the Deep Western Boundary Current (DWBC)

to become a key component in the lower limb of the Meridional Overturning Circulation

(Mauritzen, 1996). The Denmark Strait Over�ow Water (DSOW) is the largest and densest

of these contributions (Dickson and Brown, 1994b; Send et al., 2011; Mertens et al., 2014;

Fischer et al., 2015). Measurements of DSOW transport have been carried out continuously

since 1996 (Macrander et al., 2005; Jochumsen et al., 2012, 2017), but a detailed description
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of where and how the DSOW is formed, is still missing.
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Figure 4.1: Schematic of the Nordic Seas, showing the main basins, in�ows, out�ows and
geographical features, following Orvik and Niiler (2002) and Våge et al. (2013). For the
currents, red colors represent light surface waters which are transformed into cold, dense
over�ow waters represented in blue colors. Main current acronyms: NAC - North Atlantic
Current; NIIC - North Icelandic Irminger Current; NwAC - Norwegian Atlantic Current;
WSC - West Spitsbergen Current; EGC - East Greenland Current; DWBC - Deep Western
Boundary Current; NIJ - North Icelandic Jet. Black dashed lines represent the main straits
that separate the Nordic Seas from the Atlantic and Arctic Oceans: Denmark Strait (DS),
Iceland Faroe Ridge (IFR), Faroe Shetland Channel (FSC), Barents Sea Opening (BSO) and
Fram Strait (FS). Main basins: Norwegian Sea (NS), Iceland Sea (IS), Lofoten Basin (LB)
and the Greenland Sea (GS). For each of the basins its circulation is illustrated by black
dashed circles with the arrow heads pointing the direction of the circulation. In red appear
the Knipovich Ridge (K. Ridge), Mohn Ridge and the Jan Mayen Fracture Zone (JMFZ).
Black contour lines represent the isobaths, spaced every 1500 m.
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Many numerical modelling studies have linked changes in freshwater, such as from the

Greenland Ice Sheet, to changes in deep water formation and the MOC (e.g Gerdes et al.

(2006); Stou�er et al. (2006); Swingedouw et al. (2007); Hu et al. (2011); Weijer et al. (2012)).

These studies can be considered in the context of a reduction of deep convection in the Nordic

Seas since 1982 (Rhein, 1991; Schlosser et al., 1991; Somavilla et al., 2013), leading to an

increase of salinity and temperature in the deep Greenland Sea due to the advection of deep

Arctic Ocean waters (Somavilla et al., 2013). Given that the deep over�ows are driven by

pressure gradients set up by transformation of Atlantic Water (AW) to increased densities

in the Nordic Seas (Hansen and Østerhus, 2000), these changes led Hansen et al. (2001) to

suggest that, based on an upward-looking Acoustic Doppler Current Pro�ler (ADCP) moored

at the Faroe Bank Channel sill (from November 1995 to June 2000), the over�ow through the

Faroe Bank Channel was decreasing, with potential impacts on the MOC. However, with a

longer dataset (1995 to 2005) from three ADCPs moored also at the Faroe Bank Channel sill,

Hansen and Østerhus (2007) suggested that the over�ow transport was steady. Furthermore

Jochumsen et al. (2012) suggested there was no signi�cant trend in the over�ow transport at

Denmark Strait, although the temperature did decrease. A number of studies [e.g. Mauritzen

(1996); Eldevik et al. (2009)] have suggested that the transformation of in�owing AW in the

Nordic Seas is a gradual process that occurs within the boundary currents. In fact, Eldevik

et al. (2009) clearly state that the over�ows are not linked to convective mixing.

Based on data from 11 oceanographic cruises covering a period of 10 years, Mauritzen (1996)

argued against this widely-held paradigm of deep convection feeding the dense over�ows from

the Nordic Seas. Instead, she proposed that in�owing AW is gradually densi�ed via heat loss

as it circulates in the Norwegian Atlantic Current. The dense water is then transported to the

out�ows by the boundary currents surrounding the Iceland and Greenland Seas at both shallow

and intermediate depths. Eldevik et al. (2009) supported this idea, arguing that the AW

circulation and transformation within the boundary currents of the Nordic Seas was the main

source for the over�ows. Their circulation scheme suggested that anomalies passing through

Denmark Strait had travelled along the rim of the Nordic Seas, while the Faroe-Shetland

Channel over�ows re�ected variability within an overturning loop within the Norwegian Sea

as well as a shorter pathway through the Jan Mayen Channel. Using a theoretical model,
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Yang and Pratt (2013) showed that the dense water reservoir in the Nordic Seas available to

drive the over�ows is limited to the boundary currents, with the dense water in the interior

basins kept isolated within closed geostrophic contours.

Våge et al. (2011) pointed out that although traditionally the East Greenland Current

(EGC) was considered the primary pathway for supplying the Denmark Strait over�ow, there

is now evidence for a signi�cant role of the North Icelandic Jet (NIJ), which supplies around

a third of the over�ow water transport at the sill (Våge et al., 2011; Harden et al., 2016).

Våge et al. (2011) used a simpli�ed numerical model to suggest a dynamical link between the

in�owing North Icelandic Irminger Current (NIIC) and the out�owing NIJ, with the majority

of transformation and sinking of the in�owing AW occurring in the boundary current north of

Iceland. According to their model, the NIIC sheds eddies into the Iceland Sea interior where,

due to heat loss during winter, the water carried within the eddies is made dense, returning

later to the boundary, where it sinks and forms the NIJ.

Våge et al. (2013) extended the understanding of the region, showing that the circulation

upstream of Denmark Strait is complex, with the source waters for the over�ow mainly ap-

proaching the strait on the Icelandic side. They also con�rmed that the NIJ is a distinct

current from the EGC. The latter one bifurcates 450 km upstream of Denmark Strait at the

northern end of the Blosseville Basin, and the diverted branch is known as the separated EGC

which �ows south parallel to the NIJ (Våge et al., 2013).

Recently Behrens et al. (2017) supported the existence of the hypothesized overturning loop

(Våge et al., 2011) along the shelfbreak north of Iceland. By using the Lagrangian tracking

tool Ariane in a high-resolution model hindcast, they investigated the upstream sources of the

DSOW and argued that the water carried by the NIIC transforms to feed the NIJ. What is

more, while Behrens et al. (2017) claim the overturning cell to be located on the shelfbreak

north of Iceland, Våge et al. (2011) and Våge et al. (2013) hypothesized the cell to occur in

the Iceland Sea interior.

Our study aims to shed further light on the understanding of the NIIC transformation

and its role on supplying the NIJ. For that purpose we use the �elds from two di�erent eddy

permitting ocean general circulation model experiments to drive the integration of Lagrangian

virtual �oats. The transformation pathways for the AW as it enters the Nordic Seas via Den-
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mark Strait within the NIIC and its potential contribution to DSOW are examined. Emphasis

is made on the transformation occurring north of Iceland as a potential driver of the NIJ. The

manuscript is structured as follows. The model description, experiment setup and details of

the Lagrangian tool Ariane are topics in Section 2. Then the possible pathways of the NIIC

as it enters the Nordic Seas and its transformation into over�ow-like waters are examined

in Section 3. Section 4 focuses on the transformation that occurs north of Iceland and its

contribution to the NIJ. Discussion and conclusions are presented in Section 5.

4.2 Analysis Methods

The model used is the Nucleus for European Modelling of the Ocean (NEMO) numerical

framework (Madec, 2008). NEMO is composed of �ve major components: ocean dynamics,

sea ice, biogeochemistry, adaptative mesh re�nement software, and an assimilation component.

We use two con�gurations (Table 4.1) in order to analyse the transformation pathways of the

AW once it enters the Nordic Seas via Denmark Strait:

1. ORCA025: The global hindcast experiment (ORCA025-KAB001, hereafter referred to as

KAB001, carried out in Kiel) ran from 1958 to 2004 with a temporal resolution of 5 days,

and is based on the eddy permitting ORCA025, a global ocean/sea-ice con�guration of

NEMO 3.1 (Bernard et al., 2006) implemented by the European DRAKKAR collab-

oration (DRAKKAR Group, 2007). The model is coupled with the Louvain-la-Neuve

(LIM2) sea ice thermodynamic and dynamic numerical model (Fichefet and Maqueda,

1997). The ORCA grid becomes �ner with increasing latitudes, so the e�ective 1/4◦

resolution is 27.75 km at the equator and 13.8 km at 60◦S or 60◦N. There are 46 un-

evenly spaced vertical levels, increasing in thickness from 6 m near the surface to 250 m

at depth, with partial steps in the lowest level.

Atmospheric forcing was set up in the Co-ordinated Ocean-ice Reference Experiments

(CORE) framework (Gri�es et al., 2009), using the forcing �elds developed by Large

and Yeager (2009). Surface forcing for KAB001 uses the standard CORE forcing data.

Depending on the �eld, the resolution is 6-hourly, daily or monthly. Surface damping

of sea surface salinity is weak (300 days for 10 m depth). In addition, a full three-
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dimensional restoring is performed for both T and S in the polar regions with a timescale

of 181 days (Biastoch et al., 2008). This con�guration has been used in numerous studies,

including one by Behrens et al. (2013) that examined the role of subarctic freshwater

forcing on trends in the meridional overturning circulation, linking it to the density of

the Denmark Strait over�ow.

2. ANHA4: The regional con�guration Arctic and Northern Hemisphere Atlantic (ANHA)

with a 1/4◦ resolution, hereafter referred to as ANHA4, is also used. NEMO 3.4 is

used as a framework in ANHA4. The model is coupled with the Louvain-la-Neuve

(LIM2) sea ice thermodynamic and dynamic numerical model (Fichefet and Maqueda,

1997). ANHA4 covers the whole Arctic Ocean, North Atlantic and a part of the South

Atlantic with two open boundaries, one close to Bering Strait and the other one at

20◦S. The mesh grid is extracted from the 1/4◦ global tripolar grid, ORCA025. The

highest horizontal resolution (∼ 6km) is in Dease Strait, an east-west waterway between

the mainland of Kent Peninsula and Victoria Island in Nunavut, Canada. The lowest

resolution (∼ 28km) is at the Equator. It has 50 vertical levels, with the layer thickness

smoothly increasing from 1.05 m at the surface, to 453.13 m in the last level.

Initial and monthly open boundary conditions are provided by Global Ocean Reanalyses

and Simulations 2 version 3 (GLORYS2v3) (Ferry et al., 2016). The atmospheric forc-

ing data, provided by Canadian Meteorological Centre's global deterministic prediction

system reforecasts (CGRF) data set (Smith et al., 2014), has hourly 33 km resolution

for: 10 m surface wind, 2 m air temperature and humidity, downward shortwave and

longwave radiation, and total precipitation. Interannual monthly river runo� is from Dai

et al. (2009), while melt-water discharge from Greenland Ice Sheet is provided by Bam-

ber et al. (2012). The simulation ran with ANHA4 covers the period from the beginning

of 2002 to the end of 2016 and has a temporal resolution of 5 days. No temperature or

salinity restoring is applied leaving the model to evolve freely.

The regional con�guration ANHA4 has been used in the past by Holdsworth and Myers

(2015) to explore the in�uence of high frequency atmospheric forcing on the circulation

and deep convection in the Labrador Sea. Dukhovskoy et al. (2016) used the same
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con�guration to look at the spreading of Greenland freshwater in the sub-Arctic Seas.

Guillard et al. (prep) explored the pathways of the melt-water from marine terminating

glaciers of the Greenland ice sheet, also by making use of ANHA4. Müller et al. (2017)

made use of the ANHA4 con�guration to explore the temperature �ux carried by eddies

across 47◦N in the Atlantic Ocean.

Table 4.1: Table highlighting the main di�erences between the KAB001 and the ANHA4
experiments.

KAB001 ANHA4

Domain Global 20◦ S to Bering Strait

Integration period 1958-2004 2002-2016

Radiation �uxes CORE CGRF

Precipitation CORE CGRF

3-D restoring in polar regions 181 days None

# of particles released 2500 10000

To analyse the pathways of in�owing AW and its export, we used a well-tested (Lique et al.,

2010; Hu and Myers, 2013; Guillard et al., prep; Behrens et al., 2017) o�-line Lagrangian tool,

Ariane (Blanke and Raynaud, 1997; Blanke et al., 1999). To compute three-dimensional (3-D)

trajectories, Ariane is provided with ocean velocity �elds. For the study carried out with

KAB001, approximately 2500 virtual particles were initialized at the entrance of Denmark

Strait each season (January, April, July, and October) every four years from 1960 to 2000

inclusive. In the case of the study carried out with ANHA4, approximately 10000 virtual

particles were initialized at the entrance of Denmark Strait each season (January, April, July,

and October) every year from 2005 to 2014 inclusive. The virtual particles were released along

the section representing Denmark Strait in Figure 4.1.

The actual number of particles in�owing within the AW is determined by:

1. Particles are inserted based on:

ni = N(
Vi∑k
j=1 Vj

)(
vi
v

), i ∈ 1..k, (4.1)
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where ni is the number of particles to initialize around the i-th grid cell, k is the number

of grid points which meet the criteria, vi is the velocity of each identi�ed (as AW) grid

cell, v̄ is the mean velocity of each identi�ed grid cell, Vi is the volume of each identi�ed

grid cell, Vj is the total volume of each identi�ed grid cell, a given grid cell and N is the

total number of particles to be initialized.

2. We de�ne AW as: a water mass with a temperature higher than 3◦C, salinity higher

than 34.9 and within the density range from 26.8 kg/m3 to 27.5 kg/m3. However there

are very few months where densities as high as 27.5 kg/m3 are seen. If no grid points

meet this criteria at a given initialization time, no particles are seeded that month.

We use two di�erent models, covering two time periods and with di�erent air sea forcing to

show that our results are robust and independent of the setup of a given model con�guration.

4.3 NIIC waters pathways into the Nordic Seas

In this section we describe the pathways of the virtual �oats entering the Nordic Seas within

the NIIC and also leaving the Nordic Seas through Denmark Strait. First, we will describe

the results obtained by using KAB001, followed by a description of the results obtained by

using ANHA4.

4.3.1 KAB001 experiment

Overall, 72% of the particles in�owing with the AW through Denmark Strait are estimated

to leave the Nordic Seas within 5 years of their entry. After 10 years, this increases to 92%.

There is no dependence on the month of particle release. Most of the exported particles (61%)

exit to the north, either into the Arctic Ocean via Fram Strait (45% of the northern export),

or into the Barents Sea between Svalbard and Norway (55% of the northern export). The

two pathways are correlated with r=0.57, but signi�cant only at the 90% level. This weak

correlation is stronger earlier in the analysis and breaks down in the 1990s. The mean transit

time from Denmark Strait to the Barents Sea Opening is 2.3 years, and 3.4 years for Fram

Strait. The majority of the particles, 78%, remain within the top 300 m and thus in the
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warm Atlantic layer. Signi�cantly fewer particles exit the Nordic Seas by the southern straits.

About 10% of the total in�ow leaves through Denmark Strait (17% after 10 years).

Although there is some inter-annual variability in these percentages, there are no signi�-

cant correlations between the number of particles exported and the Arctic or North Atlantic

Oscillations. Thus, most of the in�owing AW transits the Nordic Seas to the Barents Sea and

Arctic before being transformed and returning to the Atlantic. Some water could conceivably

enter the Barents Sea or Fram Strait and then recirculate into the Nordic Seas before being

transformed.

b)a)

c) d)

Figure 4.2: For the experiment KAB001: a) Depth distributions, in terms of relative per-
centages, for �oats that enter through Denmark Strait (red) and then leave through Denmark
Strait (blue) at depths greater than 200 m. Purple shading is used to indicate the percentage
for whichever of the in�ow/out�ow has a smaller percentage in a given bin. b) As for a), but
for density. c) Particle tracks for particles entering through Denmark Strait and then also
leaving through Denmark Strait at depths greater than 200 m. d) As for c) but for particles
leaving at all depths. Track colour (in c) and d)) indicates the decade in which the particle
was released (Dark Blue - 1960s; Light Blue - 1970s; Green - 1980s; Orange - 1990s and Red
- 2000s). The green boxes show the actual regions that were used to de�ne the strait exits
when a particle was determined to have entered the given box. For these two panels only, 1
in every 50 trajectories is plotted to reduce clutter.
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Water that is transformed in the Nordic Seas tends to be saltier than water transformed

within the Arctic Ocean, but also warmer. For example, Hansen and Østerhus (2000) found

that the main water mass (which they call Modi�ed East Icelandic Water, or MEIW) formed

during winters in the Iceland Sea from the NIIC has a density range of 27.65 ≤ σθ ≤ 27.97

kg/m3. Therefore, to track how the water masses in this experiment were transformed in the

Nordic Seas, we search for particles with the density of MEIW and which are exported to the

south below 200m. According to our criteria, approximately 82% of the AW water imported

through Denmark Strait is transformed into MEIW within the Nordic Seas. An additional 10

% is transformed into even denser water. Overall, water transformed within the Nordic Seas

before being exported through the Denmark Strait experiences a mean increase in density of

0.4 kg/m3, from 27.39 ± 0.03 kg/m3 to 27.82 ± 0.05 kg/m3. The associated increase in depth

(measured at the sill) is 293m, from 109 ± 10 m to 402 ± 26 m. Figures 4.2.a and 4.2.b show

the relevant distributions for these properties, illustrating that out�owing particles are clearly

part of a di�erent water mass than the one they entered with and dense enough to feed the

over�ow waters. The particles �ll all the deeper levels of the over�ow down to near the sill.

To examine the pathways of the transformed particles and see where the transformation of

in�owing AW to denser water is occurring, we plot a subset of particles, by decade, that exit

at depths greater than 200 m (Figure 4.2.c). Although some particles do circulate around the

Nordic Seas, the majority are transformed north of Iceland. We note many particles take a

very short route, recirculating north of Iceland and entering the NIJ to �ow back into Denmark

Strait (as �rst suggested by Våge et al. (2011)). Other particles follow Jan Mayen Ridge to

circulate around the Iceland Sea. Of those particles not transformed which remain at shallow

depths, signi�cantly more circulate the Nordic Seas before leaving in the EGC (Figure 4.2.d).

Very few particles enter the interiors of the gyres in the Iceland, Norwegian and Greenland

Seas, but that might be a consequence of the model resolution and underestimation of eddy

exchange.

4.3.2 ANHA4 experiment

Figure 4.3 shows the number of particles that after entering the Nordic Seas through Denmark

Strait in a given month and year, also leaves the Nordic Seas through Denmark Strait at some
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point between their time of release and December 31st, 2014. On average, out of the 10000

�oats released every January (Figure 4.3) 5223 (52%), entered and left the Nordic Seas through

Denmark Strait. In the case of the particles released every April, 5133 (51%) particles leave

later through Denmark Strait (Figure 4.3). For those released in July, 5184 (52%), while 5677

(57%) of those released in October leave through Denmark Strait (Figure 4.3). The average

number of particles seeded in October is larger compared to the releases in other months. The

reason behind this behaviour will be addressed shortly. Given that the details of di�erent

release times are qualitatively similar, we shall use the particles released on January 1st 2005

for a case study. We consider this case as it is the one that o�ers the longest time series in

order to capture properly the �oats evolution from their release date up to December 2014.
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Figure 4.3: Total number of particles entering the Nordic Seas through Denmark Strait every
January (solid blue line), April (solid orange line), July (solid yellow line) and October (solid
purple line), from 2005 to 2014 and which leave the Nordic Seas through Denmark Strait (not
necessarily within the DSOW). Their respective averages are represented with a dashed line
of the same color.

Figure 4.4.a shows the trajectories of all the �oats released on January 1st, 2005, that enter

the Nordic Seas through Denmark Strait, and leave also through Denmark Strait. Out of the

10000 �oats released, 4722 �oats enter and leave the Nordic Seas through Denmark Strait.

In this study we will focus on these �oats to study the AW that gets transformed in the

Nordic Seas and then leaves through Denmark Strait, potentially contributing to the DSOW.

Di�erent possible pathways (20 in total) were identi�ed by using the seven boxes displayed in

Figure 4.4.a. The boxes and their positions were chosen to capture all possible di�erent routes

through and around the Nordic Seas. The color scale shows how many particles would take a
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certain path by considering the boxes they pass through after entering at Denmark Strait.

a) b)

c) d)

e) f)

Figure 4.4: For the experiment ANHA4: a) Trajectories of all the particles released on January
1st, 2005 and integrated up to December 31st 2014, entering and leaving the Nordic Seas
through Denmark Strait. b) shows the main four routes found for the particles that enter and
later leave through Denmark Strait (not necessarily within the DSOW): c) Route 1, d) Route
2, e) Route 3 and f) Route 4. The numbers such as 4 or 1-5-6, represent the number of the
boxes the �oat travels through while the number within brackets tells us how many particles
follow the route.

The majority of the particles follow four major routes (Figure 4.4.b). Figures A.1-A.5

show the trajectories of the �oats released in other years and months. Although there is some

variability the overwhelming feature is that the same four major routes are dominant.
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We now focus on those four routes which are separately represented in Figures 4.4.c, 4.4.d,

4.4.e and 4.4.f. Few particles enter the interior of the Greenland, Iceland and Norwegian

basins. Most particles remain within the boundary currents. From the 4722 particles entering

and leaving the Nordic Seas through Denmark Strait, 3874 (82%) pass only through box 4

before they leave (Figure 4.4.c). Thus these �oats only recirculate north of Iceland before

leaving the Nordic Seas. There is little exchange into the interior of the Iceland Sea. There is

a higher incidence of particles that follow this route if they are released in Denmark Strait in

October (Figure A.5). This is a function of the predominant wind pattern over the region at

this time of the year (not shown) which is favourable for a strong recirculation of the AW as

it enters through Denmark Strait, enhancing exchange out of the Nordic Seas.

A second major route (678 particles, 14.4% of total), 1-5-6-4 (Figures 4.4.b and 4.4.d),

represents �oats that travel around the entire Nordic Seas within the rim current system

circulating around one or more of the Norwegian, Iceland or Greenland gyres. There is still

only limited exchange into the interior of the gyres. Two minor routes are shown in Figures

4.4.e and 4.4.f. 65 �oats (1.4% of total) enter through Denmark Strait before circulating

around the southern Nordic Seas, feeding into the Iceland Sea gyre and returning via the Jan

Mayen Current. 33 �oats (0.7% of total) follow the rim current without entering any of the

three gyres within the Nordic Seas.

a) b)

Figure 4.5: a) Depth distributions, in terms of relative percentages, for �oats that enter
through Denmark Strait (red) and then leave through Denmark Strait (blue) at depths greater
than 200 m (as for Figure 4.2.a but for the ANHA4 experiment). Purple shading is used to
indicate the percentage for whichever of the in�ow/out�ow has a smaller percentage in a given
bin. b) As for a, but for density.

Figures 4.5.a and 4.5.b (just like in Figure 4.2.a and 4.2.b) illustrate the transformation the
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AW undergoes. Figure 4.5 (a and b) clearly shows again how the AW that leaves the Nordic

Seas below 200 m is transformed to densities that may be high enough to contribute to the

DSOW, and the depth at where they are exported is above the depth of the Denmark Strait

sill. Following the MEIW criteria (like in the experiment KAB001), approximately 70% of the

water imported by the NIIC gets transformed in the Nordic Seas into MEIW and exported

through the Denmark Strait within 10 years. The mean density increase experienced is 0.3

kg/m3, from 27.64 ± 0.14 to 27.93 ± 0.04 kg/m3. The associated depth increased (measured

at the sill) is approximately 314 m, from 86 ± 1.3 m to 400 ± 25 m.

Where within the basin is this transformation occurring? We separate from all the par-

ticles following the main four routes those that get transformed to a density high enough to

contribute eventually to the DSOW once they leave through Denmark Strait. In order to

do so, we �rst identify the characteristics of the DSOW in the ANHA4 experiment. A TS

diagram (Figure B.1) of the water masses in Denmark Strait showed the modelled DSOW as a

water mass with density equal to or higher than 27.93 kg/m3, colder than 1.5◦C and a salinity

between 34.9 and 34.95.

Figure 4.6.a shows the density of the selected �oats. The �oats are found to follow the rim

of the deepest basins within the Nordic Seas. There are two regions where the densities reach

values between 28.02 - 28.08 kg/m3: north of Iceland and west and south of Svalbard. The

particles transformed north of Iceland appear to be densi�ed as they travel around the rim

of the Iceland Sea and while travelling southward within the East Greenland Current. The

second region shows �oats that are transformed as they travel within the NwAC and the West

Spitsbergen Current (WSC).

The depth of the selected �oats (Figure 4.6.b) con�rms that the transformation is occurring

on the continental slope. The deepest �oats are found above 900 m, mainly those travelling

within the WSC. A few �oats following the EGC along the rim of the Iceland Sea and over

the Jan Mayen Fracture Zone reach ∼ 800 m depth. There are two regions where the �oats

are found at depths shallower than 100 m: north-west of Vest�rðir (north-west of Iceland),

mostly in the vicinities of the Ísafjarðjúp Fjord, Iceland, and around Spitsbergen, south and

north of Prins Karls Forland, and north of Widgefjorden Fjord, in northern Spitsbergen. The

transformation occurring north-west of Vest�rðir is most likely captured in Figure 4.5.b which
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shows that there is a small percent of AW that gets transformed to densities higher than 28

kg/m3 before entering the Nordic Seas. The majority of the �oats travelling within the rim

current system reach between 300 - 700 m depth.

The �oats �owing along the Icelandic shelfbreak show a salinity decrease from 34.95 and

34.92 (Figure 4.6.c). This slight freshening is most likely due to some entrainment from the

EGC. The �oats that separate from the Icelandic shelfbreak (from north-east of Iceland to

the Faroe Islands) show a salinity increase from 34.92 to 34.95. This could occur due to

entrainment from the branch of the North Atlantic Currents (NAC) which enters the Nordic

Seas across the Iceland-Scotland Ridge. The salinity of most of the �oats �owing within

the NwAC and the WSC is between 34.945 to 34.95. As we are only showing those �oats

whose density is equal or denser than 27.93 kg/m3, the gap without �oats between the Faroe

Islands and the NwAC suggests that the already transformed AW is transformed back to

lighter densities driven by an increase in the salinity and temperature (Figure 4.6.c) due to

entrainment.

As the �oats recirculate southward in Fram Strait and enter the EGC, their salinity de-

creases and is found to be between 34.9 and 34.915 (Figure 4.6.c). Nevertheless there are a

few �oats within the EGC whose salinity reaches 34.95. Along the EGC, from Scoresby Sund,

south-east Greenland, to Denmark Strait, the salinity of the �oats decreases down to 34.9.

For all the �oats �owing within the rim current, it is in this region of the Iceland Plateau

where the �oats show the lowest salinity. The evolution of the salinity �elds point out that

oceanographic features like the NwAC and the EGC play a role in the transformation of the

AW entering through Denmark Strait.

The shallower �oats found north-west of Vest�rðir and south and north of Prins Karls

Forland have salinities of 34.95, while those located north of the Widgefjorden Fjord are a bit

fresher with a salinity of 34.9. Floats located over the Jan Mayen Fracture Zone have salinities

mostly between 34.9 and 34.915. Nevertheless, some of the �oats show a salinity of 34.95.

The temperature of the selected �oats as they transit around the Nordic Seas is shown in

Figure 4.6.d. Over the Iceland Plateau the temperature of the �oats goes from 0 to 1.5◦C.

The �oats closer to the Icelandic shelfbreak have a temperature between 1.5 - 2◦C. The �oats

located along the eastern part of the Icelandic shelfbreak to the Faroe Islands have a temper-
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Figure 4.6: Properties of the �oats that enter the Nordic Seas within the NIIC and are
transformed to DSOW with densities higher than 27.93 kg/m3 (ANHA4): (a) density, (b)
depth, (c) salinity, (d) temperature and (e) transformation time.

ature between 1 - 2◦C, getting warmer (2.5◦C) the closer they get to the Faroe Islands. In

general, �oats travelling within the NwAC and the WSC have a temperature between 2 - 2.5◦C.

Nevertheless a few particles along the WSC have a lower temperature between 0.25 - 1.5◦C.

The �oats �owing within the EGC have a temperature between 0.25 - 2◦C. The �oats found

north-west of Vest�rðir have a temperature between 2.25 - 2.5◦C. The �oats north of Prins

Karls Forland, as well as those located north of the Widgefjorden Fjord have a temperature

between 0.25 - 0.75◦C.

It takes up to 110 months for the selected �oats to enter the Nordic Seas, get transformed to
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higher densities and leave later through Denmark Strait, potentially as DSOW (Figure 4.6.e).

Within 20 months the �oats �owing along the Icelandic shelfbreak travel from Denmark Strait

all the way to the Faroe Islands. Those �oats following the NwAC and the WSC take between

60 to 70 months to get transformed to over�ow-like water. A few �oats, mostly those travelling

closer to Norway and Spitsbergen shelfbreak, get transformed within 20 to 40 months. That is

also the case for the �oats found north of Prins Karls Forland, as well as those located north

of the Widgefjorden Fjord in Iceland.

Along the EGC the �oats show a transformation time around 60 to 80 months. A small

number of �oats show a travel time up to 100 months, mostly those located over and around

Jan Mayen Fracture Zone. The older �oats are found around the Iceland Sea, taking up to

110 months.

4.4 NIIC waters transformation north of Iceland

In this section we consider only those �oats transformed to densities equal or higher than 27.93

kg/m3 along the Iceland shelfbreak within 20 months. The main purpose here is to link the

transformation of the AW north of Iceland with the NIJ which feeds the DSOW.

We noticed that, in spite of their set-up di�erences, the analysis from KAB001 and ANHA4

have similar outcomes with the majority of the particles travelling around the shelf system of

the Nordic Seas rather than going into the deeper part of the basin (Figures 4.2.c and 4.2.d

for KAB001 and Figure 4.4 for ANHA4). It was also shown that both experiments have a

similar percentage of particles leaving through Denmark Strait at depth greater than 200 m

with over�ow-like densities (Figures 4.2.a and 4.2.b for KAB001 and Figures 4.5.a and 4.5.b

for ANHA4). At the same time both experiments show that part of the particles are getting

transformed in a loop north of Iceland where they reach densities higher than 27.9 kg/m3.

Thus, we will focus only on the results from the ANHA4 experiment in order to explore the

transformation occurring north of Iceland of the waters carried by the NIIC. Even when the

experiment KAB001 provides a longer time series, considering that the travel time of the

particles taking this route is 1 year from the moment they enter to their export (already

transformed) through Denmark Strait, the integration time on the ANHA4 experiment is
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enough to explore the process.

Figure 4.7 shows the property evolution of the selected �oats along the Icelandic shelfbreak,

which are found to follow the 1000-1500 m isobaths. Figure 4.7.a shows the density of those

�oats which can be as high as 28.04 kg/m3. North and north-east of Iceland the �oats are

found to be not deeper than 600 m, while north-west of Iceland and closer to Denmark Strait

the �oats are found between 200 - 700 m depth (Figure 4.7.b). The �oats located north-west

of Vest�rðir (mostly in the interior of the Ísafjarðjúp Fjord, Iceland) are as dense as 27.98

kg/m3 and not deeper than 100 m (Figure 4.7.b).

As the �oats enter the Nordic Seas their salinity decreases during their travel along the

Icelandic shelfbreak (Figure 4.7.c). North-west of Iceland and closer to Denmark Strait, the

�oats located closest to the Icelandic shelfbreak have a salinity around 34.95, while those

farther from the shelfbreak have a salinity that goes from 34.9 to 34.92. That di�erence

represents the in-�owing (saltier) and the out-�owing (fresher and transformed) �oats. North

of Iceland and along the shelfbreak the salinity decreases gradually to 34.91. As the �oats

continue their travel along the north-eastern Icelandic shelfbreak their salinity increases again

up to 34.94.

The along-shelfbreak transformation can also be observed in the evolution of the temper-

ature of the �oats (Figure 4.7.d). As the �oats enter their temperature decreases from 2.5◦C

to 0.5◦C north of Iceland, where the coldest temperatures are found. North-east of Iceland

and along the shelfbreak the temperature increases again up to 2◦C. All the transformation

mentioned above occurs within 12 months from the moment the �oats enter through Denmark

Strait (Figure 4.7.e).

Our results point out that, as the water gets transformed to higher densities along the

shelfbreak, it eventually cascades into deeper layers of the Iceland Sea driven by the density

increase. The transformed waters that contribute to the DSOW �nd their way towards the

strait thanks to the predominant �ow pattern along the north Icelandic shelfbreak (Figure

4.8). The seasonal climatology of the current velocity (Figures 4.8.a to 4.8.d) shows that, 100

to 200 km from the Icelandic coast the predominant current direction is towards the west.

This will imply that, once that the transformed waters reach a depth greater than 500 m they

will be trapped within the westward �ow and hence exported out of the Nordic Seas as part
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Figure 4.7: Properties of the �oats that enter the Nordic Seas within the NIIC and are
transformed to densities higher than 27.93 kg/m3 in less than 1 year (ANHA4): (a) density,
(b) depth, (c) salinity, (d) temperature and (e) transformation time.

of the DSOW.

Figure 4.9 shows the monthly climatology of total heat loss for the months October through

March, when the heat loss is the highest in the ANHA4 experiment. For each month, the

largest heat loss occurs on the shelf surrounding the Nordic Seas (except the Greenland side
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most likely due to ice cover conditions), while less heat loss occurs in the interior of the Iceland,

Norwegian and Greenland gyres. Also interesting is the strong heat loss that takes place in

Denmark Strait. This heat loss is largest near the coast of Iceland, which coincides with the

pathway of the NIIC as it enters the Nordic Seas. Along the west coast of Svalbard and

coinciding with the pathway of the WSC, the heat loss is also strong mostly during January

to March.

Either in Denmark Strait or along the west coast of Svalbard, the heat loss can be as high

as 400 W/m2 in March. This would induce a decrease in the temperature of the AW as it

transits, for example, along the Icelandic shelfbreak. This water mass with an already high

salt content, would then gain in density as its temperature decreases induced by the strong

heat loss.
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Figure 4.8: Seasonal �ow velocity normal to a cross section of the north Icelandic shelfbreak:
a) Winter (January to March), b) Spring (April to June), c) Summer (July to September) and
d) Fall (October to December). Location of the section is indicated by the map on the lower
right corner of each panel. The length of the section is indicated in km.
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Figure 4.9: Monthly climatology (2005-2014) of total heat loss diagnosed from the experiment
ANHA4, for the months: a) October, b) November, c) December, d) January, e) February,
and f) March
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4.5 Discussion and Conclusions

We have explored the transformation of the NIIC as it enters the Nordic Seas through Denmark

Strait as well as the role played by this transformation in supplying the NIJ. We consider this

question using two di�erent con�gurations of an eddy-permitting ocean general circulation

model and the o�-line Lagrangian tracking tool, Ariane. This tool has been used in other

studies examining both the upper and lower limbs of the MOC [e.g. Desbruyères et al. (2013);

Lique et al. (2010); Gary et al. (2011, 2012); Lozier et al. (2013)], and is ideal for examining

the pathways and properties transformation of a given water mass [e.g. Guillard et al. (prep)].

We thus insert a large numbers of particles at Denmark Strait to track the transformation

pathways of the NIIC into the Nordic Seas.

The two con�gurations used have di�erent setups whose main features appear in Table 4.1.

This was done in order to show that our results are robust and independent of the setup of a

given model con�guration. Both experiments, KAB001 and ANHA4, show that the majority

of the particles travel around the shelf system of the Nordic Seas rather than going into the

deeper part of the basin (Figures 4.2.c and 4.2.d for KAB001 and Figure 4.4 for ANHA4).

Both experiments also have a similar percentage of particles leaving through Denmark Strait

at depth greater than 200 m with over�ow-like densities (Figures 4.2.a and 4.2.b for KAB001

and Figures 4.5.a and 4.5.b for ANHA4). For the case of the experiment KAB001 we do not

explore in details the transformation of the NIIC waters found to occur north of Iceland. We

focus on ANHA4 here because of the higher vertical resolution and more recent atmospheric

forcing. However as in the case of ANHA4, the experiment KAB001 shows that part of the

particles are getting transformed north of Iceland to densities higher than 27.9 kg/m3.

The experiment KAB001 shows that, based on the time-line for the particles to leave the

Nordic Seas, the residence time for AW carried into the basin within the NIIC is 5 (72 %

particles departed) to 10 years (92 % particles departed). However, since the majority of the

particles that leave do so untransformed through the Barents Sea Opening and Fram Strait,

the residence time for AW in the combined Arctic Mediterranean may be much larger (Rudels

et al., 2015). However, we did not consider the role of those particles that entered the Arctic

Ocean.
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In the case of the ANHA4 experiment, 47% of the total particles (around 10000 each time)

released in January 2005, were found to leave the Nordic Seas through Denmark Strait within

10 years. 34% of these particles transformed to densities higher than 27.93 kg/m3 and fed

the DSO within 6 years. This transformation was found to occur in a rim current overturning

loop around the Nordic Seas. A faster transformation occurred along the north Icelandic

shelfbreak. We found that 30% of the particles in�owing within the NIIC transformed to

densities higher than 27.93 kg/m3 north of Iceland in less than a year. This transformation

leads to a contribution to the NIJ which is consistent with the new circulation scheme proposed

by Våge et al. (2011).

Despite the statement by Våge et al. (2011) that the transformation of the NIIC occurs in-

side the Iceland Sea gyre, we �nd in our analysis that much of the transformation is happening

along the north Icelandic shelfbreak. As a matter of fact, both of the experiments used in this

study showed that most of the particles in�owing within the NIIC stay on the shelf system

rather than entering the Iceland, Norwegian and Greenland gyres. We found this outcome to

be in agreement with Jeansson et al. (2008) who, by using water mass analysis from tracer

observations, found that the contribution from the Greenland Sea to the DSOW is only 10%,

while the remaining 90% was found to have its source in the eastern Nordic Seas and the Arctic

Ocean. Our results also agree with Behrens et al. (2017). By using Eulerian and Lagrangian

diagnostics they analyse the upstream sources of the DSOW in a global simulation at 1/20◦

resolution, from 1948 to 2009. They found that the sources of the NIJ are mainly originated

from the transformation of the NIIC north of Iceland. This transformation, they argue, occurs

mainly along the northern Icelandic shelfbreak, contrary to recent �ndings from Våge et al.

(2013) and Våge et al. (2015).

None of the particles transformed to densities higher than 27.93kg/m3 within one year were

found to pass through the interior of the Iceland Sea gyre (ANHA4 experiment; Figure 4.7).

Similarly the particles transformed to the same densities within 6 years along the shelf system

of the Nordic Sea, did not enter the Greenland, Norwegian or the Iceland gyres (Figure 4.6).

The transformation in less than one year that was found to occur on the Icelandic shelfbreak

suggests that the in-phase interannual variability in salinity of the in�owing NIIC with that

of the out�owing NIJ (Pickart et al., 2017) might actually be given by the NIIC salinity signal
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dictating that of the NIJ.

The transformation of the AW circulating around the Nordic Seas was found to be driven

by heat loss. Strong heat loss occurs at Denmark Strait, along the Icelandic shelfbreak, which

coincides with the pathway followed by the NIIC. During this transit the density of the Atlantic

in�ow increases on an average of 0.3 kg/m3, from 27.64 ± 0.14 to 27.93 ± 0.04 kg/m3, leading

to an increase in depth by around 314 m, from 86 ± 1.3 m to 400 ± 25 m. A strong heat

loss also occurs for those particles transiting within the NwAC and the WSC, leading to the

further transformation of the AW.

This result con�rms the hypothesis by Mauritzen (1996) and agrees with the results of

Isachsen et al. (2007). By using air-sea �uxes from reanalysis products and climatological

hydrographic data, Isachsen et al. (2007) found that a strong light-to-dense transformation

takes place east of the Mohn-Knipovich Ridge system, which coincides with the region where

we found (Figures 4.9.a - 4.9.f) a strong heat loss happening during the winter months together

with light-to-dense water transformation (Figures 4.6.a - 4.6.e). By using air-sea �uxes from

reanalysis products and hydrographic data from Argo �oats Latarius and Quadfasel (2016)

investigated the water mass transformation exclusively in the deepest basins of the Nordic Seas.

They found that, in fact, the Greenland Sea does not impact the density of the over�ow water,

given that much of the density transformation was found to occur, agreeing with Isachsen et al.

(2007), in the eastern basins of the Nordic Seas.

We do not expand here on to what causes the heat loss pattern in the Nordic Seas as it is

not under the scope of our study. However, given its role on driving the AW transformation

it is a topic that needs further study. An increase in the air temperature over the Nordic

Seas will imply, eventually, a reduction in the oceanic heat loss and hence a decrease in the

light-to-dense transformation of the AW occurring north of Iceland and in the eastern shelf

system of the Nordic Seas. This will be re�ected in the over�ow strength and the Atlantic

MOC.

One limitation of the simulations used in this study is that the underlying model used is

only eddy-permitting, with resolution insu�cient to resolve all the eddies (Hallberg, 2013).

One of the main mechanisms by which AW and therefore particles, is exchanged out of the

boundary currents is thus missing. However similar analysis carried out using 1/12◦ resolution
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(not shown) con�rmed that the transformation does occur along the shelf system in the Nordic

Seas, and not within the Iceland, Norwegian and Greenland gyres. Given that the particles

leaving the Nordic Seas through Denmark Strait reach densities of≥ 27.92 kg/m3 con�rms that

even the most dense parts of the over�ows can come from boundary current transformations,

rather than deep convection in the interior of the Nordic Seas. That said, we can not rule out

other sources, including interior deep waters, contributing to the over�ow.

In a model inter-comparison study using passive tracers to track pathways of melt waters

from the Greenland Ice Sheet, Dukhovskoy et al. (2016) showed that the take-up of the tracer

in the interior of the Nordic Seas was about double, over 10 years, using a 1/12◦ degree

model as compared to a 1/4◦ simulation. However, the same study showed that some of the

Greenland melt passive tracer reached the interior of the Greenland Sea in the 1/4◦ model,

mainly via the East Greenland Current. Therefore, although it would be useful to perform

a study similar to ours at higher resolution, we believe that our narrative of the majority of

in�ow transformation occurring in the Nordic Seas boundary currents (as opposed to gyres

interior) is not unrealistic. Thus, provided that AW is still transformed by winter cooling in

the boundary currents, even a signi�cant in�ux of fresh water to the interior of the Nordic

Seas (leading to a prolonged cessation of convection) may not have a signi�cant impact on the

local over�ow strength and global MOC.
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Chapter 5

The North Icelandic Jet is fed by

transformation of Atlantic Waters on

the Icelandic shelf

Planned to submit October 2019 to Nature Geoscience. Garcia-Quintana, Y., Hu X., &

Myers P.G.

ABSTRACT

Exchange �ows between the sub-polar North Atlantic and the Arctic Ocean via the Nordic

Seas are key components of the global climate system. The northward heat transport by

the Atlantic Water a�ects Arctic sea ice and land ice cover, ecosystems, European weather

and global climate, while the southward deep over�ows feed the abyssal limb of the Atlantic

Meridional Overturning Circulation (AMOC), in�uencing global climate. Here we explore a

potential source for the North Icelandic Jet, the densest component of the AMOC. To do so, we

use an eddy-permitting, 1/12◦ regional con�guration of the Nucleus for European Modelling of

the Ocean (NEMO). We examine the transformation of the North Icelandic Irminger Current

(NIIC) in a region of the northwest Icelandic shelf and the large-scale circulation response,

over the period 2002 to 2018. We propose an overturning loop where the upper limb is the

transformation of the NIIC on the Icelandic shelf, and the NIJ being the lower limb. Strong

winter heat lost on the northwest Icelandic shelf increases the density of the NIIC waters,
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allowing them to sink to the shelf bottom. A dense (denser than 27.8 kg/m3) plume is gener-

ated as a result and travels anticyclonically on the Icelandic shelf from the formation region,

cascading down slope north of Iceland forced by bathymetric irregularities. As a response to

the dense plume a depression in the sea surface high propagates also anticyclonically from

the formation region which in turns generates an o�shore cyclonic �ow that carries the dense

waters back towards Denmark Strait, as they cascade. The mean transport of dense waters

(denser than 27.8 kg/m3) crossing the 500 m isobath towards deeper layers, north of Iceland,

was found to be in the range 0.25 - 1.25 Sv (seasonally changing), which is su�cient to feed the

observed transport of the NIJ. The dense water formation process has its maximum generally

from December to March. The dense water formation timing points out for it to be the source

of the strong regime of the NIJ. The identi�ed loop can be dynamically explained by previous

modelling work exploring the large-scale circulation response to dense water formation near

an island. Observational data from 1929 to present con�rms the presence of waters denser

than 28 kg/m3 in the study region.

5.1 Introduction

The Nordic Seas comprise the Iceland, Greenland and Norwegian Seas. The basin (Figure

4.1) plays an important role in the dynamics of the climate of the North Atlantic realm

(Drinkwater et al., 2013). Compared to its latitude it has the strongest positive sea surface

and air temperature anomalies in the world, and is a region particularly important for water

mas modi�cation and formation (Mauritzen, 1996; Eldevik et al., 2009; Våge et al., 2011)

and air-sea interaction (Eldevik et al., 2009). It is the major transport route for freshwater,

ice and heat between the North Atlantic and the Arctic Oceans (Hawker, 2005). The in�ow

of warm, salty Atlantic waters and the out�ow of ice and cold, fresh Arctic waters, form two

major components of the Nordic Seas circulation, and in�uence the long-term variability of the

over�ows into the North Atlantic. Dense water formed in the Nordic Seas over�ows the ridges

and sinks in the North Atlantic (Dickson et al., 2008). The over�ow through Denmark Strait

provides the densest component of the North Atlantic Deep Water, a principal component of

the AMOC (e.g., Jochumsen et al., 2017).
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The Denmark Strait Over�ow Water (DSOW) is the largest dense water plume from the

Nordic Seas to feed the lower limb of the Atlantic Meridional Overturning Circulation. The

strength of the DSOW has beeng observed at the sill for over a decade with its transport esti-

mated to be around 3 to 3.5 Sv (Våge et al., 2013; Jochumsen et al., 2015; Harden et al., 2016;

Jochumsen et al., 2017). Its upstream sources, however, are still a topic of study (Våge et al.,

2011, 2013, 2015; Pickart et al., 2017; Huang et al., 2019). Its primary source was commonly

thought to be the East Greenland Current (EGC). However, Jonsson and Valdimarsson (2004)

presented the �rst evidence of a previously unknown current that �ows along the continental

slope of Iceland towards the Denmark Strait: the North Icelandic Jet (NIJ) (Figure 5.1). They

used vessel mounted ADCP (acoustic doppler currentimeter pro�ler) and CTD (conductivity,

temperature and density) measurements taken along three sections located north and north-

west of Iceland, in November 2001 and 2002 (see their manuscript for more details). They

found the current to be narrow, of about 15-20 km wide, and extending from 500-700 m depth

up to about 100 m depth, without reaching the surface. Their observations from 2002 esti-

mated the NIJ transport to be 2.7 Sv (1 Sv = 106 m3/s). Hence, they argued, the transport

of the NIJ is su�cient to account for a major part of the transport of the DSOW as measured

at the sill, assuming some entrainment of ambient water along the route. In fact Mastropole

et al. (2017) found that the deepest part of the DSOW in the Denmark Strait to be linked

with the NIJ waters. Jonsson and Valdimarsson (2004) also claimed the NIJ can be traced

from the sill back into the Iceland Sea. This represented a new scenario for the formation of

DSOW and it raised questions about this crucial component of the Earth's climate system.

Later on, Våge et al. (2011) showed that, indeed, the NIJ supplied approximately half of

the total over�ow transport. They used two high-resolution hydrographic (CTD) and velocity

(mounted as well as upward and downward-facing lowered ADCP systems) surveys, which were

carried out in October 2008 and in August 2009. During the two surveys they found the NIJ to

be the primary source of the densest component of the DSOW. Their manuscript also includes

simulations with an ocean general circulation model that suggests that the import of warm,

salty water from the North Icelandic Irminger Current (NIIC) and water-mass transformation

in the interior of the Iceland Sea, are critical to the formation of the NIJ.
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Figure 5.1: Schematic, following Våge et al. (2013), showing the main currents northwest
of Iceland: shelfbreak East Greenland Current (EGC), separated East Greenland Current
(SEGC), North Icelandic Irminger Current (NIIC) and the North Icelandic Jet (NIJ). The
sections Kögur and Látrabjarg used in the sub-section Model Evaluation are represented by
black lines. The region called Westfjords (WF) located on the northwest coast of Iceland is
also indicated. The color scale indicates the ocean depth in meters.

The origin of the NIJ has been topic of various studies, and still nowadays questions about

its origin, dynamics, variability and pathways, remain. Following its discovery by Jonsson and

Valdimarsson (2004), it was suggested that the NIJ was not an independent current, but rather

a branch of the EGC that bifurcates upstream of the strait (Köhl et al., 2007). In a numerical

model study Köhl (2010), on the other hand, proposed that the source of the NIJ was linked

to the magnitude of the cyclonic wind stress curl in the region. They claimed that when the
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curl is strong the NIJ has its origin in the EGC. On the contrary, when the curl was weak

the source of the NIJ was in the northern Iceland Sea, fed by an "o�shoot of the weakening

cyclonic circulation in the Iceland Sea. Using idealized con�gurations of a similar model, Käse

et al. (2009) found that at times the NIJ originates from a southward dense current �owing

along the Jan Mayen Ridge.

Våge et al. (2011) traced the NIJ upstream as far as the north east corner of Iceland, where

they found the current to weakened substantially. By using an idealized numerical model they

argued that the NIJ is an independent current from the EGC and that it originates "along

the north slope of Iceland as a deep limb of a local overturning cell whose upper branch is

the NIIC". According to their manuscript waters from the NIIC are exchanged laterally (via

eddies) with dense water transformed (densi�ed by winter convection) in the interior of the

Iceland Sea. They claimed that the dense water subsequently sinks near the boundary to form

the NIJ. These �ndings where later supported by Våge et al. (2013) by using historical and

recently collected in situ data, together with an idealized numerical model and atmospheric

reanalysis �elds. They de�ned the strength of the NIJ to be around 1.4 Sv. Mean while

Harden et al. (2016) estimated the NIJ transport to be around 1 Sv, which represents, they

argued, 28% of the total transport carried by the DSOW.

Våge et al. (2015) used an updated version of the historical hydrographic data set employed

by Våge et al. (2013) to explore the wintertime water mass transformation occurring in the

Iceland Sea. Among their �ndings, they point out that only a minor fraction (2%) of late-winter

pro�les (since 1980) from the north-central Iceland Sea, recorded a mixed layer dense enough

to provide the waters that could feed the NIJ. They mention the posibility of a weakening of

the convection in the Iceland Sea. In fact, Moore et al. (2015) found that wintertime retreat

of sea ice in the region, together with di�erent rates of warming for the atmosphere and the

sea surface of the Greenland and Iceland Seas, has resulted in approximately a 20% reduction

of the winter air-sea heat �uxes since 1979. They argued that, if these conditions were to

continued, the convection in both basins would be depth-limited in the future.

To examine the relationship between the NIJ and the NIIC, Pickart et al. (2017) used

shipboard hydrographic and velocity sections. They found that the interannual variability in

salinity of the NIIC is in phase with that of the NIJ. They argued that the NIIC signal does
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not dictate that of the NIJ. They propose instead that the salinity of the NIJ is in phase with

the changes in evaporation minus precipitation over a region in the northwest of the Iceland

Sea. This points out to the overturning process proposed by Våge et al. (2013) is rather

fast. Considering that the dense waters within the Iceland Sea are mostly isolated within

closed geostrophic contours (Yang and Pratt, 2013), Pickart et al. (2017)'s argument makes

the Våge et al. (2013) hypothesis of the Iceland Sea to be the source of the NIJ, something to

be questioned.

Using a numerical model with an horizontal resolution of 1/20◦ (VIKING20) and an o�-line

lagrangian tool, Behrens et al. (2017) investigated the upstream sources of the DSOW. They

back-tracked the sources for the NIJ to �nd it originated mainly from the NIIC and water

mass transformation north of Iceland. Contrary to what Våge et al. (2011) proposed with the

overturning occuring in the central Iceland Sea, Behrens et al. (2017) found it to occur mainly

along the northern Icelandic shelfbreak.

The disagreement among some of these �ndings makes us question if, as hypothesized by

Våge et al. (2011), the NIJ is fed by water densi�cation occurring in the interior of the Iceland

Sea during wintertime convection. At the same time it has not yet been clearly established the

dynamics of the eddies that have been claimed to export the dense water out of the Iceland

Sea interior. Is this eddy activity strong enough to account for the almost 2 Sv that the NIJ

provides to the DSOW? An understanding of the circulation and exchanges occurring in the

Nordic Seas are vital for any consideration of the implications of high latitude climate change

to variability in the Atlantic Meridional Overturning Circulation (AMOC) and consequences

for regional (European) climate.

In the present study we aim to shed some light on the drivers of the NIJ. Our hypothesis is

that the transformation of the NIIC that occurs west/northwest of Iceland (around the West

fjords) provides the majority of the dense water transported by the NIJ, without ignoring

ambient water entrainment. In order to test our hypothesis we use (a high resolution) model

output from 2002 to 2018. As we know already that strong transformations occurs during the

winter months (Chapter 4), we will focus our study mainly on the months from December to

March.

The current Chapter is organized as it follows: Section 2 provides details on the numerical

143



model used and model evaluation; Section 3 describes the main �ndings; while Section 4 brings

up some Discussion and the main Conclusions.

5.2 Methods and Data

This section describes the details of the model and the con�guration used. An evaluation of

the model is provided as well.

5.2.1 Ocean-Sea Ice Model

The model used is the Nucleus for European Modelling of the Ocean (NEMO) numerical

framework version 3.4 (Madec, 2008). The model is coupled with the Louvain-la-Neuve sea

ice model LIM2 (Fichefet and Maqueda, 1997). The con�guration used is called Arctic and

Northern Hemisphere Atlantic (ANHA) with a 1/12◦ resolution (ANHA12) (Figure 5.2). The

horizontal resolution spans 1.9 km in Dease Strait (northern Canada) to 9.3 km at the equator,

with a resolution 4-5 km in the Nordic Seas.

The con�guration covers the whole Arctic Ocean, North Atlantic and a part of the South

Atlantic with two open boundaries, one close to Bering Strait and the other one at 20◦S. The

mesh grid is extracted from the 1/12◦ global tripolar grid, ORCA012.

The con�guration has 50 vertical levels, with the layer thickness smoothly increasing from

1.05 m at the surface, to 453.13 m in the last level. High resolution is applied to the upper

ocean (i.e., 22 levels for the top 100 m). Partial step is also enabled to better resolve the sea

�oor (Bernard et al., 2006).

Initial temperature, salinity, horizontal velocities (zonal and meridional) and sea surface

height �elds are obtained from Global Ocean Reanalysis and Simulations (GLORYS) from

MERCATOR (Masina et al., 2017). Lateral open boundary conditions (salinity, temperature

and horizontal velocities) are also from GLORYS (2002-2008 from GLORYS1 and 2009-2018

from GLORYS2v3). This approach helps to reduce the model spin-up time allowing for the

simulations to just have a short adjustment period. No temperature or salinity restoring is

applied leaving the model to evolve freely without constraining the drift.

The vertical mixing represented in the ocean module is parametrised by a Turbulent Kine-
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matic Energy closure scheme. The vertical eddy viscosity and di�usivity are set to 1×10−4

m2/s and 1×10−5 m2/s, respectively.

The atmospheric forcing data used in ANHA12 comes from the Canadian Meteorological

Centre's Global Deterministic Prediction System (CGRF) (Smith et al., 2014). CGRF provides

10 m surface wind, 2 m air temperature and speci�c humidity, downward long-wave and short-

wave radiation �uxes and total precipitation. This dataset has a time resolution of one hour

and a spatial resolution of 0.45◦ in longitude and 0.3◦ in latitude. The Coordinated Ocean-ice

Reference Experiments (CORE) bulk formulae were applied to compute �uxes of heat, water

and momentum (Large and Yeager, 2009).

Monthly interannual river discharge from 1◦ by 1◦ Global River Flow and Continental

Discharge Dataset (Dai and Trenberth, 2002; Dai et al., 2009) is carefully remapped (volume

conserved) onto the model grid. The original dataset goes up to 2007, after that the runo� from

2007 is repeated. The river discharge from the adjacent areas of the Labrador Sea was found

to be 117.9 km3/year in this dataset. Freshwater �uxes from Greenland (liquid component

only) are based on Bamber et al. (2012). The liquid freshwater �uxes from Greenland goes up

to 2010, and afterwards the runo� from 2010 is repeated.

The simulation has an integration time from January 1st, 2002 to December 31st, 2018.

Figure 5.2: ANHA12 horisontal resolution (in km) over its entire domain.
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5.2.2 Model Evaluation

Mean physical properties have been evaluated across two sections: Kogur and Latrabjarg

(locations shown in Figure 5.1). When extracting the model data, the same latitude and

longitude from the observational hydrographic sections were used. First, we use hydrographic

data along the Latrabjarg line across Denmark Strait between 2004-2012, which is freely avail-

able at http://kogur.whoi.edu/. The data available for this section covers mainly the months

of February, May, August and November. We decided to present the data corresponding to

the months of February and November only as our main focus is on the winter months.

February and November mean density, temperature and salinity, averaged from 2004 to

2012 along the Latrabjarg section, for model and observations, are shown in Figures 5.3 and

5.4, respectively. It can be noticed that in general the model represents nicely the over�ow

waters as they approach the sill on Denmark Strait. In the case of the density �eld the model

properly represents the upper limit of the over�ow transport (Figures 5.3.a and 5.4.a) indicated

by the σ0 = 27.8 kg/m3 isopycnal (e.g., Pickart et al., 2017; Våge et al., 2013).

The Atlantic in�ow signature of the NIIC is clearly visible at the Icelandic shelfbreak which

results in temperature signals higher than 5◦ C (Figures 5.3.e and 5.4.e) and salinity higher

than 35 (Figures 5.3.c and 5.4.c). The fresh signal of the EGC is clearly visible as well in the

western �ank of the Latranjarg section.

The salinity �eld in the model is higher that in the observations. This becomes more

evident in the strong signature of the NIIC represented in the model (Figures 5.3.c and 5.4.c),

compared observations (Figures 5.3.d and 5.4.d). This di�erence, however, does not appear

to have a strong impact in the overall representation of the over�ow structure.

In the case of the Kogur section, we use time series (available from September 1st, 2011 to

July 30th, 2012) of gridded vertical sections of hydrographic variables from the Kogur mooring

array (Huang et al., 2019). The dataset can be freely accessed at http://kogur.whoi.edu/.

In order to be seasonally consistent with the evaluation along the Latrabjarg section, we

analyse here the months of December, January and February. Di�erent from the analysis

at the Latrabjarg section, we decided to use the month of December instead of November,

�rst because the variables representation for both months are very similar (not shown), and
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secondly to keep a time continuity.

Figure 5.3: Mean February density (a,b), salinity (c,d) and temperature (e,f), averaged over
the period 2004 to 2012 along the Latrabjarg section (shown in Figure 5.1). Panels on the left
show model data while those on the right represent data from observations.

Mean density, salinity and temperature �elds along the Kogur section (shown in Figure

5.1), for model and observations are represented in Figure 5.5. The data used correspond to a

continuous occupation of the Kogur section from September 2011 to July 2012. Here we show

the monthly means for December 2011 and January and February 2012. This speci�c period

was selected as our focus is on the winter months (same criteria was applied to the Latrabjarg

section). In the case of the density �eld, all three months show a similar behaviour (Figures

5.5.a-c). We can see the larger di�erence between the model and the observations from the

surface to 300 m depth, where the model appears to be less dense than the observations by

around 0.1 kg/m3. From 300 m depth to the bottom both model and observations show an
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almost identical pattern.

Figure 5.4: Mean November density (a,b), salinity (c,d) and temperature (e,f), averaged over
the period 2004 to 2012 along the Latrabjarg section (shown in Figure 5.1). Panels on the left
show model data while those on the right represent data from observations.

Similar to the density �eld, for the salinity �eld the largest di�erence between the model

and the observations is found in the layer between the surface to 300 m depth (Figures 5.5.d-f),

with the observations being saltier (by around 1.6) than the model. Below 300 m they both

are similar. In the case of the temperature �eld (Figures 5.5.g-i), the observations appear to

be warmer from the surface to 200 m by around 0.8◦ C (in December) to 1.5◦ C (in January,

and by 1.1◦ C in February). Below 200 m depth the model stays warmer (by 0.8◦) in all three

months. In spite of these di�erences the model does a nice job in representing all the three

�elds through the water column.
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Figure 5.5: Mean vertical pro�les (model and observations) of density (a-b), salinity (d-f) and
temperature (g-i) along the Kogur section (shown in Figure 5.1, for the month of December
2011 (left panels), January 2012 (center panels) and February 2012 (right panels). The model
data is shown in blue while observation data is represented in orange. In the case of the
observations, the measurements of the di�erent variables start at 50 m depth.
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5.3 Results

5.3.1 December 2007 to March 2008: a Case of Study

Previously (Chapter 4) it was shown that the transformation of the NIIC which occurs

west/northwest of the Icelandic shelf, appears to be strongly linked to the winter heat loss

over the region. In order to investigate this link, monthly mean heat loss for the months from

December (2007) to March (2008) are shown in Figure 5.6. Rather that making the analysis

over a monthly climatology (averaging over a number of years), we decided to select a case of

study: December 2007 to March 2008. This way we can have a better representation of fea-

tures/patterns occurring due to inter-annual variability (e.g., one winter being stronger than

the previous one), which could be otherwise smoothed out when monthly-averaging over the

years.

5.3.2 On the Relationship between Winter Heat Loss and NIIC Transfor-

mation

For all the four months represented in Figure 5.6, it becomes evident that the stronger heat

lost occurs on the Icelandic shelf, west/northwest of Iceland. It is also strong at the ice edge

on Denmark Strait. The largest heat loss occurs during the months of January and February.

It starts to decrease during the month of March. In every case, even during March, the heat

loss over the Icelandic shelf was found to be as high as 400 W/m2.

Next, we analyse how the water column responds to this strong heat loss. We selected a

speci�c area on the shelf (from the coast to 250 m depth) west/northwest of Iceland, where

the model heat lost is observed to be the strongest. The region selected appears represented

(in deep blue) in the map attached to the upper left corner of Figure 5.7. Temperature and

salinity (TS) diagrams (Figure 5.7) show the transformation the waters within the region go

through. We present here as examples model output for March 1st and March 6th. Density

contours are included starting at the isopycnal σ0 = 27.8 kg/m3, which marks the upper limit

of the over�ow waters. Note that when using the term transformation, we refer to the dense

water formation process occurring as the surface waters gain density and sink.
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Figure 5.6: Model monthly heat loss around Iceland for the months of December 2007 (a) and
from January to March of 2008 (b to d).

It can be noticed that through the month surface waters are transformed to greater densi-

ties. In fact, the density can get as high as 28.1 kg/m3 (Figure 5.7.a-b). This transformation,

however, does not occur only during the month of March, 2008. TS diagrams from previ-

ous months (not shown) indicate that this transformation starts as soon as December of the

previous year for almost every year in the simulation.

Is the winter heat loss over the study region strong enough to cause the waters within the

in�owing NIIC to transform to such high densities? Figure 5.8 shows a comparison between

the maximum density, the heat loss and the resistance energy over the study region.
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Figure 5.7: TS diagrams over the study region (represented in deep blue in the map attached
to the upper left corner of panel a) for every model output during the month of March 2008.
The speci�c date of each diagram appears labeled in the upper-most left corner of every panel.

The resistant energy (RE in Eq. 5.1) is de�ned as the amount of energy needed to be

removed from the region, such that the density will become homogenized down to a certain

depth (Holdsworth and Myers, 2015). The mathematical expression to compute the resistance

energy is expressed as:

RE(h) =
g

A

∫ ∫ [
hρpot(h)−

∫ h

0
ρpot(z)dz

]
dA (5.1)

where g is the gravitational constant, A is the surface are of each grid cell, ρpot(z) and ρpot(h)

are the potential density at each grid cell and the potential density of the grid cell at the

reference depth h, respectively. In our case of study h = 250 m.

For the density the maximum value for every 5-days model output over the study region

is shown (Figure 5.8.a-b). In the case of the resistance energy and heat loss (as well as

for temperature and salinity, later on shown) the every 5 days over-the-study-region average

is shown. When comparing the maximum density and the heat loss, it is noticed that the

density reaches its highest value around the same time as the heat loss (Figure 5.8.a). The

resistance energy, on the other hand, decreases by the time the density is the highest (Figure

5.8.b). When we compare it (resistance energy) with the heat loss (Figure 5.8.c) we notice

that during the periods when the density reaches its highest values, the heat loss is (every
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year) stronger that the resistance energy. This means that, the amount of energy removed

from the ocean due to heat loss is indeed enough to increase the density (over�ow-like) of the

surface waters, making them sink while homogenizing the entire water column down to the

bottom.

Figure 5.8: Model time series over the study region (shown in deep blue in the map attached
to the upper left corner in panel a) of maximum density (a-b), resistance energy (b-c) and
heat loss (a and c), from 2002 to 2018.

The trend of the maximum density over the entire period of study appears to be in phase

with the salinity (Figure 5.9.a). This would indicate that the inter-annual variability of the

density reached by the waters transformed is in phase with the salinity of the in�owing NIIC.
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In the case of the temperature, (Figure 5.9.b) the maximum density reaches its highest value at

the same time the temperature does so. This takes us back to the link between the maximum

density and the ocean heat loss: the surface waters get denser at the same time the water

column looses temperature due to an increase in the oceanic heat loss. Figure 5.10 shows the

position of the maximum density represented in Figures 5.8 and 5.9. This con�rms that the

densest transformation occurs in the northwestern corner of the Icelandic shelf, and for waters

found mainly between the surface and 175 m depth.

Figure 5.9: Model time series over the study region (shown in deep blue in the map attached to
the upper left corner in panel a) of maximum density (a-b), salinity (a) and temperature (b),
from 2002 to 2018. Note that for temperature (left y-axis in a) the scale have been inverted.
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Figure 5.10: Model position of the maximum density (represented in Figures 5.8 and 5.9) for
every model output over the study region (shown in deep blue in the map attached to the
upper left corner in Figure 5.8.a). This means one unique value for each model output. No
density threshold was considered.

5.3.3 Dense Plume Evolution

Once the transformation occurs a dense plume (denser than 27.95 kg/m3) travels eastward

along the Icelandic shelf, cascading down the shelf at di�erent points. Figure 5.11 shows the

evolution of the plume generated from January 2008. By the beginning of the month the at-

the-surface transformed waters have already reached the bottom (Figure 5.11.a). By the end

of the month the dense signature occupies a bigger area and it has started to travel eastward

along the shelf (Figure 5.11.b). In the February 24th output it can be seen that the plume

appears to start cascading down the shelf, north of Iceland (Figure 5.11.c). By the end of

March the plume appears connected already with the dense waters below 500 m depth in a

more continuous �ow (Figure 5.11.d), north of Iceland. While all this happens, the initial

dense signal located in the northwestern corner of the Icelandic shelf continues to gain in area.

By March 31st the region with bottom densities higher than 27.95 kg/m3 has expanded south

of the northwestern corner of Iceland, along the shelf.

By examining every TS diagrams for every model output, for the period 2002-2018 and over
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the study region, we determined that the transformation occurs mainly during the months

from December (previous year) to May. Except for 2017, every year the maximum density

of the transformed waters reached the density of 28 kg/m3. Considering the location of the

region where this densi�cation occurs and the evolution of the transformed waters, it could be

expected that the generated dense plume would contribute to (or be a source of) the NIJ and

hence, the DSOW.

Figure 5.11: Model bottom density for di�erent model outputs from January 2008 to the end
of March 2008. The exact date of each output is labeled on the bottom of each panel (slightly
towards the right).

5.3.4 Dense Water Transport

In order to investigate this possibility, we compute the transport of waters denser than 27.8

kg/m3 across 7 sections around Iceland (Figures 5.12 and 5.14). The sections are based on the
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hydrographic sections regularly monitored by the Marine and Freshwater Research Institute of

Iceland. Some of the sections, however, are slightly modify in order to better capture the trans-

port of the transformed waters: Faxa�ói section (re-located slightly northward); Látrabjarg,

Húna�ói, Siglunes, and Krossanes sections (angle with respect to the coast changed); Kögur

and Langanes NE sections (unchanged); and Langanes E (re-located slightly southward).

We �rst computed the transport of waters denser than 27.8 kg/m3 across the di�erent sec-

tions from the coast to 250 m depth (Figure 5.12). Positive values indicate eastward/clockwise

transport, while negative values indicate westward/counter-clockwise transport. The mean

(2002-2018) transport of dense water across the Faxa�ói section is 0,01 Sv, with values that

go from 0.1 Sv (2004) to almost 0.4 Sv in 2016 (Figure 5.12.a). The mean transport of dense

water across the Látrabjarg section increases to 0.025 Sv, varying from 0.1 to 0.4 Sv (Figure

5.12.a-b). Along the Kögur section the mean transport of dense water is 0.043 Sv, ranging

from 0.1 to 0.6 Sv (2016) (Figure 5.12.b). Across the Húna�ói section the mean transport of

dense water is 0.081 Sv reaching up to 1 Sv in 2016 (Figure 5.12.c-d). The mean transport of

dense water across the Siglunes section (Figure 5.12.d-e), on the other hand, decreases with

respect to that in Húna�ói by 0.051 Sv. The mean transport of dense water across Langanes

NE (Figure 5.12.e-f) increases again up to 0.041 Sv, only to decrease to 0.026 Sv across the

Langanes E section (Figure 5.12.f-g). The mean transport of dense water across the Krossanes

section decreases with respect the one from the Langanes E section by 0.001 Sv only (Figure

5.12.g).

As a general observation, note that the transport for all the sections is mainly positive,

meaning that the transport of waters denser than 27.8 kg/m3 along the Icelandic shelf (from

the coast to the 250 m isobath) is eastward/clockwise. The magnitude of the mean transport

of dense water across each section indicates that it increases as the dense plume �ows eastward

along the shelf, decreasing at the Siglunes, Langanes E and Krossanes sections. Also note that

for every section the every-5-days transport increases at the beginning of the year, except for

2003 when very little transport is registered. The timing of the maximum transport agrees

well with the transformation process analysed and the subsequent dense plume generated. In

fact, the region where the dense plume is found to cascade (Figures 5.11.c-d) coincides with

the region located between the Húna�ói and Siglunes sections. Hence, the decrease in the
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mean (and the every-5-days) transport across the Siglunes section means that a considerable

portion of the dense waters cascade down across the 250 m isobath shortly after crossing the

Húna�ói section. The location for the cascading in this case seams to be related with the

narrowing of the shelf between the coast and the 250 m isobath.

We also computed the transport of waters denser than 27.8 kg/m3 across the 250, 500 and

750 m isobaths, from the Faxa�ói to the Krossanes sections (Figure 5.13). Positive values

means the transport is towards deeper layers after crossing the given isobath. The mean

(2002-2018) transport across the 250 m isobath is 0.1 Sv, oscillating from around 0.1 Sv to 1

Sv in 2016. Across the 500 m isobath the mean transport of dense water is 0.2 Sv, reaching 1

Sv in 2008, 2013, 2014, 2016 (1.3 Sv this year) and 2018. The mean transport of dense water

across the 750 m isobath is 0.6 Sv, varying between 0.5 to 1.9 Sv (2008 and 2016). We do not

assume, however, that all the transport of waters denser than 27.8 kg/m3 registered crossing

the 750 m isobath is coming from the Icelandic shelf. But we can assume that the dense water

crossing the 250 m and latter the 500 m isobaths, contribute to the transport across the 750

m isobath. In fact, the 250 m and 500 m isobath transports are correlated at 60%, while the

500 m and 750 m isobath transports are correlated at 84%. This means that their variability

are closely linked, and by examining Figure 5.13, their magnitude as well.

Next we explore the transport of waters denser than 27.8 kg/m3 across the 7 sections

previously established, but this time from 250 to 750 m depth (Figure 5.14). Di�erent from

the coast-to-250 m isobath transport, in this case (and as expected) the transport is mostly

westward/counter-clockwise (negative values). This is the case for all the sections except for

the Langanes E and Krossanes sections which means that the transport through those sections

is mainly is eastward/clockwise (Figure 5.14.f-g). Following the pattern of the shallower analy-

sis, the mean transport of dense water across the Krossanes section increases with respect with

the previous one (Langanes E), from 0.13 to 0.2 Sv. While the transport across Krossanes

is mainly clockwise, the section Langanes E appears to have episodes of counter-clockwise

transport, even when its mean is positive. The mean transport of dense water across the

section Langanes NE is 0.13 Sv (negative) and generally counter-clockwise (Figure 5.14.e). It

increases across the Siglunes section, where the mean is 0.7 Sv (negative) while seasonally it

can be around 1 Sv (Figure 5.14.d-e). Across the Húna�ói section the mean transport of dense
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water is 0.8 Sv (negative), exceeding 1 Sv in some years (Figure 5.14.c-d). The mean transport

of dense water across the Kögur section is 1.1 Sv (negative), being 1.5 Sv in years like 2011

(by the end) and 2014. The mean transport of dense water across the Látrabjarg and Faxa�ói

sections decreases considerable (close to zero) with respect to the previous section, suggesting

that the great majority of the dense water is exported through Denmark Strait after crossing

the Kögur section.

We notice that the transport increases westward this time, reaching a maximum at the

Kögur section. The mean transport of dense water from the Siglunes to the Húna�ói sections

increases by 0.5 Sv. This is consistent with the cascading point and with the decrease found

in the mean transport of dense water for the shallower analysis. In fact, the decrease in the

mean dense water transport found in the Siglunes and Langanes E sections coincide with an

increase in the mean dense water transport across the same sections down slope.

The decreased in the mean transport (from the coast to the 250 m isobath) found at the

Siglunes, Langanes E and Krossanes sections, altogether, is equivalent to 0.067 Sv. This

represents the 67% of the mean dense water transport that crosses the 250 m isobath. On the

other hand the mean dense water transport (from the 250 to the 750 m isobaths) increased

cyclonically from one section to the next one, from the LanganesE to the Kögur sections.

Overall, this mean transport increase can be estimated to be round 1.23 Sv. This is roughly

two times higher than the mean transport of dense waters crossing the 750 m isobaths (0.6

Sv). This means that some of the waters travelling cyclonically along the shelfbreak between

250 to 750 m depth, might not necessarily cross the 750 m isobath towards deeper layers. We

might be capturing as well part of the transport corresponding to the SEGC which joins the

NIJ along the northwest Icelandic shelfbreak (Figure 5.1). This would also explain the mean

transport of dense water from the 250 to the 750 m isobaths, which is two times larger than

the mean transport of dense water across the 750 m isobath. These comparisons, however,

must be interpreted carefully as we are referring to mean transport which can considerably

change seasonally.
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Figure 5.13: Model time series (from 2002 to 2018) of transport for waters denser than 27.8
kg/m3 across the 250, 500 and 750 m isobaths around Icelandic shelf, from the Faxa�ói (west
of Iceland) to the Krossanes (east of Iceland) sections
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5.4 Discussion and Conclusions

By using a 1/12◦ horizontal resolution model output, from 2002 to 2018, we have investi-

gated the transformation of the in�owing NIIC on the west/northwest portion of the Icelandic

shelfbreak and the contribution of the transformed waters to the NIJ.

Our results point out that the winter heat loss (December to March) over the study region

(upper left corner of Figure 5.7.a) is strong enough to make the surface waters to gain in density

and sink, homogenizing the water column down to the bottom (250 m depth) (Figure 5.8). The

maximum density of the waters transformed was found to be higher than 28 kg/m3 throughout

most of the study period (Figure 5.7), reaching a maximum of 28.3 kg/m3 towards the end

of 2010. We found the maximum density to be closely linked to the salinity (Figure 5.9.a).

Considering that warm, saline Atlantic Water (from the NIIC) is found over the Icelandic shelf

and slope (Våge et al., 2013), we can assume that the salinity of the waters carried by the

NIIC into the Nordic Seas, de�ne the maximum density of the transformed waters. This is

actually in line with Pickart et al. (2017) who found the interannual variability in salinity of

the NIIC to be in phase with that of the NIJ.

As a response of the dense water formation episodes, a dense plume travels anticyclonically

on the Icelandic shelf (Figure 5.11), cascading occasionally down slope at di�erent locations

(north of Iceland). One of those locations can be seen in Figure 5.11.b, which coincides with

a narrowing, with respect to the coast, of the 250 m isobath. In fact, the locations where the

dense plume cascades down slope, they all coincide with regions where the 250 m isobaths

narrows (with respect to the coast) (Figure 5.1). At the same time we see the presence of

canyons or troughs which might play a role on steering the dense waters down slope and

o�shore. This points out that these irregularities in the bathymetry may force the dense

waters to cascade.

A physical explanation for the dense plume evolution and the large-scale circulation re-

sponse to it, is provided by Spall et al. (2017). By using a primitive equation model and

rotating-tank experiments, they investigated the circulation response to a localized dense wa-

ter formation region over a sloping bottom. Their work was motivated by "topography around

islands or shallow shoals in which convection resulting from brine rejection or surface heat loss
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reaches the bottom". They found that a depression in sea surface height (SSH) propagates

from the formation region anticyclonically, around the island. As a response a cyclonic current

is generated around the topography, travelling in the opposite way of the dense water plume

at a speed in the range 2-15 cm/s.

Exploring the SSH magnitude and variability (from 2002 to 2018) over the formation region

we noticed that, indeed, maximum low SSH occur when the maximum density is at its highest

(Figure 5.15). SSH from every 5 days model output for January 5th and Marc 11th 2008 show

the response to the dense plume travelling anticyclonically around the Icelandic shelf (Figure

5.16). Figure 5.16.a, which is when the signal of the dense plume appears nortwest on the

Icelandic shelf (Figure 5.11.a), shows the SSH around the shelf to be relatively high compare

to its surroundings and the �ow to be mainly anticyclonic. Once the dense plume travels from

its source, a depression in the SSH has expanded anticyclonically from the formation region

and the �ow changes to cyclonic (Figure 5.16.b). Some recirculation occurs in the vicinities

of the Húna�ói and Siglunes sections most likely induced by the rough bathymetry along that

part of the shelf.

Also consistent with Spall et al. (2017), the along-section velocity at the Húna�ói section

(downstream of the cascading point) shows the o�shore �ow, all the way from the surface to

the bottom and around 90 km from the coast, to be cyclonic (Figure 5.17). Note that we have

captured here some of the bathymetry induced recirculation observed in Figure 5.16. The

velocity of the �ow varies from 2.5 to 20 cm/s, reaching its maximum by the end of March.

This �ow was found to be present during the entire simulation (2002-2018), with its magnitude

and position changing slightly from section to section and seasonally, being at its maximum

from December to April. Its signal was found to be stronger along the sections Húna�ói and

Kögur. This is understandable considering they are the most downstream from the cascading

points.

As none of the sections used in the present study is located on the south portion of the

Icelandic shelf, we cannot con�rm (nor deny) that the current is indeed the cyclonic circum-

island �ow discused in Spall et al. (2017). Our �ndings, however, point out that indeed the

mechanism of Spall et al. (2017) might actually be at work around the Icelandic shelf.

With respect to the location of the cascading point, Spall et al. (2017) (who refer to it as
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separation or detachment point) established for it to be 80◦ clockwise from the dense water

formation region. However in their model as well as for the tank experiment the bottom

topography increases smoothly from shallow to deep waters, and in a circular fashion. This

is nothing like the bathymetry around the Icelandic shelf. Which is why we state that, rather

than depending on the position of the source, the separation/cascading point is linked to the

bottom bathymetry in this case.

We examined the transport of waters denser than 27.8 kg/m3 across 7 sections located

around the Icelandic shelf, from the coast to 250 m and from 250 to 750 m depth (Figures

5.12 and 5.14). At the same time the transport across the 250, 500 and 750 m isobath, also

for waters denser than 27.8 kg/m3 (Figure 5.13), was determined. The transport analysis

indicates that from the coast to 250 m depth the �ow is anticyclonic along all the sections.

From 250 to 750 m depth the �ow changes to cyclonic in almost all the sections, remaining

(mainly) anticyclonic along the Langanes E and Krossanes sections (Figure 5.14.f-g). We

noticed that as the dense plume travels clockwise on the Icelandic shelf (coast to 250 m) its

transport decreases in two locations (between the section Húna�ói and Siglunes, and between

the sections Langanes E and Langanes NE) (Figure 5.12). We assume that this points out

the regions where the dense water cascade down slope. From the Langanes NE section the

transport from 250 to 750 m depth increases towards the west, only to decrease again after

the Kögur section, where the mean is 1.1 Sv, reaching 1.5 Sv episodically (Figure 5.14). The

overall transport of dense water from the Icelandic shelf that crosses the 250, 500 and 750 m

isobath (Figure 5.13), when at its maximum, is su�cient to supply the dense waters carried

by the NIJ (e.g., Jonsson and Valdimarsson, 2004; Våge et al., 2013, 2015).

Although the magnitude of the analysed model transport matches that for the NIJ, con-

sidering that the dense plume is generated during the months between December to March,

we cannot assume their dense waters are the sole source of the NIJ, but one of them. Re-

cently, by using mooring data from September 2011 to July 2013, on the Iceland slope (part

of the Kögur section), Huang et al. (2019) determined three di�erent scenarios of the NIJ.

Their manuscript focused on an NIJ dominant scenario where the current was found to be

strong, advecting anomalously dense water in its core and at its climatological mean position.

During the �rst year (2011-2012) of observations this regime was present from September to
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February, and from January to July the second year (2012-2013). In order to stablish a link

between the timing of the dominant regime and the atmospheric forcing upstream of Denmark

Strait, they looked into lagged correlations between the dominant NIJ regime with monthly

heat �uxes and wind speed. They showed that for turbulent heat �uxes two regions came out

to be statistically signi�cant +2-month time lag correlated: one region located on the north

slope of Iceland around the 1000 m isobath (south side of the Spar Fracture zone), while their

other region is basically our study area, on the west/northwest corner of the Icelandic shelf

(see Figures 12.c, 13.a and 13.b of Huang et al., 2019). They found the same pattern to be

present for the latent and heat �uxes separately. However they focused on the �rst region

mentioned.

Their �ndings point out that larger heat �uxes over the identi�ed region(s) leads to the

NIJ dominant regime. We then can assume that the dominant regime of the NIJ established

by Huang et al. (2019) is merely a response to the dense plume generated from the NIIC

transformation during strong winter heat loss episodes. Considering the timing of the dense

plume in our case of study (Figure 5.11): by February 24th, 2008, the dense plume has started

to cascade, from the cascading point and at a speed of 15 cm/s, it would take the dense waters

around 20 days to reach the Kögur section. This is less than three months from the moment

the �rst signal of dense bottom water appears around the source region (Figure 5.11.a) and

almost 2 month after the heat loss is at its maximum (Figure 5.6.b). This is consistent with

Huang et al. (2019) �ndings.

Figure 5.15: Model time series of mean SSH and maximum density, from 2002 to 2018 over
the study region (area represented in deep blue in the map attached to the upper left corner
of the �gure). Note that the scale for the left y-axis hav been inverterd.
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Figure 5.16: Model sea surface height (SSH) and ocean current speed at 5 m depth, for a)
January 5th and b) and March 11th, 2008. The date of each output is labeled in the upper left
corner of every panel.

We understand that, as the model is somewhat salty compared to the observations (Figures

5.3.c and 5.4.c) the formation of the dense plume might be interpreted as an arti�cial signal

of the model induced by its salinity drift. First, we are able to see the formation of the dense

plume right from the beginning of the simulation, and secondly, there is actual observational

evidence of dense water on the Icelandic shelf. Figure 5.18 shows the analysis of all the

temperature and salinity pro�les from 1929 to present, between −28◦ to −17◦ W and 64◦

to 67◦ N (Figure 5.18.a), available in the International Council for the Exploration of the

Sea (ICES) database. We �ltered the data and selected only those pro�les located in waters

shallower than 250 m depth and where the density was equal or higher than 27.8 kg/m3.

Contrary to what has generally been thought, there is in fact water denser that 27.8 kg/m3

on the Icelandic shelf (Figure 5.18.b). When we looked into the month when all the pro�les

were taken (before applying density and depth criteria) we found that the vast majority were

registered during the months from April to October (Figure 5.18.c). This omits the time of

the year when the dense waters form west/northwest of Iceland. The pro�les shallower than

250 m and where water denser than 27.8 kg/m3 was present, were indeed registered mostly

from April to October (Figure 5.18.d). A TS diagram of the �ltered data (Figure 5.19) shows
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that the density of the water can be as high as 28 kg/m3, which is consistent with our �ndings

(Figure 5.7). Considering that these densities are present in the months from April to October,

we can assume that during the months from November to March when the heat loss is stronger,

the density of the waters would be larger.

Figure 5.17: Model along-section velocity at the Húna�ói section for di�erent model outputs
from January 2008 to the end of March 2008 (consistent with Figure 5.11). The date of the
model output is labeled on each panel. The position of the section is represented on the map
attached to the lower-right corner of each panel. Positive values means the �ow is towards the
right of the section (clocwise/anticyclonic) while negative values represent the �ow traveling
towards the left of the section (counterclockwise/cyclonically).
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Figure 5.18: Temperature and salinity pro�les, from 1929 to present, between −28◦ to −17◦

W and 64◦ to 67◦ N, available at the International Council for the Exploration of the Sea
(ICES) database. (a) Location of all the pro�les. (b) Position of the pro�les shallower than
250 m on the Icelandic shelf, and with density higher than 27.8 kg/m3. (c) Month of the year
when all the temperature and salinity pro�les (represented in a) were taken. (d) Like in (c)
but only for the pro�les shallower than 250 m (on the Icelandic shelf) where water denser than
27.8 kg/m3 was registed.
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Figure 5.19: Temperature and salinity diagram of the pro�les represented in Figures 5.18.b
and 5.18.d (pro�les on the Icelandic shelf, in waters shallower than 250 m and points denser
than 27.8 kg/m3).

As a conclusion of the present study we propose the following circulation scheme (Figure

5.20): as the NIIC travels around the Westfjords, strong winter heat loss make the surface

waters to gain in density and sink down to the bottom. This dense water formation process

generates a dense plume that travels anticyclonically on the shelf, cascading down slope at

di�erent locations north of Iceland, forced by the narrowing of the shelf from shore to 250

m isobath. The cascaded dense waters travel then cyclonically along the Icelandic shelfbreak

within the (cyclonic) �ow resultant from the SSH depression which travels clockwise from the

source region. The overall result is an enhanced equatorward �ow on the continental slope

which is consistent with the strong NIJ regime proposed by Huang et al. (2019).

Due to the horizontal resolution of our model, which is not eddy resolving, we cannot

discard the Våge et al. (2011) hypothesis for the formation of the NIJ. Moreover, given the

timing of dense water formation we can not assume for it to be the sole source of the NIJ. We

can assume, however, that it is the source of the enhanced NIJ regime, de�ned as type3 by

Huang et al. (2019). In fact the dense water transport crossing the di�erent isobaths towards

deeper layers (Figure 5.13) is enough to feed the observed transport of the NIJ (Våge et al.,

2013; Harden et al., 2016).
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Figure 5.20: Schematic circulation in the area northwest/north of Iceland discussed in the text.
Here we proposed the following: the NIJ represents the lower limb of a local overturning loop
where the heat loss induced transformation (represented by red wigly arrows in the northwest
corner of Iceland) of the in�owing NIIC generates a dense plume which travels anticyclonically
around and on the Icelandic shelf. The dense plume then cascades down the Icelandic shelf
at di�erent locations. The cascaded dense waters feed the cyclonic circulation which results
from the SSH depresion (Figure 5.16) as stated by Spall et al. (2017), and which carries the
dense waters towards Denmark Srait, enhancing equatorward �ow on the continental slope
the, and hence, antronger NIJ (Huang et al., 2019). The color scale indicates the ocean depth
in meters.

These �ndings are of a great signi�cance considering that the NIJ is basically the densest

component of the AMOC lower limb. Assuming the in�ow of the NIIC to remain unchanged,

a decrease in the heat loss over the southern portion of the Nordic Seas poses the bigger threat

for the replenishment of the lower limb of the AMOC. Mostly by considering the projected
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poleward shift of the storm tracks under global warming conditions (Yin, 2005; Tamarin and

Kaspi, 2017). A freshening of the NIIC waters would also a�ect the density of the waters

formed on the Icelandic shelf, hence the AMOC.

On another note, we did not explore the existence of the cyclonic circum-island �ow which

according to Spall et al. (2017) is induced by the SSH depression. We understand that this

subject requires further investigation. We did �nd that a cyclonic current with a speed range

from 2 - 20 cm/s, of around 150 km wide from the 300 m isobath (position changes slightly for

each section) is at work across all the studied sections (Figures 5.14 and 5.17). This cyclonic

�ow carries the dense water formed towards the Denmark Strait.
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Chapter 6

Conclusions

Recent studies based on observations (Cheng et al., 2019) have shown a rapid increase in the

ocean's heat content since 1990. This has contributed to an increase in precipitation intensity

(Trenberth et al., 2003), rising sea levels and the declining of the ice sheets (glaciers, Greenland

Ice Sheet (GrIS, etc.) (Rhein et al., 2013). An enhancement in the hydrological cycle and the

continuous declining of the ice sheets are expected to increase the freshwater input into the

Arctic and Sub-Arctic basins (Wentz et al., 2007). The input of cold and fresh waters can limit

vertical mixing processes in the upper ocean, which drive meridional ocean heat transport cells

such as the Atlantic Meridional Ocean Circulation (AMOC).

The AMOC, which is known to strongly moderate the climate in densely populated mid-

latitude regions such as western Europe, feeds from basins where deep water formation occurs

(Kuhlbrodt et al., 2007), where vertical mixing is a key component and at risk due to global

warming. To understand the implications of the global warming related changes on these

basins and the waters formed within, it is imperative to have a better understanding of the

processes involved in deep water formation.

In this thesis I addressed processes involved in the formation of two of the main components

that feed the AMOC as part of the North Atlantic Deep Water (NADW): Labrador Sea Water

(LSW) and Denmark Strait Over�ow Water (DSOW). My main goals were:

I. To study the hydrodynamic response of water formation in the Labrador Sea due to an

increase in the precipitation and Greenland melt increase, a decrease in the number of
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storms crossing the basing, and changes in model resolution.

II. To investigate the transformation of the Atlantic Water as it enters the Nordic Seas and

its role on driving the densest component of the DSOW;

III. To explore the possible existence of a not-yet-accounted-for source for DSOW which

results from the densi�cation of the North Icelandic Irminger Current (NIIC) on the

Icelandic shelf.

The following sections expand my main �ndings in more details.

6.1 Principal �ndings

6.1.1 Labrador Sea Water formation sensitivity

I found that with 1/4◦ resolution the LSW formation rate was 19% larger compared with its

counterpart at 1/12◦ resolution. Due to an increase in the eddy activity allowed by the use of

1/12◦ horizontal resolution, freshwater advection increases. This in turn was found to impact

the depth and area of the maximum mixed layer. My results point out that 1/4◦ horizontal

resolution models might overestimate LSW formation. This is of a great signi�cance consid-

ering that the typical horizontal resolution of the numerical models used in the assessment

reports of the Intergovernmental Panel on Climate Change (IPCC) is roughly 1◦ to 2◦ for

the atmospheric component and around 1◦ for the ocean (Flato et al., 2013), with some now

reaching the 1/4◦.

My results show that, an increase in either precipitation or Greenland melt in the Labrador

Sea, is not likely to decrease the overall LSW formation rate or the maximum convection depth.

In fact, there has been a progressive deepening in the observed convection in the Labrador Sea

since 2012, and LSW2012−2016 is one of the deepest ever observed back to 1983 (Yashayaev

and Loder, 2017). However the formation of denser LSW would decrease which, by a�ecting

the large scale density gradients, may have longer-term dynamic implications. An increase in

freshwater �uxes from GrIS or due to an increase in the precipitation over the mid-latitudes,

would most likely impact the AMOC due to a decrease in the replenishment of denser LSW,

rather than due to a decrease in the depth of the convection. These implications however,
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cannot be further seen in my analysis as they are not likely to emerge within the years that

my study covers (Böning et al., 2016).

I found that by �ltering out the storms the heat loss over the Labrador Sea decreased by

44%. This reduction was enough to shut down the deep convection in the basin, with the

March mixed layer depth going not deeper than 400 m. It took less than a year of �ltered

atmospheric forcing for the Filtered simulation to show a considerably decrease in the LSW

formation rate. It is important to note here that high frequency atmospheric phenomena are

projected to decrease based on relatively coarse resolution coupled models. How this result

would change if high resolution projections were available, is still uncertain.

Overall, my �ndings point out that a decrease in the storms crossing the Labrador Sea with

a consequent reduction in the winter heat loss, might be a bigger threat to deep convection

and LSW formation (and hence the AMOC) in the future than the expected increases in the

freshwater input.

6.1.2 Atlantic Water transformation in the Nordic Seas as a source to the

over�ow waters

I have explored the transformation of the North Icelandic Irminger Current (NIIC) as it enters

the Nordic Seas through Denmark Strait as well as the role played by this transformation in

driving the North Icelandic Jet (NIJ). I consider this question using two di�erent con�gurations

of an eddy-permitting ocean general circulation model and the o�-line Lagrangian tracking

tool, Ariane.

Transformation to greater densities is found to occur in the boundary currents of the Nordic

Seas. These waters leaving at depth through Denmark Strait are found to do so within six

years. A faster transformation occurs in a loop along the north Icelandic shelfbreak with export

occurring in the NIJ within one year. Despite the transformation to denser water occurring

in the boundary currents, the maximum densities reached by the particles are consistent with

the maximum densities observed in the DSOW (e.g., Jochumsen et al., 2012; Våge et al., 2013;

Jochumsen et al., 2015, 2017).

Di�erent from Våge et al. (2013) who found that the transformation of the NIIC occurs

inside the Iceland Sea gyre, I �nd in our analysis that much of the transformation is happening
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along the north Icelandic shelfbreak. My �ndings are, however, consistent with Behrens et al.

(2017) who by using a model with a 1/20◦ horizontal resolution, found the sources of the NIJ

mainly originated from the transformation of the NIIC north of Iceland.

My results indicate that even the most dense parts of the Denmark Strait Over�ow Water

could come from boundary current transformations, rather than deep convection in the interior

of the Nordic Seas. Thus, provided that Atlantic Water is still transformed by winter cooling

in the boundary currents, even a signi�cant in�ux of fresh water to the interior of the Nordic

Seas (leading to a prolonged cessation of convection) may not have a signi�cant impact on the

local over�ows strength nor the AMOC.

6.1.3 A new source for the North Icelandic Jet

I examine the transformation of the NIIC in a region of the northwest Icelandic shelf and

the large-scale circulation response, over the period 2002 to 2018. I propose an overturning

loop whose upper limb is the transformation of the NIIC on the Icelandic shelf, with the

NIJ the lower limb. Strong winter heat lost in a region of the northwest Icelandic shelf

allows the NIIC waters to gain in density and sink to the bottom. A dense (denser than

27.8 kg/m3) plume is generated as a result and travels anticyclonically on the Icelandic shelf

from the formation region, cascading down the slope north of Iceland forced by bathymetry

irregularities. As a response to the dense plume a depression in the sea surface height also

propagates anticyclonically from the formation region which in turns generates an o�shore

cyclonic �ow that carries the dense waters back towards Denmark Strait as they cascade. The

transport of dense waters (denser than 27.8 kg/m3) crossing the 500 m isobath towards deeper

waters, north of Iceland, was found to be in the range 0.25 - 1.25 Sv, which is su�cient to

feed the observed transport of the NIJ. The dense water formation process has its maximum

generally from December to March, which allows for it to be the source of the strong regime

of the NIJ. The identi�ed loop is dynamically consistent with Spall et al. (2017) who explored

the large-scale circulation response to dense water formation near an island.

Due to the horizontal resolution of my model, which is not eddy resolving, I cannot discard

the Våge et al. (2011) hypothesis for the formation of the NIJ. Moreover, given the timing

of the dense water formation I can not assume for it to be the sole source of the NIJ. I can

180



assume, however, that it is the source of the enhanced NIJ regime.

My �ndings are also consistent with the observational study of Huang et al. (2019) who

found that larger heat �uxes over the west/northwest Icelandic shelf leads to an enhanced NIJ

transport with a two month lag. Observational data registered from 1929 to present con�rms

the presence of waters denser than 28 kg/m3 in the study region, on the northwest Icelandic

shelf.

These �ndings are of a great signi�cance considering that the NIJ is basically the densest

component of the lower limb of the AMOC. Assuming the in�ow of the NIIC to remain

unchanged, a decrease in the heat loss due to, for example, a decrease in the storms crossing

over the southern portion of the Nordic Seas, poses the bigger threat for the replenishment

of the lower limb of the AMOC, rather than a halt in the convection in the Greenlnd and

Iceland Seas. Mostly considering the projected poleward shift of the storm tracks under global

warming conditions (Yin, 2005; Tamarin and Kaspi, 2017).

6.1.4 Thesis Summary

By using a set of model simulations conducted with a coupled ocean and sea ice regional

con�guration based on the Nucleus for European Modelling of the Ocean (NEMO) numerical

framework 3.4, together with observational data, I have explored di�erent processes closely

linked with the formation of NADW. The main contributions of this thesis are:

• Increased Greenland melt and precipitation impact denser LSW replenishment; the over-

all LSW formation rate and maximum MLD was not found to signi�cantly decrease.

• Potential decreases in Labrador Sea winter heat loss due to global warming may be a

bigger threat to LSW formation than freshwater increase.

• Strong light-to-dense Atlantic Water transformation driven by heat loss occurs in the

boundary currents of the Nordic Seas, with densities reaching that of DSOW.

• Water entering the Nordic Seas within the NIIC is transformed into over�ow waters in

the shelf system of the Nordic Seas within 6 years

181



• Along the north Icelandic shelfbreak the transformation is faster with export of the

transformed waters occurring in the NIJ within 1 year

• A new overturning loop is proposed in this thesis with the NIIC being the upper limb and

the NIJ the lower limb. I found that the transformation that the NIIC waters undergo,

contrary to what have being thought, occurs on and along the west/northwest portion

of the Icelandic shelf.
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Appendix A

Trajectories of all the particles

entering and leaving the Nordic Seas

through Denmark Strait for di�erent

releases.
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a) b) c)

d) e) f)

g) h) i)

Figure A.1: Trajectories of all the particles entering and leaving the Nordic Seas through
Denmark Strait. The �gure illustrates those �oats released at the Denmark Strait each January
from 2005 to 2014. Trajectory integration times are: (a) January 1st, 2006 to December 31st,
2014, (b) January 1st, 2007 to December 31st, 2014, (c) January 1st, 2008 to December 31st,
2014, (d) January 1st, 2009 to December 31st, 2014, (e) January 1st, 2010 to December 31st,
2014, (f) January 1st, 2011 to December 31st, 2014, (g) January 1st, 2012 to December 31st,
2014, (h) January 1st, 2013 to December 31st, 2014 and (i) January 1st, 2014 to December
31st, 2014.
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j)

Figure A.2: Four main pathways follow by the particles entering and leaving the Nordic Seas
through Denmark Strait. The �gure illustrates those �oats released at the Denmark Strait
each January from 2005 to 2014. Trajectory integration times are: (a) January 1st, 2005 to
December 31st, 2014, (b) January 1st, 2006 to December 31st, 2014, (c) January 1st, 2007 to
December 31st, 2014, (d) January 1st, 2008 to December 31st, 2014, (e) January 1st, 2009 to
December 31st, 2014, (f) January 1st, 2010 to December 31st, 2014, (g) January 1st, 2011 to
December 31st, 2014, (h) January 1st, 2012 to December 31st, 2014, (i) January 1st, 2013 to
December 31st, 2014 and (j) January 1st, 2014 to December 31st, 2014
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Figure A.3: Four main pathways follow by the particles entering and leaving the Nordic Seas
through Denmark Strait. The �gure illustrates those �oats released at the Denmark Strait each
April from 2005 to 2014. Trajectories integration times are: (a) April 1st, 2005 to December
31st, 2014, (b) April 1st, 2006 to December 31st, 2014, (c) April 1st, 2007 to December 31st,
2014, (d) April 1st, 2008 to December 31st, 2014, (e) April 1st, 2009 to December 31st, 2014,
(f) April 1st, 2010 to December 31st, 2014, (g) April 1st, 2011 to December 31st, 2014, (h)
April 1st, 2012 to December 31st, 2014, (i) April 1st, 2013 to December 31st, 2014 and (j)
April 1st, 2014 to December 31st, 2014
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Figure A.4: Four main pathways follow by the particles entering and leaving the Nordic Seas
through Denmark Strait. The �gure illustrates those �oats released at the Denmark Strait
each July from 2005 to 2014. Trajectories integration times are: (a) July 1st, 2005 to December
31st, 2014, (b) July 1st, 2006 to December 31st, 2014, (c) July 1st, 2007 to December 31st,
2014, (d) July 1st, 2008 to December 31st, 2014, (e) July 1st, 2009 to December 31st, 2014, (f)
July 1st, 2010 to December 31st, 2014, (g) July 1st, 2011 to December 31st, 2014, (h) July 1st,
2012 to December 31st, 2014, (i) July 1st, 2013 to December 31st, 2014 and (j) July 1st, 2014
to December 31st, 2014
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Figure A.5: Four main pathways follow by the particles entering and leaving the Nordic Seas
through Denmark Strait. The �gure illustrates those �oats released at the Denmark Strait
each October from 2005 to 2014. Trajectories integration times are: (a) October 1st, 2005 to
December 31st, 2014, (b) October 1st, 2006 to December 31st, 2014, (c) October 1st, 2007 to
December 31st, 2014, (d) October 1st, 2008 to December 31st, 2014, (e) October 1st, 2009 to
December 31st, 2014, (f) October 1st, 2010 to December 31st, 2014, (g) October 1st, 2011 to
December 31st, 2014, (h) October 1st, 2012 to December 31st, 2014, (i) October 1st, 2013 to
December 31st, 2014 and (j) October 1st, 2014 to December 31st, 2014
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Appendix B

Model temperature and salinity

diagram in Denmark Strait.
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Figure B.1: TS diagram of the water masses in Denmark Strait, particularly in the region
within the green box showed in the lower-right-corner map, for the simulation ANHA4. Black
contour lines in the TS diagram show the density anomaly expressed in kg/m3.
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