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Abstract

Hyperinterpolation on the unit sphere of the Euclidean space was proposed by S-

loan in 1995. But pointwise convergence in the uniform form can not be achieved

by hyperinterpolation. Reimer later proposed the generalized hyperinterpolation,

which has the advantages that uniform convergence for all continuous function-

s can be achieved and it requires positive cubature formulas of less precision and

hence significantly reduces the cost of computations. However, Reimers technique

only allows him to obtain best approximation order result for C1 functions. The

main purpose of this thesis is to consider generalized hyperinterpolation of higher

order and a best approximation order is obtained. The smoothness of functions is

measured in terms of a new K-functional we introduced. Finally, the thesis also col-

lects several useful positive cubature formulas and discusses briefly the construction

methods.
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Chapter 1

Preliminaries
In this chapter we will introduce some basic facts and concepts on spherical har-
monics, Fourier-Laplace series and approximation theory on the unit sphere. Most
of the materials in this chapter can be found in [1]-[31].

1.1 Spherical Harmonics

Let N denote the set of all natural numbers and Rd be the d-dimensional Euclidean
space with norm ‖x‖ =

√
x2

1 + x2
2 + ......+ x2

d for x = (x1, x2, ...xd) ∈ Rd. As
usual, we denote by ∆d the Laplace operator on Rd

∆d= ∂2

∂x21
+ .....+ ∂2

∂x2d
.

Suppose f is a function defined on Rd. If f satisfies the Laplace equation, we say
that f is a harmonic function. If for all r in the complex field and all x ∈ Rd,
f(rx) = rkf(x) for some constant k ∈ 0∪N, then we say that f is a homogeneous
function of degree k.

Definition 1.1.1: (See [2, p.2]) The set of all homogeneous polynomials of
d variables with degree k is denoted by P d

k . We use Adk to denote the subset of
harmonic functions in P d

k . When d ≥ 2 , we denote by Sd−1 the unit sphere of Rd ,

Sd−1 = {x ∈ Rd : ‖x‖ = 1}.

Definition 1.1.2: (See [2, p.2]) Suppose f is a harmonic function in P d
k . The

restriction of f on Sd−1 is called spherical harmonic of d variables of degree k. The
set of all such functions is denoted by Hd

k .
We use ddk to denote the dimension of P d

k . Clearly, Hd
k and Adk are all linear

spaces over the complex filed C. As is well known, they have the same dimension
which is denoted by adk. Let ρ(x, y) = arccos(x, y) denote the distance between
x, y ∈ Sd−1. And let B(x, r) = {y ∈ Sd−1 : ρ(x, y) ≤ r} denote the spherical cap
centered at x ∈ Sd−1 and of radius r > 0. Throughout this thesis, every set and
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every function f are assumed to be Lebesgue measurable. We denote by σ(x) the
surface element of Sd−1 and the letter x in connection with dσ(x) means that the
integration is carried out with respect to x. We shall use the notationA ∼ B to mean
that there exists an inessential constant c > 0, called the constant of equivalence,
such that

c−1A ≤ B ≤ cA.

We denote by
∏d

N the space of all spherical polynomials of degree at most N on
Sd−1. The spaces Hd

k , k = 0, 1, 2.... of spherical harmonics are mutually orthogonal
with respect to the inner product

〈f, g〉 =
∫
Sd−1 f(x)g(x)dσ(x).

Now we will introduce a very important theorem in spherical harmonics, which is
a well known result in spherical harmonic analysis and it plays crucial roles for
analysis on the sphere. For the proof, we refer to [2, p.5].

Theorem 1.1.3: If k, l ∈ Z+, k 6= l Then Hd
k⊥Hd

l with respect to the inner
product 〈f, g〉 =

∫
Sd−1 f(x)g(x)dσ(x).

Theorem 1.1.4: (See [2, p.5]) The space
∏d

N can be written as a direct sum∏d
N =

⊕N
k=0 H

d
k .

The dimension of Hd
k is given by

adk = dimHd
k = (2k+d−2)Γ(k+d−1)

(k+d−2)Γ(k+1)Γ(d−1)
� kd−2, as k →∞,

which also implies

dim
∏d

N =
N∑
k=0

adk = CN
N+d � (N + 1)d−1.

Corollary 1.1.5: (See [2, p.4]) The restriction on Sd−1 of any polynomial is just
a finite sum of spherical harmonics.

Theorem 1.1.6: (See [2, p.5]) Let d ≥ 2. L2(Sd−1) =
⊕∑∞

k=0H
d
k where⊕∑

denotes the orthogonal direct sum.
By the theorem 1.1.6, for every f ∈ L2(Sd−1) there holds the following expan-

sion in L2-metric

f =
∞∑
k=0

Yk(f),

where Yk(f) denotes the orthogonal projection of f onto Hd
k .
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1.2 Zonal Harmonics

Let d ≥ 2, we know that Hd
k is a subspace of L2(Sd−1). Let (Hd

k )∗ be the dual space
of Hd

k . Then by Riesz Representation Theorem, we know that there is a unique
g ∈ Hd

k such that

Lg(f) =< f, g >,

holds for all f ∈ Hd
k .

Definition 1.2.1: (See [2, p.7]) Let ξ ∈ Sd−1 and let L be defined as above. The
unique z ∈ Hd

k which satisfies

Lz(f) =< f, z >= f(ξ), for any f ∈ Hd
k ,

is called Zonal Harmonics with pole ξ of d variables of degree k. And is denoted
by Zd,k

ξ . We have the following characterizations of the Zonal Harmonics:
Lemma 1.2.2: (See [2, p.7]) Let Zd,k

ξ be Zonal Harmonic. Then

(1) For any orthonormal base (y1, y2, .....yadk) of Hd
k ,

Zd,k
ξ (η) =

∑adk
j=1 yj(ξ)yj(η), η ∈ Sd−1.

(2) For any ξ and η in Sd−1,

Zd,k
ξ (η) = Zd,k

ξ (η) = Zd,k
η (ξ)

(3) For any rotation ρ on Rd, and for any ξ and η in Sd−1,

Zd,k
ρξ (ρη) = Zd,k

ξ (η).

Hence, the equation Zd,k
ρξ (ρη) = Zd,k

ξ (η) shows that the value of Zd,k
ξ (η) is only

dependent of the scalar product ξη(of course, also dependent of d and k). This
means that there is a function P d

k (t)(−1 ≤ t ≤ 1) such that

Zd,k
ξ (η) = cd,kP

d
k (ξη).

Theorem 1.2.3: (See[2, p.13]) Let d ≥ 3, k ∈ Z+. For any orthonormal base
(y1, y2, .....yadk) of Hd

k and any ξ, η ∈ Sd−1,

P d
k (ξη) = 1

cd,k

adk∑
j=1

yj(ξ)yj(η).

This conclusion is called addition formula of spherical harmonics.
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1.3 Laplace-Beltrami Operator

The theory of spherical harmonics is closely related to the Laplace-Beltrami opera-
tor ∆0 on Sd−1.

Definition 1.3.1: (See [2, p.16]) For a function f ∈ C2(Sd−1), let

F (x) = f( x
||x||), x 6= 0, x ∈ Rd.

The Laplace-Beltrami operator ∆0 is defined by

∆0f(x) = ∆dF (x) =
d∑
j=1

∂2

∂x2
j

F (x), f ∈ C2(Sd−1).

More importantly, each space Hd
k can be seen as the space of eigenfunctions of ∆0

corresponding to the eigenvalue tk = −k(k + d− 2).

Theorem 1.3.2: (See [2, p.17]) Every element of Hd
k is an eigenfunction corre-

sponding to the eigenvalue −k(k + d− 2) of the operator ∆0,

Hd
k = {f ∈ C2(Sd−1) : ∆0f = −k(k + d− 2)f}, k = 0, 1, 2......

Furthermore, Hd
k is the eigenspace of ∆0 corresponding to the eigenvalue −k(k +

d− 2). For a proof, we refer to [20, p.600].

Definition 1.3.3: (See [2, p.17]) Given r ∈ R, we define the fractional Laplace-
Beltrami operator (−∆0)r in a distributional sense by

Yk(−∆0)rf = (−k(k + d− 2))rYkf, k = 0, 1, 2.....

Clearly, (−∆0)r coincides with (−∆0) when r = 1.

1.4 The Fourier-Laplace Series

We have defined spherical harmonic expansions for L2 functions, now we are going
to extend this concept to L1. Let (y1, y2, .....yadk) be an orthonormal base of Hd

k (d ≥
3, k ≥ 0). Let f ∈ L1(Sd−1), we define

c(f, yj) =
∫
Sd−1 f(ξ)yj(ξ)dσ(ξ)

the Fourier coefficients of f with respect to yj . We consider the sum
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Yk(f) =

adk∑
j=1

c(f, yj)yj.

Obviously, Yk(f) ∈ Hd
k . And we have

Yk(f)(ξ) =
∫
Sd−1 f(η)(

adk∑
j=1

yj(η)yj(ξ))dσ(η)

= cd,k
∫
Sd−1 f(η)P d

k (ξη)dσ(η),

where

cd,k =
(2k+d−2)Γ(k+d−2)Γ( d−1

2
)

Γ(d−1)Γ(k+ d−1
2

)|Sd−1| .

Note that it extends the definition Ykf to all f ∈ L1(Sd−1).

Definition 1.4.1: (See [2, p.43]) For f ∈ L(Sd−1), the space of Lebesgue inte-
grable functions on Sd−1, we call the function Yk(f) its projection on Hd

k and the
series

∑∞
k=0 Yk(f) its expansion in spherical harmonic or Fourier-Laplace series.

We will treat Banach Space Lp(Sd−1), 1 ≤ p ≤ ∞, when 1 ≤ p <∞ the norm
of Lp(Sd−1) is defined by

||f ||p = {
∫
Sd−1 |f(ξ)|pdσ(ξ)}

1
p .

When p =∞, we use C(Sd−1) to denote Lp(Sd−1). Then the norm || · ||∞ is actually
the maximum norm, i.e

||f ||∞ = max{|f(ξ)| : ξ ∈ Sd−1}.

We know if f ∈ L2(Sd−1) then its F-L series converges to f in L2-metric certainly.
Only this case is simple, in more general case the convergence problem is quite

complicated. Let f ∈ L1(Sd−1)(d ≥ 3), the F-L series of f is
∞∑
k=0

Yk(f), where

Yk(f)(ξ) =
∫
Sd−1 f(η)(

∑adk
j=1 yj(η)yj(ξ))dσ(η)

= cd,k
∫
Sd−1 f(η)P d

k (ξη)dσ(η).

Then the partial sums of Yk(f)(ξ) is
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SNf(ξ) =
N∑
k=0

Yk(f)(ξ)

=
∫
Sd−1 f(η)[

N∑
k=0

cd,kP
d
k (ξη)dσ(η)].

We write

Dd
N(t) =

N∑
k=0

cd,kP
d
k (t),−1 ≤ t ≤ 1,

and consider the operator SN on C(Sd−1). It is easy to see that the norm of the
operator SN as a linear operator from C(Sd−1) to C(Sd−1) is just

ldN =
∫
Sd−1 |Dd

N(ξη)|dσ(η),

which is independent of ξ. We call it Lebesgue Constant of SN .
Theorem 1.4.2: (See [2, p.48]) Let d ≥ 3 and let SN be the partial sum operator.

Then the Lebesgue Constant of SN has the order O(N
d−2
2 ), that is

B1N
d−2
2 ≤ ldN ≤ B2N

d−2
2 ,

where B1, B2 are positive constants.
Since d−2

2
> 0 the operator SN are not uniformly bounded. Clearly, if f ∈

L2(Sd−1), then the partial sums of σ(f) converge to f in the L2-norm. Furthermore,
It is known that if d ≥ 3, 1 ≤ p ≤ ∞ and p 6= 2, then there exists a function
f ∈ Lp(Sd−1) whose Fourier-Laplace series diverges in the norm of Lp(Sd−1).

As a matter of fact, one normally uses the Cesaro means of σ(f) to study the
summability of the Fourier-Laplace series because the convergence property of the
partial sums of Fourier-Laplace series is not generally good when d ≥ 3.

1.5 Cesàro Means

We know that the convergence property of the partial sums of Fourier-Laplace series
is not generally good. The Lebesgue Constant of SN has the order O(N

d−2
2 ). Thus,

it is naturally important to investigate the linear summation of F-L series. The most
important linear means are the Cesàro means.

Definition 1.5.1: (See [2, p.48]) The Cesàro means (C, δ) of σ(f) or simply
f ∈ L(Sd−1) are defined by
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σδNf(ξ) =
N∑
k=0

Ykf(ξ)
AδN−k
AδN

, N = 0, 1, ...

where

AδN = Γ(N+δ+1)
Γ(N+1)Γ(δ+1)

are Cesàro numbers and Yk(f) is the orthogonal projection of f to Hd
k .

We see that the partial sums of SN are just the (C, 0) means since

SN(f)(ξ) =
N∑
k=0

Yk(f)(ξ) = σ0
N(f)(ξ).

1.6 Jacobi, Gegenbauer and Legendre Polynomials

Jacobi polynomials (occasionally called hypergeometric polynomials) P (α,β)
k (t) are

a class of classical orthogonal polynomials. They are orthogonal with respect to
the weight function (1 − t)α(1 + t)β on the interval [-1, 1]. In this section we are
going to make a general discussion on the classical orthogonal polynomials. Let
α, β > −1, we define a measure σ(α,β) on the class of all Lebesgue measurable sets
on the real line by

σ(α,β)(t) = (1− t)α(1 + t)βdt, t ∈ [−1, 1].

Write the Lp space, 1 ≤ p <∞, on [−1, 1] with respect to the measure σα,β as Lpα,β
which has the norm defined by

‖f‖p = (
∫ 1

−1
|f(t)|p(1− t)α(1 + t)βdt)

1
p .

There is a unique orthogonal system {P (α,β)
k : k ∈ Z} in L2

(α,β) which is complete
and satisfies the following conditions

(1) P (α,β)
k ∈

∏
k,

(2)
∫ 1

−1
P

(α,β)
k (t)P

(α,β)
j (t)(1− t)α(1 + t)βdt = 0, k 6= j,

(3) P (α,β)
k (1) = Γ(k+α+1)

Γ(k+1)Γ(α+1)
.

Definition 1.6.1: (See [2, p.33]) The polynomials satisfying the above three
conditions are called Jacobi Polynomials and the Jacobi Polynomials of degree k
are denoted by P (α,β)

k . The expression for P (α,β)
k (t) is given by
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P
(α,β)
k (t) = Γ(α+k+1)

k!Γ(α+β+k+1)

n∑
m=0

Cm
n

Γ(α + β + n+m+ 1)

Γ(α +m+ 1)
(
t− 1

2
)m,

where Cm
n = n!

(m!)(n−m)!
.

Gegenbauer polynomials or ultraspherical polynomials Cλ
k (t) are orthogonal

polynomials on the interval [-1,1] with respect to the weight function (1− t2)λ−
1
2 .

Definition 1.6.2: (See [2, p.33]) The Gegenbauer polynomials Cλ
k (t) are or-

thogonal polynomials on the interval [−1, 1] with respect to the weight function
(1− t2)λ−

1
2 . They are defined by

(1− 2xt+ x2)−λ =
∞∑
k=0

Cλ
k (t)xk.

An important property of the Gegenbauer polynomials is that they are special cases
of the Jacobi polynomials,

Cλ
k (t) = Γ(k+2λ)Γ(λ+1/2)

Γ(2λ)Γ(k+λ+1/2)
P

(λ−1/2,λ−1/2)
k (t).

Legendre functions are solutions to Legendre’s differential equation:

d
dt

[(1− t2) d
dt
Pk(t)] + k(k + 1)Pk(t) = 0.

These solutions for k = 0, 1, 2, ...(with the normalization Pk(1) = 1) form a poly-
nomial sequence of orthogonal polynomials called the Legendre polynomials.

Definition 1.6.3: The Legendre polynomials may be expressed as the following:

(1− 2xt+ x2)−
1
2 =

∞∑
k=0

Pk(t)x
k.

We can easily see that Pk(t) = C
1
2
k (t). In addition, an important property of the

Legendre polynomials is that they are orthogonal with respect to the L2 inner prod-
uct on the interval −1 ≤ t ≤ 1:

∫ 1

−1
Pn(t)Pm(t)dt = 2

2n+1
δmn,

where δmn denotes the Kronecker delta, equal to 1 if m = n and to 0 otherwise.
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1.7 Translation Operators

In this section we will use Sθ to denote the translation operator on Sd−1 and then
we will also introduce some important properties of the translation operator.

Definition 1.7.1: (See [2, p.57]) The translation operator Sθ on Sd−1 with step
θ ∈ [0, π] is defined by

Sθ(f)(x) = 1
|Sd−2| sind−2(θ)

∫
{y∈Sd−1:x·y=cos θ} f(y)dσ(y),

where f ∈ L1(Sd−1), x ∈ Sd−1. The significance of the operator Sθ lies in the
following fact: for f ∈ L1(Sd−1), and K ∈ L1([−1, 1], (1− t2)

d−3
2 ),∫

Sd−1 f(y)K(xy)dσ(y) = |Sd−2|
∫ π

0
Sθ(f)(x)K(cos θ) sind−2(θ)dθ, x ∈ Sd−1.

The integral on the left hand side of this last equation is called the spherical convo-
lution of f and K. The following are some useful theorems on the operator Sθ.

Theorem 1.7.2: (See [2, p.57]) For each θ, Sθ is a multiplier operator on Sd−1

in the sense that

Yk(Sθ(f)) =
P

( d−3
2 , d−3

2 )

k (cos θ)

P
( d−3

2 , d−3
2 )

k (1)

Ykf, k = 0, 1, · · · · .

Theorem 1.7.3: (See [2, p.57]) Each Sθ is a positive operator and of strong type
(p, p) with norm 1.

||Sθ||(p,p) = sup{‖Sθf‖p : ‖f‖p = 1} = 1,

for all 1 ≤ p ≤ ∞.

Proof: (See [2, p.57-p.58]).

1.8 Approximation on the sphere

A central problem for approximation theory is to characterize the best approxima-
tion of a function by polynomials, or other classes of simple functions, in terms
of the smoothness of the function. In this section we study the characterization of
the best approximation by polynomials on the sphere. In the classical setting of one
variable, the smoothness of a function on S1 is described by the modulus of smooth-
ness defined via the forward difference of the function. A main challenge for the
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sphere Sd−1 with d ≥ 3 is how to define a modulus of smoothness that will char-
acterize the smoothness, as multiplication on the higher dimensional sphere is not
commutative. It becomes clear only recently that a satisfactory modulus of smooth-
ness can be defined as the maximum of the moduli of smoothness of one variable
in θi,j , the angle of the polar coordinate on the (xi, xj), over all possible choices
of (i, j). Conspicuously, the number of such angles, d(d − 1)/2, is the dimension
of SO(d)(In the following sections, we use SO(d) to denote the group of rotations
on Sd−1). This modulus of smoothness allows us to tap into the rich resources of
trigonometric approximation theory for ideas and tools, and effectively reduces a
large part of problems in approximation theory on Sd−1 to those of trigonometric
approximation.

Definition 1.8.1: (See [1, p.76]) For f ∈ Lp(S1) if 1 ≤ p <∞ or f ∈ C(S1) if
p = ∞, the error of best approximation by trigonometric polynomials of degree at
most N is defined by

EN(f)p = inf
g∈

∏
N (S1)

‖f − g‖p.

The central problem in trigonometric approximation theory is to characterizeEN(f)p

in terms of the smoothness of the function f . For this purpose we need the notion
of modulus of smoothness, usually defined through the forward difference of f .

Let I denote the identity operator and Sθ be the translation operator defined by
Sθf(x) = f(x+θ). For r = 1, 2, ...., the forward difference operator

−→
∆r
θ is defined

by

−→
∆θ = Sθ − I and

−→
∆r
θ = (Sθ − I)r.

The binomial theorem implies that

−→
∆r
θf(x) =

r∑
j=0

(−1)r−jCj
rf(x+ θj).

Definition 1.8.2: (See [1, p.76]) For f ∈ Lp(S1) if 1 ≤ p <∞ or f ∈ C(S1) if
p =∞, r = 1, 2, ..... and t > 0,

wr(f, t)p = sup
|θ|≤t
‖
−→
∆r
θf‖p.

The modulus of smoothness wr(f, t)p is a continuous and increasing function of t
with wr(f, t)p → 0, t→ 0. Furthermore it satisfies the following properties:

10



(i) wr(f + g, t)p ≤ wr(f, t)p + wr(g, t)p,

(ii) wr(f, λt)p ≤ (λ+ 1)rwr(f, t)p, λ ≥ 0,

(iii) wr(f, t)p ≤ ctrwr(f
(r), t)p, if f (r) ∈ Lp(S1).

Theorem 1.8.3: (See [1, p.77]) For f ∈ Lp(S1) if 1 ≤ p < ∞ or f ∈ C(S1) if
p =∞, r = 1, 2, · · ·,

EN(f)p ≤ cp,rwr(f,
1
N

)p,

wr(f,
1
N

)p ≤ cp,rN
−r

N∑
k=1

(k)r−1Ek−1(f)p.

The first inequality in theorem 1.8.3 is usually called the Jackson estimate, its proof
requires constructing a trigonometric polynomial whose error of approximation is
bounded by the modulus of smoothness. The second inequality in theorem 1.8.3 is
often called the Bernstein estimate as its proof relies on the Bernstein inequality in
the theorem below. In both cases, a proof will come out as a special case of our
approximation on Sd−1.

Theorem 1.8.4 (See [1, p.77]) (Bernstein inequality) For 1 ≤ p ≤ ∞ and
TN ∈

∏
N(S1),

‖T (k)
N ‖p ≤ Nk−r‖T (r)

N ‖p, k > r.

There are many ways to define a modulus of smoothness on the sphere Sd−1. The
one we define in this section has the advantage that it relies on the modulus of
smoothness on S1, even though Sd−1 is not in itself a product space of S1, which
allows us to utilize the results in the previous section. For 1 ≤ i 6= j ≤ d and
t ∈ R. Recall that Qi,j,θ denotes a rotation by the angle θ in the (xi, xj)-plane. As
an example, for (i, j) = (1, 2), the action of the rotation Q1,2,θ ∈ SO(d) is given by

Q1,2,θ(x1, .......xd) = (x1 cos θ − x2 sin θ, x1 sin θ + x2 cos θ, x3, ....xd)

There are d(d− 1)/2 distinct angles θi,j . For r = 1, 2, ..., we use Qi,j,θ to define the
difference operator

∆r
i,j,θ = (I − T (Qi,j,θ))

r, 1 ≤ i 6= j ≤ d,

where T (Q) denotes the rotation operator T (Q)f(x) = f(Q−1x). Since Qi,j,θ =

Qj,i,−θ, we have ∆r
i,j,θ = ∆r

j,i,−θ. Because of

11



Q1,2,θ(x1, .......xd) = (x1 cos θ − x2 sin θ, x1 sin θ + x2 cos θ, x3, ....xd).

∆r
i,j,θ can be expressed in the forward difference. Our modulus of smoothness on

the sphere is defined in terms of these differences.
Definition 1.8.5: (See [1, p.81]) Given r ∈ N, t > 0, and f ∈ Lp(Sd−1),

1 ≤ p < ∞, or f ∈ C(Sd−1) for p = ∞, the modulus of smoothness of order r of
f in the Lp metric is defined by

wr(f, t)p = sup{||∆r
i,j,θf ||p, 1 ≤ i < j ≤ d, |θ| ≤ t},

for r = 1 we write wr(f, t)p = w(f, t)p. Our modulus of smoothness wr(f, t)p is
the maximum among all possible choices of (i, j). Just as in the case of S1, the
modulus of smoothness is a continuous and increasing function of t and it satisfies
the properties

(i) For s < r, wr(f, t)p < 2r−sws(f, t)p,

(ii) For λ > 0, wr(f, λt)p ≤ (λ+ 1)rwr(f, t)p.

Recall the quantity EN(f)p of best approximation by polynomials defined in S1.
Our main result in this part is a characterization of the best approximation by poly-
nomials in terms of the modulus of smoothness on Sd−1.

Theorem 1.8.6: (See [1, p.88]) For f ∈ Lp(Sd−1), 1 ≤ p <∞, or f ∈ C(Sd−1)

when p =∞,

EN(f)p ≤ cp,rwr(f,
1
N

)p,

on the other hand,

wr(f,
1
N

)p ≤ cp,rN
−r

N∑
k=1

kr−1Ek−1(f)p.

Besides modulus of smoothness, the smoothness of a function can also be described
by the K-functional. We define the K-functional via the differential operatorsDi,j =

xi∂j − xj∂i which turns out to be equivalent to wr(f, t)p, as it is often the case in
approximation theory. The K-functional is defined via the Sobolev space and is
often easier to apply when the function is known to be differentiable. First Let us
also state a Bernstin type inequality for the differential operator Di,j .

Lemma 1.8.7: (See [1, p.83]) Let f be a polynomial in
∏

N(Sd−1), for 1 ≤ i <

j ≤ d, r ∈ N,

12



||Dr
i,jf ||p ≤ N r||f ||p, 1 ≤ p ≤ ∞.

Definition 1.8.8: (See [1, p.90]) For r ∈ N and 1 ≤ p ≤ ∞, the Sobolev
space W r

p (Sd−1) consists of functions f ∈ Lp(Sd−1) with distributional derivatives
Dr
i,jf, 1 ≤ i < j ≤ d, all belong to Lp(Sd−1), where Lp(Sd−1) is replaced by

C(Sd−1) when p =∞. The norm of the space is defined by

||f ||W r
p (Sd−1) = ||f ||p +

∑
||Dr

i,jf ||p.

Definition 1.8.9: For r ∈ N and t ≥ 0,

Kr(f, t)p = inf
g∈W r

p (Sd−1)
{||f − g||p + tr max

1≤i<j≤d
||Dr

i,jg||p}.

It describes how well the function can be approximated by smooth functions in
certain sense.

Theorem 1.8.10: (See [1, p.91]) Let r ∈ N ,f ∈ Lp(Sd−1) if 1 ≤ p < ∞ and
f ∈ C(Sd−1) if p =∞. For 0 < t < 1,

wr(f, t)p ≈ Kr(f, t)p, 1 ≤ p ≤ ∞.

Proof: See [1, p.91].
In particular, this shows that the best approximation EN(f)p can be character-

ized by the k functional. Furthermore, we can now consider approximation in the
Sobolev space.

Corollary 1.8.11: (See [1, p.92]) If r ∈ N and f ∈ W r
p (Sd−1), 1 ≤ p ≤ ∞,

then

EN(f)p ≤ cN−r||f ||W r
p
.

Proof: See [1, p.92].
Next we discuss briefly two other moduli of smoothness on the sphere. Histori-

cally, the first modulus of smoothness is defined in terms of the spherical means, or
the translation operator, Tθf , which we recall as

Tθf(x) = 1
|Sd−1|

∫
Sd−1 f(x cos θ + u sin θ)dσ(u).

We denote this modulus of smoothness by w∗r(f, t)p. It is defined by, for r = 1, 2···,

w∗r(f, t)p = sup
|θ|≤t
||(I − Tθ)

r
2f ||p,

13



where (I − Tθ)
r
2 is defined in terms of infinite series when r

2
is not an integer.

The characterization of the best polynomial approximation, both direct and inverse
theorems, can be established in terms of w∗r(f, t)p. Furthermore, this modulus of
smoothness is equivalent to the K-functional defined by

K∗r (f, t)p = inf
g
{||f − g||p + tr||(−∆0)

r
2 g||p},

where (−∆0)
r
2 is the Laplace-Beltrami operator on the sphere and the infimum is

taken over all g for which (−∆0)
r
2 g ∈ Lp(Sd−1).

Theorem 1.8.12: (See [1, p.91]) Let r ∈ N ,f ∈ Lp(Sd−1) if 1 ≤ p < ∞ and
f ∈ C(Sd−1) if p =∞. For 0 < t < 1,

w∗r(f, t)p ≈ K∗r (f, t)p, 1 ≤ p ≤ ∞.

The fact that both moduli of smoothness, wr(f, t)p and w∗r(f, t)p, characterize the
best approximation by polynomials does not imply that the two are equivalent, since
the inverse theorem of the characterization is of weak type. Only a partial result is
known in this regard.

Theorem 1.8.13: (See [1, p.95]) Let f ∈ Lp(Sd−1), 1 < p <∞. For 0 < t < 1,
wr(f, t)p ≤ cw∗r(f, t)p if r ∈ N and wr(f, t)p ∼ w∗r(f, t)p if r = 1, 2.

Proof: (See [1, p.95]).

Recall that T (Q)f(x) = f(Q−1x) for Q ∈ SO(d). For t > 0, define

Qt = {Q ∈ SO(d) : max d(x,Qx) ≤ t},

where d(x, y) is the geodesic distance on Sd−1, for t > o and r > 0 define

w̃r(f, t)p = sup
Q∈Qt

||∆r
Qf ||p,

where ∆r
Q = (I − T (Q))r. The main results on this modulus of smoothness are

summarized as follows.

Theorem 1.8.14: For 1 < p <∞,

w̃r(f, t)p ∼ w∗r(f, t)p.

Theorem 1.8.15: (See [1, p.95]) For 1 < p <∞,

w̃r(f, t)p ∼ K∗r (f, t)p,

14



whereas the equivalence fails for p = 1 and p = ∞. From the equivalence of
K∗r (f, t)p and w∗r(f, t)p, we have the following theorem.

Theorem 1.8.16: (See [1, p.95]) For f ∈ Lp(Sd−1) if 1 ≤ p < ∞ and f ∈
C(Sd−1) when p =∞,

wr(f, t)p ≤ w̃r(f, t)p, 1 ≤ p ≤ ∞, r ∈ N.

Proof: See [1, p.95].

Theorem 1.8.17: For 1 < p <∞, r = 1, 2,

w̃r(f, t)p ∼ w∗r(f, t)p ∼ wr(f, t)p.

1.9 Weighted Polynomial Inequalities

Polynomial inequalities have been playing crucial roles in approximation theory
and related fields. Several such inequalities on the unit sphere will be established
in this section.

Definition 1.9.1:(See [1, p.100]) A weight function on Sd−1 is a nonnegative
integrable function on Sd−1. Let w be a fixed weight function on Sd−1 normalized
by ∫

Sd−1 w(y)dσ(y) = 1.

We denote by Lp,w the weighted Lebesgue space of functions on Sd−1 with quasi-
norm

||f ||p,w = (
∫
Sd−1 |f(y)|pw(y)dσ(y))

1
p ,

and for p =∞ we assume that L∞ is replaced by C(Sd−1), the space of continuous
functions on Sd−1 with the usual uniform norm ||f ||∞. Given a set E ∈ Sd−1, we
write

w(E) =
∫
E
w(x)dσ(x).

Definition 1.9.2: (See [1, p.100]) A weight function w on Sd−1 is a doubling
weight if there exists a constant L > 0 such that for any x ∈ Sd−1 and t > 0

w(B(x, 2t)) ≤ Lw(B(x, t)),
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the least constant L is called the doubling constant of w and is denoted by Lw.
For the rest of this section, unless otherwise stated, the letter w always denotes a
doubling weight on Sd−1 with doubling constants Lw and with Sw = logLw

log 2
. Many

of the weights on Sd−1 that appear in analysis satisfy the doubling condition. Given
ε ∈ (0, π), a finite subset Λ is called ε−separated if min

w,w′∈Λ
ρ(w,w

′
) ≥ ε, and it is

called maximal ε-separated if it is ε-separated and satisfies max
x∈Sd−1

min
w∈Λ

ρ(x,w) < ε.

Definition 1.9.3: (See [1, p.105]) For β > 0 and f ∈ C(Sd−1), we define the
maximal function

f ∗β,N(x) = max |f(y)|(1 +Nρ(x, y))−β, x, y ∈ Sd−1, N = 0, 1, 2 · · · .

Recall that the weighted Hardy-Littlewood maximal function Mw is defined by

Mwg(x) = sup
0<r≤π

1

w(B(x, r))

∫
B(x,r)

|g(y)|w(y)dσ(y).

Since w has the doubling property, it follows that for 1 < p ≤ ∞,

||Mwg||p,w ≤ C( p
p−1

)
1
p ||g||p,w.

Then, we have the following theorem.
Theorem 1.9.4: (See [1, p.105]) If f ∈

∏d
N and β > 0, then for any x ∈ Sd−1

we have

f ∗β,N(x) ≤ C1(Mw(|f |
sw
β )(x))

β
sw .

Proof: See [1, p.105].
Corollary 1.9.5: (See [1, p.107]) For 0 < p ≤ ∞, f ∈

∏d
N and β > 1

p
, we

have

||f ||p,w ≤ ||f ∗β,N ||p,w ≤ C||f ||p,w,

where C > 0 depends only on d, L and β when β is big or close to 1
p
. As conse-

quences of the above theorem, we have the following useful corollary,
Corollary 1.9.6: (See [1, p.107]) If 0 < p ≤ ∞, θ ∈ (0, π), Λ ∈ Sd−1 is

ε− separated, then for any f ∈
∏d

N and β ≥ 1,

(
∑
w⊂Λ

(Osc(f ;w, β))pw(B(x, θ)))
1
p ≤ C(Nθ)||f ||p,w,

where
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Osc(f ;w, β) = max
x,y∈B(w,θ)

|f(x)− f(y)|,

C > 0 depends only on d, β, L and p when p is small.

In many applications, we need to deal with a finite sums of function evaluations
instead of integral. The Marcinkiewicz-Zygmund inequality shows that these sums
can often be bounded by the integrals, if the points on which function evaluations
take place are well separated. We start with a definition that quantifies the separation
of points.

Theorem 1.9.7: (See [1, p.109]) If β ≥ 1, δ ∈ (0, π), Λ ⊂ Sd−1 is ε
N

-separated,
and f ∈

∏d
M with M ≥ N , then

(i)
∑
η⊂Λ

( max
x∈B(η, δ

N
)
|f(x)|p)w(B(η,

δ

N
)) ≤ cw,p(

M

N
)sw‖f‖pp,w,where c depends on-

ly on d, p, L and β.

(ii) There exists a constant δ0 > 0 depending only on the dimension d and the
doubling constant L such that for any f ∈

∏d
N and any maximal δ

N
-separated

subset Λ ⊂ Sd−1 with δ ∈ (0, δ0] we have

||f ||pp,w ∼
∑
η∈Λ

( min
x∈B(η, δ

N
)
|f(x)|p)w(B(η,N−1δ))

∼
∑
η∈Λ

( max
x∈B(η, δ

N
)
|f(x)|p)w(B(η,N−1δ)),

where the constant of equivalence depends only on d, L and p.

1.10 Cubature formulas on the sphere

Cubature formulas, synonym of numerical integration formulas, are essential tools
for discretizing integrals. A cubature formula is a finite linear sum of function
evaluations that approximates an integral. The strength of a cubature formula is
often measured by the number of polynomials that it preserves.

Definition 1.10.1: (See [1, p.121]) A cubature formula

QN(f) =
N∑
k=1

λkf(xk), λk ∈ R, xk ∈ Sd−1,
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is of degree N + 1 for the measure on Sd−1 if∫
Sd−1 f(x)dσ(x) = QN(f),∀f ∈

∏d
N+1,

a cubature formula is positive if λk > 0 for 0 ≤ k ≤ N . The points xk in QN(f)

are called nodes and the coefficients λk in QN(f) are called weights of the cubature

formula. In particular,
N∑
k=1

λk = 1, Since

QN(1) =
N∑
k=1

λk = 1.

We are particularly interested in positive cubature formulas since they are numeri-
cally stable and there will not be wild oscillation in their weights as 0 ≤ λk ≤ 1 if
QN(f) is positive.

The strength of a cubature formula is measured by its degree. For a fixed number
of nodes, N , higher the N is, stronger is the QN(f). The one with the highest
degree is called the Gaussian type, a tribute to the Gaussian quadrature formula of
one variable. This correlation between the number of points N and the degree of
precision N is often considered by asking how many points are needed for a fixed
degree.

Theorem 1.10.2: (See [1, p.123]) If a positive cubature formula for the integral∫
Sd−1 f(x)dσ(x) is of degree 2m+ 1, then its number of nodes N satisfies

N ≥ 2Cm
m+d−1.

Proof: see [1, p.123].
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Chapter 2

Hyperinterpolations on the sphere
In this chapter, we will first briefly review some basic facts about hyperinterpola-
tions, and then prove several new results.

2.1 Hyperinterpolation operators on Sd−1: Definition-
s and basic facts

Hyperinterpolation on the sphere was introduced by I. Sloan [34] in 1995. It pro-
vides a constructive approximation method that is much more favorable in com-
parison with the regular spherical polynomial interpolation. The main idea of the
hyperinterpolation is to use positive cubature formulas to discretize spherical convo-
lution operators. It turns out that this discretization technique is easier to implement
in many applications.

To be precise, assume that {QN} is a sequence of positive cubature formulas on
Sd−1: ∫

Sd−1 f(x)dσ(x) = QNf :=
∑
w∈ΛN

λN,wf(w), ∀f ∈
∏d

N+1,

where ΛN is a finite subset of Sd−1, and λN,w > 0 for all w ∈ ΛN . A cubature
formula like QN is said to be of degree N + 1. Hyperinterpolation now arises if
cubature formulas are used in the evaluation of the orthogonal projections of the
spherical harmonic expansions. It is known that for f ∈ Hd

k , by the use of the
reproducing kernel function, the orthogonal projections

Yk : C(Sd−1)→ Hd
k

can be represented in the form

(Ykf)(x) =
∫
Sd−1 f(y)Gk(xy)dσ(y), x, y ∈ Sd−1,

where here and throughout,
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Gk(t) = 2k+d−2
(d−2)|Sd−1|C

d−2
2

k (t), t ∈ [−1, 1],

|Sd−1| is the surface area of Sd−1, and C
d−2
2

k (t) is the usual ultraspherical polyno-
mial of degree k and index d−2

2
. Thus, we have, for f ∈

∏d
N , by the use of the

reproducing kernel function, the orthogonal projections

Yk : C(Sd−1)→
∏d

N

can be represented in the form

(Ykf)(x) =
∫
Sd−1 f(y)EN(xy)dσ(y), x, y ∈ Sd−1,

where EN(xy) is the reproducing kernel of
∏d

N and EN(xy) =
N∑
k=0

Gk(xy).

Definition 2.1.1: [See 34] The hyperinterpolation operator LN : C(Sd−1) →∏d
N , N = 1, 2, · · · are defined by

LNf(x) =
∑

w∈Λ2N−1

λ2N−1,wf(w)EN(xw),

where x ∈ Sd−1, f ∈ C(Sd−1) and

EN(x · y) = λ+N
λ
C

d−2
2

N (x · y).

To investigate the convergence of the operators LN , one need to consider the fol-
lowing uniform norm: which is defined for arbitrary bounded linear operators LN :

C(Sd−1)→ C(Sd−1) by

||LN ||∞ = sup{||LNf ||∞ : f ∈ C(Sd−1)}.

It was shown in [35] that under some regularity condition on the distribution of
the nodes of the cubature formulas Q2N−1 for d = 3 and in [36] for an arbitrary d
without any additional assumptions on the cubature formulas that

adN
d−2
2 ≤ ||LN ||∞ ≤ bdN

d−2
2 ,

where ad and bd are constants depending only on the dimension d. As a result, in
general, for f ∈ C(Sd−1), LNf diverges as N →∞.

Of crucial importance in many applications is the degree of the cubature for-
mulas used in hyperinterpolation. As is well known, a positive cubature formula of
degree N on Sd−1 will require at least O(Nd−1) distinct points on the sphere, and
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even a slight reduction of the degree of cubature formulas will significantly reduce
the cost of computations. For this reason, the concept of generalized hyperinterpo-
lations will be considered next section. Compared with the hyperinterpolation, a
generalized hyperinterpolation requires less degree of precision in cubature formu-
las, but guarantees uniform convergence combining the ideas of hyperinterpolation
and summation.

2.2 Generalized hyperinterpolation on the unit sphere

In spite of the best-order result, pointwise convergence cannot be attained by hyper-
interpolation. For this reason, Reimer [39] introduced the concept of generalized
hyperinterpolation, whose definition is given as follows.

Recall that for each positive integer N , QN is a positive cubature formula on
Sd−1, as given in last section. Next, assume that (aN,k)

∞
N,k=0 is some infinite real

matrix which satisfies the following conditions:

(i) aN,k = 0 for N < k;

(ii) lim
N→∞

aN,k = 1 for k = 0, 1;

(iii) DN(t) :=
∑N

k=0 aN,kGk(t) ≥ 0 for −1 ≤ t ≤ 1, and N = 1, 2, · · · .

Then we define the partial-sum operators

ΛN =
N∑
k=0

aN,kYk.

with the representation

(ΛNf)(x) =
∫
Sd−1 f(y)DN(xy)dσ(y).

Definition 2.2.1: (See [39]) With the above assumptions, the generalized hy-
perinterpolation operators associated to {DN(t)}∞N=0 are defined as

GLN,DNf(x) =
∑
w∈ΛN

λN,wf(w)DN(xw),

where f ∈ C(Sd−1), x ∈ Sd−1. We will write GLN for GLN,DN when DN is
understood. We see that Generalized hyperinterpolation arises if a quadrature rule,
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which satisfies the Weak Assumptions onQ, is used in the evaluation of the integral∫
Sd−1 f(y)DN(xy)dσ(y).

Theorem 2.2.2: (See [39]) With the above assumptions, the generalized hyper-
interpolation operators GLN converge to the identity operator in the uniform norm
as N →∞.

Note that the hyperinterpolation operatorLN requires a positive cubature formu-
la of degree 2N on Sd−1, whereas the generalized hyperinterpolation GLN requires
a positive cubature formula of degree N + 1 only. Thus, generalized hyperinter-
polation significantly reduces the cost of evaluation. Furthermore, it was shown by
Reimer [39, Theorem 2] that generalized hyperinterpolation can achieve uniform
convergence result for an arbitrary f ∈ C(Sd−1).

2.3 Approximation error of the generalized hyperin-
terpolation

Theorem 2.2.2 implies that

lim
N→∞

‖GLNf − f‖∞ = 0, f ∈ C(Sd−1),

but it does not give the rate of the convergence of GLNf . In this section, we will
establish a direct theorem for the approximation.

Given a function f : Sd−1 → R, and u, v ∈ Sd−1 with u ⊥ v, we set

fu,v(ϕ) = f(u cosϕ+ v sinϕ), ϕ ∈ R.

It is easily seen that f ∈ Cj(Sd−1) if and only if fu,v ∈ Cj(R) for all u, v ∈ Sd−1

with u · v = 0. Motivated by this fact, we define the the first and the second order
moduli of smoothness of f ∈ C(Sd−1) by

ω∗1(f, t) = sup{|f(x)− f(y)| : x, y ∈ Sd−1, arccos(x · y) ≤ t}

= sup{|fu,v(θ1)− fu,v(θ2)| : |θ1 − θ2| ≤ t, u, v ∈ Sd−1, u · v = 0},

and

ω∗2(f, t) = sup{|fu,v(α + θ)− 2fu,v(α) + fu,v(α− θ)| :

α ∈ R, |θ| ≤ t, u, v ∈ Sd−1, u · v = 0},
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respectively.
Theorem 2.3.1: For the first order moduli of smoothness, Reimer [39, Theorem

6] proved that the inequality

||f −GLN,DNf ||∞ ≤ Cdω
∗
1(f,N−1)

holds for arbitrary N and f ∈ C(Sd−1), where the constant Cd is independent of N ,
f and the cubature formulas QN . Reimer [39] further asked whether second-order
results can be attained by generalized hyperinterpolation operators; that is, whether
a similar inequality holds for a second order moduli of smoothness. An affirmative
answer to this question was given by Feng Dai [41].

Theorem 2.3.2: For the second order moduli of smoothness, Feng Dai [41]
proved that the inequality

||f −GLN,DNf ||∞ ≤ Cdω
∗
2(f,N−1)

holds for arbitrary N and f ∈ C(Sd−1), where the constant Cd is independent of
N , f and the cubature formulas QN . Indeed, a more general result was obtained in
[41].

Theorem 2.3.3: Suppose that

DN(t) =
N∑
k=0

aN,kGk(t), N = 1, 2......

is a sequence of polynomials on [−1, 1] satisfying∫
Sd−1 DN(e · y)dσ(y) = 1, e = (1, 0, · · · , 0) ∈ Sd−1, N = 1, 2.....

and

supN
∫ π

0
(1 +Nθ)2|DN cos θ| sind−2 θdθ ≤ K <∞.

Let GLN,DN denote the generalized hyperinterpolation operators associated with
the kernel DN . Under these assumptions, it was proved in [41] that for all f ∈
C(Sd−1),

||f −GLN,DN ||∞ ≤ CKω∗2(f,N−1).

where C > 0 depends only on d. Note that in this result, the assumption that DN is
positive is no longer needed, whereas positivity plays a crucial role in the original
proof of Reimer [39]. In fact, a necessary and sufficient condition was determined in
[1] for a sequence of positive kernelsDN to satisfy the above second order estimate.
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2.4 New results for higher order measures of smooth-
ness

In this section, we will further extend the results of [41] to the case of higher order
smoothness. Under certain conditions, we will show that the generalized hyperin-
terpolation guarantees a faster convergence rate when f ∈ C`(Sd−1) with ` ≥ 3.
Let {DN}∞N=1 be a sequence of algebraic polynomials on [−1, 1] satisfying the fol-
lowing conditions for some positive integer r:

(i) EachDN is an algebraic polynomial of degree at mostN , and
∫
Sd−1 p(y)DN(x·

y) dσ(y) = p(x) for all p ∈ Πd
r−1;

(ii) sup
N

∫ π

0

(1 +Nθ)r|DN(cos θ)| sind−2 θ ≤ K <∞.

Definition 2.4.1: For f ∈ C(Sd−1), define the r-th order generalized hyperin-
terpolation operator by

G̃LN,r,DNf(x) =
∑

w∈ΛN+r−1

λN+r−1,wf(w)DN(x · w), x ∈ Sd−1.

For α = (α1, · · · , αd) ∈ Zd+, set |α| =
∑d

j=1 αj and Dα = ∂α1
1 · · · ∂

αd
d . For

` ∈ N, set
∇`f = {Dαf : |α| = `}.

Let ϕ ∈ C∞[0,∞) be such that ϕ(t) = 1 for 3
4
≤ t ≤ 5

4
and ϕ(t) = 0 for

0 ≤ t ≤ 1
2

or t ≥ 2.

Definition 2.4.2: For f ∈ C`(Sd−1) with ` ∈ N, the `-th order tangential oper-
ator is defined by

∇`
0f(x) = ∇`f̃(x), x ∈ Rd,

where f̃ ∈ C`(Rd) is given by

f̃(x) = f(
x

||x||
)ϕ(‖x‖).

For g ∈ C`(Sd−1), let

g̃(x) = g( x
||x||)ϕ(‖x‖).
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Definition 2.4.3: The `-th order K-functional of f ∈ C(Sd−1) is defined by

K`(f, t) = inf
{
‖f − g‖L∞(Sd−1) + t`‖∇`

0g‖L∞(Bd) : g ∈ C`(Sd−1)
}
, t > 0,

where Bd := {x ∈ Rd : ‖x‖ ≤ 1} is the unit ball of Rd. It can be shown that for
the moduli of smoothness defined in the last section,

K`(f, t) ≈ ω∗` (f, t), t ∈ (0, 1), ` = 1, 2.

In this section, we will show the following result.
Theorem 2.4.4: With the above notation and assumptions, for all f ∈ C(Sd−1),

||G̃LN,r,DNf − f ||∞ ≤ CKr(f,N
−1).

The proof of Theorem relies on several lemmas.
Lemma 2.4.5: Suppose that Ω is a finite subset of Sd−1, {µω : ω ∈ Ω} is a

set of positive numbers, and N is a positive integer. If for some 0 < p0 < ∞ the
inequality

∑
ω∈Ω

µω|f(ω)|p0 ≤ C1

∫
Sd−1

|f(x)|p0 dσ(x) (2.4.1)

with C1 independent of f , holds for all f ∈ Πd
N , then the following regularity

condition must be satisfied:

sup
x∈Sd−1

∑
ω∈Ω∩B(x, 1

N
)

µω ≤ C2N
−(d−1), (2.4.2)

where C2 = CC1 and C > 0 depends only on d and p0. Conversely, if the regularity
condition (2.4.2) is satisfied for some constant C2 > 0, then for any 0 < p < ∞
and any f ∈ Πd

m with m ≥ n ,∑
ω∈Ω

µω|f(ω)|p ≤ CC2

(m
n

)d−1
∫
Sd−1

|f(y)|p dσ(y), (2.4.3)

where C > 0 depends only on d and p. The following lemma is due to Reimer.
Lemma 2.4.6: Assume that the following positive cubature formula of degree

N + 1 holds on Sd−1. ∫
Sd−1 f(x)dσ(x) =

∑
w∈ΛN

λN,wf(w),
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where ΛN is a finite subset of Sd−1,λN,w > 0 for w ∈ ΛN . Then

max
x∈Sd−1

∑
w∈ΛN

⋂
B(x,N−1)

λN,w ≤ CN−(d−1),

where C > 0 depends only on d.
The following lemma was proved in [35]:
Lemma 2.4.7: Suppose that α is a fixed nonnegative number, n is a positive

integer and f is a nonnegative function on Sd−1 satisfying

f(x) ≤ C1(1 +Nd(x, y))αf(y), x, y ∈ Sd−1,

then for any 0 < p < 1, there exists a nonnegative spherical polynomial g ∈
∏d

N

such that

C−1f(x) ≤ g(x)p ≤ Cf(x), for any x ∈ Sd−1

where C > 0 depends only on d, C1, p and α.
Now we are in a position to prove the main theorem
Proof: First, we show that for g ∈ Cr(Sd−1),

||G̃LN,r,DNg − g||∞ ≤ CN−r‖∇r
0g‖L∞(Bd). (2.4.4)

Let
g̃(x) = g

( x

‖x‖

)
ϕ(‖x‖),

where ϕ ∈ C∞[0,∞) satisfies that ϕ(t) = 1 for 3
4
≤ t ≤ 5

4
and ϕ(t) = 0 for

0 ≤ t ≤ 1
2

or t ≥ 2. We denote by T r−1
x g̃(y) the Taylor polynomial of g̃ of degree

r − 1 at the point x ∈ Sd−1; that is,

T r−1
x g̃(y) =

∑
|α|≤r−1

Dαg̃(x)

α!
(y − x)α,

where α! = α1! · · ·αd!, and Dα = ∂α1
1 · · · ∂

αd
d for α = (α1, · · · , αd) ∈ Zd+. Let

px = T r−1
x g̃

∣∣∣
Sd−1

for each fixed x ∈ Sd−1. Clearly, px ∈ Πd
r−1, and px(x) = g(x).

Furthermore, by Taylor’s theorem, we have that for x, y ∈ Sd−1,

|g(y)− px(y)| = |g̃(y)− T r−1
x g̃(y)| ≤ C||x− y||r sup

z∈Bd
| 5r g̃(z)|

= C||x− y||r sup
z∈Bd
| 5r

0 g(z)|

= C||x− y||r‖ 5r
0 g‖L∞(Bd).
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Since pxDN ∈ Πd
N+r−1, it follows that

g(x) = px(x) =

∫
Sd−1

px(y)DN(x · y) dσ(y)

=
∑

w∈ΛN+r−1

λN+r−1,wDN(x · w)px(w) = G̃LNp(x),

here and elsewhere in the proof, for simplicity we write λw for λN+r−1,w, and G̃LN
for G̃LN,r,DN . Thus,

|G̃LNg(x)− g(x)| = |G̃LNg(x)− px(x)| ≤
∑

w∈ΛN+r−1

λw|DN(x · w)||g(w)− px(w)|

≤ C‖ 5r
0 g‖L∞(Bd)

∑
w∈ΛN+r−1

λw|DN(x · w)|‖x− w‖r

By Lemma, there exists a positive algebraic polynomial qN on [−1, 1] of degree at
most N such that

qN(x · y) ∼ (1 +N‖x− y‖)r, x, y ∈ Sd−1.

Thus,

|G̃LNg(x)− g(x)| ≤ CN−r‖ 5r
0 g‖L∞(Bd)

∑
w∈ΛN+r−1

λw|DN(x · w)|qN(x · w)

≤ CN−r‖ 5r
0 g‖L∞(Bd)

∫
Sd−1

|DN(x · y)|(1 +Nd(x, y))r dσ(y)

≤ CN−r‖ 5r
0 g‖L∞(Bd).

This proves (2.4.4). Next, we show that

sup
N
‖G̃LNf‖∞ ≤ K‖f‖∞. (2.4.5)

Indeed, for any f ∈ C(Sd−1), we have

‖G̃LNf‖∞ ≤ LN‖f‖∞,
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where LN = sup
x∈Sd−1

∑
w∈ΛN+r−1

λw|DN(x · w)|.

However, by Lemma, we have

LN ≤ sup
x∈Sd−1

∫
Sd−1

|DN(x · y)| dσ(y) ≤ K <∞.

Finally, we show (). Indeed, by definition of the K-functional, for f ∈ C(Sd−1), we
may find a function g ∈ Cr(Sd−1) such that

‖f − g‖L∞(Sd−1) +N−r‖ 5r
0 g‖L∞(Bd) ≤ 2Kr(f,N

−1).

Thus,

‖f − G̃LNf‖∞ ≤ ‖f − g‖∞ + ‖g − G̃LNg‖∞ + ‖G̃LNg − G̃LNf‖∞
≤ C‖f − g‖∞ + ‖g − G̃LNg‖∞
≤ C‖f − g‖∞ + CN−r‖ 5r

0 g‖L∞(Bd)

≤ CKr(f,N
−1).

As a simple consequence of Theorem 2.4.1, we have
Corollary 2.4.8: If f ∈ Cr(Sd−1), then

||G̃LN,DNf − f ||∞ ≤ CN−r.

2.5 The Newman-Shapiro summation method

We combine the idea of hyperinterpolation with the concept of summation in what
we call generalized hyperinterpolation. An important example arises in gener-
alized hyperinterpolation when one considers the Newman-Shapiro operators on
Sd−1, they are based on some particular singular integrals, introduced by Newman
and Shapiro in 1964 [40]. We proved that they inherit from the original Newman-
Shapiro operators the important property that the approximation error can be esti-
mated uniformly by means of the modulus of continuity of the first order, such that
a Jackson-type inequality on the sphere is realized by discrete operators.

Following Newman and Shapiro [40], we define the univariate kernel polyno-
mials

B2N+1(t) = B2N(t) = γN+1( GN+1(t)

t−ξN+1(t)
)2, t ∈ [−1.1].
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where ξN+1(t) is the largest root of GN+1(t), and the constant γN+1 is chosen so
that ∫

Sd−1 B2N(xy)dσ(y) = 1, x ∈ Sd−1.

Definition 2.5.1: The Newman-Shapiro operators are then defined by

T2Nf(x) =
∫
Sd−1 f(y)B2N(xy)dσ(y), x ∈ Sd−1, N = 1, 2....

For the Newman-Shapiro operators TN , Reimer [39] proved that

||f − TNf || ≤ Cw∗1(f,N−1).

And Reimer [39, Theorem 7] also proved that

||f − TNf || ≤ Cw∗2(f,N−1).

It was shown in [39, p.197-199]] that the kernels satisfy the conditions:
(i)
∫
Sd−1 BN(xy)dσ(y) = 1.

(ii)
∫ π

0
(1 +Nθ)r(|BN(cos θ)| sind−2 θ)dθ ≤ K <∞.

We denote by GLN,BN the generalized hyperinterpolation operators associat-
ed to the kernels BN . While for the discrete operators GLN,BN , he proved [39,
Theorem 6] that

||f −GLN,BN ||∞ ≤ Cw∗1(f,N−1).

F.Dai [41] proved that

||f −GLN,BN ||∞ ≤ Cw∗2(f,N−1).

We don’t have the similar high order result for Newman-Shapiro operators, maybe
very special choices of the quadrature rules could make the following inequality
holds,

||f − TNf ||∞ ≤ CKr(f,N
−1).
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Chapter 3

Cubature formulas on the sphere
In problems that deal with data, as frequently encountered in applied mathematics,
it is often necessary to discretize integrals to obtain discrete processes of approxi-
mation. Cubature formulas, synonym of numerical integration formulas, are essen-
tial tools for discretizing integrals. Unlike one variable, fundamental problems of
cubature formulas in several variables are still open, including those on the sphere.
In this chapter we discuss several aspects of cubature formulas on the sphere.

A cubature formula is a finite linear sum of function evaluations that approx-
imates an integral. The strength of a cubature formula is often measured by the
number of polynomials that it preserves. The correlation between the number of
points N and the degree of precision n is often considered by asking how many
points are needed for a fixed degree. If a cubature formula on the sphere is of
degree n, then its number of nodes N satisfies

N ≥ dim(
∏

[n
2

](Sd−1)) = Cm
m+d−1 + Cm−1

m+d−2,m = [n
2
].

3.1 Gaussian cubature formulas

Recall the Gegenbauer weight function wλ(t) = (1− t2)λ−
1
2 , the Gegenbauer poly-

nomials are orthogonal on [-1, 1] with respect to the weight function. For n 6= m,∫ 1

−1
Cλ
n(t)Cλ

m(t)(1− t2)λ−
1
2dt = 0.

whereCλ
n(t) is defined in 1.6.2. It is well known that such quadrature formulas exist

and they are based on the zeros of the Gegenbauer polynomials. The polynomial
Cλ
n(t) has n distinct real zeros in [-1,1], which we denote by t(λ)

k,n

−1 < t
(λ)
1,n < t

(λ)
2,n < · · · < t

(λ)
n,n < 1.

Furthermore, we define θ(λ)
k,n by

t
(λ)
k,n = cos θ

(λ)
k,n, θ

(λ)
k,n ∈ (0, π), 1 ≤ k ≤ n.
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Then we can give the definition of the Gaussian quadrature formula.
Definition 3.1.1: (See [1, p.126]) The Gaussian quadrature of degree 2n−1 for

wλ is given by ∫ 1

−1
f(x)wλ(x)dx =

∑n
k=1 µ

(λ)
k,nf(tk,n), f ∈

∏d
2n−1,

where the quadrature weights µ(λ)
k,n is given by

µ
(λ)
k,n =

πΓ(n+ 2λ)

22λ[Γ(λ+ 1)2](1− t2k,n)[Cλ+1
n−1(tk,n)]2

.

The formula for the weights are given in [42, p.352], which we have simplified by
applying (4.7.27) of [42]. Changing variable x = cos θ,∫ π

0
f(cos θ)(sin θ)2λdθ =

n∑
k=1

µ
(λ)
k,nf(cos θλk,n).

The Gaussian quadrature is known to have the highest degree of precision among
all quadratures with the same number of nodes.

3.2 Product type cubature formulas on the sphere

These cubature formulas are constructed by parametrizing the integral over the
sphere in polar coordinates. These cubature formulas are useful and are essen-
tially the only family of formulas on the sphere that are positive and explicitly
constructed. We are now ready to construct product type cubature formulas on the
sphere. First we consider S2, In spherical coordinates, x1 = r sin θ sinφ, x2 =

r sin θ cosφ, x3 = r cos θ. Set

g(θ, φ) = f(sin θ sinφ, sin θ cosφ, cos θ), 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π.

Recall that the Gegenbauer polynomial C1/2
n (t) = Pn(t)(when λ = 1

2
), the Legen-

dre polynomial.
Theorem 3.2.1: (See [1, p.127]) Let φk,n = πk/n, θj,n = θ

1
2
j,n be associated

with the zeros of the Legendre polynomial and µj,n = µ
1
2
j,n. Then the cubature

formula ∫
S2 f(x)dσ(x) = π

n

∑2n−1
k=0

∑n
j=1 µj,ng(φk,n, θj,n)
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is of degree 2n − 1. This cubature formula is called a product type. The number
of nodes is 2n3 and the nodes are heavily clustered at the north and south poles
(0, 0,±1), instead of more evenly distributed over the sphere. The product cuba-
ture rule on Sd−1 has more or less the same structure and can be constructed by
induction. In spherical coordinates, let

g(θ1, θ2, , , , , , θd−1) = f(sin θd−1... sin θ1, sin θd−1... sin θ2 cos θ1, cos θd−1).

Then we have,
Theorem 3.2.2: (See [1, p.128]) Let φk,n = πk/n, 0 ≤ k ≤ 2n − 1. Then the

cubature formula

∫
Sd−1 f(x)dσ(x) = π

n

2n−1∑
k=0

n∑
j2=1

· ·
n∑

jd−1=1

d−1∏
i=2

µ
i−1
2
i,n g(φk,n, θ

1/2
j2,n

, , , θ
(d−2)/2
jd−1,n

)

is of degree 2n− 1. The number of nodes of this cubature formula is 2nd.

3.3 Positive Cubature Formulas

We are now ready to introduce the positive cubature formulas, which we can estab-
lish for a doubling weight. In the following theorem, δ0 denotes a sufficiently small
positive constant depending only on the doubling constant of w.

Theorem 3.3.1: (See [1, p.131]) Let w be a doubling weight on Sd−1. Given
a maximal δ

n
-separated subset Λ ∈ Sd−1 with δ ∈ (0, δ0). There exist positive

numbers λη for all η ∈ Λ and∫
Sd−1 f(x)w(x)dσ(x) =

∑
ληf(η), f ∈

∏d
n .

Let N be the number of nodes of the cubature formula in Theorem 3.3.1. Then
the degree of precision of the cubature formula is in the order of N

1
d−1 . The de-

sirable features of this cubature formula make it an important tool for theoretical
studies. Constructing the cubature formula in theorem 3.3.1, since the nodes are
given, amounts to determine the weights λη for each η ∈ Λ. However, since the
weights satisfy an under-determined linear system of more variables than equation-
s, it is a difficult task to identify a positive solution as specified in the theorem
among infinite solutions of the system. In fact, at this moment, no practical method
for constructing such a cubature formula, when n is moderately large, is known.
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The next theorem reveals a close relationship between Marcinkiewicz-Zygmund
inequalities and positive cubature formula.

Theorem 3.3.2: Suppose we have a positive cubature formula of degree 2n on
Sd−1: ∫

Sd−1 f(y)dσ(y) =
∑
w∈Λ

λwf(w), f ∈
∏d

2n,

where λw ≥ 0. Then for any f ∈
∏d

[n
2

],

||f ||p ∼ (
∑
w∈Λ

λw|f(w)|p)
1
p , if p ∈ (0,∞),

||f ||p ∼
∑
w∈Λ

|f(w)|, if p =∞,

Conversely, suppose we have the following Marcinkiewicz-Zygmund inequalities
for some 0 < p <∞ and large positive integer n

||f ||pp ∼ 1
nd−1

∑
w∈Λ

|f(w)|p, f ∈
∏d

n,

where Λ is a finite subset of Sd−1, then there exist positive λw ∼ 1
nd−1 for each

w ∈ Λ, and a number γ ∈ (0, 1) depending only on d and p, for which∫
Sd−1 f(y)dσ(y) =

∑
w∈Λ

λwf(w), f ∈
∏d

γn.

3.4 Spherical t-designs

In this section we will introduce some facts and concepts of the spherical t-designs.
The concept of spherical t-designs was introduced by Delsarte, Goethals and Seidel
in 1977. Since then, spherical t-designs have been studied extensively. In this
section we will discuss a spherical t-designs which was introduced by Sloan and
Robert S.Womersley.

The additional constraint of equal weights means that only the nodes are in our
disposal, which makes it harder to construct such cubature formulas. The lower
bound for the number of nodes clearly applies to the equal weights cubature for-
mulas. The additional constraint suggests that the nodes of such cubature formulas
are in general more than ordinary cubature formulas of the same degree. It has long
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been conjectured, however, that a spherical t-designs containing o(td−1) nodes on
Sd−1 exists. Recently this conjecture was confirmed and the following is the result.

Theorem 3.4.1: There exists a positive constant cd, depending only on d, such
that for each positive integer N ≥ cdt

d−1, there exists a set of N points x1, ....xN ∈
Sd−1 for which the spherical t- designs holds for all f ∈

∏d
t .

Definition 3.4.2: Let χN be a set of N points on the unit sphere Sd−1 and let∏d
t be the linear space of restrictions of polynomials of degree at most t. The set

χN is a spherical t-design if

1
N

N∑
j=1

g(xj) =
1

|Sd−1|

∫
Sd−1

g(x)dσ(x)

holds for all spherical polynomials g ∈
∏

t(Sd−1), where dσ(x) denotes the surface
measure on Sd−1 and |Sd−1| is the surface area of the unit sphere Sd−1. In other
words, we see that χN is a spherical t-design if the average value over χN of any
polynomial of degree at most t is equal to the average value of the polynomial over
the sphere.

It is well known that, for d = 2, the dimension of
∏d

t is equal to (t + 1)2. Our
claim is that the constructed well conditioned spherical t-designs with N ≥ (t+1)2

are valuable for numerical integration and if N = (t + 1)2 also for polynomial
interpolation. When N = (t + 1)2, the quadrature rule and the interpolant are
consistent, in that the quadrature rule for a given function f is the exact integral of
the interpolation of f .

Let {yl,k : k = 1, 2, ....2l + 1, l = 0, 1, ....t} be a set of spherical harmonics
orthonormal with respect to the L2 inner product,

< f, g >=
∫
S2 f(x)g(x)dσ(x),

where yl,k is a spherical harmonic of degree l. The addition theorem for spherical
harmonics on S2 gives

2l+1∑
k=1

yl,k(x)yl,k(y) =
2l + 1

4π
Pl(xy) for all x, y ∈ S2,

where x · y is the inner product and Pl is the Legendre polynomial of degree l
normalized so that Pl(1) = 1. For t ≥ 1 and N ≥ (t+ 1)2, let Y0

t be the ((t+ 1)2−
1)×N matrix defined by
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Y0
t (χN) = [yl,k(xj)], k = 1, 2, , , 2l + 1, l = 1, 2 · · · t, j = 1, 2 · · ·N,

and let Yt(χN) be a ((t + 1)2 ×N matrix with an added leading row consisting of
the degree 0 spherical harmonic, that is,[

1√
4π
eT

Y0
t (χN)

]
(3.4.1)

where e = [1, .....1]T . It is well known that there are many equivalent conditions for
a set χN ⊂ S2 to be a spherical t-design. Among these equivalent statements, one
that plays an important role in the subsequent discussion is the following theorem.

Theorem 3.4.3: (See [43, p.2138]) A finite set χN is a spherical t-design if and
only if

N∑
j=1

yl,k(xj) = 0.

Chen and Womersley [45] reformulated the problem of finding a spherical t-design
with N = (t+ 1)2 points as a system of underdetermined nonlinear equations. The
nonlinear function Ct is defined by

Ct(χN) = EGt(χN)e,

where

E = [1,−IN−1] ∈ R(N−1)∗N and Gt(χN) = Yt(χN)TYt(χN).

[43] gives some conditions for which χN is a spherical t-design.

Theorem 3.4.4: (See [43, p.219]) Let N = (t+ 1)2. Suppose the Gram matrix
Gt(χN) is nonsingular. Then χN is a spherical t-design if and only if Ct(χN) = 0.

Example 3.4.5: If t = 1, χ4 consists of the following four points:[
x1 x2 x3 x4

]
(3.4.2)

 1 0 0 −1
2

0 1 0
√

2
2

0 0 1 1
2

 (3.4.3)
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The Gram matrix G1 for these points is
4

4π
1

4π
1

4π
1

4π
− 1

2
1

4π
4

4π
1

4π
1

4π
+
√

2
2

1
4π

1
4π

4
4π

1
4π

+ 1
2

1
4π
− 1

2
1

4π
+
√

2
2

1
4π

+ 1
2

4
4π

 (3.4.4)

we can show that χ4 is not a spherical design since |G1(χ4)| is equal to 0.

Definition 3.4.6: (See [43, p.2140]) The set χN ⊂ S2 is a fundamental system
for
∏

t if the zero polynomial is the only element of
∏

t that vanishes at each point
in χN , that is, if

p ∈
∏

t, p(xi) = 0, i = 1, 2, · · ·N

implies p(x) = 0 for all x ∈ S2.

Lemma 3.4.7: (See [43, p.2130]) A set χN ⊂ S2 is a fundamental system if
and only if Yt(χN) is of full row rank (t+ 1)2. For N ≥ (t+ 1)2, we will use both
of the matrices

Ht(χN) = Yt(χN)Yt(χN)T and Gt(χN) = Yt(χN)TYt(χN).

Corollary 3.4.8: (See [43, p.2130]) A set χN is a fundamental system if and
only if Ht(χN) is nonsingular.

As pointed out in [44], extremal systems are good for polynomial interpolation
and have good geometrical properties. Chen and Womersley [45] and then Chen,
Frommer, and Lang [46] verified that a spherical t-design exists in a neighborhood
of an extremal system.

Definition 3.4.9: (See [43, p.2141]) A set χN of N ≥ (t + 1)2 points is an
extremal spherical t-design if the determinant of the matrix Ht(χN) is maximal
subject to the constraint that χN is a spherical t-design.

It needs to be emphasized that we can never know if a computed set of points is
a global rather than a local maximizer. Thus, in practice, we prefer to say that the
computed sets are well conditioned spherical designs rather than to claim that they
are truly extremal spherical designs.

Example 3.4.10: (See [43, p.2142]) We consider χ4 = x1, x2, x3, x4 ⊂ S2,
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which is  0
√

8
3

−
√

2
3
−
√

2
3

0 0
√

6
3
−
√

6
3

1 −1
3
−1

3
−1

3

 (3.4.5)

this is a extremal spherical design because G1(χ4) is equal to the following
1
π

0 0 0

0 1
π

0 0

0 0 1
π

0

0 0 0 1
π

 (3.4.6)

and C1(χ4) is equal to the following:  0

0

0

 (3.4.7)

|G1(χ4)| = ( 1
π
)4. The set χ4 is also an extremal spherical design because |H1(χ4)|

is maximal(|H1(χ4)| = ( 1
π
)4) subject to the constraint C1(χ4) = 0.

We now discuss the computational construction of well conditioned spherical
t-design for N(t + 1)2. Interval methods [46, 47, 48] are then used to prove the
existence of a well conditioned true spherical t-design in a narrow interval and to
place relatively close upper and lower bounds on the determinant of the matrix
Ht(χN) over the interval. We consider the following optimization problem:

max ln |Ht(χN)|

subject to Ct(χN) = 0. The following strategy is adopted. Choose a nonnegative
integer t, N ≥ (t+ 1)2, and a fundamental system χ0

N as a starting point set.

(i) Use the Gauss Newton method (see [49], page 256) to find an approximate
solution χN of Ct(χN) starting from χ0

N .

(ii) Use a nonlinear programming method to find

max ln |Ht(χN)| starting from χN .

Next we use the computed well conditioned spherical t-designs with N = (t + 1)2

points to evaluate integration and interpolation for a function on S2.
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Example 3.4.11: If f(x) = 6x, then we can easily compute the following
integral ∫

S2 f(x)dσ(x) = 0.

We know that for N = (t + 1)2, the quadrature rule for a given function f is the
exact integral of the interpolant of f . Now we use the extremal spherical design to
estimate this integral, we consider χ4 = x1, x2, x3, x4 ⊂ S2, 0

√
8

3
−
√

2
3
−
√

2
3

0 0
√

6
3
−
√

6
3

1 −1
3
−1

3
−1

3

 (3.4.8)

This is a extremal spherical design. And we have the following:

4π
4

(0 + 6 ∗
√

8
3

+ 6 ∗ (−
√

2
3

) + 6 ∗ (−
√

2
3

)) = 0.

Example 3.4.12: (See [43, p.2154]) Now we consider the well-known Franke
functions as adapted by Renka:

f(x) = 0.75 exp(− (9x−2)2

4
− (9y−2)2

4
− (9z−2)2

4
+0.75 exp(−9x+1

49
− 9y−1

10
− 9z+1

10
)+

0.5 exp(− (9x−7)2

4
− (9y−3)2

4
− (9z−5)2

4
)−0.2 exp(−(9x−4)2−(9y−7)2−(9z−5)2)∫

S2 f(x)dσ(x) = 6.6961822200736179523.

In [43, p.2154] it shows that the absolute error decreases dramatically to around
10−9 at t = 60 ,the high degree spherical t-designs deal successfully with a com-
plicated function as long as it is smooth. As expected, the high degree spherical
t-designs deals successfully with a complicated function as it is smooth.

3.5 Other Types of Cubature Formulas

Now we consider the quadrature formula

∫ 1

−1
f(t)p(t)dt =

N∑
k=1

pkf(tk),

which is exact for every algebraic polynomial f(t) of degree q for equal weights
p1 = p2 = · · ·pN and N = q, was stated in [50]. We shall consider only the
following special case:
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p(t)dt = (1− t2)
d−3
2 dt/

∫ 1

−1
(1− τ 2)

d−3
2 dτ, d = 3, 4...

We say that the set of nodes χN = {tk}N1 belongs to the class Vq,n if the formula

∫ 1

−1
f(t)p(t)dt = 1

N

N∑
k=1

f(tk)

is exact for every polynomial of degree q.
Example 3.5.1: (See [51, p,1068]) Let χ ⊂ Sd−1, consist of the 2d points.

{1, 0, ..., 0}, ..., {0, ..., 0, 1}. χ is a minimal 3-design [52]. Therefore, for any a ∈
Sd−1 the 2d points ±a1, , , , ,±ad belong to V3,d. Putting a = {1, 0, 0, , , }, a =

{ 1√
d
, 1√

d
, , , , , }. We obtain the well-known [53] quadrature formula∫ 1

−1
f(t)p(t)dt = 1

2d
{f(−1) + (2d− 2)f(0) + f(1)},

2
∫ 1

−1
f(t)p(t)dt = f(−1√

d
) + f( 1√

d
),

which are exact for every algebraic polynomial f(x) of degree 3.
Example 3.5.2: (See [51, p,1069]) Let d = 3 and let χ consist of the 12 vertices

of an icosahedron situated on S2. χ is a minimal 5-design [52]. In the case when a
is one of the vertices of χ, we obtain the quadrature formula∫ 1

−1
f(t)p(t)dt = 1

6
{f(−1) + 5f(−1√

5
) + 5f( 1√

5
) + f(1)}.

Example 3.5.3: (See [51, p,1069]) In the case when a is the unit normal to one
of the 20 faces of the icosahedron, we obtain the following version of formula∫ 1

−1
f(t)dt = 1

2
{f(−

√
1
3
(1 + 2√

5
)) + f(−

√
1
3
(1− 2√

5
))

+f(
√

1
3
(1− 2√

5
)) + f(

√
1
3
(1 + 2√

5
))}.

Example 3.5.4: (See [51, p,1069]) Let χ be the set of d+ 1 vertices of a regular
simplex inscribed in Sd−1. χ is a minimal 2-design. Taking one of its vertices as a,
we obtain the quadrature formula∫ 1

−1
f(t)p(t)dt = 1

d+1
{f(1) + df(−1

d
)},

which are exact for every second-order polynomial f(t).
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