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#### Abstract

The signal, we want to keep track of, is always modeled as a stochastic process. The filtering problem is that, due to some random noise, we sometimes can only access a distorted and corrupted partial observation of the signals. The objective of filtering is to find out the conditional distributions (expectations) of the signal process based on the history of the observation process, denoted as $\pi_{n}$. In the thesis, we always assume that the signal process $X$ is a discrete-time stochastic process, and this type of problem is called the discrete-time filtering problem. Different from the previous solutions, we do not estimate $\pi_{n}$ directly. Instead, we estimate the unnormalized filter $\sigma_{n}$, which is defined under a new fictitious probability measure $Q$. We will show the relation between $\pi_{n}$ and $\sigma_{n}$ as $\pi_{n}(f)=\frac{\sigma_{n}(f)}{\sigma_{n}(1)}$. If we can construct some particle systems, called particle filters, to estimate the unnormalized filter $\sigma_{n}$, it is enough to construct a particle system approximation to $\pi_{n}$.

In the weighted particle system, each particle is an independent copy from the signal process, and there is a weight associated to it. We prove the Strong Law of Large Numbers and the Central Limit Theorem for the weighted particle system. In addition, we calculate the random variance and the expected variance of the Central Limit Theorem.

The problem with the weighted particle system is that some particles do not behave like the signal process due to randomness. This problem manifests itself in a large random variance or expected variance of the Central Limit Theorem. To combat this problem, we will introduce another particle filter, that utilize resampling. Our key to analyzing this new particle filter mathematically is to simplify it to a fictitious particle system, which is mathematically simpler but can not be


implemented on a computer. We prove the Strong Law of Large Numbers and the Central Limit Theorem for the fictitious particle system. In addition, we calculate the random variance and the expected variance of the Central Limit Theorem. An example is given where the expected variance of the weighted particle system is infinite while the fictitious system's is still finite, proving the need for resampling like that introduced within.
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## Chapter 1

## Introduction

### 1.1 Nonlinear filtering

### 1.1.1 Background and motivation

Filtering theory is an active research field with wide applications to real world problems in areas such as: signal processing, target detection and tracking, weather prediction and financial market.

To introduce it intuitively, we show an example to illustrate the objective of the filtering theory. This example comes from the wireless communication that was the main motivation for the filtering theory in the early stage. The signal (process) $X_{n}$ has some randomness and is always a stochastic process. At time $n$, the signal is transmitted to a receiver and the receiver will receive the signal, defined as $h\left(X_{n-1}\right)$, where $h$ is a function. However, there are some random noise $V_{n}$ during the transmission. Therefore, what we observe from the receiver is not only $h\left(X_{n-1}\right)$ but also
the noise term $V_{n}$. We define the observation model as

$$
\begin{equation*}
Y_{n}=h\left(X_{n-1}\right)+V_{n}, \tag{1.1}
\end{equation*}
$$

where $Y_{n}$ is called the observation process.
At time $n$, we will get the $n^{\text {th }}$ observation $Y_{n}$ from the receiver. The observation information $Y_{1}, Y_{2}, \ldots, Y_{n}$ at each observation time $1,2, \ldots, n$ is known to us now. The objective of the filtering is to estimate the distribution of the signal process based on the previous observation information $Y_{1}, Y_{2}, \ldots, Y_{n}$.

In general, signals are always modeled as a stochastic processes and described by a stochastic dynamical system, which can not be solved directly and completely. Due to some random noise, we can only access a partial, distorted and corrupted observations of the signals. The goal of the filtering theory is to find the probabilistic distribution of the signals conditioning on the back observations.

### 1.1.2 Notations and definitions

In the thesis, we use $\mathbb{N}$ and $\mathbb{Z}$ to denote the set of natural numbers (including 0 ) and the set of integer numbers, respectively. Denote the product of $d$ copies of the real numbers set $\mathbb{R}$ as $\mathbb{R}^{d}$, where $d \in \mathbb{N}$. The Borel $\sigma$-algbra defined on the set $E$ is generated by all open sets in $E$, denoted by $\mathcal{B}(E)$. For example, $\mathcal{B}(\mathbb{R})$ is defined as the $\sigma$-algebra generated by all open sets in $\mathbb{R}$. The Borel set is any set in a topological space that can be formed from open sets. Let $E^{P}(\cdot)$ denote as the expectation with respect to the probability measure $P$.

A discrete-time Markov process $\left\{X_{n}, n \in \mathbb{N}\right\}$ with respect to the filtration $\left\{\mathscr{F}_{n}, n \in \mathbb{N}\right\}$ is defined as a sequence of random variables taking values in a measurable space $(E, \mathcal{E})$ satisfying that

1. $X_{n}$ is $\mathcal{F}_{n}$-measurable for every $n \in \mathbb{N}$.
2. For all $B \in \mathcal{E}$, we have

$$
\begin{equation*}
P\left(X_{n+1} \in B \mid \mathscr{F}_{n}\right)=P\left(X_{n+1} \in B \mid X_{n}\right), \tag{1.2}
\end{equation*}
$$

for every $n \in \mathbb{N}$.

Sometimes, the discrete-time Markov process is called Markov Chain.
The filtration $\left\{\mathcal{F}_{n}, n \in \mathbb{N}\right\}$ is a sequence of $\sigma$-algebras satisfying that

$$
\begin{equation*}
\mathcal{F}_{1} \subset \mathcal{F}_{2} \subset \cdots \subset \mathcal{F}_{n} \subset \cdots \tag{1.3}
\end{equation*}
$$

As a Markov process, the conditional distribution of any future state $X_{n+1}$ given the past states $X_{0}, X_{1}, \cdots, X_{n-1}$ and the present state $X_{n}$, is independent of the past states and depends only on the present state.

A function $K: E \times \mathcal{E} \rightarrow \mathbb{R}$ is said to be a transition kernel if

1. For each $x \in E, A \rightarrow K(x, A)$ is a probability measure on the space $(E, \mathcal{E})$.
2. For each $A \in \mathcal{E}, x \rightarrow K(x, A)$ is a measurable function.

We say that $\left\{X_{n}, n \in \mathbb{N}\right\}$ is a Markov process with respect to the filtration $\left\{\mathscr{F}_{n}, n \in \mathbb{N}\right\}$ with the Markov transition kernel $\left\{K_{n}, n \in \mathbb{N}\right\}$ if

$$
\begin{equation*}
P\left(X_{n+1} \in A \mid \mathscr{F}_{n}\right)=K_{n+1}\left(X_{n}, A\right), \tag{1.4}
\end{equation*}
$$

for a set $A \in \mathcal{E}$ and $n \in \mathbb{N}$.
A Markov Chain is said to be time-homogeneous, if the conditional probability $P\left(X_{n}=j \mid X_{n-1}=i\right)=P\left(X_{1}=j \mid X_{0}=i\right)$, for every $n>1$ and any $i, j \in E$. That
means, $P\left(X_{n}=j \mid X_{n-1}=i\right)$ is independent from the time index $n$ and, the Markov transition kernel can be denoted as $K$ at any time.

We denote $B(E)$ and $B(E)_{+}$as the class of bounded measurable functions and nonnegative bounded measurable functions defined on the space $E$ respectively. Let $\bar{C}(E)$ and $\bar{C}(E)_{+}$denote the class of continuous bounded functions and the class of non-negative continuous bounded functions respectively. Define the norm as $|f|_{\infty}=$ $\sup _{x \in E}|f(x)|$. We also let $\mathcal{M}(E)$ and $\mathcal{P}(E)$ denote the space of finite measures and the space of probability measures defined on $E$, topologized by weak convergence. If $\eta \in \mathcal{M}(E)$ and $f$ is an integrable function defined on $E, \eta(f)$ is defined as

$$
\eta(f)=\int_{E} f(x) \eta(\mathrm{d} x) .
$$

Weak convergence means, for $\left\{\mu_{n}\right\}_{n=1}^{\infty}, \mu \in \mathcal{M}(E), \mu_{n} \Rightarrow \mu$ if and only if $\mu_{n}(f) \rightarrow$ $\mu(f)$ for all $f \in \bar{C}(E)$, when $n \rightarrow \infty$.

For a Markov transition kernel $K$ and $\eta \in \mathcal{P}(E), K \eta$ is defined as

$$
K \eta(\mathrm{~d} x)=\int_{E} K(z, \mathrm{~d} x) \eta(\mathrm{d} z),
$$

$K \eta$ is a probability measure defined on the space $E$, and

$$
K^{n} \eta=K\left(K^{n-1} \eta\right) .
$$

$K f$ is defined as a function on the space $E$ satisfying that

$$
K f(x)=\int_{E} f(z) K(x, \mathrm{~d} z),
$$

for any integrable function $f$ and $x \in E$. It now follows that $K f \in B(E)_{+}$if $f \in B(E)_{+}$.

Then we have

$$
\begin{align*}
(K \eta)(f) & =\int_{E} f(x)(K \eta)(\mathrm{d} x)  \tag{1.5}\\
& =\int_{E} f(x) \int_{E} K(z, \mathrm{~d} x) \eta(\mathrm{d} z) \\
& =\int_{E} \int_{E} f(x) K(z, \mathrm{~d} x) \eta(\mathrm{d} z)
\end{align*}
$$

and

$$
\begin{align*}
\eta(K(f)) & =\int_{E} \eta(\mathrm{~d} z) K(f)(z)  \tag{1.6}\\
& =\int_{E} \eta(\mathrm{~d} z) \int_{E} K(z, \mathrm{~d} x) f(x) \\
& =\int_{E} \int_{E} f(x) K(z, \mathrm{~d} x) \eta(\mathrm{d} z) .
\end{align*}
$$

We have shown that

$$
\begin{equation*}
(K \eta)(f)=\eta(K(f)), \tag{1.7}
\end{equation*}
$$

for any integrable function $f$, Markov transition kernel $K$ and $\eta \in \mathcal{P}(E)$.
A Dirac measure is a probability measure defined on some measurable space $(E, \mathcal{E})$ as

$$
\delta_{x}(A)=1_{A}(x)=\left\{\begin{array}{l}
0, x \notin A  \tag{1.8}\\
1, x \in A
\end{array},\right.
$$

for a given $x \in E$ and any measurable set $A \in \mathcal{E} .1_{A}$ is the indicator function of the set $A$.

A stochastic process $\left\{X_{n}, n \in \mathbb{N}\right\}$ is called a martingale with respect to the filtration $\left\{\mathcal{F}_{n}, n \in \mathbb{N}\right\}$ if for any $n \in \mathbb{N}$,

1. $X_{n}$ is $\mathscr{F}_{n}$-measurable.
2. $E\left(\left|X_{n}\right|\right)<\infty$.
3. $E\left[X_{n} \mid \mathscr{F}_{n-1}\right]=X_{n-1}$.

### 1.1.3 Filtering problem

Filtering theory deals with estimating the current state of a non-observable signal $X$ based upon the history of a distorted and corrupted partial observation process $Y$ living on the same probability space $(\Omega, \mathcal{F}, P)$ as $X$. For many practical problems, the signal process is modeled as a time-homogeneous discrete-time Markov process $\left\{X_{n}, n \in \mathbb{N}\right\}$ with the initial distribution $\pi_{0}$ and the Markov transition kernel $K$. The signal process takes its values in some complete, separable metric space ( $E, \rho$ ). By the definition of the Markov process, we can get

$$
\begin{equation*}
P\left(X_{0} \in A\right)=\pi_{0}(A), \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(X_{n+1} \in A \mid \mathscr{F}_{n}^{X}\right)=K\left(X_{n}, A\right), \tag{1.10}
\end{equation*}
$$

for any set $A \in \mathcal{E}$ and $n \in \mathbb{N} . \mathcal{F}_{n}^{X}$ is the $\sigma$-algebra generated by $\left\{X_{i}, 0 \leq i \leq n\right\}$.
We also have

$$
\begin{align*}
E^{P}\left[f\left(X_{n}\right) \mid \mathscr{F}_{n-1}^{X}\right] & =\int_{E} f(x) P\left(X_{n} \in \mathrm{~d} x \mid \mathscr{F}_{n-1}^{X}\right)  \tag{1.11}\\
& =\int_{E} f(x) K\left(X_{n-1}, \mathrm{~d} x\right) \\
& =K f\left(X_{n-1}\right) .
\end{align*}
$$

Now, we give a concrete example for the signal process $X$. Suppose that the signal process $\left\{X_{n}, n \in \mathbb{N}\right\}$ is a simple random walk defined on the probability space $(\Omega, \mathcal{F}, P)$ and living on $\mathbb{Z}$. The initial state is $X_{0}=0$, which is the origin. At each time $n$, it moves either +1 or -1 with equal probability $\frac{1}{2}$. That means, $X_{n+1}$ is either $X_{n}+1$ or $X_{n}-1$ both with probability $\frac{1}{2}$. We have

$$
\begin{equation*}
P\left(X_{n+1}=x+1 \mid X_{n}=x\right)=\frac{1}{2} \text { and } P\left(X_{n+1}=x-1 \mid X_{n}=x\right)=\frac{1}{2}, \tag{1.12}
\end{equation*}
$$

for every $x \in \mathbb{Z}$ and every $n \in \mathbb{N}$. Therefore, the random walk is a time-homogeneous Markov process. The initial distribution $\pi_{0}$ and the Markov transition kernel $K$ are

$$
\begin{equation*}
\pi_{0}(\mathrm{~d} x)=\delta_{0}(\mathrm{~d} x) \tag{1.13}
\end{equation*}
$$

and

$$
\begin{align*}
K\left(X_{n-1}, \mathrm{~d} x\right) & =P\left(X_{n} \in \mathrm{~d} x \mid X_{n-1}\right)  \tag{1.14}\\
& =\frac{1}{2} \delta_{\left(X_{n-1}+1\right)}(\mathrm{d} x)+\frac{1}{2} \delta_{\left(X_{n-1}-1\right)}(\mathrm{d} x),
\end{align*}
$$

for any $n \geq 1$, respectively. $\mathrm{d} x$ is the infinitesimal neighborhood around the point $x$ as

$$
\begin{equation*}
\mathrm{d} x=\left(\mathrm{d} x^{1}, \mathrm{~d} x^{2}, \cdots, \mathrm{~d} x^{N}\right) \tag{1.15}
\end{equation*}
$$

The noise process $\left\{V_{n}, n \in \mathbb{N}\right\}$ is a sequence of independent and identically distributed random vectors with the common strictly positive probability density function $g . V_{n}$ is defined on the same measurable space $(\Omega, \mathcal{F}, P)$ and takes its values in the set $\mathbb{R}^{d}$. The noise process $\left\{V_{n}, n \in \mathbb{N}\right\}$ is independent from the signal process $\left\{X_{n}, n \in \mathbb{N}\right\}$.

Notice that the probability density function $g$ is always positive. For instance, the noise process $\left\{V_{n}, n \in \mathbb{N}\right\}$ can be a sequence of independent normally distributed random variables, where the probability density function $g$ is defined as

$$
\begin{equation*}
g(x)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right), \quad \sigma>0 \tag{1.16}
\end{equation*}
$$

for any $x \in(-\infty, \infty)$.
The noise process can be a sequence of independent random variables with the double exponential distribution. The probability density function $g$ is defined as

$$
g(x)= \begin{cases}\frac{1}{2} \exp (-x), & x \geq 0  \tag{1.17}\\ \frac{1}{2} \exp (x), & x<0\end{cases}
$$

The noise process could also be a sequence of independent random variables with the standard Cauchy distribution. In this case, the probability density function $g$ is
defined as

$$
\begin{equation*}
g(x)=\frac{1}{\pi\left(1+x^{2}\right)}, \tag{1.18}
\end{equation*}
$$

for any $x \in(-\infty, \infty)$.
The sensor function $h$ is a measurable mapping from $E$ to $\mathbb{R}^{d}$. $h$ could be a linear function, such as the polynomial function $h(x)=a x+b$, where $a$ and $b$ are constants. $h$ could also be a nonlinear function, such as the exponential function $h(x)=e^{x}$. If $h$ is a linear function, it is called the linear filtering problem. Otherwise, it is the nonlinear filtering problem.

Like the wireless communication example, the observation model for the filtering problem is defined as:

$$
\begin{equation*}
Y_{n}=h\left(X_{n-1}\right)+V_{n}, \tag{1.19}
\end{equation*}
$$

for any $n \in \mathbb{N}$.
The observation process $\left\{Y_{n}, n \in \mathbb{N}\right\}$ is defined on the same measurable space $(\Omega, \mathcal{F}, P)$ and takes its values in the set $\mathbb{R}^{d}$.

The objective of the filtering problem is to compute the conditional probabilities

$$
\begin{equation*}
\pi_{n}(A)=P\left(X_{n} \in A \mid \mathscr{F}_{n}^{Y}\right), \tag{1.20}
\end{equation*}
$$

for all Borel sets $A$, or equivalently, the conditional expectations under the probability measure $P$

$$
\begin{equation*}
\pi_{n}(f)=E^{P}\left[f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right], \tag{1.21}
\end{equation*}
$$

for any $f \in B(E)$ and $n \in \mathbb{N}$, where $\mathcal{F}_{n}^{Y} \doteq \sigma\left\{Y_{k}, k=1, \ldots, n\right\}$ is the information obtained from the back observations.

While there are well-known mathematical formulae for $\pi_{n}$ under many situations, these formulae are, with few exceptions, fundamentally infinitely dimensional and hence not implementable on a computer. Still, there are many ways to approximate these conditional distributions $\pi_{n}$ in a computer workable manner.

### 1.2 Particle filter method

### 1.2.1 Introduction

To solve the filtering problem, we use the particle filter method invented in the $1960 s$. In the particle system, we create $N \in \mathbb{N}$ copies of the signal process $\left\{X_{n}, n \in \mathbb{N}\right\}$ and, each particle evolves independently of each other. Due to randomness, most particles may not behave like the signal. Therefore, historically, particle filters, also known as sequential Monte Carlo methods, were considered poor choices for most filtering problems until resampling techniques were invented that dramatically improved performance. Nowadays, resampled particle filters are relied upon in a wide variety of applications in such diverse areas as econometrics, target detecting and tracking.

For a resampled particle filter, at time 0 , each particle is independently distributed as $X_{0}$. For any $n \geq 1$ and $n \in \mathbb{N}$, the particle filter is a two-step mechanism, resampling process and evolution process, from time $n-1$ to $n$. In the resampling process, each particle is relocated according to some mechanisms. Different particle filters have different resampling techniques. The resampling process will prevent some particles from deviating from the signal too much. In the evolution process, each
particle evolves forward independently of each other according to the Markov transition kernel $K$ of the signal process.

The original (resampled) interacting and branching particle filters have been intensely studied. However, Del Moral, Kouritzin and Miclo showed that the performance, and even the very success, of a particle filter depends heavily upon the type of resampling used and little theory is known about which resampling procedures should be used.

In the thesis, we will introduce and analyze the classical weighted particle filter without resampling and a new class of particle filter with resampling. In the new algorithm, the particles interact weakly through use of the total mass process in the resampling procedure as well as in the particle control step. The analysis of this algorithm is based upon a coupling to a fictitious particle system, corresponding to an idealized, unimplementable particle filter. The Strong Law of Large Numbers and the Central Limit Theorem are developed for this filter.

### 1.2.2 Resampled particle system

The new algorithm we will introduce and analyze in the thesis is explained in terms of a fixed number of particles $N \in \mathbb{N}$. We define the following branching Markov process $\left\{\mathbb{S}_{n}^{N}, n=0,1, \ldots.\right\}$ as
Initialize: Particles $\left\{\mathbb{X}_{0}^{i}\right\}_{i=1}^{N}$ are independent and identically distributed random variables with the same distribution $\pi_{0}$. The weight of each particle is $\mathbb{L}_{0}=1$.

Repeat: For $n=1,2, \ldots$ do

1. Estimate: $\mathbb{S}_{n-1}^{N}=\frac{\mathbb{I}_{n-1}}{N} \sum_{i=1}^{N} \delta_{X_{n-1}^{i}}$
2. Weight: $\mathbb{W}_{n}^{i}=\frac{g\left(Y_{n}-h\left(\mathbb{X}_{n-1}^{i}\right)\right)}{g\left(Y_{n}\right)}$ and $\hat{\mathbb{L}}_{n}^{i}=\mathbb{W}_{n}^{i} \mathbb{L}_{n-1}$ for $i=1, \ldots, N$
3. Resampled Weight: $\mathbb{L}_{n}=\frac{1}{N} \sum_{i=1}^{N} \hat{\mathbb{L}}_{n}^{i}$
4. Offspring Numbers: $\left\{\mathbb{Z}_{n}^{i}\right\}_{i=1}^{N}$ are independent Bernoulli random variables with the probabilities $\left\{\frac{\hat{\mathbb{L}}_{n}^{i}}{\mathbb{L}_{n}}-\left[\frac{\hat{\mathbb{L}}_{i}^{i}}{\mathbb{L}_{n}}\right]\right\}_{i=1}^{N}$, respectively,

$$
\mathbb{Z}_{n}^{i}= \begin{cases}1, & \text { with probability } \frac{\hat{\mathbb{L}}_{n}^{i}}{\mathbb{L}_{n}}-\left\lfloor\frac{\hat{\mathbb{L}}_{n}^{i}}{\mathbb{L}_{n}}\right\rfloor,  \tag{1.22}\\ 0, & \text { with probability } 1-\frac{\mathbb{T}_{n}^{i}}{\mathbb{L}_{n}}+\left\lfloor\frac{\mathbb{U}_{n}^{i}}{\mathbb{L}_{n}}\right\rfloor .\end{cases}
$$

The offspring numbers is defined as $N_{n}^{i}=\left\lfloor\frac{\hat{\mathbb{L}}_{n}^{i}}{\mathbb{I}_{n}}\right\rfloor+\mathbb{Z}_{n}^{i}$ for $i=1, \ldots, N$
5. Resample: $\hat{\mathbb{X}}_{n-1}^{j}=\mathbb{X}_{n-1}^{i}$ for $j \in\left\{N_{n}^{1}+\cdots+N_{n}^{i-1}+1, \ldots, N_{n}^{1}+\cdots+N_{n}^{i}\right\}$ for $i=1, \ldots, N$
6. Particle Control: Remove $\sum_{i=1}^{N} N_{n}^{i}-N$ randomly selected particles, or duplicate $N-\sum_{i=1}^{N} N_{n}^{i}$ randomly selected particles with replacement
7. Evolve Independently: $P\left(\mathbb{X}_{n}^{i} \in A_{i} \forall i \mid \hat{\mathbb{X}}_{n-1}\right)=\prod_{i=1}^{N} K\left(\hat{\mathbb{X}}_{n-1}^{i}, A_{i}\right)$

The new resampled particle system is too complicated to analyze mathematically. To make it accessible, the analysis of the new algorithm is based upon a coupling to a fictitious particle system, that is mathematically simpler but unimplementable on a computer. In the thesis, we will show that the fictitious particle system satisfies the Strong Law of Large Numbers and the Central Limit Theorem. In addition, it can be a better filter approximation to $\sigma_{n}$, where $\sigma_{n}$ is the unnormalized filter defined later, compared to the classical weighted particle system. In Chapter 2, we will state and prove the theoretical solution for the filtering problem. We will introduce the unnormalized filter $\sigma_{n}$ and its relation with $\pi_{n}$. For comparison purpose, in Chapter 3 , we will analyze the classical weighted particle system. The fictitious particle
system is introduced and analyzed in Chapter 4. Conceptually, one can think of the above particle system as a weakly interacting one. In the fictitious particle system, the particle control is eliminated and $\mathbb{L}_{n}$ is replaced by $\sigma_{n}(1)$.

## Chapter 2

## Unnormalized Filter

### 2.1 Fictitious probability measure

The objective of the filtering is to find the conditional expectations with respect to the probability measure $P$

$$
\begin{equation*}
\pi_{n}(f)=E^{P}\left(f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right) \tag{2.1}
\end{equation*}
$$

for any $f \in B(E) . \mathcal{F}_{n}^{Y}$ is the $\sigma$-algebra defined as

$$
\begin{equation*}
\mathcal{F}_{n}^{Y} \doteq \sigma\left\{Y_{k}, k=1,2, \ldots, n\right\}, \tag{2.2}
\end{equation*}
$$

with the convention $\mathcal{F}_{0}^{Y}=\{\emptyset, \Omega\}$.
One of the best ways of constructing particle filters is to transfer all of the information obtained from the observations into a likelihood or weight function by the way of measure change.

In this reference probability method, a new fictitious probability measure $Q$ is introduced under which the signal, observation process $\left\{\left(X_{n}, Y_{n+1}\right), n=0,1,2, \ldots\right\}$ has
the same distribution as the signal, noise process $\left\{\left(X_{n}, V_{n+1}\right), n=0,1,2, \ldots\right\}$ does under $P$. In particular, this means that the observations become a sequence of independent and identically distributed random vectors with the common strictly positive density function $g$ that are independent of the signal process $X$ under the probability measure $Q$. In this case, all the observation information is absorbed into the weight or likelihood process $\left\{L_{n}, n=1,2, \ldots\right\}$ transforming $Q$ back to $P$, which in our case has the form

$$
\begin{equation*}
\left.\frac{\mathrm{d} P}{\mathrm{~d} Q}\right|_{\mathcal{F}_{\infty}^{X} \vee \mathcal{F}_{n}^{Y}}=L_{n}=\prod_{j=1}^{n} W_{j}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{align*}
W_{j} & =\alpha_{j}\left(X_{j-1}\right),  \tag{2.4}\\
\alpha_{j}(x) & =\frac{g\left(Y_{j}-h(x)\right)}{g\left(Y_{j}\right)},
\end{align*}
$$

and therefore

$$
\begin{equation*}
L_{n}=\prod_{j=1}^{n} \frac{g\left(Y_{j}-h\left(X_{j-1}\right)\right)}{g\left(Y_{j}\right)}, \tag{2.5}
\end{equation*}
$$

with the convention $L_{0}=1 . \mathcal{F}_{n}^{X}$ is the $\sigma$-algebra defined as

$$
\begin{equation*}
\mathcal{F}_{n}^{X} \doteq \sigma\left\{X_{k}, k=0,1, \ldots, n\right\}, \tag{2.6}
\end{equation*}
$$

with the convention $\mathcal{F}_{-1}^{X}=\{\Omega, \emptyset\} . \mathcal{F}_{\infty}^{X}$ is the $\sigma$-algebra defined as

$$
\begin{equation*}
\mathcal{F}_{\infty}^{X} \doteq \sigma\left\{X_{k}, k=0,1,2, \ldots\right\} . \tag{2.7}
\end{equation*}
$$

We can find that

$$
\begin{equation*}
L_{n}=\prod_{j=1}^{n} W_{j}=\prod_{j=1}^{n-1} W_{j} \cdot W_{n}=L_{n-1} W_{n} . \tag{2.8}
\end{equation*}
$$

To prove the following theorem, we first introduce some new notations. The set $E^{\infty}$ and $\left(\mathbb{R}^{d}\right)^{\infty}$ are defined as

$$
\begin{align*}
E^{\infty} & =E \times E \times \cdots \times E \times \cdots,  \tag{2.9}\\
\left(\mathbb{R}^{d}\right)^{\infty} & =\mathbb{R}^{d} \times \mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d} \times \cdots,
\end{align*}
$$

which is the product of infinite copies of the set $E$ and $\mathbb{R}^{d}$, respectively. As we have stated before, $\mathcal{B}\left(E^{\infty}\right)$ and $\mathcal{B}\left(\left(\mathbb{R}^{d}\right)^{\infty}\right)$ is the Borel $\sigma$-algebra defined on the set $E$ and $\mathbb{R}^{d}$, respectively. Now, we introduce the Kolmogorov's consistency theorem.

Theorem 2.1: For any set $T$ and universally measurable space $\left(S_{t}, \mathcal{B}_{t}\right)_{t \in T}$, and any consistent family of laws $\left\{P_{F}\right.$, Fis finite, $\left.F \subset T\right\}$, where $P_{F}$ is defined on the product space $S_{F}=\prod_{t \in F} S_{t}$, there is a probability measure $P_{T}$ on the product space $S_{T}=\prod_{t \epsilon T} S_{t}$ with $P_{T} \circ f_{T F}^{-1}=P_{F}$ for all finite set $F \subset T$, where $f_{T F}^{-1}$ is the natural projection from $S_{T}$ onto $S_{F}$.

This is Theorem 12.1.2 in [14].
The following standard result constructs the real probability measure $P$ from the fictitious one.

Theorem 2.2: Suppose that the signal $\left\{X_{n}, n=0,1, \ldots\right\}$ and the observation $\left\{Y_{n}, n=1,2, \ldots\right\}$ are independent stochastic processes defined on the canonical probability space $\left(\Omega=E^{\infty} \times\left(\mathbb{R}^{d}\right)^{\infty}, \mathcal{F}=\mathcal{B}\left(E^{\infty}\right) \otimes \mathcal{B}\left(\left(\mathbb{R}^{d}\right)^{\infty}\right), Q\right)$, the observations $\left\{Y_{n}, n=1,2, \ldots\right\}$ are a sequence of independent and identically distributed random vectors with
strictly positive density function $g$ defined on $\mathbb{R}^{d}$ and $V_{n}=Y_{n}-h\left(X_{n-1}\right)$, for all $n=1,2, \ldots$. Then, there exists a probability measure $P$ such that (2.3) holds, the noise $\left\{V_{n}, n \in \mathbb{N}\right\}$ are independent and identically distributed random vectors on $(\Omega, \mathcal{F}, P)$ with the common probability density function $g$ and $\left\{X_{n}, n=0,1, \ldots\right\}$ is independent of $\left\{V_{n}, n=1,2, \ldots\right\}$ with the same law as on $(\Omega, \mathcal{F}, Q)$.

Proof. Define $P_{n}$ on $\left(\Omega=E^{\infty} \times\left(\mathbb{R}^{d}\right)^{n}, \mathcal{F}=\mathcal{B}\left(E^{\infty}\right) \otimes \mathcal{B}\left(\left(\mathbb{R}^{d}\right)^{n}\right)\right)$ by

$$
\begin{equation*}
\frac{\mathrm{d} P_{n}}{\mathrm{~d} Q}=L_{n}, \tag{2.10}
\end{equation*}
$$

and let $1 \leq j_{1}<j_{2}<\cdots<j_{k} \leq n, 0 \leq i_{1}<i_{2}<\cdots<i_{l}$. Then, by the independence of $X$ and $Y$

$$
\begin{align*}
& E^{P_{n}}\left[\prod_{r=1}^{k} f_{r}\left(V_{j_{r}}\right) \prod_{p=1}^{l} \phi_{p}\left(X_{i_{p}}\right)\right]  \tag{2.11}\\
= & E^{Q}\left[\prod_{m=1}^{n} \frac{g\left(Y_{m}-h\left(X_{m-1}\right)\right)}{g\left(Y_{m}\right)} \prod_{r=1}^{k} f_{r}\left(Y_{j_{r}}-h\left(X_{j_{r}-1}\right)\right) \prod_{p=1}^{l} \phi_{p}\left(X_{i_{p}}\right)\right] \\
= & E^{Q}\left[\prod_{p=1}^{l} \phi_{p}\left(X_{i_{p}}\right) \int_{\mathbb{R}^{d}} g_{1}\left(y_{1}-h\left(X_{0}\right)\right) \mathrm{d} y_{1} \cdots \int_{\mathbb{R}^{d}} g_{n}\left(y_{n}-h\left(X_{n-1}\right)\right) \mathrm{d} y_{n}\right] \\
= & E^{Q}\left[\prod_{p=1}^{l} \phi_{p}\left(X_{i_{p}}\right)\right] \int_{\mathbb{R}^{d}} g_{1}\left(v_{1}\right) \mathrm{d} v_{1} \cdots \int_{\mathbb{R}^{d}} g_{n}\left(v_{n}\right) \mathrm{d} v_{n} \\
= & E^{Q}\left[\prod_{p=1}^{l} \phi_{p}\left(X_{i_{p}}\right)\right] \prod_{r=1}^{k} \int_{\mathbb{R}^{d}} f_{r}\left(v_{j_{r}}\right) g\left(v_{j_{r}}\right) \mathrm{d} v_{j_{r}},
\end{align*}
$$

where

$$
g_{i}=\left\{\begin{array}{ll}
g f_{r}, & \text { if } i=j_{r}  \tag{2.12}\\
g, & \text { if } i \notin\left\{j_{1}, \ldots, j_{k}\right\}
\end{array} .\right.
$$

By Theorem 2.1 and (2.11), $\left\{P_{n}\right\}$ are consistent.

### 2.2 Notations and unnormalized filter

Under the new fictitious probability measure $Q$, we can define the unnormalized filter as

$$
\begin{equation*}
\sigma_{n}(f)=E^{Q}\left(L_{n} f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y}\right), \tag{2.13}
\end{equation*}
$$

for any $n \in \mathbb{N}$.

Lemma 2.1: For the unnormalized filter $\sigma_{n}(f)$ and the conditional expectation $\pi_{n}(f)$, we have the following relation

$$
\begin{equation*}
\pi_{n}(f)=\frac{\sigma_{n}(f)}{\sigma_{n}(1)}, \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{0}=\pi_{0}, \tag{2.15}
\end{equation*}
$$

for any $n \in \mathbb{N}$ and any $f \in B(E)$.

Proof. To prove that for any $f \in B(E)$,

$$
\pi_{n}(f)=\frac{\sigma_{n}(f)}{\sigma_{n}(1)},
$$

we have to show that

$$
\pi_{n}(f)=E^{P}\left(f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y}\right)=\frac{\sigma_{n}(f)}{\sigma_{n}(1)}=\frac{E^{Q}\left(L_{n} f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y}\right)}{E^{Q}\left(L_{n} \mid \mathcal{F}_{n}^{Y}\right)},
$$

i.e., we need to prove that

$$
E^{P}\left(f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y}\right) E^{Q}\left(L_{n} \mid \mathscr{F}_{n}^{Y}\right)=E^{Q}\left(L_{n} f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right),
$$

for every $A \in \mathcal{F}_{n}^{Y}$, we have to show that

$$
\begin{aligned}
E^{Q}\left[E^{P}\left(f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y}\right) E^{Q}\left(L_{n} \mid \mathscr{F}_{n}^{Y}\right) 1_{A}\right] & =E^{Q}\left[L_{n} f\left(X_{n}\right) 1_{A}\right] \\
& =E^{P}\left[f\left(X_{n}\right) 1_{A}\right] .
\end{aligned}
$$

However

$$
\begin{align*}
\text { LHS } & =E^{Q}\left[E^{P}\left(f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right) E^{Q}\left(L_{n} \mid \mathcal{F}_{n}^{Y}\right) 1_{A}\right]  \tag{2.16}\\
& =E^{Q}\left[E^{Q}\left[L_{n} \cdot E^{P}\left(f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right) \cdot 1_{A} \mid \mathcal{F}_{n}^{Y}\right]\right]  \tag{2.17}\\
& =E^{Q}\left[L_{n} \cdot E^{P}\left(f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right) \cdot 1_{A}\right] \\
& =E^{Q}\left[L_{n} \cdot E^{P}\left(f\left(X_{n}\right) 1_{A} \mid \mathcal{F}_{n}^{Y}\right)\right] \\
& =E^{P}\left[E^{P}\left[f\left(X_{n}\right) 1_{A} \mid \mathcal{F}_{n}^{Y}\right]\right] \\
& =E^{P}\left[f\left(X_{n}\right) 1_{A}\right] \\
& =\text { RHS. }
\end{align*}
$$

Since $E^{P}\left(f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y}\right)$ and $1_{A}$ is $\mathcal{F}_{n}^{Y}$-measurable, we can get (2.17) from (2.16).
Therefore, we have showed that

$$
\pi_{n}(f)=\frac{\sigma_{n}(f)}{\sigma_{n}(1)},
$$

for any $n \in \mathbb{N}$ and any $f \in B(E)$.

Since $L_{0}=1$, we have

$$
\sigma_{0}(f)=E^{Q}\left(L_{0} f\left(X_{0}\right) \mid \mathcal{F}_{0}^{Y}\right)=E^{Q}\left(f\left(X_{0}\right) \mid \mathcal{F}_{0}^{Y}\right),
$$

and

$$
\pi_{0}(f)=\frac{\sigma_{0}(f)}{\sigma_{0}(1)}=\frac{E^{Q}\left(L_{0} f\left(X_{0}\right) \mid \mathcal{F}_{0}^{Y}\right)}{E^{Q}\left(L_{0} \mid \mathscr{F}_{0}^{Y}\right)}=E^{Q}\left(f\left(X_{0}\right) \mid \mathscr{F}_{0}^{Y}\right),
$$

for any $f \in B(E)$.
Hence, we can get

$$
\sigma_{0}(f)=\pi_{0}(f),
$$

and since $f$ is any function from $B(E)$

$$
\sigma_{0}=\pi_{0}
$$

By Lemma 2.1, it is enough to construct a particle filter approximation $\sigma_{n}^{N}$ to the unnormalized filter $\sigma_{n}$, since we can then construct our filter approximation to $\pi_{n}$ as $\pi_{n}^{N}(f)=\frac{\sigma_{n}^{N}(f)}{\sigma_{n}^{N}(1)}$.

Now, we introduce some lemmas about the unnormalized filter $\sigma_{n}(f)$.
As we have stated before, the signal process $\left\{X_{n}, n \in \mathbb{N}\right\}$ is a time-homogeneous discrete-time Markov process, where the initial distribution is $\pi_{0}$ and the Markov transition kernel is $K$ for any time $n$. Since the signal process $\left\{X_{n}, n \in \mathbb{N}\right\}$ has the Markov transition kernel $K$ under both the original probability measure $P$ and the new fictitious probability measure $Q$, we have that

$$
\begin{equation*}
Q\left(X_{n+1} \in A \mid \mathcal{F}_{n}^{X}\right)=P\left(X_{n+1} \in A \mid \mathcal{F}_{n}^{X}\right)=K\left(X_{n}, A\right), \tag{2.18}
\end{equation*}
$$

and by (1.11)

$$
\begin{equation*}
E^{Q}\left[f\left(X_{n}\right) \mid \mathcal{F}_{n-1}^{X}\right]=E^{P}\left[f\left(X_{n}\right) \mid \mathcal{F}_{n-1}^{X}\right]=K f\left(X_{n-1}\right), \tag{2.19}
\end{equation*}
$$

for any set $A \subset E$ and $n \in \mathbb{N}$.

Theorem 2.3: If $\mathcal{H}$ is a sub- $\sigma$-algebra of $\mathcal{G}$, then

$$
E[E(X \mid \mathcal{G}) \mid \mathcal{H}]=E[X \mid \mathcal{H}] .
$$

This is the Tower Property for the conditional expectation in [16].
By the pervious results, we can get the recursion formula for the unnormalized filter.

Lemma 2.2: For the unnormalized filter, we have

$$
\begin{equation*}
\sigma_{n}(f)=\sigma_{n-1}\left(A_{n} f\right), \tag{2.20}
\end{equation*}
$$

where the operator $A_{n}$ is defined as

$$
A_{n} f(x)=\left\{\begin{array}{ll}
\frac{g\left(Y_{n}-h(x)\right)}{g\left(Y_{n}\right)} K f(x)=\alpha_{n}(x) K f(x), & n=1,2, \ldots  \tag{2.21}\\
f(x), & n=0
\end{array},\right.
$$

for any $f \in B(E), x \in E$ and $n \in \mathbb{N}$.

Proof. By the definition of the unnormalized filter, we can get

$$
\begin{align*}
\sigma_{n}(f) & =E^{Q}\left[L_{n} f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y}\right]  \tag{2.22}\\
& =E^{Q}\left[E^{Q}\left[L_{n} f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y} \vee \mathscr{F}_{n-1}^{X}\right] \mid \mathscr{F}_{n}^{Y}\right]  \tag{2.23}\\
& =E^{Q}\left[E^{Q}\left[W_{n} L_{n-1} f\left(X_{n}\right) \mid \mathscr{F}_{n}^{Y} \vee \mathcal{F}_{n-1}^{X}\right] \mid \mathscr{F}_{n}^{Y}\right]  \tag{2.24}\\
& =E^{Q}\left[W_{n} L_{n-1} E^{Q}\left[f\left(X_{n}\right) \mid \mathscr{F}_{n-1}^{X}\right] \mid \mathscr{F}_{n}^{Y}\right]  \tag{2.25}\\
& =E^{Q}\left[W_{n} L_{n-1} K f\left(X_{n-1}\right) \mid \mathcal{F}_{n}^{Y}\right] \\
& =E^{Q}\left[\left.L_{n-1} \frac{g\left(Y_{n}-h\left(X_{n-1}\right)\right)}{g\left(Y_{n}\right)} K f\left(X_{n-1}\right) \right\rvert\, \mathscr{F}_{n}^{Y}\right] \\
& =E^{Q}\left[L_{n-1} A_{n} f\left(X_{n-1}\right) \mid \mathscr{F}_{n-1}^{Y}\right] \\
& =\sigma_{n-1}\left(A_{n} f\right),
\end{align*}
$$

for any $f \in B(E)$ and $n \in \mathbb{N}$.
Due to the tower property of the conditional expectation, we can get (2.23) from (2.22). By the independence of $X$ and $Y$ under the new fictitious probability measure $Q$, we can have (2.25) from (2.24).

If we define the composite operator $\left\{A_{i, n}, n \in \mathbb{N}, 1 \leq i \leq n+1\right\}$ as

$$
A_{i, n} f(x)=\left\{\begin{array}{lr}
A_{i}\left(A_{i+1} \cdots\left(A_{n} f\right)\right)(x) & \forall i \leq n  \tag{2.26}\\
f(x) & i=n+1
\end{array},\right.
$$

by applying Lemma 2.2 repeatedly, we can get that

$$
\begin{equation*}
\sigma_{n}(f)=\sigma_{0}\left(A_{1, n} f\right)=\pi_{0}\left(A_{1, n} f\right) \tag{2.27}
\end{equation*}
$$

This immediately implies that

$$
\begin{equation*}
\pi_{n}(f)=\frac{\sigma_{n}(f)}{\sigma_{n}(1)}=\frac{\sigma_{n-1}\left(A_{n} f\right)}{\sigma_{n-1}\left(A_{n} 1\right)}=\frac{\pi_{0}\left(A_{1, n} f\right)}{\pi_{0}\left(A_{1, n} 1\right)} . \tag{2.28}
\end{equation*}
$$

Now, we discuss the moment condition about the unnormalized filter.

Lemma 2.3: Suppose that $f \in B(E)_{+}$, then we have

$$
\begin{equation*}
E^{Q}\left[\sigma_{n}(f)\right]=\pi_{0}\left(K^{n} f\right), \tag{2.29}
\end{equation*}
$$

and

$$
E^{Q}\left[\sigma_{n}(f)\right]<\infty,
$$

for any $n \in \mathbb{N}$.

Proof. Notice that $g$ is the probability density function. Taking expectations over $Y$, we have that

$$
\begin{align*}
E^{Q}\left[\alpha_{j}(x)\right] & =E^{Q}\left[\frac{g\left(Y_{j}-h(x)\right)}{g\left(Y_{j}\right)}\right]  \tag{2.30}\\
& =\int_{\mathbb{R}^{d}} \frac{g(y-h(x))}{g(y)} g(y) \mathrm{d} y \\
& =\int_{\mathbb{R}^{d}} g(y-h(x)) \mathrm{d} y \\
& =\int_{\mathbb{R}^{d}} g\left(y^{\prime}\right) \mathrm{d} y^{\prime} \quad \text { Let } y^{\prime}=y-h(x) \\
& =1,
\end{align*}
$$

for any $j \in \mathbb{N}$.

Therefore, we can get

$$
\begin{align*}
E^{Q}\left[\sigma_{n}(f)\right] & =E^{Q}\left[\pi_{0}\left(A_{1, n} f\right)\right]  \tag{2.31}\\
& =E^{Q}\left[\int_{E} A_{1, n} f(x) \pi_{0}(\mathrm{~d} x)\right] \\
& =E^{Q}\left[\int_{E} A_{1} A_{2, n} f(x) \pi_{0}(\mathrm{~d} x)\right] \\
& =\int_{E} E^{Q}\left[A_{1} A_{2, n} f(x)\right] \pi_{0}(\mathrm{~d} x) \text { By Fubini’s Theroem } \\
& =\int_{E} E^{Q}\left[\frac{g\left(Y_{1}-h(x)\right)}{g\left(Y_{1}\right)} K A_{2, n} f(x)\right] \pi_{0}(\mathrm{~d} x) \\
& =\int_{E} E^{Q}\left[\int_{E} A_{2, n} f(z) K(x, \mathrm{~d} z)\right] \pi_{0}(\mathrm{~d} x) \\
& =\int_{E} \int_{E} E^{Q}\left[A_{2, n} f(z)\right] K(x, \mathrm{~d} z) \pi_{0}(\mathrm{~d} x) \\
& =\int_{E} E^{Q}\left[A_{2, n} f(z)\right] K \pi_{0}(\mathrm{~d} z) \\
& =\int_{E} E^{Q}\left[A_{n+1, n} f(z)\right] K^{n} \pi_{0}(\mathrm{~d} z) \text { Apply the technique recursively } \\
& =\int_{E} f(z)\left(K^{n} \pi_{0}\right)(\mathrm{d} z) \\
& =K^{n} \pi_{0}(f) \\
& =\pi_{0}\left(K^{n} f\right) \text { By }(1.7) .
\end{align*}
$$

Since the function $f$ is bounded, we have

$$
E^{Q}\left[\sigma_{n}(f)\right]<\infty,
$$

for any $n \in \mathbb{N}$.

Now, it will be helpful to give a new definition for the next lemmas.

The observation variability function is defined as

$$
\lambda(x, \xi)=\int \frac{g(y-h(x)) g(y-h(\xi))}{g(y)} d y .
$$

It is also useful to define the single variable version

$$
\bar{\lambda}(x)=\lambda(x, x)=\int \frac{[g(y-h(x))]^{2}}{g(y)} \mathrm{d} y .
$$

We show the observation variability functions of two kinds of probability density functions.

1. Suppose that $g$ is the probability density function of a normally distributed random variable $X$, i.e. $X \sim \mathcal{N}(m, \sigma)$, then

$$
\begin{equation*}
g(y)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{(y-m)^{2}}{2 \sigma^{2}}\right) \tag{2.32}
\end{equation*}
$$

where $y \in(-\infty, \infty)$ and $\sigma>0$.
Therefore we have

$$
\begin{aligned}
\lambda(x, \xi) & =\int_{-\infty}^{\infty} \frac{g(y-h(x)) g(y-h(\xi))}{g(y)} \mathrm{d} y \\
& =\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{(y-h(x)-m)^{2}}{2 \sigma^{2}}-\frac{(y-h(\xi)-m)^{2}}{2 \sigma^{2}}+\frac{(y-m)^{2}}{2 \sigma^{2}}\right) \mathrm{d} y \\
& =\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{[y-(h(x)+h(\xi)+m)]^{2}}{2 \sigma^{2}}+\frac{2 h(x) h(\xi)}{2 \sigma^{2}}\right) \mathrm{d} y \\
& =\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{[y-(h(x)+h(\xi)+m)]^{2}}{2 \sigma^{2}}\right) \exp \left(\frac{h(x) h(\xi)}{\sigma^{2}}\right) \mathrm{d} y \\
& =\exp \left(\frac{h(x) h(\xi)}{\sigma^{2}}\right) \int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{[y-(h(x)+h(\xi)+m)]^{2}}{2 \sigma^{2}}\right) \mathrm{d} y \\
& =\exp \left(\frac{h(x) h(\xi)}{\sigma^{2}}\right) .
\end{aligned}
$$

2. Suppose that $g$ is the probability density function of a double exponential distributed random variable $X$, then

$$
g(x)= \begin{cases}\frac{1}{2} e^{-x}, & x \geq 0  \tag{2.33}\\ \frac{1}{2} e^{x}, & x<0\end{cases}
$$

and the sensor function $h$ is non-negative.
Then, when $h(x) \leq h(\xi)$, we have that

$$
\begin{align*}
\lambda(x, \xi) & =\frac{1}{2} e^{-h(x)-h(\xi)}\left(\int_{-\infty}^{0} e^{y} \mathrm{~d} y+\int_{0}^{h(x)} e^{3 y} \mathrm{~d} y\right)+\frac{1}{2} e^{h(x)-h(\xi)} \int_{h(x)}^{h(\xi)} e^{y} \mathrm{~d} y+\frac{1}{2} e^{h(x)+h(\xi)} \int_{h(\xi)}^{\infty} e^{-y} \mathrm{~d} y  \tag{2.34}\\
& =\frac{1}{2} e^{-h(x)-h(\xi)}\left[\frac{2}{3}+\frac{1}{3} e^{3 h(x)}\right]+\frac{1}{2} e^{h(x)-h(\xi)}\left[e^{h(\xi)}-e^{h(x)}\right]+\frac{1}{2} e^{h(x)} \\
& =\frac{1}{3} e^{-h(x)-h(\xi)}-\frac{1}{3} e^{2 h(x)-h(\xi)}+e^{h(x)} .
\end{align*}
$$

Hence, by symmetry, we have that

$$
\begin{equation*}
\lambda(x, \xi)=\frac{1}{3}\left[e^{-h(x)-h(\xi)}-e^{2 h(x) \wedge h(\xi)-h(\xi) \vee h(x)}\right]+e^{h(x) \wedge h(\xi)}, \tag{2.35}
\end{equation*}
$$

where $a \wedge b=\min (a, b)$ and $a \vee b=\max (a, b)$, for any numbers $a$ and $b$.

Many of our constraints and calculations are naturally placed upon the observation variability function $\lambda$ and the Markov transition kernel $K$. Indeed, they will largely appear as the one and two variable combined kernels

$$
\begin{equation*}
\bar{K}_{\lambda}(x, \mathrm{~d} z)=\bar{\lambda}(x) K(x, \mathrm{~d} z), \tag{2.36}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\lambda}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta)=\lambda(x, \xi) K(x, \mathrm{~d} z) K(\xi, \mathrm{~d} \zeta) \tag{2.37}
\end{equation*}
$$

For any $f \in B(E)$, we have

$$
\begin{align*}
K_{\lambda}(f \times f)(x, \xi) & =\int_{E} \int_{E} f(z) f(\zeta) K_{\lambda}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta)  \tag{2.38}\\
& =\int_{E} \int_{E} f(z) f(\zeta) \lambda(x, \xi) K(x, \mathrm{~d} z) K(\xi, \mathrm{~d} \zeta) .
\end{align*}
$$

Lemma 2.4: Suppose that $f \in B(E)_{+}$, then we have

$$
\begin{equation*}
E^{Q}\left[L_{n} f\left(X_{n}\right)\right]^{2}=\pi_{0}\left(\bar{K}_{\lambda}^{n}\left(f^{2}\right)\right) \tag{2.39}
\end{equation*}
$$

and if $\pi_{0}\left(\bar{K}_{\lambda}^{n}\left(f^{2}\right)\right)<\infty$, then

$$
E^{Q}\left[L_{n} f\left(X_{n}\right)\right]^{2}<\infty,
$$

for any $n \in \mathbb{N}$.
Proof. Taking expectation over $Y$, we have that

$$
\begin{align*}
E^{Q}\left[\alpha_{j}(x) \cdot \alpha_{j}(\xi)\right] & =E^{Q}\left[\frac{\left(g\left(Y_{j}-h(x)\right)\right)\left(g\left(Y_{j}-h(\xi)\right)\right)}{g^{2}\left(Y_{j}\right)}\right]  \tag{2.40}\\
& =\int \frac{(g(y-h(x)))(g(y-h(\xi)))}{g^{2}(y)} \cdot g(y) \mathrm{d} y \\
& =\int \frac{g(y-h(x)) g(y-h(\xi))}{g(y)} \mathrm{d} y \\
& =\lambda(x, \xi),
\end{align*}
$$

for any $j \in \mathbb{N}$.

Then we can get

$$
\begin{align*}
E^{Q}\left[L_{n} f\left(X_{n}\right)\right]^{2} & =E^{Q}\left[L_{n}^{2} f^{2}\left(X_{n}\right)\right]  \tag{2.41}\\
& =E^{Q}\left[\prod_{l=1}^{n} \gamma_{l}^{2}\left(X_{l-1}\right) f^{2}\left(X_{n}\right)\right] \\
& =E^{Q}\left[\prod_{l=1}^{n} \bar{\lambda}\left(X_{l-1}\right) f^{2}\left(X_{n}\right)\right] \\
& =E^{Q}\left[\prod_{l=1}^{n-1} \bar{\lambda}\left(X_{l-1}\right) \bar{\lambda}\left(X_{n-1}\right) K f^{2}\left(X_{n-1}\right)\right] \\
& =E^{Q}\left[\prod_{l=1}^{n-1} \bar{\lambda}\left(X_{l-1}\right) \bar{K}_{\lambda} f^{2}\left(X_{n-1}\right)\right] \\
& =\pi_{0}\left(\bar{K}_{\lambda}^{n}\left(f^{2}\right)\right), \text { Apply the technique recursively }
\end{align*}
$$

for any $n \in \mathbb{N}$.
If $\pi_{0}\left(\bar{K}_{\lambda}^{n}\left(f^{2}\right)\right)<\infty$, then

$$
E^{Q}\left[L_{n} f\left(X_{n}\right)\right]^{2}<\infty,
$$

for any $n \in \mathbb{N}$.

Remark: The condition

$$
\pi_{0}\left(\bar{K}_{\lambda}^{n}\left(f^{2}\right)\right)<\infty
$$

might seem hard to verify. However, if the observation variability function $\lambda$ is bounded by $B$, then

$$
\pi_{0}\left(\bar{K}_{\lambda}^{n}\left(f^{2}\right)\right)<|f|_{\infty}^{2} B^{n} .
$$

It follows by the previous example 1 , we have that $\lambda$ is bounded if the observation noise is Gaussian distributed and the sensor function $h$ is bounded. By the previous example 2, if the observation noise is double exponential distributed and the sensor function $h$ is bounded, then the observation variability function is
bounded.

Lemma 2.5: Suppose that $f \in B(E)_{+}$, then we have

$$
\begin{equation*}
E^{Q}\left[\sigma_{n}^{2}(f)\right]=\pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right), \tag{2.42}
\end{equation*}
$$

and if $\pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right)<\infty$, then

$$
E^{Q}\left[\sigma_{n}^{2}(f)\right]<\infty
$$

for any $n \in \mathbb{N}$.

Proof. By (2.27), we can get

$$
\begin{align*}
E^{Q}\left[\sigma_{n}^{2}(f)\right] & =E^{Q}\left[\pi_{0}^{2}\left(A_{1, n} f\right)\right]  \tag{2.43}\\
& =E^{Q}\left[\int_{E} A_{1, n} f(x) \pi_{0}(\mathrm{~d} x) \cdot \int_{E} A_{1, n} f(\xi) \pi_{0}(\mathrm{~d} \xi)\right] \\
& =\int_{E} \int_{E} E^{Q}\left[A_{1, n} f(x) A_{1, n} f(\xi)\right] \pi_{0}(\mathrm{~d} x) \pi_{0}(\mathrm{~d} \xi),
\end{align*}
$$

and

$$
\begin{align*}
E^{Q}\left[A_{i, n} f(x) A_{i, n} f(\xi)\right] & =E^{Q}\left[A_{i} A_{i+1, n} f(x) A_{i} A_{i+1, n} f(\xi)\right]  \tag{2.44}\\
& =E^{Q}\left[\frac{g\left(Y_{i}-h(x)\right)}{g\left(Y_{i}\right)} K A_{i+1, n} f(x) \frac{g\left(Y_{i}-h(\xi)\right)}{g\left(Y_{i}\right)} K A_{i+1, n} f(\xi)\right] \\
& =E^{Q}\left[\gamma_{i}(x) \gamma_{i}(\xi) \int_{E} A_{i+1, n} f(z) K(x, \mathrm{~d} z) \int_{E} A_{i+1, n} f(\zeta) K(\xi, \mathrm{~d} \zeta)\right] \\
& =\int_{E} \int_{E} \lambda(x, \xi) K(x, \mathrm{~d} z) K(\xi, \mathrm{~d} \zeta) E^{Q}\left[A_{i+1, n} f(z) A_{i+1, n} f(\zeta)\right] \\
& =\int_{E} \int_{E} E^{Q}\left[A_{i+1, n} f(z) A_{i+1, n} f(\zeta)\right] K_{\lambda}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta),
\end{align*}
$$

for any $i=1,2, \ldots, n$.

Therefore, we can get by substitution that

$$
E^{Q}\left[\sigma_{n}^{2}(f)\right]=\pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right)<\infty,
$$

for any $n \in \mathbb{N}$.

Remark: The condition

$$
\pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right)<\infty,
$$

might seem hard to verify. However, if the observation variability function $\lambda$ is bounded by $B$, then

$$
\pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right)<|f|_{\infty}^{2} B^{n} .
$$

It follows by the previous example 1 , we have that $\lambda$ is bounded if the observation noise is Gaussian distributed and the sensor function $h$ is bounded. By the previous example 2, if the observation noise is double exponential distributed and the sensor function $h$ is bounded, then the observation variability function is bounded.

Remark: By Lemma 2.3 and Lemma 2.5, the variance of the unnormalized filter $\sigma_{n}(f)$ under the new fictitious probability measure $Q$ is

$$
\begin{align*}
E^{Q}\left[\sigma_{n}(f)-E^{Q}\left(\sigma_{n}(f)\right)\right]^{2} & =E^{Q}\left[\sigma_{n}^{2}(f)\right]-\left[E^{Q}\left(\sigma_{n}(f)\right)\right]^{2}  \tag{2.45}\\
& =\pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right)-\left(\pi_{0}\left(K^{n} f\right)\right)^{2} .
\end{align*}
$$

By Lemma 2.3 and Lemma 2.5, we have showed that, under some conditions, the first moment and the second moment of the unnormalized filter $\sigma_{n}(f)$ with respect to the new fictitious probability measure $Q$ are bounded. These lemmas establish sufficient regularity for our Strong Law of Large Numbers and Central Limit Theo-
rem results
Define $\mathcal{F}_{\infty}^{Y}=\sigma\left\{Y_{n}, n=1,2,3, \ldots\right\}$. In the sequel, we will fix an observation path, set

$$
\begin{equation*}
Q^{Y}(\cdot)=Q\left(\cdot \mid \mathscr{F}_{\infty}^{Y}\right), \tag{2.46}
\end{equation*}
$$

and let $E^{Y}[\cdot]$ denote the expectation with respect to $Q^{Y}$.

## Chapter 3

## Weighted Particle System

### 3.1 Introduction of the particle system

In the weighted particle filter, we create fixed number $N \in \mathbb{N}$ independent copies of the signal process, called the particles and simulate them simultaneously. The weighted particle system do not utilize resampling.
At time $n$, the particle system is defined as $\left\{X_{n}^{i}\right\}_{i=1}^{N}$. Each particle is a sample from the signal process. That means, each particle $X_{n}^{i}$ is a time-homogeneous discretetime Markov process defined on the measurable space $(\Omega, \mathcal{F}, Q)$, where the initial distribution is $\pi_{0}$ and the Markov transition kernel is $K$ for any time. $\left\{X^{i}\right\}_{i=1}^{N}$ are independent from each other, and under the new fictitious probability measure $Q$, $\left\{X^{i}\right\}_{i=1}^{N}$ are also independent from the observation process $Y$. We note that $\left(X^{i}, Y\right)$ has the same distribution as $(X, Y)$, for any $1 \leq i \leq N$.

The weight of each particle is defined as

$$
\begin{align*}
& L_{n}^{i}=\prod_{j=1}^{n} W_{j}^{i},  \tag{3.1}\\
& W_{j}^{i}=\alpha_{j}\left(X_{j-1}^{i}\right)=\frac{g\left(Y_{j}-h\left(X_{j-1}^{i}\right)\right)}{g\left(Y_{j}\right)},
\end{align*}
$$

and

$$
L_{0}^{i}=1,
$$

for any $n \in \mathbb{N}, 1 \leq j \leq n$ and $1 \leq i \leq N$.
For each particle, we can define the single particle measures

$$
\begin{equation*}
\beta_{n}^{k}=L_{n}^{k} \delta_{X_{n}^{k}} \quad \text { and } \quad \beta_{-1}^{k}=\pi_{0}, \tag{3.2}
\end{equation*}
$$

for any $n \in \mathbb{N}$ and $1 \leq k \leq N$.
Then we have the the following measure-valued evolution

$$
\begin{align*}
\beta_{n}^{k}(f) & =L_{n}^{k} f\left(X_{n}^{k}\right)  \tag{3.3}\\
& =L_{n-1}^{k} \frac{g\left(Y_{n}-h\left(X_{n-1}^{k}\right)\right)}{g\left(Y_{n}\right)} K f\left(X_{n-1}^{k}\right)+L_{n}^{k}\left[f\left(X_{n}^{k}\right)-E^{Y}\left(f\left(X_{n}^{k}\right) \mid \mathcal{F}_{n-1}^{X}\right)\right] \\
& =\beta_{n-1}^{k}\left(A_{n} f\right)+L_{n}^{k}\left[f\left(X_{n}^{k}\right)-E^{Y}\left(f\left(X_{n}^{k}\right) \mid \mathcal{F}_{n-1}^{X}\right)\right] \\
& =\beta_{0}^{k}\left(A_{1, n} f\right)+\sum_{l=1}^{n} L_{l}^{k}\left[A_{l+1, n} f\left(X_{l}^{k}\right)-E^{Y}\left(A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right)\right] \text { By recursion } \\
& =\pi_{0}\left(A_{1, n} f\right)+M_{n}^{\beta^{k}}(f) \\
& =\sigma_{n}(f)+M_{n}^{\beta^{k}}(f),
\end{align*}
$$

where

$$
\begin{align*}
M_{n}^{\beta^{k}}(f) & =\sum_{l=0}^{n}\left[L_{l}^{k}\left(A_{l+1, n} f\left(X_{l}^{k}\right)-E^{Y}\left[A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right]\right)\right]  \tag{3.4}\\
& =\sum_{l=0}^{n}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)-L_{l}^{k} E^{Y}\left(A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right)\right] \\
& =\sum_{l=0}^{n}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)-L_{l}^{k} K A_{l+1, n} f\left(X_{l-1}^{k}\right)\right] \\
& =\sum_{l=0}^{n}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)-L_{l-1}^{k} \frac{g\left(Y_{l}-h\left(X_{l-1}^{k}\right)\right)}{g\left(Y_{l}\right)} K A_{l+1, n} f\left(X_{l-1}^{k}\right)\right] \\
& =\sum_{l=0}^{n}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)-L_{l-1}^{k} A_{l} A_{l+1, n} f\left(X_{l-1}^{k}\right)\right] \\
& =\sum_{l=0}^{n}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)-L_{l-1}^{k} A_{l, n} f\left(X_{l-1}^{k}\right)\right] \\
& =\sum_{l=0}^{n}\left[\beta_{l}^{k}\left(A_{l+1, n} f\right)-\beta_{l-1}^{k}\left(A_{l, n} f\right)\right],
\end{align*}
$$

for any $n \in \mathbb{N}$ and $1 \leq k \leq N$.
If we average over the particles and define $\sigma_{n}^{N}(f)$ as

$$
\begin{equation*}
\sigma_{n}^{N}(f)=\frac{1}{N} \sum_{i=1}^{N} L_{n}^{i} f\left(X_{n}^{i}\right) \tag{3.5}
\end{equation*}
$$

then

$$
\begin{equation*}
\sigma_{n}^{N}(f)=\sigma_{n}(f)+M_{n}^{N}(f) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{n}^{N}(f)=\sum_{l=0}^{n}\left[\sigma_{l}^{N}\left(A_{l+1, n} f\right)-\sigma_{l-1}^{N}\left(A_{l, n} f\right)\right], \tag{3.7}
\end{equation*}
$$

for any $n \in \mathbb{N}$.
Lemma 3.1: $\left\{M_{n}^{N}(f), n \in \mathbb{N}\right\}$ is a zero-mean martingale in $n$ with respect to $Q^{Y}$.
Proof. First, we calculate the expectation of $M_{n}^{\beta^{k}}(f)$.
Since $L_{l}^{k}$ is $\mathcal{F}_{l}^{Y} \vee \mathcal{F}_{l-1}^{X}$-measurable for any $1 \leq k \leq N$, we have

$$
\begin{align*}
E^{Y}\left[M_{n}^{\beta^{k}}(f)\right] & =E^{Y}\left[\sum_{l=0}^{n}\left[L_{l}^{k}\left(A_{l+1, n} f\left(X_{l}^{k}\right)-E^{Y}\left[A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right]\right)\right]\right]  \tag{3.8}\\
& =\sum_{l=0}^{n} E^{Y}\left[L_{l}^{k}\left(A_{l+1, n} f\left(X_{l}^{k}\right)-E^{Y}\left(A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right)\right)\right] \\
& =\sum_{l=0}^{n}\left[E^{Y}\left(L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)\right)-E^{Y}\left[L_{l}^{k} E^{Y}\left(A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right)\right]\right] \\
& =\sum_{l=0}^{n}\left[E^{Y}\left(L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)\right)-E^{Y}\left[E^{Y}\left(L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right)\right]\right] \\
& =\sum_{l=0}^{n}\left[E^{Y}\left(L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)\right)-E^{Y}\left(L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right)\right)\right] \\
& =0 .
\end{align*}
$$

By the relation between $M_{n}^{\beta^{k}}(f)$ and $M_{n}^{N}(f)$

$$
E^{Y}\left[M_{n}^{N}(f)\right]=\frac{1}{N} \sum_{k=1}^{N} E^{Y}\left[M_{n}^{\beta^{k}}(f)\right]=0
$$

Therefore, the expectation of $\left\{M_{n}^{N}(f), n \in \mathbb{N}\right\}$ is zero with respect to $Q^{Y}$.

For any $l \in \mathbb{N}$ and $1 \leq k \leq N$, we have

$$
\begin{aligned}
& E^{Y}\left[M_{l}^{\beta^{k}}(f)-M_{l-1}^{\beta^{k}}(f) \mid \mathcal{F}_{l-1}^{X}\right] \\
= & E^{Y}\left[L_{l}^{k}\left(A_{l+1, n} f\left(X_{l}^{k}\right)-E^{Y}\left(A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right)\right) \mid \mathscr{F}_{l-1}^{X}\right] \\
= & E^{Y}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right]-E^{Y}\left[L_{l}^{k} E^{Y}\left(A_{k+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right) \mid \mathcal{F}_{l-1}^{X}\right] \\
= & E^{Y}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right]-E^{Y}\left[E^{Y}\left(L_{l}^{k} A_{k+1, n} f\left(X_{l}^{k}\right) \mid \mathscr{F}_{l-1}^{X}\right) \mid \mathcal{F}_{l-1}^{X}\right] \\
= & E^{Y}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right]-E^{Y}\left[L_{l}^{k} A_{l+1, n} f\left(X_{l}^{k}\right) \mid \mathcal{F}_{l-1}^{X}\right] \\
= & 0 .
\end{aligned}
$$

Hence, we can get

$$
E^{Y}\left[M_{l}^{\beta^{k}}(f) \mid \mathcal{F}_{l-1}^{X}\right]=M_{l-1}^{\beta^{k}}(f) .
$$

By averaging over the particles, we have

$$
E^{Y}\left[M_{l}^{N}(f) \mid \mathscr{F}_{l-1}^{X}\right]=M_{l-1}^{N}(f) .
$$

That means, $\left\{M_{n}^{N}(f), n \in \mathbb{N}\right\}$ is a martingale in $n$ with respect to $Q^{Y}$.
By Lemma 3.1, we know that $\left\{M_{n}^{N}(f), n=0,1, \ldots\right\}$ is a zero-mean martingale in $n$ as well as the average of $N$ independent and identically distributed zero-mean random variables over $i$ both with respect to $Q^{Y}$.

### 3.2 Main results

### 3.2.1 Strong Law of Large Numbers

First, we introduce a new definition and theorem stated in [1].

Definition: A class of functions $\mathcal{M}$, defined on the topological space $E$, strongly separate points (s.s.p) if for every $x \in E$ and neighborhood $O_{x}$ of $x$, there is a finite collection $\left\{g^{1}, \ldots, g^{k}\right\} \subset \mathcal{M}$ such that

$$
\begin{equation*}
\inf _{y \notin O_{x}} \max _{1 \leq \leq \leq k}\left|g^{l}(y)-g^{l}(x)\right|>0 . \tag{3.10}
\end{equation*}
$$

Define a new class of functions as

$$
\begin{equation*}
A=\left\{f_{i}\right\}_{i=1}^{\infty}=\left\{\prod_{j=1}^{l}\left(1-d\left(x_{j}, \cdot\right)\right) \vee 0: l \in \mathbb{N}, x_{j} \in\left\{y_{k}\right\}_{k=1}^{\infty}\right\}, \tag{3.11}
\end{equation*}
$$

for some dense collection $\left\{y_{k}\right\}_{k=1}^{\infty} \subset E$. From [1], we know that the class of functions A s.s.p.

Theorem 3.1: Suppose that $(E, \mathcal{T})$ is a topological space, $\left\{P_{n}\right\} \cup\{P\} \subset \mathcal{P}(E)$ and a class of functions $\mathcal{M} \subset B(E)$ that strongly separates points and is closed under multiplication, and

$$
\begin{equation*}
\int_{E} g \mathrm{~d} P_{n} \rightarrow \int_{E} g \mathrm{~d} P, \quad \forall g \in \mathcal{M} . \tag{3.12}
\end{equation*}
$$

If $\mathcal{M}$ is countable, then

$$
\begin{equation*}
P_{n} \Rightarrow P \tag{3.13}
\end{equation*}
$$

where $(\Rightarrow)$ means weak convergence.

Now, we can state and prove the Strong Law of Large Numbers for the weighted particle filter.

Theorem 3.2: Suppose that the unnormalized filter is defined as

$$
\begin{equation*}
\sigma_{n}(f)=E^{Q}\left(L_{n} f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right), \tag{3.14}
\end{equation*}
$$

then for the weighted particle system,

$$
\begin{equation*}
\sigma_{n}^{N} \Rightarrow \sigma_{n} \quad \text { a.s. } \quad\left[Q^{Y}\right] \tag{3.15}
\end{equation*}
$$

when $N \rightarrow \infty$.
Proof. By (3.7), $\left\{M_{n}^{N}(f), n \in \mathbb{N}\right\}$ is defined as

$$
\begin{equation*}
M_{n}^{N}(f)=\sum_{l=0}^{n}\left[\sigma_{l}^{N}\left(A_{l+1, n} f\right)-\sigma_{l-1}^{N}\left(A_{l, n} f\right)\right], \tag{3.16}
\end{equation*}
$$

and it is the average of $N$ independent and identically distributed random variables over $i$ with respect to $Q^{Y}$.

The expectation of $\beta_{n}^{k}(f)$ is

$$
\begin{align*}
E^{Y}\left[\beta_{n}^{k}(f)\right] & =E^{Y}\left[\sigma_{n}(f)+M_{n}^{\beta^{k}}(f)\right]  \tag{3.17}\\
& =E^{Y}\left[\sigma_{n}(f)\right]+E^{Y}\left[M_{n}^{\beta^{k}}(f)\right] \\
& =E^{Q}\left[E^{Q}\left(L_{n} f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right) \mid \mathcal{F}_{\infty}^{Y}\right]+0 \\
& =E^{Q}\left[L_{n} f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right] \\
& =\sigma_{n}(f) \\
& =\pi_{0}\left(A_{1, n} f\right) .
\end{align*}
$$

Then the expectation of $\sigma_{n}^{N}(f)$ is

$$
\begin{equation*}
E^{Y}\left[\sigma_{n}^{N}(f)\right]=\frac{1}{N} \sum_{k=1}^{N} E^{Y}\left[\beta_{n}^{k}(f)\right]=\sigma_{n}(f)=\pi_{0}\left(A_{1, n} f\right) \tag{3.18}
\end{equation*}
$$

Since by Lemma 2.3, we have

$$
\begin{equation*}
E^{Y}\left[\left|L_{n}^{i} f\left(X_{n}^{i}\right)\right|\right]=E^{Y}\left[\sigma_{n}(f)\right]=\pi_{0}\left(K^{n} f\right)<\infty, \tag{3.19}
\end{equation*}
$$

for any $1 \leq i \leq N$ and any function $f \in B(E)_{+}$.
Then, the Strong Law of Large Numbers implies that

$$
\begin{equation*}
M_{n}^{N}(f) \rightarrow 0 \quad \text { a.s. } \quad\left[Q^{Y}\right] \tag{3.20}
\end{equation*}
$$

So

$$
\begin{equation*}
\sigma_{n}^{N}(f) \rightarrow \sigma_{n}(f) \quad \text { a.s. } \quad\left[Q^{Y}\right], \tag{3.21}
\end{equation*}
$$

for all $f \in B(E)_{+}$.
For the set $A$ defined above, it satisfies that $A \subset \bar{C}(E)_{+}$and $A$ is countable. Notice that $A \subset B(E)_{+}$, then we have

$$
\begin{equation*}
\sigma_{n}^{N}(f) \rightarrow \sigma_{n}(f) \quad \text { a.s. } \quad\left[Q^{Y}\right] \tag{3.22}
\end{equation*}
$$

for all $f \in A$. In addition, the set $A$ strongly separate points and is closed under multiplication. Therefore, by Theorem 3.1, we can get

$$
\begin{equation*}
\sigma_{n}^{N} \Rightarrow \sigma_{n} \quad \text { a.s. } \quad\left[Q^{Y}\right] . \tag{3.23}
\end{equation*}
$$

### 3.2.2 Central Limit Theorem

Define an operator $A_{j}^{(2)}$ as

$$
A_{j}^{(2)} f(x)=\left\{\begin{array}{ll}
\alpha_{j}^{2}(x) K f(x), & j=1,2, \ldots  \tag{3.24}\\
f(x), & j=0
\end{array},\right.
$$

and also the composite operator

$$
A_{i, n}^{(2)} f(x)=\left\{\begin{array}{ll}
A_{i}^{(2)}\left(A_{i+1}^{(2)} \cdots\left(A_{n}^{(2)} f\right)\right)(x), & \forall i \leq n  \tag{3.25}\\
f(x), & i=n+1
\end{array} .\right.
$$

Now, we state and prove the Central Limit Theorem for the weighted particle system.

Theorem 3.3: Let $f \in B(E)_{+}$satisfy

$$
\begin{equation*}
\pi_{0}\left(\bar{K}_{\lambda}^{n}\left(f^{2}\right)\right)<\infty, \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right)<\infty . \tag{3.27}
\end{equation*}
$$

Then, the weighted particle system satisfies

$$
\begin{equation*}
\sqrt{N}\left(\sigma_{n}^{N}(f)-\sigma_{n}(f)\right) \Rightarrow \mathcal{N}\left(0, \gamma_{n}^{W}(f)\right) \quad \text { a.s. } \quad\left[Q^{Y}\right] \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{n}^{W}(f)=\sum_{l=0}^{n} \pi_{0} A_{1, l-1}^{(2)}\left[A_{l}^{(2)}\left(A_{l+1, n} f\right)^{2}-\left(A_{l, n} f\right)^{2}\right], \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
E^{Q}\left[\gamma_{n}^{W}(f)\right]=\sum_{l=0}^{n} \pi_{0} \bar{K}_{\lambda}^{l-1}\left[\bar{K}_{\lambda}-K_{\lambda}\right] K_{\lambda}^{n-l}(f \times f) . \tag{3.30}
\end{equation*}
$$

Proof. As we have stated before, $\left\{M_{n}^{N}(f), n \in \mathbb{N}\right\}$ is the average of $N$ independent and identically distributed random variables over $i$ with respect to $Q^{Y}$. In addition, by Lemma 2.4 and Lemma 2.5, we can learn that

$$
\begin{equation*}
E^{Y}\left[L_{n}^{i} f\left(X_{n}^{i}\right)-\sigma_{n}(f)\right]^{2} \leq 2\left\{E^{Y}\left[L_{n}^{i} f\left(X_{n}^{i}\right)\right]^{2}+E^{Y}\left[\sigma_{n}(f)\right]^{2}\right\}<\infty, \tag{3.31}
\end{equation*}
$$

for any $n \in \mathbb{N}$.
By the classical Central Limit Theorem, we have

$$
\begin{equation*}
\sqrt{N}\left(\sigma_{n}^{N}(f)-\sigma_{n}(f)\right) \Rightarrow \mathcal{N}\left(0, \gamma_{n}^{W}(f)\right) \quad \text { a.s. } \quad\left[Q^{Y}\right] \tag{3.32}
\end{equation*}
$$

Since for the weighted particle system, $\left(X^{k}, Y\right)$ has the same distribution with $(X, Y)$, for any $1 \leq k \leq N$, we can just work with $(X, Y)$, and denote $\beta_{l}=L_{l} \delta_{X_{l}}$. By the
martingale property, the $\mathcal{F}_{\infty}^{Y}$-measurable random variance can be written as

$$
\begin{align*}
\gamma_{n}^{W}(f) & =E^{Y}\left[M_{n}^{\beta^{k}}(f)\right]^{2}-\left[E^{Y}\left(M_{n}^{\beta^{k}}(f)\right)\right]^{2}  \tag{3.33}\\
& =E^{Y}\left[M_{n}^{\beta^{k}}(f)\right]^{2} \\
& =E^{Y}\left[\sum_{l=0}^{n} \beta_{l}\left(A_{l+1, n} f\right)-\beta_{l-1}\left(A_{l, n} f\right)\right]^{2} \\
& =\sum_{l=0}^{n} E^{Y}\left[\beta_{l}\left(A_{l+1, n} f\right)-\beta_{l-1}\left(A_{l, n} f\right)\right]^{2} \\
& +2 \sum_{1 \leq i<j \leq n} E^{Y}\left[\left(\beta_{i}\left(A_{i+1, n} f\right)-\beta_{i-1}\left(A_{i, n} f\right)\right)\left(\beta_{j}\left(A_{j+1, n} f\right)-\beta_{j-1}\left(A_{j, n} f\right)\right)\right] \\
& =\sum_{l=0}^{n} E^{Y}\left[\beta_{l}\left(A_{l+1, n} f\right)-\beta_{l-1}\left(A_{l, n} f\right)\right]^{2} \\
& +2 \sum_{1 \leq i<j \leq n} E^{Y}\left[\left(M_{i}^{\beta^{k}}(f)-M_{i-1}^{\beta^{k}}(f)\right)\left(M_{j}^{\beta^{k}}(f)-M_{j-1}^{\beta^{k}}(f)\right)\right] \\
& =\sum_{l=0}^{n} E^{Y}\left[\beta_{l}\left(A_{l+1, n} f\right)-\beta_{l-1}\left(A_{l, n} f\right)\right]^{2} \\
& +2 \sum_{1 \leq i<j \leq n} E^{Y}\left[E^{Y}\left[\left(M_{i}^{\beta^{k}}(f)-M_{i-1}^{\beta^{k}}(f)\right)\left(M_{j}^{\beta^{k}}(f)-M_{j-1}^{\beta^{k}}(f)\right) \mid \mathcal{F}_{j-1}^{X}\right]\right] \\
& =\sum_{l=0}^{n} E^{Y}\left[\beta_{l}\left(A_{l+1, n} f\right)-\beta_{l-1}\left(A_{l, n} f\right)\right]^{2} \\
& +2 \sum_{1 \leq i<j \leq n} E^{Y}\left[\left(M_{i}^{\beta^{k}}(f)-M_{i-1}^{\beta^{k}}(f)\right) E^{Y}\left[\left(M_{j}^{\beta^{k}}(f)-M_{j-1}^{\beta^{k}}(f)\right) \mid \mathcal{F}_{j-1}^{X}\right]\right] \\
& =\sum_{l=0}^{n} E^{Y}\left[\beta_{l}\left(A_{l+1, n} f\right)-\beta_{l-1}\left(A_{l, n} f\right)\right]^{2} \\
& =\sum_{l=0}^{n}\left\{E^{Y}\left[\beta_{l}\left(A_{l+1, n} f\right)\right]^{2}-E^{Y}\left[\beta_{l-1}\left(A_{l, n} f\right)\right]^{2}\right\} \\
& =\sum_{l=0}^{n}\left\{E^{Y}\left[L_{l}^{2}\left(A_{l+1, n} f\right)^{2}\left(X_{l}\right)\right]-E^{Y}\left[L_{l-1}^{2}\left(A_{l, n} f\right)^{2}\left(X_{l-1}\right)\right]\right\} \\
& {\left[A_{l}^{(2)}\left(A_{l+1, n} f\right)^{2}-\left(A_{l, n} f\right)^{2}\right] . } \\
&
\end{align*}
$$

Now, we move to calculate the expected value of $\gamma_{n}^{W}(f)$. By the fact that $\left\{Y_{l}\right\}$ are independent and identically distributed random vectors, and independent of $X$, we can find that

$$
\begin{align*}
E^{Q}\left[\gamma_{n}^{W}(f)\right] & =\sum_{l=0}^{n} E^{Q}\left[\prod_{k=1}^{l} \bar{\lambda}\left(X_{k-1}\right)\left(A_{l+1, n} f\left(X_{l}\right)-K A_{l+1, n} f\left(X_{l-1}\right)\right)^{2}\right]  \tag{3.34}\\
& =\sum_{l=0}^{n} E^{Q}\left[\prod_{k=1}^{l} \bar{\lambda}\left(X_{k-1}\right)\left(K\left(A_{l+1, n} f\right)^{2}\left(X_{l-1}\right)-\left(K A_{l+1, n} f\left(X_{l-1}\right)\right)^{2}\right)\right] \\
& =\sum_{l=0}^{n} E^{Q}\left[\prod _ { k = 1 } ^ { l - 1 } \overline { \lambda } ( X _ { k - 1 } ) \left(\int_{E} A_{l+1, n} f(x) A_{l+1, n} f(x) \bar{\lambda}\left(X_{l-1}\right) K\left(X_{l-1}, \mathrm{~d} x\right)\right.\right. \\
& \left.\left.-\int_{E} A_{l+1, n} f(x) K\left(X_{l-1}, \mathrm{~d} x\right) \int_{E} A_{l+1, n} f(\xi) K\left(X_{l-1}, \mathrm{~d} \xi\right) \lambda\left(X_{l-1}, X_{l-1}\right)\right)\right] . \\
& =\sum_{l=0}^{n} E^{Q}\left[\prod _ { k = 1 } ^ { l - 1 } \overline { \lambda } ( X _ { k - 1 } ) \left(\int_{E} A_{l+1, n} f(x) A_{l+1, n} f(x) \bar{\lambda}\left(X_{l-1}\right) K\left(X_{l-1}, \mathrm{~d} x\right)\right.\right. \\
& \left.\left.-\int_{E} \int_{E} A_{l+1, n} f(x) A_{l+1, n} f(\xi) K_{\lambda}\left(X_{l-1}, X_{l-1}, \mathrm{~d} x, \mathrm{~d} \xi\right)\right)\right] .
\end{align*}
$$

Hence, it follows by (2.44) that

$$
\begin{align*}
E^{Q}\left[\gamma_{n}^{W}(f)\right] & =\sum_{l=0}^{n} E^{Q}\left[\prod _ { k = 1 } ^ { l - 1 } \overline { \lambda } ( X _ { k - 1 } ) \left(\int_{E} K_{\lambda}^{n-l}(f \times f)(x, x) \bar{\lambda}\left(X_{l-1}\right) K\left(X_{l-1}, \mathrm{~d} x\right)\right.\right. \\
& \left.\left.-\left(K_{\lambda}^{n+1-l}(f \times f)\right)\left(X_{l-1}, X_{l-1}\right)\right)\right]  \tag{3.35}\\
& =\sum_{l=0}^{n} \pi_{0} \bar{K}_{\lambda}^{l-1}\left[\bar{K}_{\lambda}-K_{\lambda}\right] K_{\lambda}^{n-l}(f \times f) .
\end{align*}
$$

## Chapter 4

## Fictitious Particle System

### 4.1 Introduction of the particle system

The problem with the weighted particle system is that, due to randomness, most particles do not behave like the signal $\left\{X_{n}, n=0,1, \ldots\right\}$ so their weights become relatively small compared to the weights of very few good particles. This results in a particle filter that effectively consists of an average over only a very small proportion of the particles. This problem manifests itself theoretically in the large expected variance of the central limit theorem in the previous chapter and practically in the need to use a huge number of particles in most applications. To combat this effect, we introduce the resampling process.

Initially, we pretend herein that we have access to the actual unnormalized filter total mass $\left\{\sigma_{n}(1), n=0,1,2, \ldots\right\}$ and consider an unimplementable fictitious particle system. In particular, we use the resampled algorithm given in the Chapter 1 with $\sigma_{n}^{N}(1)$ replaced with (the computer unworkable) $\sigma_{n}(1)$ and the particle control step is eliminated.

Suppose that $N_{0} \in \mathbb{N}$ and we have the following random variables:

1. $\left\{\xi_{n}^{k, i ; x}: k, i, n \in \mathbb{N}, x \in E\right\}$ are independent random variables with the distribution $K(x, \cdot)$,
2. $\left\{\chi^{k}\right\}_{k=1}^{\infty}$ are independent samples from $\pi_{0}$,
3. $\left\{U_{n}^{k, i}: k, i, n \in \mathbb{N}\right\}$ are independent Uniform $[0,1]$ random variables, which are mutually independent.

We want to keep track of the fictitious particle system in terms of the first ancestor of each particle. In other words, our fictitious particle filter will be the average of $N$ independent and identically distributed branching Markov processes $\left\{\mathcal{B}_{n}^{k}, n=0,1, \ldots\right\}$, each starting from an independent sample $\delta_{\chi^{k}}$. They evolve independently of each other only interacting with $\sigma_{n}(1)$, which is deterministic with respect to $Q^{Y}$. At any time, many of the $\mathcal{B}^{k}$ may have died out while others may have branched into multiple particles. For clarity, the particles at time $n$, that are offspring from the original particle $\chi^{k}$, will be denoted as $\left\{X_{n}^{k, i}\right\}_{i=1}^{N_{n}^{k}}$ and the weight of each particle after the resampling will only depend upon $n$ and be denoted as $\mathcal{L}_{n}$. Then, the branching Markov process corresponding to the initial particle and the complete filter estimate will be

$$
\begin{equation*}
\mathcal{B}_{n}^{k}=\mathcal{L}_{n} \sum_{i=1}^{N_{n}^{k}} \delta_{X_{n}^{k i}} \quad \text { and } \quad \mathcal{S}_{n}^{N}=\frac{1}{N} \sum_{k=1}^{N} \mathcal{B}_{n}^{k}, \tag{4.1}
\end{equation*}
$$

for any $1 \leq k \leq N$ and $n \in \mathbb{N}$, respectively.
Now, we define the branching Markov processes $\left\{\mathcal{B}_{n}^{k}, n=0,1, \ldots\right\}$ as follows:
Initialize: $\mathcal{X}_{0}^{k, 1}=\chi^{k}, N_{0}^{k}=1$ and $\mathcal{L}_{0}=1$, for $k=1,2, \ldots, N$.
Repeat: For $n=1,2, \ldots$ do

1. Estimate: $\mathcal{B}_{n-1}^{k}=\sum_{i=1}^{N_{n-1}^{k}} \mathcal{L}_{n-1} \delta_{X_{n-1}^{k i}}$
2. Weight: $\mathcal{W}_{n}^{k, i}=\frac{g\left(Y_{n}-h\left(X_{n-1}^{k i}\right)\right)}{g\left(Y_{n}\right)}$ and $\hat{\mathcal{L}}_{n}^{k, i}=\mathcal{W}_{n}^{k, i} \mathcal{L}_{n-1}$, for $i=1, \ldots, N_{n-1}^{k}$
3. Resampled Weight: $\mathcal{L}_{n}=\sigma_{n}(1)$
4. Offspring Numbers: $\mathcal{Z}_{n}^{k, i}=1_{U_{n}^{k, i}+\left\lfloor\frac{\mathcal{L}_{n}^{k_{i},}}{\mathcal{L}_{n}}\right\rfloor \leq \frac{\sum_{n}^{k_{n}^{k i}}}{\mathcal{L}_{n}}}, N_{n}^{k, i}=\left\lfloor\frac{\hat{\mathcal{L}}_{n}^{k i}}{\mathcal{L}_{n}}\right\rfloor+\mathcal{Z}_{n}^{k, i}$, for $i=1, \ldots, N_{n-1}^{k}$ and $N_{n}^{k}=N_{n}^{k, 1}+\cdots+N_{n}^{k, N_{n-1}^{k}}$
5. Resample: Let $\hat{X}_{n-1}^{k, j}=\mathcal{X}_{n-1}^{k, i}$, for $j \in\left\{N_{n}^{k, 1}+\cdots+N_{n}^{k, i-1}+1, \ldots, N_{n}^{k, 1}+\cdots+N_{n}^{k, i}\right\}$
6. Evolve Independently: $\mathcal{X}_{n}^{k, i}=\xi_{n}^{k, i, \hat{X}_{n-1}^{k, i}}$

For notational convenience, we define $\mathcal{N}_{l}^{k, i}=\sum_{j=1}^{i-1} N_{l}^{k, j}, \mathcal{F}_{n}^{U}=\sigma\left\{U_{l}^{k, i}, k, i \in \mathbb{N}, l \leq n\right\}$ and $\mathcal{F}_{n}^{X} \doteq \sigma\left\{\mathcal{X}_{l}^{k, i}, k, i \in \mathbb{N}, l \leq n\right\}$ for any $n \geq 0$, with the convention $\mathcal{F}_{-1}^{U}=\mathcal{F}_{-1}^{X} \doteq$ $\{\emptyset, \Omega\}$. Define the $\sigma$-algebra $\mathcal{F}_{n}^{U X} \doteq \mathcal{F}_{n}^{U} \vee \mathcal{F}_{n}^{X}$, for any $n \geq-1$. After the resampling, we have $N_{n}^{k, i}$ particles at location $\mathcal{X}_{n-1}^{k, i}$ each with weight $\mathcal{L}_{n}=\sigma_{n}(1)$.
Hence, the effective weight at location $\mathcal{X}_{n-1}^{k, i}$ after the resampling satisfies:

$$
\begin{align*}
E^{Y}\left[\mathcal{L}_{n} N_{n}^{k, i} \mid \mathcal{F}_{n-1}^{U} \vee \mathcal{F}_{n}^{X}\right] & \left.\left.=\mathcal{L}_{n}\left(\left\lfloor\frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}}\right\rfloor+1\right)\left(\frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}}-\left\lfloor\frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}}\right\rfloor\right)+\mathcal{L}_{n} \right\rvert\, \frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}}\right\rfloor\left(1-\frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}}+\left\lfloor\frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}}\right\rfloor\right) \\
& =\mathcal{L}_{n} \cdot \frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}}  \tag{4.2}\\
& =\hat{\mathcal{L}}_{n}^{k, i}
\end{align*}
$$

which is the weight prior to the resampling. Therefore, the fictitious particle system is unbiased.

However, we need to go further and establish a martingale property. Averaging over
the $U_{n}^{k, i}$, we can get that

$$
\begin{align*}
& E^{Y}\left[\mathcal{L}_{n} \sum_{j=\mathcal{N}_{n}^{k,}+1}^{\mathcal{N}_{n}^{k i}+N_{n}^{k, i}} f\left(\mathcal{X}_{n}^{k, j}\right) \mid \mathcal{F}_{n-1}^{U^{k, i}} \vee \mathcal{F}_{n}^{X}\right] \tag{4.3}
\end{align*}
$$

where the $\sigma$-algebra $\mathcal{F}_{n-1}^{U^{k, i}}=\sigma\left\{U_{m}^{l, j}: m \leq n,(l, j, m) \neq(k, i, n)\right\}$. Then $N_{n-1}^{k}$ is $\mathcal{F}_{n-1}^{U X}-$ measurable, for any $1 \leq k \leq N$. Using (4.3) plus the fact $N_{n-1}^{k} \in \mathcal{F}_{n-1}^{U X}$, we can get
that

$$
\begin{align*}
E^{Y}\left[\mathcal{B}_{n}^{k}(f) \mid \mathcal{F}_{n-1}^{U X}\right] & =E^{Y}\left[\sum_{j=1}^{N_{n}^{k}} \mathcal{L}_{n} f\left(\mathcal{X}_{n}^{k, j}\right) \mid \mathcal{F}_{n-1}^{U X}\right]  \tag{4.4}\\
& =E^{Y}\left[\sum_{i=1}^{N_{n-1}^{k} N_{l}^{k, i} \sum_{j=N_{l}^{k, i}}^{k, i}+1} \mathcal{L}_{n} f\left(\mathcal{X}_{n}^{k, j}\right) \mid \mathcal{F}_{n-1}^{U X}\right] \\
& =\sum_{i=1}^{N_{n-1}^{k-1}} E^{Y}\left[\mathcal{L}_{n} \sum_{j=N_{l}^{k, i}+1}^{N_{l}^{k, i}+N_{n}^{k, i}} f\left(\mathcal{X}_{n}^{k, j}\right) \mid \mathcal{F}_{n-1}^{U X}\right] \\
& =\sum_{j=1}^{N_{n-1}^{k}} E^{Y}\left[E^{Y}\left[\mathcal{L}_{n} \sum_{j=N_{l}^{N_{l}^{k, i}}+1}^{\mathcal{N}_{l}^{k,}+N_{n}^{k, i}} f\left(\mathcal{X}_{n}^{k, j}\right) \mid \mathcal{F}_{n-1}^{U^{k, i}} \vee \mathcal{F}_{n}^{X}\right] \mid \mathcal{F}_{n-1}^{U X}\right] \\
& =\sum_{i=1}^{N_{n-1}^{k}} \mathcal{L}_{n} \frac{\hat{\mathcal{L}}_{n}^{k, i}}{\mathcal{L}_{n}} K f\left(\mathcal{X}_{n-1}^{k, i}\right) \\
& =\sum_{i=1}^{N_{n-1}^{k}} \hat{\mathcal{L}}_{n}^{k, i} K f\left(\mathcal{X}_{n-1}^{k, i}\right) \\
& =\sum_{i=1}^{N_{n-1}^{k}} \mathcal{W}_{n}^{k, i} \mathcal{L}_{n-1} K f\left(\mathcal{X}_{n-1}^{k, i}\right) \\
& =\sum_{i=1}^{N_{n-1}^{k}} \mathcal{L}_{n-1} A_{n} f\left(\mathcal{X}_{n-1}^{k, i}\right) \\
& =\mathcal{B}_{n-1}^{k}\left(A_{n} f\right)
\end{align*}
$$

subject to

$$
\begin{equation*}
\mathcal{B}_{0}^{k}(f)=f\left(\chi^{k}\right) \tag{4.5}
\end{equation*}
$$

for any $1 \leq k \leq N$.
By using (4.4) recursively, we can find that

$$
\begin{align*}
E^{Y}\left[\mathcal{B}_{n}^{k}(f)\right] & =E^{Y}\left[E^{Y}\left(\mathcal{B}_{n}^{k}(f) \mid \mathcal{F}_{n-1}^{U X}\right)\right]  \tag{4.6}\\
& =E^{Y}\left[\mathcal{B}_{n-1}^{k}\left(A_{n} f\right)\right] \\
& =E^{Y}\left[B_{0}^{k}\left(A_{1, n} f\right)\right] \\
& =E^{Y}\left[A_{1, n} f\left(\chi^{k}\right)\right] \\
& =\pi_{0}\left(A_{1, n} f\right) \\
& =\sigma_{n}(f) \\
& =E^{Y}\left[\sigma_{n}(f)\right]
\end{align*}
$$

Applying (4.4), we have the following measure-valued evolution

$$
\begin{align*}
\mathcal{B}_{n}^{k}(f) & =\mathcal{B}_{n-1}^{k}\left(A_{n} f\right)+\mathcal{B}_{n}^{k}(f)-E^{Y}\left[\mathcal{B}_{n}^{k}(f) \mid \mathcal{F}_{n-1}^{U X}\right]  \tag{4.7}\\
& =\mathcal{B}_{0}^{k}\left(A_{1, n} f\right)+\sum_{l=1}^{n}\left[\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-E^{Y}\left[\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right] \\
& =\pi_{0}\left(A_{1, n} f\right)+M_{n}^{\mathcal{B}^{k}}(f) \\
& =\sigma_{n}(f)+M_{n}^{\mathcal{B}^{k}}(f)
\end{align*}
$$

where

$$
\begin{equation*}
M_{n}^{\mathcal{B}^{k}}(f)=\sum_{l=0}^{n}\left[\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-E^{Y}\left[\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right] \tag{4.8}
\end{equation*}
$$

for any $1 \leq k \leq N$.
Averaging over the ancestral branches, we can find that

$$
\begin{align*}
E^{Y}\left[\mathcal{S}_{n}^{N}(f) \mid \mathcal{F}_{n-1}^{U X}\right] & =\mathcal{S}_{n-1}^{N}\left(A_{n} f\right) \text { subject to } \mathcal{S}_{0}^{N}(f)=\frac{1}{N} \sum_{k=1}^{N} f\left(\chi^{k}\right),  \tag{4.9}\\
E^{Y}\left[\mathcal{S}_{n}^{N}(f)\right] & =\sigma_{n}(f)=E^{Y}\left[\sigma_{n}(f)\right],  \tag{4.10}\\
\mathcal{S}_{n}^{N}(f) & =\sigma_{n}(f)+M_{n}^{N}(f), \tag{4.11}
\end{align*}
$$

where

$$
\begin{equation*}
M_{n}^{N}(f)=\sum_{l=0}^{n}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right)-E^{Y}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right] . \tag{4.12}
\end{equation*}
$$

Lemma 4.1: $\left\{M_{n}^{N}(f), n \in \mathbb{N}\right\}$ is a zero-mean martingale in $n$ with respect to $Q^{Y}$.
Proof. By (4.10), we have

$$
\begin{equation*}
E^{Y}\left[M_{n}^{N}(f)\right]=E^{Y}\left[\mathcal{S}_{n}^{N}(f)-\sigma_{n}(f)\right]=E^{Y}\left[\mathcal{S}_{n}^{N}(f)\right]-E^{Y}\left[\sigma_{n}(f)\right]=0, \tag{4.13}
\end{equation*}
$$

and
$E^{Y}\left[M_{l}^{N}(f)-M_{l-1}^{N}(f) \mid \mathcal{F}_{l-1}^{U X}\right]=E^{Y}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right)-E^{Y}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right] \mid \mathcal{F}_{l-1}^{U X}\right]$

$$
\begin{align*}
& =E^{Y}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right]-E^{Y}\left[E^{Y}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right] \mid \mathcal{F}_{l-1}^{U X}\right]  \tag{4.14}\\
& =E^{Y}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right]-E^{Y}\left[\mathcal{S}_{l}^{N}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right] \\
& =0,
\end{align*}
$$

for any $l \in \mathbb{N}$.
Therefore, $\left\{M_{n}^{N}(f), n \in \mathbb{N}\right\}$ is a zero-mean martingale in $n$ with respect to $Q^{Y}$.

### 4.2 Main results

### 4.2.1 Strong Law of Large Numbers

Now, we state and prove the Strong Law of Large Numbers for the fictitious particle system.

Theorem 4.1: Suppose that the unnormalized filter is defined as

$$
\begin{equation*}
\sigma_{n}(f)=E^{Q}\left(L_{n} f\left(X_{n}\right) \mid \mathcal{F}_{n}^{Y}\right), \tag{4.15}
\end{equation*}
$$

then for the fictitious particle system,

$$
\begin{equation*}
\mathcal{S}_{n}^{N} \Rightarrow \sigma_{n} \quad \text { a.s. } \quad\left[Q^{Y}\right], \tag{4.16}
\end{equation*}
$$

where $(\Rightarrow)$ means weak convergence.

Proof. Since by Lemma 2.3 and (4.6), we have $E^{Y}\left[\left|\mathcal{B}_{n}^{k}(f)\right|\right]<\infty$, for any $1 \leq k \leq$ $N$ and any function $f \in B(E)_{+}$.

Hence, it follows by the Strong Law of Large Numbers for independent and identically distributed random variables that

$$
\mathcal{S}_{n}^{N}(f)=\frac{1}{N} \sum_{k=1}^{N} \mathcal{B}_{n}^{k}(f) \rightarrow \sigma_{n}(f) \quad \text { a.s. } \quad\left[Q^{Y}\right]
$$

for any $f \in B(E)_{+}$.
Using the same set $A$ in Theorem 3.2, we can get

$$
\begin{equation*}
\mathcal{S}_{n}^{N} \Rightarrow \sigma_{n} \quad \text { a.s. } \quad\left[Q^{Y}\right] . \tag{4.17}
\end{equation*}
$$

### 4.2.2 Central Limit Theorem

To establish the variance in the Central Limit Theorem for the fictitious particle system, we need to define the remainder function $R_{l}(x)$,

$$
R_{l}(x)=\frac{\sigma_{l}(1)}{\sigma_{l-1}(1)}\left\{\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}-\left\lfloor\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}\right\rfloor-\left(\frac{\sigma_{l-1}(1) \gamma_{l}(x)}{\sigma_{l}(1)}-\left\lfloor\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}\right\rfloor\right)^{2}\right\},
$$

which is an artifact of our resampling procedure.
Let $M=\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}-\left\lfloor\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}\right\rfloor$. We can get a bound for $R_{l}(x)$

$$
\begin{align*}
R_{l}(x) & =\frac{\sigma_{l}(1)}{\sigma_{l-1}(1)}\left\{\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}-\left\lfloor\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}\right\rfloor-\left(\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}-\left\lfloor\frac{\sigma_{l-1}(1) \alpha_{l}(x)}{\sigma_{l}(1)}\right\rfloor\right)^{2}\right\} \\
& =\frac{\sigma_{l}(1)}{\sigma_{l-1}(1)}\left(M-M^{2}\right)  \tag{4.18}\\
& \leq \frac{\sigma_{l}(1)}{4 \sigma_{l-1}(1)} .
\end{align*}
$$

However, by the definition of the floor function, we have $0 \leq M<1$. Therefore

$$
\begin{equation*}
M-M^{2} \geq 0 \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{l}(x) \geq 0 . \tag{4.20}
\end{equation*}
$$

Now, we state and prove the Central Limit Theorem for the fictitious particle system.

Theorem 4.2: The fictitious particle system satisfies

$$
\begin{equation*}
\sqrt{N}\left(\mathcal{S}_{n}^{N}(f)-\sigma_{n}(f)\right) \Rightarrow \mathcal{N}\left(0, \gamma_{n}^{R}(f)\right) \quad \text { a.s. } \quad\left[Q^{Y}\right], \tag{4.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{n}^{R}(f)=\sum_{l=0}^{n} \sigma_{l}(1) \pi_{0} A_{1, l-1}\left[A_{l}\left(A_{l+1, n} f\right)^{2}-\alpha_{l}\left(K A_{l+1, n} f\right)^{2}+R_{l}\left(K A_{l+1, n} f\right)^{2}\right], \tag{4.22}
\end{equation*}
$$

for any $f$ (defined in Theorem 3.3).

Proof. For the fictitious particle system, we first establish the required second moment condition

$$
\begin{align*}
E^{Y}\left[\mathcal{B}_{n}^{k}(f)-\sigma_{n}(f)\right]^{2} & \leq 2\left\{E^{Y}\left[\mathcal{B}_{n}^{k}(f)\right]^{2}+E^{Y}\left[\sigma_{n}(f)\right]^{2}\right\}  \tag{4.23}\\
& \leq 2|f|_{\infty}^{2} E^{Y}\left[\left(N_{n}^{k} \mathcal{L}_{n}\right)^{2}\right]+2 \cdot \pi_{0} \times \pi_{0}\left(K_{\lambda}^{n}(f \times f)\right) .
\end{align*}
$$

Moreover, by (4.2),

$$
\begin{align*}
E^{Y}\left[\left(\mathcal{L}_{n} N_{n}^{k}\right)^{2} \mid \mathcal{F}_{n-1}^{U} \vee \mathcal{F}_{n}^{X}\right] & =\mathcal{L}_{n}^{2} \sum_{i=1}^{N_{n-1}^{k}}\left(E^{Y}\left[\left(N_{n}^{k, i}\right)^{2} \mid \mathcal{F}_{n-1}^{U} \vee \mathcal{F}_{n}^{X}\right]-\left|E^{Y}\left[N_{n}^{k, i} \mid \mathcal{F}_{n-1}^{U} \vee \mathcal{F}_{n}^{X}\right]\right|^{2}\right) \\
& +\sum_{i, j=1}^{N_{n-1}^{k}} E^{Y}\left[\mathcal{L}_{n} N_{n}^{k, i} \mid \mathcal{F}_{n-1}^{U} \vee \mathcal{F}_{n}^{X}\right] E^{Y}\left[\mathcal{L}_{n} N_{n}^{k, j} \mid \mathcal{F}_{n-1}^{U} \vee \mathcal{F}_{n}^{X}\right]  \tag{4.24}\\
& \left.=\mathcal{L}_{n}^{2} \sum_{i=1}^{N_{n-1}^{k}}\left\{\frac{\hat{\mathcal{L}}_{l}^{k, i}}{\mathcal{L}_{l}}-\left|\frac{\hat{\mathcal{L}}_{l}^{k, i}}{\mathcal{L}_{l}}\right|-\left(\frac{\hat{\mathcal{L}}_{l}^{k, i}}{\mathcal{L}_{l}}-\left\lvert\, \frac{\hat{\mathcal{L}}_{l}^{k, i}}{\mathcal{L}_{l}}\right.\right)\right)^{2}\right\} \\
& +\sum_{i, j=1}^{N_{n-1}^{k}} \mathcal{L}_{n-1}^{2} W_{n}^{k, i} W_{n}^{k, j} .
\end{align*}
$$

However, by the non-negativity and boundness of the function $g$, there is a $c_{Y}>0$
such that $\sup _{x \in E, j \leq n} \frac{g\left(Y_{j}-h(x)\right)}{g\left(Y_{j}\right)} \leq c_{Y}$. Therefore, by (4.24)

$$
\begin{equation*}
E^{Y}\left[\left(\mathcal{L}_{n} N_{n}^{k}\right)^{2}\right] \leq \frac{E^{Y}\left[\mathcal{L}_{n}^{2} N_{n-1}^{k}\right]}{4}+c_{Y}^{2} E^{Y}\left[\left(\mathcal{L}_{n-1} N_{n-1}^{k}\right)^{2}\right], \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
E^{Y}\left[N_{l}^{k}\right]=E^{Y}\left[N_{l-1}^{k} \frac{W_{l}^{k, i} L_{l-1}}{L_{l}}\right] \leq c_{Y} \frac{L_{l-1}}{L_{l}} E^{Y}\left[N_{l-1}^{k}\right] \quad \forall l=1, \ldots, n-1 . \tag{4.26}
\end{equation*}
$$

Using recursion on (4.25) and (4.26), one finds that

$$
\begin{equation*}
E^{Y}\left[\left(\mathcal{L}_{n} N_{n}^{k}\right)^{2}\right]<\infty . \tag{4.27}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
E^{Y}\left[\mathcal{B}_{n}^{k}(f)-\sigma_{n}(f)\right]^{2}<\infty . \tag{4.28}
\end{equation*}
$$

It follows by the Central Limit Theorem for independent and identically distributed random variables that

$$
\begin{equation*}
\sqrt{N}\left(\mathcal{S}_{n}^{N}(f)-\sigma_{n}(f)\right)=\frac{1}{\sqrt{N}} \sum_{k=1}^{N}\left(\mathcal{B}_{n}^{k}(f)-\sigma_{n}(f)\right) \Rightarrow \mathcal{N}\left(0, \gamma_{n}^{R}(f)\right) . \tag{4.29}
\end{equation*}
$$

Now, we calculate the random variance $\gamma_{n}^{R}(f)$. To simplify our notations, we abbreviate $M^{k}=M_{n}^{\mathbb{B}^{k}}(f)$. Therefore, by (4.4) and (4.8), we have

$$
\begin{align*}
M^{k} & =\sum_{l=0}^{n}\left[\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-E^{Y}\left[\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right]  \tag{4.30}\\
& =\sum_{l=0}^{n}\left[\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-\mathcal{B}_{l-1}^{k}\left(A_{l, n} f\right)\right],
\end{align*}
$$

with the convention $\mathcal{B}_{1}^{k}=\pi_{0}$, for any $1 \leq k \leq N$, and the martingale differences are

$$
\begin{align*}
& \mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-\mathcal{B}_{l-1}^{k}\left(A_{l, n} f\right)  \tag{4.31}\\
= & \sum_{i=1}^{N_{l}^{k}} \mathcal{L}_{l} A_{l+1, n} f\left(\mathcal{X}_{l}^{k, i}\right)-\sum_{i=1}^{N_{l-1}^{k}} \mathcal{L}_{l-1} A_{l, n} f\left(\mathcal{X}_{l-1}^{k, i}\right) \\
= & \sum_{i=1}^{N_{l-1}^{k}}\left\{\sum_{j=\mathcal{N}_{l}^{k, i}+1}^{N_{l}^{k i}+N_{l}^{k, i}} \mathcal{L}_{l} A_{l+1, n} f\left(\mathcal{X}_{l}^{k, j}\right)-\mathcal{L}_{l-1} \frac{g\left(Y_{l}-h\left(\mathcal{X}_{l-1}^{k, i}\right)\right)}{g\left(Y_{l}\right)} K A_{l+1, n} f\left(\mathcal{X}_{l-1}^{k, i}\right)\right\} \\
= & \sum_{i=1}^{N_{l-1}^{k-1}}\left\{\sum_{j=\mathcal{N}_{l}^{k, i}+1}^{N_{l}^{k, i}+N_{l}^{k, i}} \mathcal{L}_{l} A_{l+1, n} f\left(\mathcal{X}_{l}^{k, j}\right)-\hat{\mathcal{L}}_{l}^{k, i} K A_{l+1, n} f\left(\mathcal{X}_{l-1}^{k, i}\right)\right\} \\
= & \sigma_{l}(1) \sum_{i=1}^{N_{l-1}^{k}}\left\{\sum_{j=\mathcal{N}_{l}^{k, i}+1}^{\mathcal{N}_{l}^{k, i}+N_{l}^{k, i}} A_{l+1, n} f\left(X_{l}^{k, j}\right)-E^{Y}\left[\sum_{j=\mathcal{N}_{l}^{k, i}+1}^{N_{l}^{k,}+N_{l}^{k, i}} A_{l+1, n} f\left(\mathcal{X}_{l}^{k, j}\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right\} .
\end{align*}
$$

Therefore, by the independence of the $\{U\}$ as well as the independence of the $\{\xi\}$

$$
\begin{align*}
& E^{Y}\left[\left(\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-\mathcal{B}_{l-1}^{k}\left(A_{l, n} f\right)\right)^{2} \mid \mathcal{F}_{l-1}^{U X}\right]  \tag{4.32}\\
& =\sigma_{l}^{2}(1) \sum_{i_{1}, i_{2}=1}^{N_{l-1}^{k}}\left\{E^{Y}\left[\sum_{j_{1}=\mathcal{N}_{l}^{k_{i}, i_{1}}+1}^{\mathcal{N}_{l}^{k_{i}}+N_{l}^{k_{i}}} A_{l+1, n} f\left(X_{l}^{k, j_{1}}\right) \sum_{j_{2}=\mathcal{N}_{l}^{k, i_{2}}+1}^{\mathcal{N}_{l}^{k, i_{2}}+N_{l}^{k, i_{2}}} A_{l+1, n} f\left(X_{l}^{k, j_{2}}\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right. \\
& \left.-E^{Y}\left[\sum_{j_{1}=\mathcal{N}_{l}^{k, i_{1}}+1}^{\mathcal{N}_{l}^{k_{1}}+N_{l}^{k, i_{1}}} A_{l+1, n} f\left(X_{l}^{k, j_{1}}\right) \mid \mathcal{F}_{l-1}^{U X}\right] E^{Y}\left[\sum_{j_{2}=N_{l}^{k, i_{2}}+1}^{\mathcal{N}_{l}^{k, i_{2}}+N_{l}^{k_{i}, l_{2}}} A_{l+1, n} f\left(X_{l}^{k, j_{2}}\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right\} \\
& =\sigma_{l}^{2}(1) \sum_{i=1}^{N_{l-1}^{k}}\left\{E^{Y}\left[\left(\sum_{j=\mathcal{N}_{l}^{k_{i},}+1}^{\mathcal{N}_{l}^{k, i}+N_{l}^{k, i}} A_{l+1, n} f\left(\mathcal{X}_{l}^{k, j}\right)\right)^{2} \mid \mathcal{F}_{l-1}^{U X}\right]-\left(E^{Y}\left[\sum_{j=\mathcal{N}_{l}^{k, i}+1}^{\mathcal{N}_{l}^{k, i}+N_{l}^{k, i}} A_{l+1, n} f\left(X_{l}^{k, j}\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right)^{2}\right) .
\end{align*}
$$

However, by the independence of the $\{\xi\}$ again

$$
\begin{align*}
& E^{Y}\left[\left(\sum_{j=\mathcal{N}_{l}^{k, i}+1}^{N_{l}^{k, i}+N_{l}^{k, i}} A_{l+1, n} f\left(\mathcal{X}_{l}^{k, j}\right)\right)^{2} \mid \mathcal{F}_{l-1}^{U X}\right]  \tag{4.33}\\
= & E^{Y}\left[N_{l}^{k, i}\left\{K\left(A_{l+1, n} f\right)^{2}\left(\mathcal{X}_{l-1}^{k, i}\right)-\left(K A_{l+1, n} f\right)^{2}\left(\mathcal{X}_{l-1}^{k, i}\right)\right\}+\left(N_{l}^{k, i} K A_{l+1, n} f\right)^{2}\left(\mathcal{X}_{l-1}^{k, i}\right) \mid \mathcal{F}_{l-1}^{U X}\right] \\
= & \frac{\hat{\mathcal{L}}_{l}^{k, i}}{\mathcal{L}_{l}}\left\{K\left(A_{l+1, n} f\right)^{2}\left(\mathcal{X}_{l-1}^{k, i}\right)-\left(K A_{l+1, n} f\right)^{2}\left(\mathcal{X}_{l-1}^{k, i}\right)\right\} \\
+ & \left.\left.\left\{\left(\frac{\hat{\mathfrak{L}}_{l}^{k, i}}{\mathcal{L}_{l}}\right)^{2}+\left(\frac{\hat{\mathfrak{L}}_{l}^{k, i}}{\mathcal{L}_{l}}-\left\lvert\, \frac{\hat{\mathfrak{L}}_{l}^{k, i}}{\mathcal{L}_{l}}\right.\right]\right)-\left(\frac{\hat{\mathfrak{L}}_{l}^{k, i}}{\mathcal{L}_{l}}-\left\lvert\, \frac{\hat{\mathcal{L}}_{l}^{k, i}}{\mathcal{L}_{l}}\right.\right]\right)^{2}\right\}\left(K A_{l+1, n} f\right)^{2}\left(\mathcal{X}_{l-1}^{k, i}\right),
\end{align*}
$$

and

$$
\begin{align*}
\left(E^{Y}\left[\sum_{j=N_{l}^{k, i}+1}^{\mathcal{N}_{l}^{k, i}+N_{l}^{k, i}} A_{l+1, n} f\left(\mathcal{X}_{l}^{k, j}\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right)^{2} & =\left(E^{Y}\left[N_{l}^{k, i} K A_{l+1, n} f\left(\mathcal{X}_{l-1}^{k, i}\right) \mid \mathcal{F}_{l-1}^{U X}\right]\right)^{2}  \tag{4.34}\\
& =\left(\frac{\hat{\mathcal{L}}_{l}^{k, i}}{\mathcal{L}_{l}}\right)^{2}\left(K A_{l+1, n} f\right)^{2}\left(\mathcal{X}_{l-1}^{k, i}\right)
\end{align*}
$$

Combining the last three equations, we can find that

$$
\begin{align*}
& E^{Y}\left[\left(\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-\mathcal{B}_{l-1}^{k}\left(A_{l, n} f\right)\right)^{2} \mid \mathcal{F}_{l-1}^{U X}\right]  \tag{4.35}\\
= & \sigma_{l}(1) \mathcal{B}_{l-1}^{k}\left(A_{l}\left(A_{l+1, n} f\right)^{2}-\alpha_{l}\left(K A_{l+1, n} f\right)^{2}+R_{l}\left(K A_{l+1, n} f\right)^{2}\right)
\end{align*}
$$

By (4.4), we have

$$
\begin{align*}
\gamma_{n}^{R}(f) & =\sum_{l=0}^{n} E^{Y}\left[\left(\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-\mathcal{B}_{l-1}^{k}\left(A_{l, n} f\right)\right)^{2}\right]  \tag{4.36}\\
& =\sum_{l=0}^{n} E^{Y}\left[E^{Y}\left[\left(\mathcal{B}_{l}^{k}\left(A_{l+1, n} f\right)-\mathcal{B}_{l-1}^{k}\left(A_{l, n} f\right)\right)^{2} \mid \mathcal{F}_{l-1}^{U X}\right]\right] \\
& =\sum_{l=0}^{n} \sigma_{l}(1) E^{Y}\left[\mathcal{B}_{l-1}^{k}\left(A_{l}\left(A_{l+1, n} f\right)^{2}-\alpha_{l}\left(K A_{l+1, n} f\right)^{2}+R_{l}\left(K A_{l+1, n} f\right)^{2}\right)\right] \\
& =\sum_{l=0}^{n} \sigma_{l}(1) \pi_{0} A_{1, l-1}\left[A_{l}\left(A_{l+1, n} f\right)^{2}-\alpha_{l}\left(K A_{l+1, n} f\right)^{2}+R_{l}\left(K A_{l+1, n} f\right)^{2}\right] .
\end{align*}
$$

Remark: To make the calculations simpler, we cancel the remainder term of the variance of the Central Limit Theorem. By (4.6) and (2.44), we can get the expectation of the random variance $\gamma_{n}^{R}(f)$

$$
\begin{align*}
E^{Q}\left[\gamma_{n}^{R}(f)\right] & =\sum_{l=0}^{n} E^{Q}\left[\sigma_{l}(1) \mathcal{B}_{l-1}^{k}\left(A_{l}\left(A_{l+1, n} f\right)^{2}-\left(K A_{l+1, n} f\right)^{2} \gamma_{l}\right)\right]  \tag{4.37}\\
& =\sum_{l=0}^{n} E^{Q}\left[\sigma_{l-1}\left(\gamma_{l}\right) \sigma_{l-1}\left[\left(K\left(A_{l+1, n} f\right)^{2}-\left(K A_{l+1, n} f\right)^{2}\right) \gamma_{l}\right]\right] \\
& =\sum_{l=0}^{n} E^{Q}\left\{\sigma _ { l - 1 } ( \gamma _ { l } ) \sigma _ { l - 1 } \left[\gamma _ { l } ( y ) \left(\iint K_{\lambda}^{n-l}(f \times f)(z, z) K(y, \mathrm{~d} z)\right.\right.\right. \\
& \left.\left.\left.-\iint K_{\lambda}^{n-l}(f \times f)(z, \zeta) K(y, \mathrm{~d} z) K(y, \mathrm{~d} \zeta)\right)\right]\right\} \\
& =\sum_{l=0}^{n} \iint\left(\pi_{0} \times \pi_{0}\right) K_{\lambda}^{l-1}(\mathrm{~d} x, \mathrm{~d} y)\left[\bar{K}_{1}-K_{1}\right] K_{\lambda}^{n-l}(f \times f)(y, y) \lambda(x, y) .
\end{align*}
$$

where $K_{1}$ and $\bar{K}_{1}$ are the combined kernels when $\lambda \equiv 1$.

Now, we calculate some particular examples to compare the expected variances of the Central Limit Theorem for both particle systems.

Suppose that the sensor function $h(x)=x$ and the probability density function
$g(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}$, then the observation variability function is

$$
\begin{equation*}
\lambda(x, \xi)=\exp (h(x) h(\xi))=\exp (x \xi) \tag{4.38}
\end{equation*}
$$

Let the Markov transition kernel as $K(x, \mathrm{~d} z)=\sqrt{\frac{2}{\pi}} e^{-2(x-z)^{2}} \mathrm{~d} z$, then we have

$$
\begin{align*}
\bar{K}_{\lambda}(x, \mathrm{~d} z) & =K(x, \mathrm{~d} z) \lambda(x)  \tag{4.39}\\
& =\sqrt{\frac{2}{\pi}} e^{-2(x-z)^{2}} \mathrm{~d} z \cdot e^{x^{2}} \\
& =\sqrt{\frac{2}{\pi}} e^{-x^{2}+4 x z-2 z^{2}} \mathrm{~d} z,
\end{align*}
$$

and

$$
\begin{align*}
K_{\lambda}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta) & =K(x, \mathrm{~d} z) K(\xi, \mathrm{~d} \zeta) \lambda(x, \xi)  \tag{4.40}\\
& =\frac{2}{\pi} e^{-2(x-z)^{2}} \mathrm{~d} z \cdot e^{-2(\xi-\zeta)^{2}} \mathrm{~d} \zeta \cdot e^{x \xi} \\
& =\frac{2}{\pi} e^{x \xi-2 x^{2}+4 x z-2 z^{2}-2 \xi^{2}+4 \xi \zeta-2 \zeta^{2}} \mathrm{~d} z \mathrm{~d} \zeta .
\end{align*}
$$

Using $\bar{K}_{\lambda}^{l+1}(x, \mathrm{~d} z)=\int \bar{K}_{\lambda}^{l}(\zeta, \mathrm{~d} z) \bar{K}_{\lambda}(x, \mathrm{~d} \zeta)$, we have

$$
\begin{align*}
\bar{K}_{\lambda}^{2}(x, \mathrm{~d} z) & =\int \bar{K}_{\lambda}(\zeta, \mathrm{d} z) \bar{K}_{\lambda}(x, \mathrm{~d} \zeta)  \tag{4.41}\\
& =\frac{2}{\pi} \int_{-\infty}^{\infty} e^{-x^{2}+4 x \zeta-2 \zeta^{2}} \mathrm{~d} \zeta \cdot e^{-\zeta^{2}+4 z \zeta-2 z^{2}} \mathrm{~d} z \\
& =\frac{2}{\pi} e^{-x^{2}-2 z^{2}} \mathrm{~d} z \int_{-\infty}^{\infty} e^{-3 \zeta^{2}+4(x+z) \zeta} \mathrm{d} \zeta \\
& =\frac{2}{\sqrt{3 \pi}} e^{-\frac{2}{3} z^{2}+\frac{8}{3} x z+\frac{1}{3} x^{2}} \mathrm{~d} z
\end{align*}
$$

and

$$
\begin{align*}
\bar{K}_{\lambda}^{3}(x, \mathrm{~d} z) & =\int \bar{K}_{\lambda}^{2}(\zeta, \mathrm{~d} z) \bar{K}_{\lambda}(x, \mathrm{~d} \zeta)  \tag{4.42}\\
& =\frac{2 \sqrt{2}}{\sqrt{3} \pi} \int_{-\infty}^{\infty} e^{-\frac{2}{3} z^{2}+\frac{8}{3} \zeta z+\frac{1}{3} \zeta^{2}} \mathrm{~d} z \cdot e^{-x^{2}+4 x \zeta-2 \zeta^{2}} \mathrm{~d} \zeta \\
& =\frac{2 \sqrt{2}}{\sqrt{3} \pi} e^{-\frac{2}{3} z^{2}-x^{2}} \mathrm{~d} z \int_{-\infty}^{\infty} e^{-\frac{5}{5} \zeta^{2}+\left(\frac{8}{3} z+4 x\right) \zeta} \mathrm{d} \zeta \\
& =\frac{2 \sqrt{2}}{\sqrt{3} \pi} e^{\frac{6}{15} z^{2}+\frac{16}{5} x z+\frac{7}{3} x^{2}} \mathrm{~d} z,
\end{align*}
$$

and

$$
\begin{align*}
\bar{K}_{\lambda}^{4}(x, \mathrm{~d} z) & =\int \bar{K}_{\lambda}^{3}(\zeta, \mathrm{~d} z) \bar{K}_{\lambda}(x, \mathrm{~d} \zeta)  \tag{4.43}\\
& =\frac{4}{\sqrt{5} \pi} \int_{-\infty}^{\infty} e^{\frac{5}{16} z^{2}+\frac{16}{5} \zeta z+\frac{7}{3} \zeta^{2}} \mathrm{~d} z \cdot e^{-x^{2}+4 x \zeta-2 \zeta^{2}} \mathrm{~d} \zeta \\
& =\frac{4}{\sqrt{5} \pi} e^{\frac{6}{1 z^{2}-x^{2}}} \mathrm{~d} z \int_{-\infty}^{\infty} e^{\frac{1}{5} 5^{2}+\left(4 x+\frac{16}{5}\right) \zeta} \mathrm{d} \zeta,
\end{align*}
$$

But the integration $\int_{-\infty}^{\infty} e^{\frac{1}{5} \xi^{2}+\left(4 x+\frac{16}{5} z\right) \zeta} \mathrm{d} \zeta$ is infinite. By (3.35), the expected variance of the weighted particle system is

$$
\begin{equation*}
E^{Q}\left[\gamma_{n}^{W}(f)\right]=\sum_{l=0}^{n} \pi_{0} \bar{K}_{\lambda}^{l-1}\left[\bar{K}_{\lambda}-K_{\lambda}\right] K_{\lambda}^{n-l}(f \times f) . \tag{4.44}
\end{equation*}
$$

When $n \geq 5$, the $5^{\text {th }}$ term of the sum is $\pi_{0} \bar{K}_{\lambda}^{4}\left[\bar{K}_{\lambda}-K_{\lambda}\right] K_{\lambda}^{n-5}(f \times f)$ and will be infinite. Therefore, the expected variance of the weighted particle system will be infinite.

Now, we calculate the expected variance of the fictitious particle system. Using

$$
\begin{equation*}
K_{\lambda}^{l+1}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta)=\iint K_{\lambda}^{l}(y, \theta, \mathrm{~d} z, \mathrm{~d} \zeta) K_{\lambda}(x, \xi, \mathrm{~d} y, \mathrm{~d} \theta) \tag{4.45}
\end{equation*}
$$

we have,

$$
\begin{align*}
K_{\lambda}^{2}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta)= & \iint_{\lambda} K_{\lambda}(y, \theta, \mathrm{~d} z, \mathrm{~d} \zeta) K_{\lambda}(x, \xi, \mathrm{~d} y, \mathrm{~d} \theta)  \tag{4.46}\\
= & \frac{2}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left(y \theta-2 y^{2}+4 y z-2 z^{2}-2 \theta^{2}+4 \theta \zeta-2 \zeta^{2}\right) \mathrm{d} z \mathrm{~d} \zeta \\
& \cdot \frac{2}{\pi} \exp \left(x \xi-2 x^{2}+4 y x-2 y^{2}-2 \xi^{2}+4 \xi \theta-2 \theta^{2}\right) \mathrm{d} y \mathrm{~d} \theta \\
= & \frac{4}{\pi^{2}} \exp \left(-2 z^{2}-2 \zeta^{2}+x \xi-2 x^{2}-2 \xi^{2}\right) \mathrm{d} z \mathrm{~d} \zeta \\
& \cdot \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[y \theta-4 y^{2}+4(x+z) y-4 \theta^{2}+4(\zeta+\xi) \theta\right] \mathrm{d} y \mathrm{~d} \theta .
\end{align*}
$$

The integration is calculated as

$$
\begin{align*}
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[y \theta-4 y^{2}+4(x+z) y-4 \theta^{2}+4(\zeta+\xi) \theta\right] \mathrm{d} y \mathrm{~d} \theta  \tag{4.47}\\
= & \frac{2 \pi}{\sqrt{63}} \exp \left[\frac{63}{64}(x+z)^{2}+\frac{63}{64}(\zeta+\xi)^{2}+\frac{16}{63}(x+z)(\zeta+\xi)\right] \\
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\sqrt{63}}{2 \pi} \exp \left\{-4\left[\theta-\left(\frac{4}{63}(x+z)+\frac{32}{63}(\xi+\zeta)\right)\right]^{2}-4\left[y-\left(\frac{32}{63}(x+z)+\frac{4}{63}(\xi+\zeta)\right)\right]^{2}\right. \\
+ & {\left.\left[\theta-\left(\frac{4}{63}(x+z)+\frac{32}{63}(\xi+\zeta)\right)\right]\left[y-\left(\frac{32}{63}(x+z)+\frac{4}{63}(\xi+\zeta)\right)\right]\right\} \mathrm{d} y \mathrm{~d} \theta, }
\end{align*}
$$

Notice that the last two lines of (4.47) is a two-dimensional Gaussian distribution. Therefore, we have

$$
\begin{aligned}
& K_{\lambda}^{2}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta) \\
= & \frac{4}{\pi^{2}} \exp \left(-2 z^{2}-2 \zeta^{2}+x \xi-2 x^{2}-2 \xi^{2}\right) \mathrm{d} z \mathrm{~d} \zeta \\
& \cdot \frac{2 \pi}{\sqrt{63}} \exp \left[\frac{63}{64}(x+z)^{2}+\frac{63}{64}(\zeta+\xi)^{2}+\frac{16}{63}(x+z)(\zeta+\xi)\right] \\
= & \frac{8}{\sqrt{63} \pi} \exp \left[-\frac{62}{63}\left(x^{2}+\xi^{2}+\zeta^{2}+z^{2}\right)+\frac{79}{63} x \xi+\frac{128}{63}(x z+\zeta \xi)+\frac{16}{62}(x \zeta+z \zeta+z \xi)\right] \mathrm{d} z \mathrm{~d} \zeta .
\end{aligned}
$$

The idea of calculating $K_{\lambda}^{2}$ is that: we try to divide the integration into two parts. The first part is the integration of the probability density function of a Gaussian distributed random vector. The second part is the integration of some remainder terms. By the same technique, we can calculate $K_{\lambda}^{3}$ and $K_{\lambda}^{4}$, respectively,

$$
\begin{aligned}
& K_{\lambda}^{3}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta) \\
= & \frac{16}{\sqrt{63} \pi^{2}} \exp \left(-\frac{62}{63} z^{2}--\frac{62}{63} \zeta^{2}+\frac{16}{63} z \zeta+x \xi-2 x^{2}-2 \xi^{2}\right) \\
& \frac{2 \sqrt{63} \pi}{\sqrt{2145}} \exp \left[\frac{188}{2145}\left(\frac{128}{63} z+\frac{16}{63} \zeta+4 x\right)^{2}+\frac{188}{2145}\left(\frac{128}{63} \zeta+\frac{16}{63} z+4 \xi\right)^{2}\right. \\
+ & \left.\frac{79}{2145}\left(\frac{128}{63} z+\frac{16}{63} \zeta+4 x\right)\left(\frac{128}{63} \zeta+\frac{16}{63} z+4 \xi\right)\right] \mathrm{d} z \mathrm{~d} \zeta \\
= & \frac{32}{\sqrt{2145} \pi} \exp \left[-\frac{1282}{2145}\left(x^{2}+\xi^{2}+\zeta^{2}+z^{2}\right)+\frac{1264}{2145} z \zeta+\frac{3409}{2145} x \xi\right. \\
+ & \left.\frac{3136}{2145}(x z+\zeta \xi)+\frac{1024}{2145}(x \zeta+z \xi)\right] \mathrm{d} z \mathrm{~d} \zeta .
\end{aligned}
$$

and

$$
\begin{aligned}
& K_{\lambda}^{4}(x, \xi, \mathrm{~d} z, \mathrm{~d} \zeta) \\
= & \frac{64}{\sqrt{2145} \pi^{2}} \exp \left(-\frac{1282}{2145} z^{2}--\frac{1282}{2145} \zeta^{2}+\frac{1264}{2145} z \zeta+x \xi-2 x^{2}-2 \xi^{2}\right) \mathrm{d} z \mathrm{~d} \zeta . \\
& \frac{4290 \pi}{\sqrt{112567455}} \exp \left[\frac{796}{7497}\left(\frac{3136}{2145} z+\frac{1024}{2145} \zeta+4 x\right)^{2}+\frac{796}{7497}\left(\frac{3136}{2145} \zeta+\frac{1024}{2145} z+4 \xi\right)^{2}\right. \\
+ & \left.\frac{487}{7497}\left(\frac{3136}{2145} z+\frac{1024}{2145} \zeta+4 x\right)\left(\frac{3136}{2145} \zeta+\frac{1024}{2145} z+4 \xi\right)\right] . \\
= & \frac{128}{\sqrt{52479} \pi} \exp \left[-\frac{2258}{7497}\left(x^{2}+\xi^{2}+\zeta^{2}+z^{2}\right)+\frac{6125}{7497} z \zeta+\frac{15289}{7497} x \xi\right. \\
+ & \left.\frac{10240}{7497}(x z+\zeta \xi)+\frac{5888}{7497}(x \zeta+z \xi)\right] \mathrm{d} z \mathrm{~d} \zeta .
\end{aligned}
$$

By (4.37), the expected variance of the fictitious particle system is
$E^{Q}\left[\gamma_{n}^{R}(f)\right]=\sum_{l=0}^{n} \iint\left(\pi_{0} \times \pi_{0}\right) K_{\lambda}^{l-1}(\mathrm{~d} x, \mathrm{~d} y)\left[\bar{K}_{1}-K_{1}\right] K_{\lambda}^{n-l}(f \times f)(y, y) \lambda(x, y)$.

If $n=5$, the expected variance of the fictitious particle system is

$$
\begin{equation*}
\sum_{l=0}^{5} \iint\left(\pi_{0} \times \pi_{0}\right) K_{\lambda}^{l-1}(\mathrm{~d} x, \mathrm{~d} y)\left[\bar{K}_{1}-K_{1}\right] K_{\lambda}^{5-l}(f \times f)(y, y) \lambda(x, y) \tag{4.50}
\end{equation*}
$$

By the previous calculations, we can see that $K_{\lambda}^{i}$ is finite when $i \leq 4$. Therefore, the expected variance of the fictitious particle system is still finite when $n=5$. However, as we have showed before, the expected variance of the weighted particle system is infinite when $n=5$. Hence, we have showed that, under these conditions, the expected variance of the fictitious particle system is less than that of the weighted particle system.

## Chapter 5

## Summary and Future Work

In the thesis, we introduce two particle systems: weighted particle system and fictitious particle system, to approximate the unnormalized filter in the filtering problem. We prove the Strong Law of Large Numbers and the Central Limit Theorem for both systems, and calculate the variances as well as the expected variances of the Central Limit Theorem. Under some particular examples, we have showed that the expected variance of the fictitious particle system is much less than that of the classical classical weighted particle system.

In the previous calculations, we always eliminate the remainder term of the variance of the fictitious particle system. But in reality, the remainder term exists since the resampling process will create a lot of noise. In the future, it will be of great interest to find some methods to eliminate the remainder term. In addition, we could investigate more examples proving that the expected variance of the fictitious particle system is less than that of the weighted particle system.

In this thesis, we only discuss and analyze the fictitious particle system, which is mathematically simpler but can not be implemented on a computer. We know that the fictitious particle system is a coupling to the new resampled particle system in-
troduced in Chapter 1. In the future, we could analyze the computer-implementable resampled particle system with the results of the thesis.
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