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Abstract 

This research work addresses problems related to the application of hybrid automatic re­

peat request (ARQ) protocols to wireless communication systems to provide reliable data 

transmission. In particular, techniques that facilitate ARQ to be used in conjunction with 

forward error correcting (FEC) coding are investigated and proposed. 

Hybrid ARQ uses a concatenated error control coding scheme that consists of an outer 

error detection code and an inner error correction code. These two codes are traditionally 

decoded separately. In this research work, the theoretical potential of, and practical methods 

to, improve the decoding performance of the error correction code that is used in hybrid 

ARQ have been investigated. One possible method is to apply the list decoding algorithm 

to the error correction code to generate a list of more than one codewords, and use the outer 

error detection code to select the correct codeword. An improved analysis for list decoding 

is proposed and applied to terminated convolutional codes and turbo codes. An efficient 

list decoding algorithm for turbo codes is proposed, and it is shown that this approach 

achieves better performance than the list decoding algorithms reported in the literature. 

A sub-block recovery scheme is proposed for turbo coded systems that use a sub-block 

structure, where a data block for a turbo code contains several sub-blocks, each protected 

by an error detection code. Analysis shows that this scheme results in improvement to sub-

optimal iterative decoding. A type II hybrid ARQ scheme with incremental redundancy 

for systems that use turbo codes and the sub-block structure is developed, and several 

techniques, including sub-block recovery, built-in CRC and a frequent terminating of the 

turbo code are used to improve the throughput performance. 

In this research work, hybrid ARQ for multiple antenna systems has also been investi­

gated. The discussion is limited to the layered space time (LST) approach with the channel 

state information assumed to be available only at the receiver. A system model that is 

applicable to multiple ARQ processes is proposed. Based on this system model, symbol 

level joint detection algorithms for multiple ARQ transmission are developed. Computer 

simulations are performed to compare the performance of single hybrid ARQ and multiple 



hybrid ARQ transmissions. It is found that with linear detection, single hybrid ARQ out­

performs multiple hybrid ARQ in the high signal to noise ratio (SNR) region. With the 

vertical Bell Labs space time (V-BLAST) architecture, multiple hybrid ARQ outperforms 

single hybrid ARQ. 
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Chapter 1 

Introduction 

1.1 Hybrid ARQ and its application in wireless communica­
tion systems 

In a communication system, if there only exists a one-way channel, forward error correcting 

(FEC) codes can be used for error control. At the transmitter, the information bits are en­

coded into codewords that are transmitted through the channel. At the receiver, a decoder 

estimates the value of the information bits based on the received words. If appropriately 

designed, the amount of redundancy introduced by the encoder can ensure successful recov­

ery of the information bits in the majority of cases. However, if the decoder fails to recover 

the information bits, a remedy for this erroneous transmission is not possible because of 

the one-way nature of the communication which results in the transmitter being unaware 

of the decoding failure at the receiver. 

If a feedback channel is available in the communication system, automatic repeat re­

quest (ARQ) procedures can be used to increase system reliability. At the transmitter, the 

information bits are divided into packets, and each packet is encoded by an error detection 

code before transmission. The receiver can then check the integrity of the received frames, 

and acknowledges the latest accepted packets by sending acknowledgements (ACKs) back 

to the transmitter using the feedback channel. By establishing an appropriate protocol, 

retransmissions can be arranged upon the occurrence of a transmission error, and there­

fore reliable communication is possible although there is no guarantee that each individual 

transmission is successful. 

Pure ARQ schemes 

In the following discussion, it is assumed that the transmitter fetches packets from a full 

source queue, and that it is the objective of the receiver to deliver packets free of error in 
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their original order to the destination. 

In a pure ARQ protocol, each packet received from the queue is encoded at the trans­

mitter by an error detection code; a cyclic redundancy check (CRC) code is commonly used 

for this purpose. A frame is formed with a sequence number and the coded packet. "Pure" 

in this instance means that only error detection is involved and no error correcting code is 

used. 

Depending on the availability of buffers at the transmitter and the receiver, a pure ARQ 

scheme can use one of three basic retransmission protocols, namely, stop-and-wait (SAW), 

go-back-A/" (GBN) and selective-repeat (SR) [1]. 

If buffers are not available at either the transmitter or the receiver, the stop-and-wait 

protocol can be used. In stop-and-wait, the transmitter and the receiver communicate one 

frame at a time. The transmitter sends out a frame, starts a timer, and waits for an acknowl­

edgement. If the transmitter does not receive an acknowledgement for this frame before the 

time-out expires, it retransmits the frame. Upon receiving a valid acknowledgement for this 

frame, the transmitter sends the next frame. Any acknowledgement that contains detected 

errors or any acknowledgement for a frame other than the one most recently transmitted 

is ignored by the transmitter. At the receiver, a frame is checked upon arrival. If an error 

is detected in the frame, the receiver discards the frame and does not send anything back 

to the transmitter. If the frame passes the error check and if it contains the expected se­

quence number, the receiver sends back an acknowledgement for the current frame. The 

acknowledgement contains the sequence number of the next frame that the receiver expects. 

However, if the received frame does not have the expected sequence number, the receiver 

discards the frame, and resends an acknowledgement for the most recently accepted frame. 

The stop-and-wait protocol is illustrated in Fig. 1.1, where the first transmission of frame 

2 and the acknowledgement for the first transmission of frame 3 are lost in the channel. 

The fact that the transmitter is idle when awaiting for the acknowledgement is a major 

source of inefficiency in the stop-and-wait protocol, especially when the delay-bandwidth 

product of the channel is high. 

To improve the efficiency, an ARQ protocol can be designed to utilize the forward 

channel when the transmitter is waiting for the acknowledgement for a frame. To enable 

the transmission of subsequent frames while there are frames not yet acknowledged by the 

receiver, a buffer has to be made available to the transmitter to save the transmitted but 

not yet acknowledged frames in case they need to be retransmitted in the future. 

If a buffer is only available at the transmitter, but not at the receiver, the go-back-jV 
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Figure 1.1: The stop-and-wait protocol. 

protocol can be employed to achieve more efficient transmission compared to the stop-and-

wait protocol. In the go-back-A/" protocol, a buffer that can store exactly A/" frames is > 

assumed to be available at the transmitter. As long as there is room in the buffer for a 

new frame, the transmitter fetches a packet from the source queue, forms and sends out 

a frame, starts a timer, and saves the frame in the buffer. Therefore, the processing of 

multiple frames is pipelined to keep the forward channel busy. However, if there is no room 

in the buffer for a new frame, the transmitter does not fetch a new packet from the queue. 

If an error-free acknowledgement for a frame stored in the buffer is received, that frame 

together with any frames transmitted before that frame are cleared from the buffer. Any 

error-free acknowledgement for a frame not stored in the buffer is ignored. If the time-out 

for the oldest frame in the buffer expires, the frames in the buffer are retransmitted in their 

original order. In the go-back-A/" protocol, the processing at the receiver is exactly the same 

as that described previously for the stop-and-wait protocol. 

The go-back-Af protocol is illustrated in Fig. 1.2, where the first transmission of frame 

4 and the acknowledgement for the first transmission of frame 8 are lost in the channel. 

It is worth noting that, in the go-back-A/" protocol, after the receiver discards a frame 

that contains errors, it will also discard all the subsequently received frames that have 

higher sequence numbers until it receives retransmission of the frame that was corrupted 

in the channel. In the case of a transmission error, the loss of the transmission time in the 

go-back-A/" protocol is similar to that in the stop-and-wait protocol. Therefore, compared 

to the stop-and-wait protocol, although go-back-A/" protocol improves the efficiency when 

there is no error during the transmission by keeping the forward channel busy, it does not 

improve the efficiency in the case of transmission errors. 

To further improve the efficiency, an ARQ protocol can be designed to make use of 

the transmission time between the original transmission and the retransmission of an unac­

knowledged frame. To enable the acceptance of the correctly received out-of-order frames 

3 



Figure 1.2: The go-back-Af protocol. "Discarded" means that the received frame is dis­
carded by the receiver. 

transmitted following an unacknowledged frame and before the retransmission of that un­

acknowledged frame, a buffer has to be made available to the receiver to store those frames 

until the previously unacknowledged frame is correctly received. 

If buffers are available at both the transmitter and the receiver, the selective-repeat 

protocol can be used to achieve higher efficiency compared to the go-back-A/" protocol. In 

the selective-repeat protocol, buffers that can store exactly A/" and M. frames are assumed 

to be available at the transmitter and the receiver, respectively. As long as there is room in 

the transmit buffer for a new frame, the transmitter fetches a packet from the source queue, 

forms and sends out a frame, starts a timer, and saves the frame in the buffer. However, if 

there is no room in the buffer for a new frame, the transmitter does not fetch a new packet 

from the queue. If an error-free acknowledgement for a frame stored in the buffer is received, 

that frame together with any frames transmitted before that frame are cleared from the 

buffer. An error-free acknowledgement for a frame not stored in the buffer is ignored. If a 

time-out for the least recently transmitted or retransmitted frame in the buffer expires, the 

frame is retransmitted and the timer for that frame is reset. 

The receiver can buffer up to M. frames, and therefore expects to receive and is willing 

to buffer packets with sequence numbers at most M. — 1 greater than that of the packet with 

the smallest packet number that has not yet been delivered to the destination. A frame 

is checked upon arrival. If error is detected in the frame, the receiver discards the frame 

and does not send anything back to the transmitter. If the frame passes the error check, 

and the frame is one of the expected frames, it is accepted and buffered. If this frame has 
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Figure 1.3: The selective-repeat protocol. 

the smallest sequence number of the expected frames, an acknowledgement is transmitted 

for that frame, and the frame together with any accepted subsequent in-order frames are 

delivered to the destination and cleared from the receive buffer. Otherwise, if the frame does 

not have the least sequence number of the expected frames, an acknowledgement is sent 

with the least sequence number of the expected frames. If the frame passes the error check, 

but is not one of the expected frames, the frame is discarded and an acknowledgement is 

sent with the least sequence number of the expected frames. 

The selective-repeat protocol is illustrated in Fig. 1.3, where the first transmission 

of frame 4 and the acknowledgement for the first transmission of frame 8 are lost in the 

channel. 

One essential performance metric for an ARQ protocol is the throughput, r/, which can 

be defined as the reciprocal of the average number of encoded data bits the transmitter 

could have sent continuously during the time required for a single user data bit to be 

accepted by the receiver. Suppose each packet contains K bits of user data and is encoded 

into a codeword of N bits by a binary error detection code of rate r = K/N. Let Pf 

denote the frame error rate; (1 — Pf) is then the probability that a transmitted frame is 

received correctly. Let F be the number of frames that can be transmitted during the round 

trip delay of the channel. Assuming that F is an integer, that both J\f and M. equal F 

for the go-back-AT and the selective-repeat protocols, ignoring the overhead introduced by 

the sequence number and the acknowledgements, the throughput for the stop-and-wait, go-

back-A/", and selective-repeat ARQ protocols, denoted by T)SAW, "HGBN, VSR, respectively, 

can be expressed as [2] 
(! - Pf)r , s 

VSAW = 1 + " ' ( L 1 ) 
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rtoss = [
JTf^, (1-2) 

VSR = (1-Pf)r. (1-3) 

Equations (1.1)- (1.3) indicate that, among the three ARQ protocols, the selective-

repeat protocol achieves the highest throughput, and that this throughput is determined 

by the frame error rate and the rate of the error detection code. The denominators in 

equations (1.2) and (1.3) clearly explain the sources of the inefficiency of the stop-and-wait 

and the go-back-A/" protocols. In the stop-and-wait protocol, the transmission of each frame 

is accompanied by an idle period on the forward channel equal to the duration of a round 

trip delay, which could have been used to transmit F frames. Equivalently, the transmission 

of each encoded bit, either correctly received or not, occupies the duration that could have 

been used to transmit (1 + T) encoded bits. In the go-back-jV protocol, each frame that 

does not encounter errors during transmission does not incur any idle period on the forward 

channel, however, the transmission of each frame that encounters errors, as in the stop-

and-wait protocol, is still acompanied by an idle period on the forward channel with a 

duration equal to the round trip delay. Equivalently, the transmission of each encoded bit, 

on average, occupies the duration that could have been used to transmit (1 + FPf) encoded 

bits. 

Hybrid ARQ schemes 

From (1.1 - 1.3), no matter which protocol is used, an underlying problem associated with 

the pure ARQ scheme is that if the channel quality deteriorates, the increased frequency of 

retransmission requests has a severe impact on the throughput. 

Hybrid ARQ, first introduced by Wozencraft and Horstein in [3], uses FEC in conjunc­

tion with error detection to improve throughput performance over the noisy channel. In a 

hybrid ARQ system, at the transmitter, packets are first encoded by an error detection code 

and then encoded by an FEC code. At the receiver, the FEC code is decoded first, and the 

decoded results are fed into an error detector. FEC reduces the frequency of retransmission 

by correcting the most frequently occurring error patterns. When FEC fails to correct an 

error pattern and the errors are detected by the error detection code, the receiver requests 

a retransmission. The hybrid ARQ scheme can provide throughput similar to that of FEC 

while offering reliability performance typical of ARQ schemes. 

Hybrid ARQ can employ one of the previously discussed retransmission protocols: stop-

and-wait, go-back-jV or selective-repeat. Furthermore, depending on whether the failed 
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transmission attempts are rejected or saved for further combining, hybrid ARQ can be 

classified as type-I hybrid ARQ and type-II hybrid ARQ [2]. 1 

In a type-I hybrid ARQ system, the noisy packet that causes the retransmission request 

is discarded by the receiver. During retransmission, the transmitter sends the same coded 

packet as during the first transmission attempt. The retransmitted packet is decoded at 

the receiver without combining with the previously transmitted packet. 

In a type-II hybrid ARQ system, the noisy packet that caused retransmission is stored 

by the receiver for combining with retransmitted packets. Two basic approaches can be 

used to perform this combining: 

a: Diversity combining: the transmitter retransmits the same packet as in the original 

transmission and the receiver combines the replicas before decoding. 

b: Incremental redundancy (IR): upon receipt of the retransmission request, the trans­

mitter transmits additional symbols instead of another copy of the packet it sent in the 

previous transmission attempt. In this approach, the transmitter usually employs a rate 

compatible code, e.g., a rate compatible punctured convolutional (RCPC) code [5] or a rate 

compatible punctured turbo (RCPT) code [6]. Rate compatible codes are from families of 

codes of distinct rates that satisfy the rate compatibility constraint [5]. The rate compatible 

constraint for a family of codes requires that all the symbols in a code are used by all codes 

of a lower rate. In other words, a lower rate code is constructed from all the symbols of the 

next higher rate code with extra parity bits. In the first transmission attempt, a codeword 

with the highest rate is transmitted. Upon each retransmission request, the transmitter 

transmits extra redundancy so that, at the receiver, a code of lower and lower rate can be 

constructed after combining all the packets that represent the same data. 

ARQ schemes used in wireless communication systems 

The stop-and-wait protocol requires less resources for signalling and memory at both the 

transmitter and the receiver than the go-back-A/" and the selective-repeat protocols, there­

fore it was adopted by the third generation (3G) wireless communication systems such as 

the wideband code division multiple access (WCDMA) by the 3rd Generation Partnership 

Project (3GPP) and the CDMA2000 by 3GPP2. However, since in the stop-and-wait proto­

col feedback is not instantaneous after every transmission, the transmitter must wait for an 

acknowledgement before transmitting the next frame. In the interim, the channel remains 

idle and system capacity is wasted. In a slotted system, this feedback delay will waste at 

1In the literature, there are further classifications. For example, in [4], a type-Ill hybrid ARQ is defined 
as a special case of type-II hybrid ARQ in which the packets used for retransmission are self-decodable. 
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least a half of the system capacity since at least every other time slot must be idle even 

when the channel is error free. 

To overcome this drawback, multi-channel stop-and-wait ARQ was proposed in [7,8] as 

an ARQ scheme that achieves the low complexity of stop-and-wait as well as the through­

put efficiency of selective-repeat. In a slotted system, this approach offers a solution by 

paralleling multiple stop-and-wait protocols and in effect running a separate instantiation 

of the ARQ protocol when the other channels are idle. As a result, no system capacity is 

wasted because there is always one channel communicating a frame from the transmitter to 

the receiver. The hardware cost will not increase significantly if the multi-channel receiver 

is implemented as a logical representation of a single hardware receiver. In a V channel 

stop-and-wait ARQ system, the sum of the processing time of the frame at the receiver and 

the processing time of the acknowledgements at the transmitter must be less than ( r — 1) 

time slots in order to achieve the maximum throughput. The multiplicity F of parallel 

channels can be adjusted according to the relationship between the processing time and the 

length of the time slot. 

ARQ schemes in MIMO systems 

To satisfy the high data rate requirement of wireless communication systems under band­

width constraints, technologies that achieve high spectrum efficiency should be employed. 

Multiple-input multiple-output (MIMO) systems in which multiple antennas are deployed 

at both the transmitter and the receiver offer a promising solution. As shown by Foschini [9] 

and Telatar [10], when the channel state information (CSI) is known to the receiver, MIMO 

systems exploit the spatial domain in order to provide considerably higher capacity than 

single-input single-output (SISO) systems with the same bandwidth. Denote the number 

of transmit and receive antennas as M? and MR, respectively. For a single user system, 

the achievable capacity of a MIMO channel increases linearly with min(Mr, MR) when the 

channel exhibits rich scattering and its variations can be accurately tracked. 

Two basic approaches to exploit the high degrees of freedom provided by the MIMO 

channel have been reported in the literature. One approach is space time coding (STC), 

proposed by Tarokh [11], where the MIMO channel is primarily used to provide extra diver­

sity. Carefully designed STC can achieve full antenna diversity of order MTMR but cannot 

increase the spectral efficiency. The complexity of maximum-likelihood (ML) decoding of 

STC is, in the worst case, exponential in MTMR, and for the special case of orthogonal 

space time block code (OSTBC), linear in MT [12]. where the MIMO channel is decom-
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posed into parallel transmission layers and separate data streams are transmitted on each 

layer [13]. A low complexity ordered successive interference cancellation technique can be 

used for decoding in LST [13]. The increase in spectral efficiency is proportional to MT for 

MR > MT, however, the antenna diversity order is bounded by MR — MT + 1- STC and LST 

exemplify two extremes of MIMO techniques that can achieve full antenna diversity gain 

and full spectral efficiency gain, respectively. Other techniques exist to achieve tradeoffs 

between these two extremes [14]. 

When packet data is transmitted in a MIMO system, an appropriate ARQ scheme should 

be invoked to ensure reliable transmission. The simplest approach is to completely isolate 

the modulation from the error control coding so that the ARQ schemes discussed previously 

can be directly applied to MIMO systems. However, it is of interest to investigate how an 

ARQ scheme can be integrated into a MIMO system in order to achieve better performance 

in terms of throughput and average delay. 

Several authors have addressed this problem. When a layered space time scheme is 

used in a MIMO system, independent ARQ loops can be designed for each layer so that 

failure on one layer will not affect correct transmissions on other layers. In [15], Zheng et al. 

demonstrated that by employing independent ARQ loops for each layer, an improvement in 

throughput performance can be achieved in a frequency flat fading channel. Alternatively, 

an increase in diversity can be created by appropriate design of the retransmission scheme, 

e.g., by code reassignment and antenna permutation [16] or basis hopping [17]. These 

techniques are especially useful when the fading is slow or correlated. 

1.2 Turbo codes and their application in wireless communi­
cation systems 

Shannon's noisy channel coding theorem established the fundamental limit that error control 

coding can achieve in additive white Gaussian noise (AWGN) channels [18]. The proof of the 

theorem suggests three characteristics of codes that might approach the theoretical limit: 

a large code block length, random codebook encoding, and ML decoding. However, with a 

limited computational power, these characteristics are somewhat conflicting. For example, 

if ML decoding is implemented by exhaustive search, then decoding complexity increases 

exponentially as the code block length increases. On the other hand, the complexity of ML 

decoding can be reduced by dividing the ML decoding of an entire codeword into a series 

of individual and preferably independent decoding steps that involve only a portion of the 

codeword with reasonable computational complexity. This usually requires structure to be 
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imposed on the code construction. However, the more structure that is applied, the less 

likely it is that the codebook looks random. 

The turbo code is a solution that achieves a good trade-off among the desired code 

characteristics. The encoder of a turbo code contains two or more constituent encoders 

that have a relatively simple structure and are concatenated in parallel or in serial through 

one or more interleavers. This encoder structure enables a significantly large block length 

with a high level of codebook randomness with low encoding complexity which is difficult 

to achieve with other encoding structures [19]. 

Instead of ML decoding, a decoder for turbo codes usually uses sub-optimal iterative 

decoding with constituent decoders connected by interleavers and deinterleavers. The con­

stituent decoders use soft-input soft-output decoding algorithms that take in channel out­

puts and a priori information, and output extrinsic information. During each iteration, the 

constituent decoders decode the constituent codes locally and exchange extrinsic informa­

tion converging on a decoded sequence. 

The weight spectrum of a turbo code is usually characterized by low multiplicity of 

low weight codewords, because of the interleaver in the turbo encoder which introduces a 

phenomenon called "spectral thinning" [20]. The bit error rate (BER) and frame error rate 

(FER) performance of a turbo code is characterized by a steep drop in the low signal to noise 

ratio (SNR) region, referred to as the "turbo cliff" region, and a flat performance as SNR 

further increases, referred to as the "error floor" region. Although the error floor causes the 

performance of some turbo codes to be inferior to other codes at high SNR, a well designed 

turbo code has an error floor that is low enough to satisfy the performance requirement 

for the targeted application, therefore, turbo codes are attractive for applications in power 

limited environments [21]. 

The concatenated structure of turbo codes indicates that the code block length is largely 

independent of the structure of the constituent codes and is determined by the length of 

the interleaver(s). Therefore, without changing the constituent encoders and decoders, a 

flexible block length can be achieved by carefully designing the interleaving algorithm so 

that interleaveres of the desired lengths all result in random codebooks. The flexibility 

to support a variable input data block length at a fixed code rate with the same encoder, 

among other features, makes turbo code an attractive candidate for wireless communication 

systems that provide a variety of services at different bit rates. 

Only a few years after its invention, the turbo code with parallel concatenation was 

adopted by 3GPP and 3GPP2 for the WCDMA and CDMA2000 systems, respectively. 
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Throughout this thesis, the turbo code that is specified by 3GPP for the WCDMA 

system is considered, although the results obtained are in general applicable to other turbo 

codes. In the rest of the thesis, therefore, the term the turbo code refers to the WCDMA 

turbo code whose encoder consists of two identical (1,15/13)s 8-state recursive systematic 

convolutional (RSC) constituent encoders concatenated by the prime interleaver [22]. The 

input sequence is encoded by one constituent encoder and its interleaved version is encoded 

in parallel by the other constituent encoder. Both constituent RSC codes are terminated to 

the all-zero state in the manner specified in [22]. The systematic bits, the parity output of 

the first component encoder, the parity output of the second component encoder and the 

terminating bits form the turbo codeword. 

1.3 Objectives and motivations 

The objectives of this research work are: 

• Firstly, to address problems related to the application of hybrid ARQ to wireless 

communication systems to provide reliable data transmission, and 

• Secondly, to investigate and propose techniques that facilitate ARQ to be used in 

conjunction with forward error correcting coding for packet data transmission. 

In order to achieve these objectives, the following approaches are taken: 

• Techniques are developed to improve the decoding performance of forward error con­

trol codes in a packet data transmission context; 

• The use of multiple ARQ processes and a single ARQ process for spatial multiplexing 

(SM) MIMO systems is studied. 

The research work on improving the decoding performance of forward error control codes 

is motivated by the following facts: 

• With hybrid-ARQ, a concatenated error control coding scheme is inherently used, as 

shown in Fig. 1.4. At the transmitter, the packet is first encoded by an error detection 

code and then by an error correcting code. At the receiver, traditionally, these two 

codes are decoded separately. The inner error correcting code is decoded without 

utilizing the redundancy introduced by the outer code. 

• A sub-block structure has been proposed for packet data transmission where turbo 

codes are involved. This structure is based on the fact that turbo codes generally 
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Figure 1.4: Concatenated error control coding scheme. 

achieve better performance with large data blocks and in ARQ, a small retransmission 

block size helps to achieve good throughput performance. Therefore, in a sub-block 

structure, a data block for turbo coding consists of several sub-blocks, each sub-block 

corresponds to a packet encoded by an error detection code. In this case, to make 

each sub-block self-error-detectable, a significant number of parity bits are introduced 

for error detection. 

• One of the features of turbo codes is their low multiplicity of low weight codewords. 

To improve the decoding performance of the forward error control correction codes used 

in hybrid-ARQ schemes for packet data transmission systems, several methods to perform 

sub-optimal joint decoding of this concatenated code are investigated. The key idea is 

to utilize the redundancy introduced by the error detection code in decoding the error 

correcting code. 

In high data rate cellular packet transmission systems, packets are transmitted in short 

bursts. The duration of the bursts is usually designed to be shorter than the coherence 

time of the channel, therefore, each packet experiences block fading in that the fading 

coefficient does not change within the transmission of each packet but changes from packet 

to packet [23-25]. The appropriate channel model during reception of any one packet is 

therefore an AWGN channel with a certain SNR. For example, if carrier frequency in our 

system is 2 GHz and packet time slot duration is 1 ms, then packets transmitted to and 

from mobiles moving at speeds up to about 27 m/s = 96 km/h will experience a constant 

gain channel within any given slot, and hence the transmission errors within a packet will 

be caused only by noise and interference, jointly modelled as AWGN at a constant SNR 

specific for the particular slot. Based on this observation, when investigating the techniques 

that improve the decoding performance of forward error control codes, our analysis and 

simulations assume an AWGN channel. In practical systems, scheduling algorithms are 

used to determine to which users packets should be transmitted. These are usually the 

users with the best channel conditions (the largest SNR within the current packet time 

slot). 
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1.4 Organization of this thesis 

In Chapter 2, an improved analysis of list decoding for linear block codes is presented. 

The error control scheme used in communication systems that employ hybrid ARQ can be 

modelled as a concatenation of an inner error correcting code and an outer error detecting 

code. Traditionally, the inner code and the outer code are decoded separately where the 

inner code is decoded without utilizing the redundancy introduced by the outer code and 

the outer code is used purely for error detection. One approach to improve the decoding 

performance of this error control scheme is to use a list decoder for the inner code to 

generate a list of more than one codeword candidates, from which the outer code chooses 

the correct codeword. Assuming that the outer error detection code does not give any false 

detection, nor missed detection, decoding is erroneous only if the transmitted codeword is 

not included in the list generated by the list decoder for the inner code, where the false 

detection refers to the situation that the decoder indicates erroneously that the received 

codeword contains an error and the missed detection refers to the situation that the decoder 

indicates erroneously that the received codeword is correct. 

Probability of codeword error analysis for a linear block code with list decoding is 

typically based on a "worst case" lower bound on the effective weights of codewords for 

list decoding evaluated from the weight enumerating function of the code. In Chapter 2, 

the concepts of generalized pairwise error event and effective weight enumerating function 

are proposed for evaluation of the probability of codeword error in list decoding of linear 

block codes. Geometrical analysis shows that the effective Euclidean distances are not 

necessarily as low as those predicted by the lower bound. An approach to evaluate the 

effective weight enumerating function of a particular code with list decoding is proposed. 

The effective Euclidean distances for decisions in each pairwise error event are evaluated 

taking into consideration the actual Hamming distance relationships between codewords, 

which relaxes the pessimistic assumptions upon which the traditional lower bound analysis 

is based. Using the effective weight enumerating function, a more accurate approximation is 

developed for the probability of codeword error with list decoding. The proposed approach 

is applied to codes of practical interest, including terminated convolutional codes and turbo 

codes with parallel concatenation. 

The focus of Chapter 3 is sub-optimal list decoding algorithms for turbo codes. First, 

error events and weight spectra for convolutional codes and turbo codes are analyzed with 

emphasis on their effects on list decoding. The result of this analysis is used to explain 
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the inefficiency of list decoding algorithms that do not generate the list directly for the 

turbo codes but instead generate lists for the component codes. It is also shown that these 

list decoding algorithms face a trade-off between complexity and performance in iterative 

decoding for turbo codes because better performance can be achieved with symbol-wise 

constituent decoders than with sequence-wise decoders, but optimal list decoding for con­

stituent codes can only be efficiently incorporated with the sequence-wise decoding algo­

rithm. In this chapter, a new sub-optimal list decoding algorithm is introduced for turbo 

codes that generates the list directly for the turbo code and can be efficiently incorporated 

into symbol-wise decoding algorithms for the component codes. The additional complexity 

of the new algorithm is low and does not depend on the complexity of the component code. 

Simulation results show that the new algorithm can lower the frame error floor by more 

than one order of magnitude compared to the algorithms reported in the literature. 

In Chapter 4, a sub-block recovery scheme is proposed for a turbo coded system that uses 

the sub-block structure. When the sub-block structure is used together with concatenated 

error control coding, each data block input to the inner encoder consists of several sub-

blocks, and each of these sub-blocks is protected with the error detection code. The sub-

block structure is used in the WCDMA system specified by the 3GPP. In this chapter, a 

sub-block recovery scheme is proposed for this concatenated error control coding scheme in 

order to utilize the error detection capability introduced by the outer code in the decoding 

of the inner code. It is demonstrated that if the inner code is a turbo code with a highly 

structured interleaver and iterative sub-optimal decoding is used, the sub-block recovery 

scheme is helpful in correcting typical error patterns, therefore it helps to improve the 

block error rate performance. It is also shown that if the maximum likelihood decoding 

algorithm is used for a systematic code, as in the case when a convolutional code is decoded 

using the Viterbi algorithm, the sub-block recovery scheme does not introduce performance 

improvement. These results are confirmed by computer simulations. 

In Chapter 5, a type-II hybrid ARQ scheme with incremental redundancy is proposed 

for a turbo coded system that uses the sub-block structure. Sub-block recovery is applied to 

the decoder and a method to dynamically select the bits for retransmission according to the 

knowledge of the decoding status is proposed. The new scheme benefits from both frequent 

termination and the built-in CRC of the constituent recursive systematic convolutional 

codes of the turbo encoder. Simulations show that for a turbo coded system that employs 

the sub-block structure, the new type-II hybrid ARQ scheme outperforms both type-I hybrid 

ARQ with sub-block recovery and the traditional type-II hybrid ARQ scheme without sub-
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block recovery on both the AWGN channel and the flat Rayleigh fading channel. 

In Chapter 6, the hybrid ARQ schemes for spatial multiplexing MIMO systems with only 

channel state information at the receiver (CSIR) are investigated. In particular, the multi­

ple hybrid ARQ scheme and the single hybrid ARQ scheme with repetition are compared. 

A system model for symbol detection with multiple hybrid ARQ processes is proposed, 

and joint detection algorithms and separate detection algorithms for both multiple hybrid 

ARQ and single hybrid ARQ are discussed. Simulation results show that with linear detec­

tion, single hybrid ARQ outperforms multiple hybrid ARQ in the high SNR region. With 

the vertical Bell Labs space time (V-BLAST) architecture, multiple hybrid ARQ always 

outperforms single hybrid ARQ, and joint detection always outperforms separate detection. 

In Chapter 7, the contributions of this research work are summarized and the directions 

for future works are outlined. 
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Chapter 2 

Improved Analysis of List 
Decoding and Its Application to 
Convolutional Codes and Turbo 
Codes 1 

List decoding, introduced independently by Elias in 1957 [26] and Wozencraft in 1958 

[27], signifies a class of decoding algorithms used in error control systems employing block 

codes. Based on the received noisy sequence, the decoder outputs a list of L possible 

transmitted messages. A decoding error occurs if the transmitted message is not included 

in the list. In other words, instead of outputting an estimate of the transmitted message, the 

decoder determines a range in which the transmitted codeword lies. The decoder reduces the 

ambiguity about the transmitted message, but does not completely eliminate this ambiguity. 

List decoding was originally used as a conceptual decoding algorithm to explore the capacity 

of communication channels. 

In 1994, Seshadri and Sundberg [28, 29] first proposed the use of list decoding in a 

concatenated error control system, where the outer code is an error detecting code and the 

inner code is an error correcting code. This form of code concatenation is used in a wide 

range of digital communication systems, especially in wireless communication systems. In 

this concatenated error control system, if the inner decoder can produce a list of the most 

likely transmitted messages, the outer error detection code can be used to determine the 

correct codeword from the candidate codeword list. In particular, Seshadri and Sundberg 

considered the case, in which the terminated convolutional code is used as the inner code. 

In [28,29], Seshadri and Sundberg generalized the classical Viterbi algorithm (VA) to the 

1A version of this chapter was presented in part in "Improved analysis of list decoding and its application 
to convolutional codes," at the IEEE Globecom 2005, St. Louis, USA, November/December 2005, and in 
IEEE Transactions on Information Theory vol. 53, no. 2, pp. 615-627, February 2007. 
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list Viterbi algorithm (LVA), which produces a rank ordered list of more than one globally 

best candidates. Using an efficient implementation of the list Viterbi algorithm, such as 

the parallel list Viterbi algorithm (PLVA) or the serial list Viterbi algorithm (SLVA), a list 

of any size can be generated with linearly increasing complexity [28,29]. In [28], Seshadri 

and Sundberg proposed a geometrical framework to analyze the asymptotic performance 

of a terminated convolutional code with list decoding on the AWGN and Rayleigh fading 

channels; their approach applies, in general, to all linear block codes. On the AWGN 

channel, the probability of codeword error is approximately determined by the minimum 

Euclidean distance from the decision error region to the transmitted codeword in the signal 

space. In [28], Seshadri and Sundberg gave a lower bound on the minimum Euclidean 

distance of a linear block code with list decoding. This corresponds to the case where there 

exist L + 1 codewords with minimum Hamming weight and minimum Hamming distances 

from each other, forming a simplex in the signal space. Since then, research work regarding 

the performance evaluation for list decoding applied to concatenated error control systems 

has focused on the lower bound on the so-called effective Euclidean distance. In [30], 

Narayanan and Stiiber generalized the lower bound on effective Euclidean distance given 

in [28] to cases where codewords have non-equal Euclidean distances from each other. In [31, 

32], Leanderson and Sundberg further extended the lower bound to take into consideration 

even more distant codewords. 

The general problem with the approach based on the lower bound on effective Euclidean 

distance is that the results are derived based on the most pessimistic situation of Hamming 

distance relationships among codewords that might not even exist in a given code. In 

this chapter, a method is proposed to evaluate the actual effective Euclidean distances for 

codewords in a given code when list decoding is applied, and based on analysis, a more 

accurate approximation to the performance of the code with list decoding is presented. The 

concept of overlapping for low weight codewords of a code is introduced and explain its 

influence on the effective weight for list decoding. 

In Section 2.1, the concept of the generalized pairwise error event is introduced. Al­

though similar concepts were implicitly used in [28,30,32], in this chapter, an explicit defi­

nition for this concept will be given. In Section 2.2, lower bound analysis on effective weight 

is extended to gain a better understanding of the function of list decoding. In Section 2.3, 

a novel method to evaluate the actual effective weight of a code is proposed. In Section 2.4, 

the concept of overlapping for low weight codewords is introduced. In Section 2.5 and 2.6, 

the proposed analysis method is applied to convolutional codes and turbo codes, followed 
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A 

(a) ML decoding (b) L = 2 candidate list decoding 

Figure 2.1: Decision error region. A is the transmitted codeword Co, B is the codeword 
Cj, C is an arbitrary codeword Cc, and D is the virtual codeword. 

by analysis examples and simulation results in Section 2.7. The chapter is summarized in 

Section 2.8. 

2.1 Improved analysis of list decoding 

Consider an (N, K) binary linear block code C with its codewords ordered by their Ham­

ming weights in a non-decreasing manner. Denote a codeword and its Hamming weight 

respectively by Cj and Wi, i = 0,1, • • • , (2K — 1), where Co is the all-zero codeword. Let 

d = {do,di, • • • ,dj} denote the vector of all possible weights of codewords in ascending 

order, where J is the number of distinct non-zero weights that codewords may assume. 

Moreover, do = 0 and d\ = dm\n is the minimum codeword weight of the code C2. Let Bj 

denote the multiplicity of codewords with weight dj. Without loss of generality, transmission 

of the all-zero codeword is assumed throughout this chapter. 

Let Eoj, i ^ 0, denote the pairwise error event that occurs when a decision is made at 

the decoder in favor of Cj when Co was transmitted. A simple example for this event under 

ML decoding is shown geometrically in Fig. 2.1(a), where a pairwise error event occurs 

when the received sequence falls in the shaded region. Assuming binary phase shift keying 

(BPSK) modulation, an AWGN channel with two sided noise power spectral density iVo/2, 

and ML soft decision decoding, the probability of the pairwise error event EOJ, where Cj 

has weight dj, is P(EOJ) = P ^ = Q (^djEg/No), where Es is the energy per modulated 

symbol and the Q(x) function is defined as Q(x) = f™ -4= exp(—\)dx [33]. 

In this chapter, the list decoding algorithm that generates the L most likely transmitted 
2Here both Wi and dj are defined because in the actual effective codeword weight analysis presented later 

in this chapter, codewords of the same weight are considered individually and their actual effective codeword 
weights are distinguished. 
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codewords in the ML sense is referred to as L-candidate list decoding. Define the generalized 

pair-wise error event E0i , i ^ 0, for L-candidate list decoding as follows: when, based on 

the received sequence, the decoder outputs the L most likely (in the ML sense) transmitted 

codewords, Co is not in the output codeword list, and C; is the highest ranked solution. 

An example of a generalized pairwise error event is shown in Fig. 2.1(b), and occurs when 

the received sequence falls in the shaded region. 

By definition, any element ( in the event E^ is an element in the event E0i , i.e., 

VC e ES + 1 ) ,C e E i f o E<f+1) C E<? => P(E<J+1)) < P(E#>). The decrease of the 

generalized pairwise error probability associated with a certain codeword as L increases 

can be interpreted as an increase in the effective Euclidean distance in decision region or, 

correspondingly, as an increase in the effective weight of the codeword Cj. 

Define the effective Euclidean distance of Cj for L-candidate list decoding as twice 

the minimum Euclidean distance from Co to the decision error region for the generalized 

pairwise error event E 0 i \ The weight of a virtual codeword3 that has Euclidean distance 

that equals the effective Euclidean distance from Co in the signal space is called the effective 

weight of Cj for L-candidate list decoding, denoted as w\ , and equals the square of 

the effective Euclidean distance normalized by AES. Define the effective weight increment 

Atuj of a codeword for L-candidate list decoding as the difference between its effective 

weight for L-candidate list decoding and its weight, i.e., Aioj = w\ — IOJ. Let d(L) = 

{d{j ',d\ , ••" !^j(z,)l denote the vector of all possible effective weights of codewords for 

L-candidate list decoding in an ascending order, where J^ is the number of all distinct 

effective weights that a codeword may assume for L-candidate list decoding. Note that 

dQ = 0 , the effective weights are no longer confined to integer values, and the codewords 

of the same weight may have different effective weights for L-candidate list decoding. 

Let Bj denote the multiplicity of the codewords with effective weight d- . Define the 

effective weight enumerating function (EWEF) as 

J{L) 

B%} (H) = 1 + Y, B^fff? (2.1) 
J= I 

where H is an indeterminate. In the AWGN channel, the probability of the generalized 

pairwise error event E ^ concerning codeword Cj with weight dj for L-candidate list de­

coding can be approximately expressed as P ( E ^ ) ~ PJL) = Q I \/2GQ ES/NQ J. With 

L-candidate list decoding, the event of a decoding error is the union of these generalized 
3Because the sequence that satisfies the weight property as specified below might not be a codeword, it 

is called a virtual codeword. 
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pairwise error events. Using the union bound, the probability of codeword error for a code 

with L-candidate list decoding can be approximated as 

(2 * - l \ 2 * - l J W 

U Eo? < E p(Eo?) = E 5 f )j>> (2-2) 
where "CE" in P(CE) denotes a codeword error. 

Let d- niin denote the minimum effective weight for a codeword of weight dj, 

42in= min«f>. (2.3) 
J Wi=dj 

This quantity can serve as a lower bound on effective weight for codewords of weight dj for 

L-candidate list decoding. Therefore, (2.1), (2.2) can be approximated by 

J 
W 

3=1 

j 

P(CE) < E ^ ' V ' (2-5) 
. j ,min 

where S j is the multiplicity of the codewords with weight dj. 

Let dy L B denote a lower bound on the effective weight for codewords of weight dj for 

L-candidate list decoding as given by (30)-(31) in [32]. If c f i ^ in (2.5) is replaced by eQLB, 

the bound (2.5) becomes identical to that given in [32]. However, it will be shown later in 

this chapter that d-^ can be significantly larger than d;-LB. 

2.2 Extended lower bound analysis 

In this section, the analysis based on the lower bound on effective Euclidean distance given 

in [32] is extended. Consider the generalized pairwise error event EJ^, i ^ 0. 

• Let A4 denote the transmitted all-zero codeword Co; 

• Let B denote the codeword Cj, and let dj = i/^; 

• Let C, D, and E denote arbitrary codewords, Cc, C D and C E , other than CQ and CJ ; 

Let CLAB and DAB = V^AEES denote the Hamming distance and the Euclidean 

distance between A and B, respectively. 

4The bold capital letters are used to denote codewords and regular capital letters to denote their corre­
sponding signal points in Euclidean space. 
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Figure 2.2: Effective weight evaluation for L — 2 candidate list decoding. 

L = 2 

For L = 2 candidate list decoding, three codewords, Co, Cj, and Cc , denoted by A, B, 

and C, respectively, are involved in effective weight evaluations. The Hamming distance 

relationships of these codewords in the most pessimistic situation, where the lower bound 

is achieved, are given by (30)-(31) in [32] as: G?AB = dj > dmin; G?AC = ^min; cfec = 

m a x ( O j — a m i n , «min j -

If G?AB < 2drain, ABC forms an acute triangle in the signal space, as shown in Fig. 

2.2(a). The effective weight can be evaluated geometrically and is given by (14) in [28]. If 

f̂AB > 2dmin, .DAB = D\c + -D| c , and ACB forms a right triangle as shown in Fig. 2.2(b), 

where the midpoint of the line section AB has the same distances from A, B, and C. Based 

on this analysis, the lower bound on effective weight for L = 2 candidate list decoding can 

be expressed as 

wm _ rf(2) _ / dJ i f dJ ^ 2c?min , 
wi — "j ,LB - 1 I 4rfmin \ . . \fd • <d-<1d • • \Z-°) 

L = 3 

For L = 3 candidate list decoding, four codewords, Co, Cj, Cc, and C D , denoted by A, B, 

C, and D, respectively, are involved in effective weight evaluations. The Hamming distance 

relationships of these codewords in the most pessimistic situation are given by (30)-(31) 

in [32] as: CZAB = dj > dmin; dxc = 4 D = ^CD = dmin; cfec = ^BD = m a x ^ — dmin, dmin). 

If ^AB < 2dmin, all Hamming distances between A, B, C, and D except Ĉ AB = dj equal 

dmm. The Euclidean distance relationships of A, B, C, and D in the signal space can be 

visualized by a tetrahedron in 3D Cartesian coordinates. The effective Euclidean distance 

evaluation for this special case is discussed in Appendix A. If ^AB > 2dmin, ACB and ADB 

form right triangles in the signal space, respectively, and the midpoint of line section AB has 
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equal distances from A, B, C, and D. Based on this analysis, the lower bound on effective 

weight for L = 3 candidate list decoding can be expressed as 

(3) _ J(3) _ J dJ l f di > 2 d m i n (c, 7\ 
Wi —Ctj,LB—'\ t^nin-djsi . f , < , < 2 , • < ^ - ' ; 

L > 4 

For L > 4 candidate list decoding, more than four codewords, Co, C;, Cc , C D , C E , • • •, 

denoted by A, B, C, D, E, • • •, respectively, are involved in effective weight evaluations. 

The Hamming distance relationships of these codewords in the most pessimistic situation 

is given by (30)-(31) in [32] as: dAB = dj > dmin; dxc = ^AD = ^CD = dAE = dCE = dDE = 

• • • — dmm; dBC = 4 D = ^ B E = • • • = max(dj- — dmm, dmm). 

If C?AB > 2dmjn, ABC, ABD, ABE • • • form right triangles in the signal space, respec­

tively. The midpoint of line section AB has equal distances from A, B, C, D, E, • • •. This 

means that also in this case, d- Lg = dj. Unfortunately, the expression for the lower bound 

on effective weight for L > 4 candidate list decoding for the cases where d\B < 2dm;n is 

difficult to obtain. 

S u m m a r y 

From the above analysis, the following results based on the assumptions in the lower bound 

analysis are obtained: 

• For codewords with weight dj > 2dmin, the effective weight increment Aty- — w\ — 
wi = d, L B — dj = 0. Based on the lower bound on effective Euclidean distance, list 

decoding does not introduce improvement on the lower bound on effective weight 

compared to dj] 

• For L = 2 and L = 3 candidate list decoding, the effective weight increment Aw\ = 

WJ —Wi = d- L B — dj decreases with increasing Hamming weight of the codeword in 

the range of [dmjn, 2dmjn], as shown in Fig. 2.3; 

• It is conjectured that for L > 4 candidate list decoding, Aw) ' should be a decreasing 

function of w^ in the range of [dmin, 2dmin]. 

2.3 Actual effective codeword weight evaluation 

In this section, a method is proposed to evaluate w\ . Denote the decision error region 

for the pairwise error event EOJ in ML decoding as Roi, and the generalized pairwise error 
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Figure 2.3: Normalized effective weight increment as a function of normalized codeword 
weight obtained from lower bound on effective weight. 

event EQi' in list decoding as R0 i ' . In the decision error region Ro i ' , the Euclidean distance 

from the signal point to codeword Co is greater than the Euclidean distances to at least L 

other codewords including the highest ranked codeword Cj. Therefore, R 0 i ' is the portion, 

in which codeword Cj is the highest ranked solution, of the intersection of the decision 

error regions for pairwise error events in ML decoding associated with these L codewords. 

The effective Euclidean distance for decision is twice the minimum Euclidean distance from 

codeword Co to the decision error region. The weight of the virtual codeword that has 

Euclidean distance that equals the effective Euclidean distance from codeword Co in the 

signal space is the effective weight of codeword Cj for L-candidate list decoding. This 

effective weight is denoted as w\ . In order to determine this effective weight, the concept 

of partial decision error region, the corresponding partial effective Euclidean distance, and 

partial effective weight is introduced as follows. 

Let Ia = {Ia(l), Ia(2), • • • , la(L — 1)} denote the indices of any (L — 1) codewords other 

than Co and Cj, Ia C {1,2, •• • , 2 ^ — 1}, i £ Ia. Define Roi j , the partial decision error 

region for E 0 i ' determined by codewords CIo(i), CIa(2), •••, CIa(£_i), as the portion, in 

which codeword Cj is the highest ranked solution, of the intersection, if it exists, of the 

decision error regions of the pairwise error events for ML decoding associated with codewords 

Cj and C Io(1), CIo(2), • • •, C Ia( i_X) 

(2.8) ,(£) Ro7,ia
 c Roi n ( f ] Roia(*0 

Define the partial effective Euclidean distance of Cj for L-candidate list decoding deter­

mined by these (L — 1) codewords as twice the minimum Euclidean distance from Co to this 
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partial decision error region R0i j . The weight of the virtual codeword that has Euclidean 

distance that equals the partial effective Euclidean distance from Cj in the signal space is 

the partial effective weight of Cj determined by these (L — 1) codewords and denoted as 

W With the above definitions, the decision error region R ^ ; associated with Cj for L-

candidate list decoding is the union of all the partial decision error regions for E0i deter­

mined by any (L — 1) codewords other than Co and Cj 

*4L)= U < L (2-9) 
l a C { 1 , 2 , - - - ,2K - 1 } 

• £ l a 

The union in (2.9) is over all sets of indices I a , where | I a | = L — 1 (as noted above). 

Therefore the effective weight of Cj for L-candidate list decoding is the minimum partial 

effective weight 

w\L) = min w\L). (2.10) 
1 I a C { 1 , 2 , . . - , 2 * - l } M a 

» <£ ! a 

The minimum in (2.10) is also over all sets of indices I a . The actual effective weight of a 

codeword in a given code for L-candidate list decoding can be found by enumerating all 

the partial effective weights of the codeword for L-candidate list decoding and taking the 

minimum. 

Consider for example the L = 2 candidate list decoding, the Euclidean distance rela­

tionships of signal points A, B, C, D, and E, except DQD, -DCE> ^DE> can be illustrated in 

2D Cartesian coordinates as shown in Fig. 2.4. As introduced in the previous section, let A 

denotes the all-zero codeword and let B denote codeword Cj, and for arbitrary codewords 

Cc> C D , and Cg, let L>AX> DAY, and DAZ be the minimum Euclidean distances from Co to 
(2) (2) (2) 

the partial decision error regions R0i {C}> 1% ID)' an<^ ^oi IE}' r e sPe ctiy ely- The correspond­

ing partial effective weights are: w^c} = ( 2 ^ * } ; w^D} = ( 2 ^ } ; wJJE} = ( 2 ^ z ) • For 

any codeword Cio(1), Ia(l) ^ 0 or i, if ROJ flR0ia(1) ^ 0, the partial effective weight, w\ A ,, 

can be evaluated geometrically. The effective weight of codeword Cj for L = 2 candidate 

list decoding will equal the minimum partial effective weight. 

2.4 Overlapping for low weight codewords 

The effective weight of a codeword for L-candidate list decoding depends on the amount of 

overlapping of the codeword with other low weight codewords of the code. 

For a codeword Cj, 
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Figure 2.4: Partial effective weights. All the shaded regions shown in the figure are part of 
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the decision error region RQ, • 

• It is said that sufficient overlapping exists for this codeword for L-candidate list decod­

ing if there exists a group of (L — 1) codewords, indexed by Ci, • • • , C^_i (codewords 

C d , • • • , CcI,_1), with the following properties: 

Each codeword has weight dmin, i.e., VZ G {1,2, • • • ,L — 1}, 

wCl = dn (2.11) 

The Hamming distance between any two of these (L — 1) codewords equals dmin, 

i.e., VZ,/ze {1,2,-•• ,L- 1} and I ^ h, 

dc,ch = dn (2.12) 

The Hamming distance between codeword Cj and any one of these (L — 1) 

codewords takes the minimum possible value, i.e., VZ E {1,2, • • • , L — 1}, 

(ZBC; = max(dmin,'w;j - cZmin); (2.13) 

• It is said that non-overlapping exists for this codeword for L-candidate list decoding, if 

any group of L codewords, including Cj, that results in the effective codeword weight 

w\ ' contains a subset of [log2(L + 1)] codewords such that any two codewords from 

that subset do not have common positions of ones; 

• Otherwise, It is said that insufficient overlapping exists for this codeword for L-

candidate list decoding. 
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In the following example, the effective weight for a codeword of weight Wi = dmm is eval­

uated for three linear block codes, C\, Ci, and C3, with L = 2 candidate list decoding, and 

the influence of the overlapping property of low weight codewords of a code is illustrated. 

As in Section 2.2.A, for a list size of L = 2, three codewords Co, Cj, and Cc, denoted by 

A, B, and C in the signal space, respectively, are considered. Assume N = &, dm\n = 4 and 

for all three codes, the minimum effective weights for L = 2 candidate list decoding are 

obtained from the scenario that involve codewords listed in Table 2.1. The Euclidean dis­

tance relationship between codewords can be represented by triangles in the signal space, as 

illustrated in Fig. 2.5. In this figure, point O, the intersection of the perpendicular bisectors 

of the edges AB and AC, is the point within the L = 2 candidate list decoding decision error 

region that has the smallest Euclidean distance from A. The effective Euclidean distance is 

the length of the diameter of the circumcircle of triangle ABC. 

1. Sufficient overlapping. In code C\, sufficient overlapping exists for codeword Cj for 

L = 2 candidate list decoding. The effective weight in this scenario is w\ = |rfmin < 
(2) Wi + WQ and equals the lower bound d\ £B. 

2. Insufficient overlapping. In code C2, insufficient overlapping exists for codeword Cj, 
(2) for L = 2 candidate list decoding. The effective weight in this scenario is w\ = 

l^min < Wi + WQ and is greater than the lower bound d\ ^B. 

3. Non-overlapping. In code C3, non-overlapping exists for codeword Cj, for L = 2 
(2) 

candidate list decoding. The effective weight in this scenario is w\ ' = 2dm\n = Wi+wc 

and is the greatest of the three cases. 

The actual minimum effective weights of codes C\, C2 and C3 for L = 2 candidate list 

decoding differ and depend on the overlapping property of low weight codewords. 

In the following two sections, the analysis method introduced in Sections 2.1 and 2.2 

will be applied to convolutional codes and turbo codes. As will be shown, these two types 

of codes have quite different overlapping properties of low weight codewords, which leads 

to differences in effective weight increments. 

2.5 Analysis of list decoding for convolutional codes 

In this section, the terminated binary feed-forward convolutional code (FFCC) with input 

sequence length K, number of states 2", and rate r is considered. The input data sequence 
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Table 2.1: Codewords A, B and C and the Hamming distance relationship for code C\, C2 
and C3. 

A 
B 
C 

dAB 

dAC 
due 

Code Cx 

0000 0000 

1111 0000 

0011 1100 

4 
4 
4 

Code C2 

0000 0000 

1111 0000 

0001 1110 

4 
4 
6 

Code C3 

0000 0000 

1111 0000 

0000 1111 

4 
4 
8 

Decision error 
region towards C 
Decision error 
region towards B 

Figure 2.5: The influence of the overlapping property of low weight codewords of a code on 
the effective weight. 

is followed by v terminating bits to reset the encoder memory. This terminated finite length 

FFCC is a binary (N, K) linear block code, where N = (K + v)/r. 

In [34], Takeshita and Costello introduced the concept of signature for binary sequences. 

In the following, a slightly different definition of this concept is used. 

For a length-.fr binary sequence u, define: 

• Delay del(u) and degree deg(u) as the degrees of the terms with the smallest and the 

largest degrees in u(D) = UQ + u\D + U2D2 H + UK-IDK~1, respectively; 

• Signature S i g ( u ) = (Udel(u)>«del(u)+1> • ' * > «deg(u)-l> «deg(u)); 

• Span sp(u) as deg(u) — del(u) + 1. 

A binary sequence u can be uniquely identified by its signature sig(u) and its delay 

del(u). Each set of sequences of length K sharing the same signature sig(u), called the 

common signature set, has K — sp(u) + 1 elements. 

For a terminated convolutional code, the weight enumerating function (WEF) can be 
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expressed as 

j 

BC(H) = I + YJBJH** 

= 1+ Y. BiRdi 

j : 2 a m i n < a j < 3 a m i n 

+ ] T B3H<ij- (2-14) 

If the path of a codeword on the trellis departs from and later merges into the all-

zero state once or more than once, the codeword is called a single detour or a multi-

detour codeword, respectively. The superscripts "SD" and "MD" are used to denote the 

multiplicity of these two kinds of codewords of the same weight as in the second summation 

term in (2.14). 

In the following, the effect of codewords represented by each summation term on the 

right hand side of (2.14) on the asymptotic performance evaluation for L-candidate list 

decoding is discussed. 

• The codewords in the first summation have weights in [dmin, 2dmin), and are all single 

detour codewords [35]. For a terminated FFCC, encoder input sequences from the 

same common signature set result in codewords of the same weight and effective 

weight. The effective weights of these codewords for L-candidate list decoding are 

evaluated. 

• The codewords in the second summation have weights in [2dmin,3dmjn). For L = 1 

and L = 3 candidate list decoding, the actual effective weight for these codewords 

are the same as their codeword weights. For L > 4 candidate list decoding, the 

effective weight increments equal zero based on the lower bound on effective weight, 

as discussed in Section 2.2. Therefore, for these codewords, their weights are used as 

the effective weights for L-candidate list decoding. 

• For codewords of weight larger than or equal to 3dmin, represented in the third sum­

mation, their effect on the asymptotic performance is ignored. 

From the above discussion, the probability of codeword error of a terminated FFCC 

with L-candidate list decoding can be approximated by 

Sj-l 

P(CE) « £ E ^ - » P K . ) + I ] P ^ + ^ ) 
j'dmin<dj<2dmiTi s—0 
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BMD _ y^ y W ^ " SP(UV) ~ SP(US,*) - v \ (2.17) 
h : dmi„ <dh< f dmi„ S=0 t=0 

rfg = dj — du G d 

+ E £ [ t f - s P K s ) + i]pd. 
j : 2d m i n<d j<3d m i n s=0 

+ J ] 5 f D P d . (2.15) 

where Sj is the multiplicity of the distinct signatures UjjS = s ig(u) of input sequences 

resulting in single detour codewords of weight dj. Acr- J is the effective weight increment 

of codewords with signature uJ;S. S, is the multiplicity of the distinct signatures u- = 

sig(u) of input sequences resulting in codewords of effective weight dS '. On the right 

hand side of (2.15), the first summation term corresponds to codewords of weight within 

[dmin> 2dmj„), and the second and the third summation terms correspond to the single detour 

and the multi-detour codewords of weight within [2dmin,3dmjn), respectively. For K ~^> u, 

K - sp(uj)S) + 1 » K. 

P(CE) « K J2 Sj P 
,(L) 

+ ]T (KSj+Bf»)Pdj (2.16) 
j :zam in <(ij <oa m i n 

where Bj is the multiplicity of codewords of weight within [2dmjn,3drajn) as a result of 

multiple detours (exactly two detours in this case) which can be expressed as in (2.17), 

where the first summation is over all h such that dh is in the range dmm < dh < ^dm[n, and 

dj — dh equals the weight of a codeword. 

From Sections 2.1 and 2.3, by enumerating the partial effective weights and taking the 

minimum, the effective weight of a codeword can be obtained. For a terminated FFCC 

with L = 2 and L = 3 candidate list decoding, the following procedure to analyze the 

performance is proposed. 

1. Enumerate the signatures of the encoder input sequences causing single detour code­

words with weight smaller than 2dmi„; 

2. Obtain effective weight for L = 2 and L = 3 candidate list decoding for the codewords 

corresponding to each signature enumerated in the first step via exhaustive search 

based on the set of the enumerated signatures; 
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3. Enumerate the signatures of the encoder input sequences causing single detour code­

words of weight within [2dmin,3dm;n); 

4. Evaluate Bj10, the multiplicity of codewords that have weights in [2dmjn, 3dmin) ac­

cording to (2.17); 

5. Approximate the performance of the FFCC with L-candidate list decoding using 

(2.16). 

Ignoring the tail effect, for convolutional codes, a time shifted version of an input se­

quence with a signature that results in a low weight codeword results in another low weight 

codeword. With the multiplicity of low weight codewords proportional to the length of the 

input data block, although sufficient overlapping does not always exist for a low weight 

codeword, as will be shown in the analysis examples in Section 2.7, the possibility that non-

overlapping exists for a low weight codeword is extremely low. Therefore, for convolutional 

codes, since the actual effective weight of a codeword is not significantly larger than the 

lower bound prediction on the effective weight, the latter can be used to produce a good 

approximation for performance evaluation. 

2.6 Analysis of list decoding for turbo codes 

The proposed method is also applicable to the analysis of list decoding for turbo codes. 

Unlike the analysis of convolutional codes discussed in the previous section, due to the 

existence of the semi-random interleaver, the multiplicity of low weight codewords in turbo 

codes is low and independent of the length of the data block. This results in an extremely 

low probability of sufficient overlapping and a high probability of non-overlapping for low 

weight codewords. Because of this unique overlapping property of low weight codewords, 

for turbo codes, the effective weight of a codeword for L-candidate list decoding in these 

codes is significantly higher than that predicted by the lower bound. 

As different turbo interleavers are associated with different codeword weight spectra, 

their choice may influence the analysis. In this chapter, performance evaluations are per­

formed for codes with specified interleavers, i.e., codes with determined weight spectra, as 

opposed to the uniform interleaver approach as presented in [31,32]. 

To obtain the weight spectrum of the code under consideration, the following concepts, 

originally introduced by Benedetto and Montorsi in [36], are used. The input-redundancy 
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weight enumerating function (IRWEF) of a code is denned as 

Ac(W,H) = Y,A*>vWZHV (2-18) 
z,y 

where W and H are indeterminates and AZiV denotes the number of codewords generated 

by an input information sequence of Hamming weight z with parity bits of Hamming weight 

y (the overall Hamming weight is z + y). 

The conditional weight enumerating function (CWEF) of the parity check bits AZ(H) 

generated by the code C corresponding to the input words of weight z is implicitly given by 

Ac(W, H) = £ Wz ]T Az,yH* = £ V * • AZ(H). (2.19) 
z y z 

The CWEF of a turbo code can be approximated by a limited number of terms, as 

z 

kc{W, H)^Y,WZ- A*(#) (2-20) 
2=0 

where Z is the maximum input weight under consideration. 

Using (2.20), the low weight portion of the IRWEF of a turbo code can be approximated 

by enumerating CWEFs with low input sequence weights, and can be used for evaluation of 

the performance for L-candidate list decoding. In the following analysis, only the low weight 

codewords of turbo codes caused by input sequences of weight up to z = 4 are enumerated. 

These enumerated low weight codewords are then used to approximate the effective weights 

of codewords for L — 2 and L = 3 candidate list decoding, which are cases that can be 

solved geometrically. 

2.7 Analysis examples and simulation results 

Convolutional codes 

The proposed analytical method is used to evaluate the performance of FFCCs with L = 

2 and L = 3 candidate list decoding. The convolutional codes under evaluation have 

maximum free distance, as discussed by Odenwalder in [37] and Larsen in [38]. 

The lower bound on the minimum effective weight, <4LB> ^ILB> evaluated by (2.6), 

(2.7), and the actual minimum effective weight, df^in, df]
min, evaluated by (2.3), (2.10), 

are listed in Table 2.2. This table shows that the actual minimum effective weight does not 

always equal the lower bound predictions and that codes with the same minimum weights 

may have different minimum effective weights for L-candidate list decoding. 
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Tables 2.3 and 2.4 show the detailed analysis results for the G = (5,7)g code and the 

G = (53,75)g code, respectively. For both Tables 2.3 and 2.4, sub-table (a) compares cQ Lg 

and dSJ^ for dj < 2dm\n. As the codeword weight dj increases, both the actual effective 

weight increment and its lower bound decrease. In sub-tables (b) and (c)5, the effective 

weights for codewords of weight less than 2dmin are listed together with the multiplicity of 

distinctive signatures of encoder input associated with these codewords. For both codes, the 

number of terms contained in the EWEF for L-candidate list decoding is different from that 

of the original WEF, because codewords of the same weight may result in different effective 

weights for L-candidate list decoding. Sub-tables (d) show Sj and B^ 1 0 for codewords of 

weight within [2dmjn,3dmjn). 

Figs. 2.6 through 2.9 show simulation results for the FFCCs with K = 1024 on the 

AWGN channel in terms of codeword error rate (CER) vs. SNR. In the simulations, serial 

list Viterbi algorithm as described in [28] is employed as the list decoding algorithm and the 

resulting candidate list is compared with the transmitted codeword to determine whether or 

not a decoding error has occurred. (In a real system, error checking could be accomplished 

by an outer error detection code.) In these figures, the analytical approximation based on 

the actual effective codeword weights is denoted as "Approx. based on actual EWEF", and 

the analytical approximation based on the lower bound on effective weight is denoted as 

"Approx. based on lower bound EWEF". The SNR is defined as Eb/N0, where Eb is the 

energy per information bit. As a reference, the performance of the codes with ML decoding 

and its union bound approximation are also shown in the figures. The improvement of the 

analytical approximation based on the actual effective weight as compared to the one based 

on the lower bound on effective weight is clear. 

5To conserve space, in Table 2.4(c), only the first 11 terms are listed. 

32 



Table 2.2: Maximum free distance convolutional codes. 

V 

2 
3 
4 
5 
6 
7 
2 
3 
4 
5 
6 
7 
2 
3 
4 
5 
6 
7 

G 

(5,7)s 
(15,17)8 
(23,35)8 
(53,75)8 
(133,171)8 
(247,371)8 
(5,7,7)8 

(13,15,17)8 
(25,33,37)8 
(47,53,75)8 

(133,145,175)8 
(225,331,367)8 
(5,7,7,7)8 

(13,15,15,17)8 
(25,27,33,37)8 
(53,67,71,75)8 

(135,135,147,163)8 
(235,275,313,357)8 

"min 

5 
6 
7 
8 
10 
10 
8 
10 
12 
13 
15 
16 

10 
13 
16 
18 
20 
22 

d(2) d(2) 

"l,LB "l.min 
6.7 7.1 
8 8.9 
9.3 9.8 
10.7 11.6 
13.3 13.3 
13.3 14.2 
10.7 10.7 
13.3 13.3 
16 16 
17.3 17.8 
20 20.5 
21.3 22.3 

13.3 14.2 
17.3 17.8 
21.3 21.3 
24 24 
26.7 26.7 
29.3 30.2 

d(3) d(3) 

"l,LB "l,min 
7.5 8 
9 10 
10.5 11.0 
12 13.0 
15 15 
15 16 
12 12 
15 15 
18 18 
19.5 20 
22.5 23 
24 25.0 

15 16 
19.5 20 
24 24 
27 27 
30 30 
33 34 

Table 2.3: Analysis results for 4-state FFCC with G = (5,7)8, K = 1024 

(a) (b) (c) 

dj 

5 
6 
7 
8 
9 

Sj 
1 
2 
4 
8 
16 

d(2) 
fl7\LB 

6.6667 
7.1429 
7.6923 
8.3333 
9.0909 

.7,mm 

7.1429 
7.1429 
8.0769 
9 

9.9474 

d{3) 

7.5000 
7.7778 
8.1250 
8.5714 
9.1667 

d(3). 
7,mm 8 
8 

8.6000 
9.4717 
10.3333 

df 
8 

8.6000 
9.4717 
10.3333 

sf 
3 
4 
8 
16 

df 
7.1429 
8.0769 
9 

9.9474 

sf 
3 
4 
8 
16 

(d) 

dj 

10 
11 
12 
13 
14 

Sj 
32 
64 
128 
256 
512 

5 M D 

517653 
2067562 
5161287 
10307352 
18011252 
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Table 2.4: Analysis result for 32-state FFCC with G = 

(a) 

(53,75)8, K = 1024 

(b) 

df 
11.5714 

11.6364 

12.4615 

12.5714 

12.8000 

13.3784 

13.5000 

13.5211 

13.7647 
14.2222 

14.2857 

sp 
9 
1 
6 
11 
3 
1 
43 
1 
54 
3 
1 

df 
14.4444 

14.4810 

14.7273 

14.7368 

15.2113 

15.3846 

15.4000 

15.6977 

15.7143 

16.3366 

16.3636 

sf 
40 
1 
201 
21 
41 
13 
43 
318 
48 
61 
136 

dj 

8 
9 
10 
11 
12 
13 
14 
15 

Sj 
1 
8 
7 
12 
48 
95 
281 
604 

d{2) 

fl7,LB 
10.6667 

11.1304 

11.6364 

12.1905 

12.8000 

13.4737 

14.2222 

15.0588 

d(2) 

7,min 
11.5714 

11.5714 

11.6364 

12.5714 

12.8000 

13.7647 

14.2222 

15.2113 

d(3) 

ai,LB 12 
12.2667 

12.5714 

12.9231 

13.3333 

13.8182 

14.4000 

15.1111 

d(3) 

13 
13 
13 

13.5714 

13.9655 

14.3333 

14.8776 

15.4000 

(c) (d) 

dj 

16 
17 
18 
19 
20 
21 
22 
23 

Si 
1272 

3334 

7615 

18131 

43195 

99206 

236116 

556537 

Bua 
505515 

8063174 

39209578 

63322844 

94818828 
175101234 

254296278 

375008762 

df 
13 

13.5556 

13.5714 

13.9264 

13.9655 

14 
14.2500 

14.3333 

14.3846 

14.4135 

14.4648 

sf 
10 
6 
6 
3 
2 
3 
17 
1 
1 
10 
1 
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Figure 2.6: CER of terminated convolutional code, 4-state, G = (5,7)8, K 
L = 2 candidate list decoding in the AWGN channel. 
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Figure 2.8: CER of terminated convolutional code, 32-state, G = (53,75)8, K = 1024 with 
L = 2 candidate list decoding in AWGN channel. 
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Table 2.5: Turbo code with random inter leaver, K = 1760. 

dj 

14 
17 
18 
20 
21 
22 
24 
25 
26 
27 
28 

bj 
2 
1 
1 
2 
3 
6 
3 
3 
11 
1 
12 

d(2) 

a7,LB 
18.6667 

20.1026 

20.6316 

21.7778 

22.4000 

23.0588 

24.5000 

25.2903 

26.1333 

27.0345 

28 

d{2) 

7,min 
28 
31 
32 
34 
35 

33.3474 

38 
37.4784 

33.4713 

41 
28 

d{3) 

fl7,LB 21 
21.8400 

22.1667 

22.9091 

23.3333 

23.8000 

24.8889 

25.5294 

26.2500 

27.0667 

28 

d{3) 

j,min 
28 
31 
32 
34 
35 
36 
38 
39 
36 
41 
28 

Turbo codes 

Table 2.5 shows the analysis results for the turbo code with a random interleaver. The length 

of the input data block is K = 1760. To conserve space, only the results for codewords of 

weight less than or equal to 2dm\n are tabulated. The analysis results show that the effective 

weight increments for turbo codes can be significantly higher than those predicted by the 

lower bound. 

For every codeword, the approximations obtained for effective weights are optimistic 

because the low weight codewords corresponding to input sequences of weight larger than 

z = 4 are not considered in the evaluation, and there is the possibility that the actual 

effective weight is lower. Nevertheless, these results give us an indication that when the 

multiplicity of low weight codewords is low and sufficient overlapping rarely exists for low 

weight codewords, the effective weight increments are significant. 

List decoding for turbo codes was studied by Narayanan and Stiiber in [30], Leanderson 

and Sundberg in [39]. Motivated by the theoretical results, an efficient list decoding algo­

rithm for turbo codes is proposed in this research project and will be presented in detail in 

the next chapter. However, since the list decoding algorithms described in this thesis are 

sub-optimal, there is a significant gap between their performance and that achievable by 

optimal algorithms. Because of this, simulation results for turbo codes with L-candidate 

list decoding are not included here. 

37 



2.8 Chapter summary 

The performance improvement introduced by list decoding is the result of an increase of 

the effective weights as compared to the original codeword weights. As a rule, the lower 

weight codewords achieve higher effective weight increments, and in the most pessimistic 

situation, the effective weight increments of a codeword vanish as its weight exceeds 2dmm. 

For a given code, the actual effective weight for a low weight codeword depends on 

its overlapping property. Effective weight larger than the lower bound prediction can be 

achieved when sufficient overlapping does not exist for the codeword for L-candidate list 

decoding. 

In this chapter, it has been shown that for a linear block code, the actual effective weight 

of every codeword can be obtained by evaluating all the partial effective weights and taking 

the minimum. A more accurate approximation of the performance of a given code with list 

decoding can be obtained based on the actual effective weights compared to the one based 

on the lower bound on effective weight. 

For feed-forward convolutional codes, because of the time invariant nature of the en­

coder, the evaluation of the actual effective weight can be simplified and carried out on 

a signature basis as opposed to a codeword basis. Analysis for convolutional codes shows 

that the actual effective weight does not always equal the lower bound predictions and 

codes with the same minimum weight may have different minimum effective weights. For 

turbo codes, the actual effective weights can be approximately evaluated considering the 

low weight codewords. Furthermore, analysis for turbo codes shows that the approximate 

effective weight is significantly higher than that predicted by the lower bound due to the 

fact that the multiplicity of the low weight codewords of a turbo code is low, and sufficient 

overlapping rarely exists for a low weight codeword. 

To fully exploit the potential in performance improvement offered by list decoding, the 

results presented in this chapter should motivate the investigation of better sub-optimal 

list decoding algorithms for turbo codes. Moreover, to achieve better performance of turbo 

codes with list decoding, a new criterion for the design of turbo interleavers could be for­

mulated. Such a criterion should aim to increase the possibility of non-overlapping for low 

weight codewords in order to increase the effective weight of the low weight codewords for 

list decoding, and, as a result, reduce the probability of a codeword error with list decoding. 
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Chapter 3 

Efficient List Decoding for Turbo 
Codes l 

In [28], Seshadri and Sundberg introduced the list Viterbi algorithm. They also proposed 

the parallel list Viterbi algorithm and the serial list Viterbi algorithm for efficient imple­

mentation. 

For turbo codes, two iterative list decoding algorithms can be found in the literature: 

• Log-MAP + SLVA: In [30], Narayanan and Stiiber modified the serial list Viterbi 

algorithm (SLVA) so that it can take into account the extrinsic information in addition 

to the log-likelihood ratios (LLRs) of the channel observations. The modified serial 

list Viterbi algorithm is then applied to one of the component decoders at the last 

iteration of a typical iterative turbo decoder to generate a list of candidate codewords. 

• MLLA: In [39], Leanderson and Sundberg addressed the problem of list decoding 

of turbo codes by introducing the Max-log list algorithm (MLLA) to simultaneously 

produce the soft symbol decisions and the soft sequence list for decoding convolutional 

codes. When used for the component codes of a turbo code, the Max-log list algorithm 

can be viewed as an efficient integration of the list Viterbi algorithm into the process 

of the Max-Log-MAP algorithm. To alleviate the error fluctuation phenomenon that 

typically occurs in iterative decoding, as described in [40], list decoding is invoked 

repeatedly after every iteration instead of only after the last iteration [31]. Max-log 

list algorithm exists in both optimal and low complexity suboptimal versions when 

L > 3 . 

These two list decoding algorithms for turbo codes belong to the same general category 

*A version of this chapter was presented in part in "Efficient list decoding for parallel concatenated 
convolutional codes," at the IEEE PIMRC 2004, Barcelona, Spain, September 2004. 
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that avoids generating the list for the turbo code directly by utilizing the list generated 

for the RSC component code by the list Viterbi algorithm as the list for the turbo code. 

Although it was mentioned in [30] that the modified serial list Viterbi algorithm can be 

applied to either one or both of the component codes of the turbo code, the operation of 

the serial list Viterbi algorithm concerns only one component code at a time, therefore these 

alternatives all fall in the same generalization. 

In this chapter, a different approach is taken and the list is constructed directly for 

the turbo code rather than for its component codes. In Section 3.1, analysis of the error 

events of convolutional codes and turbo codes is given to demonstrate the differences when 

list decoding algorithms are invoked. In Section 3.2, a new algorithm is introduced for list 

decoding for turbo codes. Simulation results are shown in Section 3.3, which is followed by 

the chapter summary in Section 3.4. 

3.1 Analysis of list decoding algorithms for convolutional 
codes and turbo codes 

In this section, both binary RSC codes with memory of size v and turbo codes with a 

prime interleaver, as specified in [22], and a random interleaver are considered. Let u = 

(uo,ui,--- ,UK-I) and v = (VQ,VI,--- ,I>JV-I) denote the binary input sequence and the 

output codeword of the encoder, respectively. For rate r = 1/2 RSC codes, N = 2(K + v). 

For rate r = 1/3 turbo codes, N = 3K + 4u. Let x = (2v — 1) denote the BPSK modulated 

symbols, and y = x + n the received symbols, where n = (no, n\, • • • , rajv-i), n« are i.i.d. ~ 

N(0, No/2) assuming the AWGN channel. 

Recall the definitions of signature for binary sequences introduced in Section 2.5. For 

RSC codes, some of the possible signatures lead the encoder to the all-zero state before 

termination. Let SIGst denote the set of signatures with this self termination property. 

The majority of contributions to the low weight portion of the WEF are made by input 

sequences that have signatures belonging to SIGst. A useful approximation of the low weight 

portion of the WEF for RSC codes is: 

j s 

BC(H)^ Yl £ ( * - S P ( U J , . ) + 1 ) ^ (3-1) 

where H is a dummy variable, dfiee is the free distance of the code, J is the maximum code­

word weight considered, and S is the number of the distinct signatures uJ)S = s ig • (u) € 

SIGst that result in weight j output sequences. Eq.(3.1) shows the strong influence of com­

mon signature sets on the error events for RSC codes: the multiplicity of the terms in the 
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low weight portion of the WEF of the RSC codes is on the order of K. When two RSC 

codes are concatenated by an interleaver forming a turbo code, the low weight codewords 

of the turbo code occur only when these two RSC codes produce low weight codewords 

simultaneously. Because of the existence of the interleaver, the influence of the common 

signature sets on the error events vanishes. 

Using the concept of the uniform interleaver introduced in [36], when K ^> v, the WEF 

of a turbo code with RSC component encoders can be approximated as [41]: 

L*/2J /„.x / Hd2p+1 v2* 

*m • E (?) (^ fjd2p-2 
] = l - • - • 

= 2#2d2P+2 + 4H3d2* + 2H4d2*-2 • • • (3.2) 

where e^p is the minimum weight of parity bits in the component RSC codewords generated 

by input sequences of weight 2. From (3.2), it can be seen that in the low weight region 

of the turbo code WEF, the coefficients of each term are independent of K and usually 

far lower than K. List decoding allows for correction of the situation when ML decoding 

results in the wrong codeword by enlarging the radius of the decision hypersphere so that 

it includes L codewords [28]. 

Let an error pattern refer to the bitwise XOR of the decoded binary sequence u and the 

original binary input sequence u. Let the relative error pattern refer to the bitwise XOR 

of the decoded binary sequence u and the ML solution uM L . A list decoding algorithm 

searches for valid candidate codewords based on relative error patterns associated with low 

weight codewords. 

In the list decoding algorithms for turbo codes described in [30] and [39], the relative 

error patterns are those of the component RSC code rather than of the whole turbo code. 

If relative error patterns that correspond to low weight codewords for the RSC component 

code do not result in low weight codewords for the turbo code, which is one of the primary 

objectives of the interleaver design for turbo codes and therefore is the case for a well 

designed interleaver, a large fraction of the search results will have high turbo code codeword 

weights. Since only a small number of generated codewords are potential candidates for 

turbo code list decoding, such a search is inefficient and the incremental gains from the 

increases of the list size diminish quickly, as noticed in [30]. This is due to the fact that if 

the correct codewords do not show up in the front of the list, the codewords with relative 

error patterns that result in low weight codewords for the RSC code but not for the turbo 

code will quickly fill up the list. 

Note that even though iterative decoding for a turbo code does not guarantee the ML 
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Figure 3.1: Weight statistics of error patterns, relative error patterns and the associated 
corresponding codewords with serial list Viterbi algorithm (SLVA), when SLVA fails, L = 
128, 39 cases. 

solution, the above analysis is still valid because the serial list Viterbi algorithm works on 

the component RSC code instead of on the turbo code. 

Fig. 3.1 shows the statistics of the error patterns and the relative error patterns com­

pared to the ML solution found by the serial list Viterbi algorithm for the component 

code using a list of size L = 128 constructed by a modified serial list Viterbi algorithm 

at SNR = Eb/N0 = 0.6 dB where FER = 7.0 x 10"4. Details of the simulation setup are 

described later in Section 3.4. The statistics show the general fact that the error patterns, 

relative error patterns, and the corresponding RSC component codewords are constrained 

to low weight, but the weights of the corresponding turbo code codewords spread out over 

a large spectrum. 

Based on previously presented analysis, a list generated for the component RSC with 

list Viterbi algorithm differs from the optimal list for the turbo code, which makes the 

traditional list decoding algorithm less efficient for large list sizes. A list decoding algorithm 

that generates the list for the turbo code, rather than for its component codes, is expected 

to result in better performance compared to the traditional algorithms when the list size is 

large. 

Another issue in implementing list decoding is the trade-off between performance and 

efficiency. The most commonly used algorithms for iterative decoding of the turbo codes are 

the logarithm-maximum a posteriori (Log-MAP) and the MAX-Log-MAP algorithms, the 

latter being a simplified version of the former at a cost of about 0.5 dB degradation [42]. 

The fact that the Log-MAP algorithm is a symbol-wise decoding algorithm and the list 
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Viterbi algorithm is a sequence-wise algorithm makes their integration difficult. Combining 

the list Viterbi algorithm with the Max-Log-MAP algorithm, as in Max-log list algorithm, 

results in efficient implementation, while performing list Viterbi algorithm and the Log-

MAP algorithm separately results in better performance with higher decoding complexity. 

It is therefore desirable to develop an algorithm that efficiently generates lists based on 

the Log-MAP algorithm to achieve good performance with low complexity. 

3.2 Proposed algorithms 

Since soft decisions generated by the Log-MAP algorithm provide an accurate indication 

of the decision reliability, it is of interest to consider use of the Log-MAP algorithm in 

conjunction with the 2 M method (originally used by Nill and Sundberg in [43] to generate 

the list based on the symbol-wise soft decisions generated by the soft output Viterbi algo­

rithm (SOVA)). Moreover, the 2M method is used in this work together with the sub-block 

structure, where a data block before turbo encoding consists of several sub-blocks, each 

protected by an independent error detection code, as first proposed for turbo coded packet 

data transmissions in [44] 2. 

List decoding with the 2 M method benefits from the sub-block structure. When errors 

occur in turbo codes, they spread across the entire frame rather than concentrating on a 

specific region as in convolutional codes. It means that for turbo codes, the number of 

erroneous bits within each sub-block will likely be smaller than that within the entire code 

block. Because the complexity of the 2 M method grows exponentially with the number 

of unreliable bits flipped, the complexity of list decoding with the 2M method will be 

significantly reduced by flipping a small number of bits within each sub-block. 

The proposed algorithm can be formalized as follows. 

Let the information block be divided into E sub-blocks. For simplicity, assuming that 

K is divisible by E, each sub-block contains ^ bits and the information binary sequence 

can be further expressed as u = (uo,ui,--- ,UE-I), where u; = (iti,o,^j,i, • • • , ^ i £ _ i ) , 

i = 0,1, • • • , (E — 1). Denote the soft LLR output for the whole code block from the 

iterative decoder as s = (so, Si, • • • , s s _ ! ) where s, = (s^o, Si,\, • • - , ŝ  S _ I ) J a n < l 

P(uitj = 0|y) 

where j = 0,1, • • • , (7? — !)• Let qiim denote the indexes of the m-th smallest magnitude of 

The sub-block structure will be discussed in detail in Chapter 4 
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the LLR outputs within the i-th sub-block 

£ - 1 
E 

q%,m= argmin (KjD- (3-4) 
m=0,m<£{qifl,- ,?i ,(m-i)} 

The candidate list is constructed by nipping the M = log2 L most unreliable bits within the 

sub-block as illustrated in Fig. 3.2. Let z = sign(s) denote the hard decision and (/)bin,m 

denote the m-th least significant bit (LSB) of the M bit binary representation of I, where 

1 = 0,1, • • • ,L — 1. The l-th candidate for the decoded sequence in the list for the i-th. 

sub-block can be represented as: z\ = (z\ 0, z\ lt • • • , z \ K ) and 

~i _ f Zi,h, if h g {qifi,--- ,Qi,M-i} /o K\ 
\h \ (_1)(0bi„,ro . z.thf i i h = %mj m G {0,1, • • • , M - 1}. K • ' 

In list decoding algorithms for turbo codes where the list is generated for one component 

code, the list is constructed based on the LLRs of the corresponding parity bits as well as the 

LLRs and a priori information on systematic bits, resulting in biased candidate codewords. 

In the new algorithm, the list is constructed based solely on the soft output of the turbo 

code, which is the LLR of the systematic bits. The bias introduced by parity codewords is 

avoided. 

The arithmetic complexity of different algorithms for iterative decoding of turbo codes 

can be compared based on the number of the addition/subtraction and comparison (max) 

operations required to decode each information bit in one component decoder. The complex­

ity required for the CRC check is not considered because it is common for all list decoding 

algorithms and can be implemented very efficiently. 

The extra complexity introduced by the proposed new algorithm compared to the Log-

MAP algorithm is the ranking of the magnitudes of the LLR outputs within each sub-block. 

For each information bit, this is an insertion operation in an ordered list with M elements, 

which requires, in the worst case, (L — 1) • [log2(L + 1)] comparison operations for a binary 

search algorithm [45], where "[•]" denotes the minimum integer no less than "•". This list 

generating process operates once per iteration. 

Table 3.1 shows the arithmetic complexity of different algorithms for iterative decoding 

of a turbo code, where, as in [31] and [42], it is assumed that addition/subtraction has the 

same implementation cost as a comparison operation. Fig. 3.3 shows the relative increase 

of arithmetic complexity of different list decoding algorithms compared to the Max-log-

MAP algorithm as a function of v for list sizes of L = 2,8, and 32. In Fig. 3.3 and other 

simulation results presented later, the new algorithm is denoted as "Log-MAP + Sub-block 
nMii 
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(b) Construct the candidate codeword list by flipping these 
bits. 

Figure 3.2: The proposed list decoding algorithm. 

In actual list decoding systems, where the error detection code is not perfect, the prob­

ability of an accepted block error increases as the error detection redundancy decreases or 

the input BER to the error detector increases [46]. To reduce the probability of the accepted 

block error, a number of preliminary iterations could be performed to ensure a certain level 

of accuracy before the list decoding algorithm is activated. 

3.3 Simulations 

The list decoding algorithms under evaluation include Log-MAP + SLVA, Max-Log-MAP + 

SLVA, with performance equivalent to the optimal Max-log list algorithm, and the proposed 

new list decoding algorithm for turbo codes, together with the classical iterative decoding 
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Table 3.1: Arithmetic complexity for different decoding algorithms by means of arithmetic 
operations per bit per component decoder 

Algorithm Add/Sub Max 
Max-Log-MAP 

Log-MAP 
Log-MAP + SLVA 
Sub-optimal MLLA 

Optimal MLLA 

8 x 2 " 4 x 2 " 
12 x 2" + (L - 2) 4 x 2 " 
13.5 X 2" + (L - 2)/2 4.5 X 2" + (L - 1) • |"log2(L + 1)1/2 
8 x 2 " 4 x 2" + (L - 1) • riog2(L + 1)] + max(2" - L + 1,0) 
8 x 2" + 3(L - 1) 4 x 2" + (L - 1) • (2flog2(L + 1)] + 3) + m a x ^ - L + 1,0) 

Log-MAP + Sub-block 2 M 12 x 2" 4 x 2" + (M - 1) • [log2(M + 1)1/2 

10 

_|_ Log-MRP" 
-X- Log-MAP+SLVA 
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. g . Log-MAP+Sub-block2* 
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(a) L=2. (b) L=8. (c) L=32. 

Figure 3.3: Relative increase of arithmetic complexity of list decoding algorithms compared 
to the Max-log-MAP algorithm vs. memory v. 

with the Log-MAP algorithm and the MAX-Log-MAP algorithm as references. 

The turbo codes with a prime interleaver [22] and a random interleaver are considered. 

The 16-bit CRC-CCITT code with generator polynomial G(D) = D16 + D12 + D5 + 1 is 

used for error detection [2]. 

The code block structure considered in the simulation is as follows: 

• When the sub-block structure is used, one code block of length K = 1760 contains 

E = 4 sub-blocks, each with Kinf0.s = 424 information bits, corresponding to one 

asynchronous transfer mode (ATM) cell as in [30], and KCRC = 16 CRC bits 3 . The 

code rate is r = 0.3205. 

• When the sub-block structure is not used, a similar code block of length K = 1760 

is considered to avoid performance differences inherently introduced by a different 
3The length of an ATM cell is 53 bytes (424 bits), consisting of a 5-byte cell header and 48 bytes of 

payload. Strictly speaking, only the 48 payload bytes contain user data. However, in the context of the 
discussion, from the encoder point of view, all 53 bytes are treated as information bits. 
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Log-MAP,no sub-block structure 
MAX-Log-MAP,no sub-block structure 
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Figure 3.4: FER performance for the turbo code with prime interleaver. 

turbo code interleaver. The code block consists of Kmf0 = 1744 information bits and 

KCRC = 16 CRC bits. The code rate is r = 0.3296. 

In the simulations, a maximum of 32 iterations are allowed. The number of preliminary 

iterations is arbitrarily set to 9. After the preliminary iterations, list decoding is invoked 

repeatedly. For each simulation point, the simulation is stopped when 50 frame errors (code 

block errors) are accumulated. 

With the sub-block structure, extra redundancy is introduced to make each sub-block 

self-error-detectable. Assuming that, without the sub-block structure, each code block has 

to include only one CRC, the SNR loss introduced by the CRC bits for the sub-block 

structure can be calculated as: 

SNRloss = 10 • log10 T^Kinto
 p (dB) (3.6) 

^info-s ' E 

which, for the system under evaluation, equals an SNR loss of 0.1212 dB. 

Figs. 3.4 and 3.5 show the FER comparisons for the prime and random interleavers. 

For both interleavers, the proposed algorithm lowers the error floor by more than one order 

of magnitude compared to Log-MAP + SLVA with the same list size. With a random 
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Figure 3.5: FER performance for the turbo code with random interleaver. 

interleaver, relative error patterns that result in low weight RSC component codewords 

might also result in low weight turbo code codewords so that the traditional component list 

decoding algorithm is efficient in lowering the error floor. However, with a prime interleaver, 

where the relative error patterns that result in low weight codewords for the RSC component 

code do not result in low weight codewords for the turbo code, the efficiency of the traditional 

list decoding algorithm is reduced. 

3.4 Chapter summary 

Various properties of error events and weight spectra between turbo codes and their com­

ponent RSCs explain the inefficiency of list decoding algorithms that use lists generated 

for the component code. A new algorithm which combines the 1M method with the Log-

MAP algorithm and the sub-block structure is proposed as a method to generate the list 

directly for the turbo code. The new algorithm introduces low extra complexity compared 

with the traditional Log-MAP algorithm and achieves better performance compared with 

previously proposed list decoding algorithms. Simulation results show that the new algo­

rithm can lower the frame error floor by more than one order of magnitude compared to 
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the algorithms reported in the literature. To reduce the probability of the accepted block 

error in list decoding for turbo codes, a suitable amount of redundancy for error detection 

should be included, the list size should be carefully chosen, and a preliminary number of 

iterations should be performed before the list decoding algorithm takes effect to reduce the 

BER before error detection. 
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Chapter 4 

Sub-Block Recovery for I terative 
Decoding of Turbo Codes with the 
Sub-Block Structure 

Turbo codes are characterized by a quickly falling BER and FER which form the so called 

turbo cliff in the low SNR region. Due to the fact that turbo codes usually contain a few 

low weight codewords, the BER and FER in the medium and high SNR regions decrease 

slower, usually exhibiting an error floor phenomenon. Generally speaking, as the data block 

length increases, turbo codes achieve better performance in both the turbo cliff region and 

the error floor region. Therefore, from the FEC point of view, it is desirable to employ large 

data blocks in a turbo encoded system. 

In data transmission, delay is tolerable to some extent. To ensure reliable transmission 

in these systems, ARQ can be invoked when FEC fails to recover the transmitted data. 

For efficient retransmission, it is desirable to locate the positions of the errors in the data 

stream as accurately as possible and ask for retransmission of only the portion of the data 

that is of greatest importance to recovery of the erroneously decoded data. When the 

retransmission request concerns packets, shorter packets are preferable in order to avoid 

unnecessary retransmission of the portion of data that is already correctly decoded. 

In a system where hybrid ARQ incorporating turbo codes is used for error control, a 

straightforward solution to the differing requirements of long data blocks for turbo codes 

and short packets for ARQ is the sub-block structure [22,44]. With this approach, one data 

block for turbo encoding contains several sub-blocks, each protected by an independent 

lrThe material in this chapter was presented in part in "Analysis of a sub-block recovery scheme for 
decoding a concatenated error control code," at the IEEE VTC 2005 Spring, Stockholm, Sweden, May 
2005 and "Sub-block recovery scheme for iterative decoding of turbo codes," at the IEEE VTC 2005 Fall, 
Dallas, USA, September 2005, and constitutes a paper accepted for publication in the IEICE Transactions 
on Communications. 
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error detection code. At the receiver, retransmissions are requested only for the sub-blocks 

in which errors are detected. 

In order to make the sub-blocks self-error-detectable, a non-negligible amount of redun­

dancy is introduced in the sub-block structure. It is therefore of interest to investigate 

how this extra redundancy can be utilized by the decoder to improve its performance. One 

scheme to improve the decoding performance was proposed in [47]. The scheme is based 

on the error fluctuation phenomenon observed in iterative decoding of turbo codes, where 

the number and locations of the errors vary occasionally from iteration to iteration. In that 

scheme, sub-block error detection is performed at every iteration. The hard decisions of the 

bits are recorded immediately after a sub-block has been determined error-free so that the 

decoder can catch the "best status" for each sub-block in the iterative decoding process. 

This leads to a performance improvement compared to conventional turbo decoding [47]. 

In this chapter, a novel sub-block recovery scheme is proposed that not only catches the 

"best decoding status" for each sub-block but also utilizes the correctly decoded sub-blocks 

to assist in the decoding of those not yet correctly decoded. 

In Sections 4.1 - 4.3, the system model, the proposed sub-block recovery scheme and 

notations and definitions are introduced, respectively. In Sections 4.4 - 4.7, analysis is 

presented to show that the sub-block recovery scheme helps improve the performance of 

iterative decoding of turbo codes. In Section 4.8, simulation results are presented to demon­

strate the performance improvement introduced by the sub-block recovery scheme, and the 

chapter is summarized in Section 4.9. 

4.1 System model 

The transmitter studied in this chapter consists of a CRC encoder, a turbo encoder, and 

a modulator. The information bits are first divided into transport blocks, each transport 

block is CRC encoded to form a sub-block, and several sub-blocks are combined into one 

data block and encoded by a turbo encoder [22,44]. Encoding is followed by pulse shaping 

and modulation before transmission. To simplify the discussion, BPSK modulation with 

unit symbol energy Ea = 1 is assumed. Assuming that time slots for individual packet 

transmissions are short in comparison to the coherence time of the fading channel, the 

packet radio link can be modelled as an AWGN channel with noise variance per dimension 

equal to NQ/2. 

At the receiver, the received signal is demodulated and normalized to unit energy per 

symbol, during which perfect channel estimation and synchronization are assumed. A soft 
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Figure 4.1: Concatenated error control coding scheme. 

input hard output iterative decoder is used to decode the turbo code. After that, a CRC 

check is performed on the hard decisions to determine the correctness of each sub-block. 

Fig. 4.1 presents the block diagram of this concatenated error control scheme. Traditionally, 

the inner code and the outer code are decoded separately, and therefore the redundancy 

introduced by the error detection code is not utilized by the inner decoder for the error 

correction code. 

4.2 New scheme 

In this section, a sub-block recovery scheme is proposed for the system described in the 

previous section in order to improve the decoding performance of the turbo code. After 

a few initial iterations, a CRC check is performed on each sub-block after each iteration 

of turbo decoding. If at least one but not all sub-blocks satisfy the CRC check, the hard 

decisions on the data bits of these sub-blocks are recorded, and the LLRs corresponding 

to these hard decisions are constructed and forwarded to the next stage in the iterative 

decoder. The constructed LLRs assume the sign of the corresponding hard decisions and a 

pre-defined high magnitude, which represents very high reliability of these decoder inputs. 

As a result, after sub-block recovery, the recovered part of the decoder input looks noise-

free in the following iterations. This sub-block recovery process is invoked repeatedly in the 

following iterations when there are new sub-blocks that satisfy the CRC check and there is 

still at least one sub-block that does not. During the initial iterations, sub-block recovery 

is not invoked in order to avoid the potentially high probability of undetected error events 

of the CRC code. 

In the following analysis, the decoding scheme involving sub-block recovery is referred 

to as the new scheme. In comparison, in a conventional scheme, as described in [47], after 

the same number of initial iterations as that in the new scheme, the hard decisions for the 

sub-blocks that satisfy the CRC check are recorded in subsequent iterations to catch the 

"best status", but no sub-block recovery is performed. Note that, assuming the probability 

of the undetected packet error is zero, the conventional scheme will never perform worse 
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than the iterative decoding scheme without recording the hard decisions in the iterative 

decoding process. 

The flow charts for both the new scheme and the conventional scheme are shown in Fig. 

4.2. Compared to the conventional scheme, in the new scheme, after the 'Record the hard 

decisions' procedure, a new procedure called "Recover the systematic inputs" is performed. 

4.3 Notation and definitions 

Let ENC1 and ENC2 denote the RSC component encoders of the turbo code, respectively, 

and let II denote the inter leaver of length K. 

A turbo code can be treated as an (N, K) linear block code, where N is the length of each 

codeword. Let u = (uo, u\, • • • , u#_i) and v = (VQ, VI, • • • , UJV-I) denote the binary input 

sequence (data block) and output codeword of the encoder, respectively. For notational 

simplicity, in this chapter it is assumed that v^ = uk for k e {0,1, • • • , K — 1}. Let 

x = (2v — 1) denote the BPSK modulated symbols, and y = x + n the received symbols, 

where n = (no,«i,--- , n/v-i), and n, are i.i.d. ~ N(0,NQ/2). 

Denote the binary representation of a sequence of length K as up = (UQ, U^, • • • , up
K_x) = 

(p)bin, where p is an integer p G {0,1, • • • ,2K — 1}. If up is fed into the encoder, the 

corresponding codeword and the antipodal modulated symbol sequence are denoted as vp 

and xp, respectively. Without loss of generality, it is assumed that the all-zero codeword, 

v°, corresponding to the all-zero data block u°, is transmitted. Finally, the interleaved data 

block associated with u is denoted as u and the interleaving and deinterleaving functions 

are denoted as n(u) = u and I I - 1 (u) = u, respectively. 

In an iterative turbo decoder, two SISO constituent decoders, DEC1 and DEC2, work 

cooperatively via exchange of extrinsic information [19]. One full iteration is characterized 

by one decoding operation of each constituent decoder with DEC2 following DEC1. The 

input to the iterative turbo decoder consists of LLRs of the channel observations: L(y) = 

iL(y)o' L(y)v ' ' • ' L(V)N-i>> w h e r e 

L^=in Z:: % : ! = ^ * . fa»e p. i,. •., * -1} (4-D 

for the AWGN channel. Each constituent decoder takes in the LLRs of the channel obser­

vation for the corresponding systematic and parity bits, as well as the a priori information 
L(a) = {L(a)0,L(a)v ••• , L ( a ) A ._ 1}, where 

L ^ = lnp(xk
k=-ly iorke{0,l,..-,K- 1}. (4.2) 
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Figure 4.2: Comparison of the flow charts for the new scheme and the conventional one. 
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The a priori information is the extrinsic information generated by the other constituent 

decoder, which at its output is denoted L(e) = {£(e)0,£(e),, • • • , L ^ } . Based on the 

LLRs of the channel observation and extrinsic information, the Log-MAP algorithm or the 

SOVA is used to estimate the transmitted codeword [19,48,49]. 

Let L(ei,i) and L(e2,i\ denote the extrinsic information from DEC1 and DEC2 at the i-th 

iteration, respectively. Similarly let L(0i,i) and L(02,i) denote the a priori information to 

DEC1 and DEC2. Moreover, let u* = (ul
0,u\, • • • ,ul

K_x) denote the hard decisions made 

by the turbo decoder at the z-th iteration, and let L,r^\ = {L/^ ,L/^i\ ,• • • , Li^i\ } 

be the corresponding LLRs. Let u1'1 and u2'1 denote the hard decisions made by DEC1 

and DEC2, respectively, and let L(&i,i), L(fi2,i) be the corresponding LLRs. With the sub-

block structure, each data block contains E sub-blocks. Assuming, for simplicity, that K 

is divisible by E, each sub-block contains ^ bits, within which K E D bits are parity checks 

for error detection, and the other î info-s = ( ^ — -K'ED) bits are information bits, as shown 

in Fig. 4.3. Finally, let SBe denote the set of indices of the symbols belonging to the e-th 

sub-block in the input code block u. 

4.4 Analysis of the sub-block recovery scheme 

The analysis of the sub-block recovery scheme is presented in two parts. In this section, a 

method is proposed to transform the performance comparison of iterative decoding with and 

without sub-block recovery to the performance comparison of the decoding of two simple 

codes. In Sections 4.5 and 4.6 it is shown that the sub-block recovery scheme results in 

improved performance with the iterative decoding of turbo codes using either the SOVA or 

the Log-MAP algorithms. In Section 4.7 it is shown that if ML decoding is used, sub-block 

recovery does not improve decoding performance. 
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Bas ic ana lys i s 

In the following, the case where there are two sub-blocks within each data block is con­

sidered. The sub-blocks are denoted as SBi and SB2. Let Pge^BE) denote the BER of 

the bits within sub-block SBj (j = 1 or 2), and let P S B ^ P E ) denote the sub block error 

rate of SBj. Let A%- and A1- denote the events that SBj is or is not correctly decoded at 

the i-th iteration during the iterative decoding process, where i e [0, (/ — 1)] and / is the 

maximum number of iterations allowed in the decoding process. Events A1- and A1- are 

mutually exclusive. 

To facilitate the analysis, three codes are defined, as shown in Fig. 4.4. Let C\ denote 

the original inner code in Fig. 4.1, which is an (N,K) block code. When the inner decoder 

decodes a received sequence, in which the first sub-block contains information bits and the 

second sub-block is known to the decoder, this is equivalent to decoding an (N, y ) code, 

denoted as C2- Similarly, when the second sub-block contains information bits and the first 

sub-block is known to the decoder, this is equivalent to decoding a different rate (N, y ) 

code, denoted as C3. 

In the following, the decoding process in the (i + l)-th iteration is considered. In the 

conventional scheme, the decoder decodes code C\ in every iteration. In the new scheme, if 

after the z-th iteration, SB2 is detected to be error-free and SBi is determined to contain 

errors, a sub-block recovery process will be triggered. In the (i + l)-th iteration, the decoder 

knows the information bits contained in SB2 and only wants to estimate the information 

bits in SBi. The decoder is equivalently decoding code Ci rather than C\. Similarly, if after 

the i-th iteration SBi is detected to be error-free and SB2 is determined to contain errors, 

during the (i + l)-th iteration the decoder is equivalently decoding code C3 rather than C\. 

As an example, consider the mutually exclusive events A\ and A\. From the total 
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probability theorem, the BER of the bits within SBi in the (i + l)-th iteration is 

P S B l (BE) = P S B l ( B E | 4 ) • P ( 4 ) + P S B l ( B E | 4 ) • P ( 4 ) (4.3) 

where PgBl(BE|A2) is the BER of the bits within sub-block SBi in the (i + l)-th iteration 

given that sub-block SB2 is not correctly decoded in the i-th iteration. 

For the conventional scheme, 

pConventional(BE) = pC^ ( B E | ^ } . p ( ^ } + p C ^ ( R E | ^ ) . p^) ( 4 4 ) 

where the superscript "Ci" indicates that the probability refers to the decoding of C\. The 

same notation rule applies in the following analysis. 

With sub-block recovery, if SB2 is correctly decoded and SBi has errors after the z-th 

iteration, then during the (i + l)-th iteration 

P S B l ( B E | 4 ) = p£Bi(BE). (4.5) 

For the new scheme it then follows, 

P^7(BE) = P ^ B l ( B E | 4 ) • P ( 4 ) + P£Bl(BE) • P ( 4 ) . (4.6) 

Comparing the performance of the new scheme with that of the conventional scheme 

reduces to comparing the error probability Pf^ (BE) with P^B i (BE |4 ) - When P^B j (BE) < 

P ^ ( B E | 4 ) , 

P^7(BE) < pg£v e n t i o n a l(BE), (4.7) 

and the new scheme will result in improvement in the BER performance compared to the 

conventional scheme. 

If instead of A\ and Al
2, events A\ and A\ are considered, the BER analysis of the 

bits within SB2 in the (i + l)-th iteration is similar to the discussion above with the con­

clusion that the improvement of the new scheme depends on whether or not P S B (BE) < 

P S B 2 ( B E | 4 ) -

E x t e n d e d ana lys i s 

In the simple example discussed above, all the possible events regarding whether SBi or SB2 

is correctly decoded in the z-th iteration, A\Al
2, A\A2, A\Al

2, A\A2, are mutually exclusive, 

with P ( 4 4 U A\A2 U AjA2 U 4 4 ) = *• From the total probability theorem, the BER of 

the bits within SB2 in the (i + l)-th iteration is 

PSBl (BE) = PSBl (BE|44)P(44) + PSBl (BE|44)P(44) 
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+PSBl(BE\A\Ai)P(A\Ai) + PsBl(BE|A*4)P(AJ4). (4.8) 

For the conventional scheme, 

pConventional(BE) = pC^ ( B E ^ ^ P ^ ^ ) + P%% (BE\A[A^)P(A{AJ) 

+P%1 (BE\AjAi)P(A\Ai) + Pg^ (BE\AJA^)P(AJA^). (4.9) 

With sub-block recovery, if SB2 is correctly decoded and SBi has errors after the i-th 

iteration, then during the (i + l)-th iteration 

PSBl(BE|I[4) = Pg2
Bi(BE|I[). (4.10) 

For the new scheme, it then follows that 

PgiTCBE) = F%1{BnA\A^)P{A\Ai)+F%l(BE\A\^)P(A\^) 

+P%i(BE\A\)P(A\Ai) + P^iBElAlAtiPiAlAi). (4.11) 

Note that (4.9) and (4.11) differ in the third term on the right hand side. Similarly, one 

can write down the counterparts of (4.8) - (4.11) for the BER of the bits within SB2 in 

the (i + l)-th iteration for both the conventional scheme and the new scheme. The only 

difference would be the calculation of the BER for the event that SBi is correctly decoded 

and SB2 has errors after the i-th iteration, i.e., 

P S B 2 ( B E | 4 4 ) = P%2(BE\A\Aj) (4.12) 

for the conventional scheme, and 

PS B 2(BE|44) = P?B2(BE|4) (4.13) 

for the new scheme. 

Comparing the performance of the new scheme with that of the conventional scheme 

reduces to comparing the following two pairs of conditional BERs: 

. P^B i (BE|I[ ) vs. P g B i ( B E | 4 4 ) , and 

. P g | a ( B E | 4 ) vs. P%2(BE\A\Ai). 

This analysis can be extended to cases where one data block contains more than two 

sub-blocks. It also applies to cases where the sub-block recovery process is invoked more 

than once during the iterative decoding process. Note that (4.3) - (4.13) are still valid 

after substituting all the PSB^(BE) by the PsBj(PE). Therefore, the above analysis is also 

applicable to sub-block error rate analysis. 
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4.5 Analysis of the sub-block recovery scheme for iterative 
turbo decoding with modified SOVA 

In this section, the modified SOVA is first reviewed and it is then demonstrated that sub-

block recovery helps correct a typical error pattern that is inherent in turbo codes with 

highly structured interleavers such as those used in 3GPP and 3GPP2 systems [22]. 

Iterative turbo decoding with modified SOVA 

As described in [48,49], during the i-th iteration of the modified SOVA, DEC1 yields the 

estimation of the transmitted codeword that maximizes the sequence-wise a posteriori func­

tion 

•P1.*/,,!,,- \ _ PrfV l-u- "l — Pyysys,parl |xsys,parl)P ' ( x s y s ) . . r Vul^sys,parl// — r V-*-sys,parl |J'sys,parl// — p / \ V*' iH7 
^(.ysys,parl; 

where ysys,pari denotes the portion of received symbol sequence corresponding to the system­

atic bits and the parity bits of ENC1, xsyS!pari denotes the transmitted symbols correspond­

ing to the systematic bits and the parity bits of ENC1, and xsys denotes the transmitted 

symbols corresponding to the systematic bits. 

The superscript "l,z" is used to denote variables in DEC1 in the z-th iteration2. The 

metric between xp and y is defined as 

M dec M = YlXn- ( V ' * ) „ + L(V)J + T . < • L(y)n 

= 21n—P(ysyS)Pari |xsys>par l)P ' (xsys) 

= 2 In— P1 ' i(u|ysys,pari)P(ysys,pari) (4.15) 

where n s and npi denote the set of indices of the systematic bits and the parity bits of 

ENC1 in codeword v, respectively. For a given a priori information sequence and a given 

received symbol sequence, K\ is a constant independent of xsySiPari. Moreover, for a given 

ysys,pari, P(ysys,pari) is a constant independent of x^y s p a r l and exp(-) is a monotonically 

increasing function, therefore the decision rule of DEC1 in the i-th iteration when signal 

corruption is due to the AWGN channel is 

ftM = UPA'PP (4.16) 

where 

PAPP = argmaxP^^u^lysy^pari) 
p=0 

Correspondingly, in the following, "2, i" denote variables in DEC2 in the i-th iteration. 
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2K-1 

= argmaxP(ysyS)Parl |x£yS)parl)P ,l(xfys) 
p=0 

2 X - 1 

= argmaxM^ecli. (4.17) 
p=0 

The metric difference associated with two binary sequences, uPa and uP6, for DEC1 in 

the i-th iteration is defined as 

A (Pa,Pb) _ MPa _ nPb (A 1 o\ 
^decl . i ~~ "decl.i "decl,*" \*-l0J 

Eq. (4.17) can be alternatively expressed as 

PAPP = P-IVP6 e {0,1, • • • , 2K - 1}, pa ? pb; A%$ > 0. (4.19) 

As a SISO component decoder, DEC1 in the i-th. iteration produces the symbol-wise 

LLR of its decisions, uk'
1, as 

maxuPo.uPa=1 PM(uPa |ysys,Pari) 
L(f.i,i\, = 2 In T-. 

\u >k m Q V ._ „_ _ pi,» maxuPa.uPa=0 
,parlj 

1 > » 
PAPP ( 2 < A P P " 1 ) . * in A £ ™ (4.20) 

„Pa = , . „Pb l ; < ° =0 

. iPa,Pb) 

Pa = P A ' PP ° r P>> = P A P P 

where the coefficient 2 is introduced for consistency with the metric evaluations. 

The extrinsic information produced by DEC1 and DEC2 in the i-th iteration can be 

evaluated by 

V - 1 ) * = L(«M)fe " L(y)k ~
 L(«M)fe ( 4 2 1 ) 

L(e2'l)k
 = L(fia'*)fc_I'(w)fc-L(a2'')fc ( 4 2 2 ) 

where the a priori information input to DEC1 and DEC2 in the i-th iteration is the extrinsic 

information generated by the other constituent decoder in the previous decoding step, i.e., 

L(«1,')fc = L(e2'i"1)n(fc)' L(«3li)n(fc) = L^)k-

Analysis of the sub-block recovery scheme 

In the following, it is shown how the sub-block recovery scheme helps to improve the decod­

ing performance by analyzing the decoding of a typical error pattern, denoted by (22:22) 

in [50], that a turbo decoder has difficulty correcting. In this chapter, an error pattern is de­

fined as the symbol-wise modulo-2 sum of the encoder input sequence u and the erroneously 

decoded sequence u. 
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The (22:22) error pattern is inherent in turbo codes with structured interleavers which 

are often used in real systems which use different block lengths for different services. Struc­

tured interleavers have the advantage that the interleaving pattern can be generated on-the-

fly rather than stored in memory for all possible data block lengths. Interleaver design for 

turbo codes has been extensively investigated in [34,51,52]. However, as pointed out in [50], 

(22:22) error patterns are inherent in highly structured interleavers and the multiplicity of 

such error patterns cannot be reduced. As will be shown later, the sub-block recovery 

scheme helps to correct this error pattern, therefore, improvements in decoder performance 

is expected when sub-block recovery is used. 

The typical (22:22) error pattern contains four erroneous bits. Assuming the source 

sequence is all-zero, these errors have value one. Their indices in the data block u are 

denoted as PI - P4, and those in the interleaved data block, u, as n(Pl)-II(P4). Let SBi 

and SB2 denote the sub-blocks that contain errors that the turbo decoder has difficulty 

correcting. It is assumed that 

• positions PI , P2 are in SBi, and positions P3, P4 are in SB2; 

• sequence u E P 1 with errors in PI and P2 results in a low weight codeword when fed 

into ENC1; 

• sequence u E P 2 with errors in P3 and P4 results in a low weight codeword when fed 

into ENC1; 

• sequence u E P 3 with errors in n(P2) and n(P3) results in a low weight codeword when 

fed into ENC2; 

• sequence u E P 4 with errors in II(P1) and II(P4) results in a low weight codeword when 

fed into ENC2. 

Fig. 4.5 illustrates the positions of the bits in the typical error pattern in both the 

original input sequence u and the interleaved input sequence u. The input sequence with 

zeros in all but these four positions results in a low weight turbo codeword. Consider 

the situation when the transmitted symbols x-pi and a?P3 experience adverse noise and the 

corresponding LLR reliability inputs to the decoder, L^ and L(y) , satisfy 

" ( - L ( y ) m a x - ^ ) P 2 ) » 0. (4-2 3) 

~{-L(v)m^-L(v)P3) » 0> (4-24) 
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Figure 4.5: The typical error pattern under consideration. 

where (—£(,,) ) is the maximum LLR value for yp2 and J/P3 when those two symbols are 

received free of noise. It is assumed that, with the conventional scheme, DEC1 corrects the 

errors in positions P3 and P4, but not those in PI and P2 during the i-th iteration, and 

that DEC2 corrects the errors in positions II(P1) and II(P4) but not those in II(P2) and 

II(P3), all with small margins3, which means 

A<Sr}>0 W E P 1 
A £ £ ! > ° v ^ o.EPl 

AdeSfa)>0 Vpa^EP3 
A S ] > 0 VPa + 0, EP3 

(4.25) 

(4.26) 

and AJjecl \ ', A^ec2 \ ' are small values. The hard decisions of DEC1 and DEC2 at the i-th 

iteration are u1'* = u E P 1 and u2'* = uE P 3 , respectively. It is further assumed that with the 

conventional scheme, this situation does not change in the (i + l)-th iteration, i.e., (4.25) 

and (4.26) are also valid when the "i" in the subscript is substituted by ui + 1". 

Impact of sub-block recovery on the hard decisions made by DEC2 in the i-th 
iteration 

In the new scheme, after the decoding of DEC1 in the i-th. iteration and under the assump­

tion that SB2 is correctly decoded, sub-block recovery is performed. The systematic LLR 

inputs to the iterative decoder corresponding to SB2 are set to values representing the hard 

decisions. The superscript " ' " is used to denote the variables evaluated in the new scheme 

and to distinguish them from the ones that are evaluated in the conventional scheme. For 

DEC2, the LLR input for yn(P3) that is changed to L(y)n ,p 3 ' = — L(y) after sub-block 

3Here it is assumed that DEC2 corrects the errors in positions II(P1) and II(P4) to simplify the analysis. 
However, if DEC2 does not correct the errors in positions II(Pl) and II(P4), the following analysis is also 
valid, as discussed later. 
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recovery is particularly important since this change will impact the immediate subsequent 

decoding. 

With the new scheme, the metric difference associated with u E P 3 and u° evaluated by 

DEC 2 in the i-th iteration is 

C f = A S 0 ) + 2 ( i ( , ) n ( P 3 ) ' - ^ ( , ) n ( p 3 ) ) = A S 0 ) + 2 ( - L ( , ) m a x - L ( , ) n ( P 3 ) ) - (4-27) 

The difference introduced by sub-block recovery is 2(—L^ — ^j(y)ji(P3\)- Based on the 

previous assumption in (4.24) that yn(P3) 1S significantly distorted by noise, 

A E 0 ) + 2 ( - L ( , ) m a x - L ( W < 0 ( 4 2 8 ) 

from which it follows that 

&& = -*&>»• (4-29) 

Also, from (4.24) and (4.26), 

A&j ' = A£g> - £ 2(-L<»w - hv)u{n)) > ° VP* * °> EP3 (4-3°) 
«GnsB2 ,pa 

where nsB2,pa ^s ^e set of indices of the non-zero systematic bits that are in sequence uPa 

and belong to SB2. Prom (4.19), (4.29) and (4.30), it follows that the hard decision made 

by DEC2 will be u° rather than uEP3 , i.e., 

u2-* ' = u°. (4.31) 

Impact of sub-block recovery on the extrinsic information produced by DEC2 
in the i-th iteration 

To examine the extrinsic information for yP2 in the new scheme, sequences with the max­

imum metric for v^,p2-. = 1 and u^(p2,
 = 0 f° r DEC2 in the i-th iteration with both the 

conventional scheme and the new scheme are considered. With the conventional scheme, 

the all-zero sequence u° is the sequence with the maximum metric for u^,p2-. = 0, and u E P 3 

is the sequence with the maximum metric for u^,P2) — 1-

L(e2'')n(P2) = L(«2'i)n(P2) ~ L(v)n(P2) ~ L(«2-')n(P2) 

= Adec2,i -L(y)n(P2) "L(«2'i)n(P2)" ( 4 3 2 ) 

First, the improvement introduced by the new scheme to the metric for different se­

quences is examined. For the all-zero sequence, 

ML2, /= M°ec2)i + E (-1) ( - L (v) m a x - L(y)u{n)) (4-33) 
nensB2 
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where the second term is the sum of LLR improvement on systematic bits introduced by 

sub-block recovery. This term has a positive value and is denoted by K<I in the following. 

For any other sequences \/pb ^ 0, 

udec2, j C + ^ + 2 E ( - ^ m a x " L(v)n(n)) ^ ^ 
n e n SB 2 , p » 

where the last term on the right hand side is negative. It is clear from (4.33) and (4.34) 

that the improvement introduced by sub-block recovery on the metric associated with a 

sequence is proportional to the number of positions in which that sequence agrees with the 

transmitted sequence in the recovered part. Specifically, in the case under consideration, 

the all zero sequence receives the most significant improvement on its metric. 

Therefore, for any sequence, u E P x : ^0^2) = 0, other than the all-zero sequence, 

Mdec2,/ = MJUi + «2 > ft + «2 > ft' (4-35) 

which indicates that the all-zero sequence u° is the one with the maximum metric for 
un(P2) = 0 f° r DEC2 in the i-th iteration. However, u E P 3 is not necessarily the sequence 

with the maximum metric for u^(P2) — 1-

• If u E P 3 is still the sequence with the maximum metric for «n°(P2) = 1> *^en the 

improvement introduced by the new scheme on the extrinsic information for yn(P2) 

produced by DEC2 in the i-th. iteration is 

L ( ^ ' i ) n ( P 2 ) ' " L(e2'i)U(P2) = 2 ( L (w)n(P3) ' _ L(2/)n(P3)) = 2 (~ L ( l / )max ~ L(s/)lI(P3)) < °" 

(4.36) 

• Assume that after sub-block recovery, another sequence, denoted as uE P 5 , rather than 

u E P 3 has the maximum metric for u^,p^ = 1. From (4.26), before sub-block recovery, 

the metric associated with u E P 5 from the received sequence is smaller than that of 

u E P 1 as well as that of uE P 3 , i.e., Mfjj^ < ME
e
pl

2i < MffJ^. It can be shown that 

L(e2-i)U(P2) ~ L(«2 ' i)n(P2) = (MdePc2,i ~ ^dec2,i) + J2 2 ( _ L ( j / ) m a x ~ L(y)n(n)^ < ° 
«enSB2 ,EP5 

(4.37) 

where nsB2,EP5 is the set of indices of the non-zero systematic bits that are in the 

sequence u E P 5 and belong to SB2. 

From (4.36) and (4.37), the extrinsic information for yP2 produced by DEC2 brings the 

decoder closer toward the correct decision, independent of whether DEC2 makes a favorable 

decision regarding u° or not. 
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Following a similar procedure, it can be shown that the improvement introduced by the 

new scheme on the extrinsic information for yn/P1\ produced by DEC2 in the i-th iteration 

is also always toward the correct decision, i.e., 

V 'OiKPi) ' ~ L(ev)n(pi) < °- (4-38) 

Impact of sub-block recovery on the hard decisions made by DEC1 in the z + l-th 
iteration 

The improvement introduced by the new scheme on the metric difference associated with 

u E P 1 and u° evaluated by DEC1 in the (i + l)-th iteration is 

A(EP1,0) ' A(EP1,0) 0(T / r \A_otT l T \ 

= 2(L(e2 ' i)n(Pl) ' " ^ - O n C P l ) ) + 2(L(e2 ' i)n(P2)' ~ L(e2 'i)n(P2)) 

< 0. (4.39) 

The second term in the second last row on the right hand side of (4.39) is negative, as 

indicated in (4.37); following a procedure similar to that presented above, it can be shown 

that the first term is also negative. 

From the previous assumption in (4.25), if 

"[^(e^IKPl)' " V'OnXPl)) + 2(L( e 2 ' i)n(P2)' " L(eV)n(P2))l > Adecl,i+1> ( 4 ' 4 ° ) 

it follows that 
A(0,EP1) ' _ _A(EP1,0) 0 (4 41v 
^decl,i+l — ^decl,i+l > U> K*-*1) 

In this case, DEC1 will make a favorable decision toward u° rather than u E P 1 . Thus, the 

influence of the sub-block recovery scheme can propagate to the unrecovered sub-blocks and 

will help correct the remaining errors in the unrecovered sub-blocks. 

In the above analysis, it is assumed that DEC2 can correct the errors in positions II(P1) 

and II(P4). If this is not true, the change of LLR input for yp4 will cause changes similar 

to those expressed in (4.27-4.39). If the decoder is experiencing difficulties correcting more 

than one (22:22) error pattern that satisfies the assumptions used in the above analysis, 

sub-block recovery will introduce similar effects toward the correction of the corresponding 

erroneous decisions. 

4.6 Analysis of the sub-block recovery scheme for iterative 
decoding with the Log-MAP algorithm 

In this section, it is shown that when the systematic bits are recovered with high probability, 

then with the Log-MAP algorithm, sub-block recovery results in virtually pruned trellis 
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connections which results in improvement to the decoding process. 

T h e L o g - M A P algorithm 

In each component decoder, the Log-MAP algorithm evaluates the LLR for each decision 

according to [19] as 

S s i ah,kl(sk, Sk+1)f3h',k+l 
L(u)k = In 

S s 0
 ah,kl(Sk, Sk+l)Ph',k+l 

= max * [ahtk + 7(sfc, sk+1) + Ph',k+i] 
Si 

- max * [ah,k + j(sk, sk+1) + f3h',k+i] (4.42) 
So 

where Si : {(sfc = Sh) -> (sfc+1 = Sh>) : uk = 1} and S0 : {(sk = Sh) -> (sk+1 = Sh>) : 
nfc = 0} are the sets of state transitions caused by input information bits "1" and "0", 

respectively, and ah>k = lnahjk, J3hi>k = In0h',k a n d 7(5fe>sfe+i) = ln7(sfc)«fe+i)- Function 

max* is defined as [19] 

m&x*(x,y) = logte* + ey) = max(x, y) + fc(\y - x\) (4.43) 

where fc(\y — x\) = log[l + exp(—\x — y\)] is the correction function. This correction function 

can be implemented by a look-up table with limited number of entries to reduce complexity 

while achieving a good performance [53]. cth,k and Ph,k f° r every state Sh at instance k are 

evaluated as 

ah,k = max *[ah>^1+j(sk^1,sk)} (4.44) 
"ife-ieA 

Ph,k = max *[Ph',k+i +l(sk,Sk+i)} (4.45) 
Sfc+i6B 

where A and B are the sets of states sk-\ = Sh' and s^+i = Sh' that are connected to state 

sk, respectively. 

For the rate 1/2 binary RSC component code, 

7(sfc, sfc+i) = - [(L(a)k + L(y)k0)xkt0 + L{y)klxkyl] (4.46) 

where xkjo and xkt\ are the modulated symbols corresponding to the systematic bit and the 

parity bit output from the encoder in the A;-th state transition interval, respectively. £(y), 0 

and L(y), are the corresponding LLR inputs to the decoder. 

T h e impact of the sub-block recovery scheme 

Based on the trellis structure of a convolutional code and assuming that the LLRs and 

the extrinsic information input to the decoder have the same dynamic range, it is straight­

forward to show that in the a updating process, as well as the 0 updating process, the 
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difference between the largest and the smallest a.^^ at any instance k is bounded by 

maxci^fc - mmahjk < 2T[(r] + 1)-Riv + /C,MAX]- (4-47) 
h h 

In (4.47), T is the minimum number of state transitions required for any state at instance 

k and any state at instance k — T to have a path connecting each other, R1V is the dynamic 

range of the internal variables, including a, Lta\ and L/y\, r\ is the number of symbols 

output at each state transition interval and /C]MAX is the maximum value the correction 

function in (4.43) can assume. By appropriately choosing the value for the recovered in­

put LLRs corresponding to the systematic bits in the state transition intervals where the 

sub-block recovery occurs, the recovered input LLRs for the systematic bits will, with a 

high probability, dominate the max* function in (4.44) and (4.45). As a result, the state 

transitions corresponding to the systematic bits that differ from the correct decisions are 

virtually pruned from the trellis, and the trellis structure is simplified. After the sub-block 

recovery process, the negative contributions made by the paths through the trellis, which 

contain systematic bits that do not match the correct decisions, will be reduced for the 

LLRs evaluated for the so far incorrectly decoded bits. At the same time, the contributions 

made by paths containing systematic bits that match the correct decisions will be increased. 

In the following, a simple four-state RSC encoder is used as an example to illustrate the 

trellis prunning effect. The trellis of the encoder with generator polynomial G = (1, 7/5)s 

with the input information bit and the output encoded bits for each branch is shown in 

Fig. 4.6(a). If the systematic LLR input for a time instant k is recovered, the trellis will be 

simplified to one of the trellises shown in Fig. 4.6(b) or (c), depending on whether the hard 

decision is "0" or " 1 " . In Fig. 4.6(b) or (c), the branches indicated by dotted lines will be 

pruned from the trellis if the recovered input LLRs for the systematic bits dominate the 

max* function in (4.44) and (4.45). In this case, only the branches indicated by solid lines, 

representing the possible state transition corresponding to the correct decisions, remain 

valid. 

4.7 ML decoding 

The ML decoder yields the estimate of the transmitted codeword that maximizes the like­

lihood function, P(y|u). 

When signal corruption is due to the AWGN, the metric between xp and y can be 

defined as 
N-l 

Mp = J2xn-y™ = a2 l n — p(yiu)> (4-48) 
n=0 
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where K3, for a given received symbol sequence, is a constant independent of x. 

Because exp(-) is a monotonically increasing function, the decision rule of an ML decoder 

for this signal corruption is 

u = uPML (4.49) 

where 
2K—1 2K— 1 2K — 1 

PML = argmaxP(y|up) = argmaxP(y|xp) = argmaxMp. (4.50) 
p=0 p=0 p=0 

The metric difference associated with two binary sequences uPa and uPb is: 

/^(Pa,Pb) _ MPo _ ^P6_ ( 4 - 5 1 ) 

Eq. (4.50) can be further expressed as 

PML = Pa I Vp6 G {0,1, • • • , 2K - 1}, Pa + Pb; A^-w) = M^ - M** > 0. (4.52) 

When the additive noise in the channel is so significant that it makes the received 

sequence closer to a valid codeword other than the transmitted all-zero sequence, the ML 

decoder will make a wrong decision. This event can be expressed as 

A ( P M L , O ) = M P M L _ Mo > 0 (4 5 3) 

If several sub-blocks are correctly decoded in the ML decision sequence, sub-block recov­

ery can be performed in the sense that the channel observations for the correctly decoded 

sub-blocks can be replaced by the hard decisions with the maximum allowable magnitude, 

and then the decoding can be performed one more time. The metric difference between the 

previous ML decision sequence and the all-zero sequence in the first decoding attempt can 

be expressed as 

A (PM L ,O) = J2(x^-x°n)-y'n 

n = l 

= E «ML-<)-yn+ E «ML-<)-yn 
n e n 8 , R n e n s , N R 

+ E( 3 #" ' - a ; n) - | / n (4-54) 
n&np 

where, 

• nS]R are the positions of the systematic bits in the recovered sub-blocks; 

• HS]NR are the positions of the systematic bits in the unrecovered sub-blocks; 
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• np are the positions of the parity bits. 

Only the inputs corresponding to the bits with indices in nSiR are recovered by the sub-block 

recovery process. They are contained in the first summation term on the right hand side of 

(4.54). Therefore, the improvement introduced by sub-block recovery can be expressed as 

N 
A(PML.O)' _ ACPML.O) = J2(x^ - x°n)(y'n - yn) = 0, (4.55) 

since for the correctly decoded sub-blocks, x ^ L = x^. Therefore, the sub-block recovery 

process will not introduce changes to the decisions made by the decoder, and will have no 

influence in correcting the remaining errors in the other sub-blocks. 

From the above analysis, it is evident that for a systematic code with ML decoding such 

as a convolutional code decoded with VA, sub-block recovery will not result in improve­

ment in performance. This analysis of sub-block recovery for ML decoding is confirmed by 

simulations for convolutional codes with the VA. 

4.8 Simulations 

The performance of the conventional scheme and the new scheme for iterative turbo decod­

ing with both the SOYA and the Log-MAP algorithm is compared for the AWGN channel. 

The turbo code and the 16-bit CRC-CCITT that were described in Section 3.3 are used 

in the simulations. A data block length of K = 1760 is used for all simulations to exclude 

the effect of different interleaver lengths on performance. 

Cases are considered where one data block contains E = 4 and 32 sub-blocks. Although 

dividing the data block of length K = 1760 into so many sub-blocks is impractical in a 

real system, these results suggest potential improvements in cases where larger data blocks 

are used and can be divided into many sub-blocks. As has been mentioned in Section 

3.2, a number of preliminary iterations should be performed before invoking sub-block 

recovery, because the CRC checks are relied on for determining the correctness of each 

sub-block and during the first few iterations, the hard decisions might be so unreliable 

that the probability of undetected error of the CRC check becomes an issue. The number 

of preliminary iterations should be determined taking into consideration the length of the 

CRC check, the undetected error rate, and the block error rate. This problem is beyond the 

scope of this chapter although it deserves careful investigation in the future. Instead, in the 

simulations, a conservative approach is taken to arbitrarily choose a long CRC check code, 

as specified above and the relatively large number of preliminary iterations of 9. Therefore, 
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x0/00 

y0/01 

(a) The original trellis 

(b) After sub-block recov­
ery, hard decision "0" 

(c) After sub-block recovery, 
hard decision "1" 

Figure 4.6: Trellis for a G = (1,7/5)8 RSC encoder. 
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both the hard decision recording in the conventional scheme and the sub-block recovery 

process in the new scheme are active from the 10-th iteration. In the simulations, constant 

improvements introduced by sub-block recovery are observed as the number of maximum 

iterations increases. The simulation results are for the case where a maximum of / = 100 

iterations is allowed. Although this number is very high compared to those used in current 

systems, it is chosen for this case to show the potential improvements achievable by using 

sub-block recovery. For each test point, the simulation is stopped when 50 data block errors 

are accumulated. 

The data block error rate vs. E^/NQ achieved with the Log-MAP algorithm for both 

the E = 4 and E = 32 cases are shown in Fig. 4.7 and 4.8, respectively, where E\, is the 

energy corresponding to an input data bit to the turbo encoder. From Fig. 4.7 and 4.8, 

it is observed that with the new scheme, a lower error floor is achieved compared to the 

conventional scheme for both the E = 4 and the E = 32 cases, where the improvement in 

the latter case is more significant. The improvement in coding gain is about 0.2 dB and 

0.4 dB at a data block error rate of 10~5, respectively. Fig. 4.8 also shows that sub-block 

recovery introduces improvement in the turbo cliff region when the number of sub-blocks is 

large. The improvement is about 0.15 dB at a data block error rate of 10 - 3 . 

Fig. 4.9 depicts the sub-block error rate vs. Eb/N0 for E = 32 with both the SOVA 

and the Log-MAP algorithms. The results for a maximum number of iterations of both 25 

(dashed lines) and 100 (solid lines) iterations are presented. From Fig. 4.9, it is observed 

that as the maximum number of iterations increases from 25 to 100, the performance in 

the error floor region for the new scheme does not change, whereas the performance in the 

turbo cliff region improves significantly. Fig. 4.9 also shows that when the new scheme 

is used, the gap between the performance for the SOVA and the Log-MAP algorithms is 

smaller compared to that when the conventional scheme is used, especially when a large 

number of iterations is allowed. 
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• J Q ~ 6 I I I I I 1 I I 

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 
SNR(Eb/NQ) in dB 

Figure 4.7: Data block error rate in AWGN channel, Log-MAP algorithm, 9 preliminary 
iterations, maximum 100 iterations, E=4 sub-blocks per data block. 

^0 l I I I I I I T 
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 

SNR(Eb/NQ) in dB 

Figure 4.8: Data block error rate in AWGN channel, Log-MAP algorithm, 9 preliminary 
iterations, maximum 100 iterations, -£7=32 sub-blocks per data block. 
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10"1 

10'7 

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 
SNR^/ tvy in dB 

Figure 4.9: Sub-block error rate in AWGN channel, SOVA and Log-MAP, 9 preliminary 
iterations. 

4.9 Chapter summary 

In this chapter, a sub-block recovery scheme is proposed for the decoding of turbo codes 

with a sub-block structure. The analysis presented in this chapter shows that the proposed 

scheme helps to correct the (22:22) error pattern in turbo decoders. Since this kind of error 

pattern is inherent in turbo codes with highly structured interleavers, which are popular in 

practical systems, the proposed scheme improves the decoding performance of an iterative 

decoder for such a system. Simulation results show that the proposed scheme improves 

the sub-block error rate performance in the turbo cliff region and leads to a lowered error 

floor. It is also shown in this chapter that if the decoder uses an ML decoding algorithm, 

sub-block recovery does not result in improved performance. 

- o - /=25 SOVA Conventional 
- e - /=100SOVA Conventional 
- + - /=25 SOVA New 

MOO SOVA New 
-+- 1=25 Log-MAP Conventional 

/=100 Log-MAP Conventional 
- a - 1=25 Log-MAP New 

MOO Log-MAP New 

73 



Chapter 5 

Turbo Coded Type-II Hybrid ARQ 
with Incremental Redundancy 
Using Sub-Block Recovery 

Depending on whether the receiver discards or retains the previously received noisy symbols 

after failing to correctly decode them, a hybrid ARQ protocol can be categorized as either 

type-I or type-II, respectively [2]. Type-II hybrid ARQ protocols offer significantly better 

throughput performance in the low SNR region compared to type-I protocols since they 

make use of the previously received noisy symbols. In a type-II hybrid ARQ protocol 

with incremental redundancy, additional parity bits are transmitted upon a retransmission 

request. At the receiver, the previously received and newly received symbols are combined 

to construct a sequence corresponding to a codeword of a lower rate. 

A key component of type-II hybrid ARQ protocols with incremental redundancy is a 

rate compatible code. In [5], Hagenauer introduced rate-compatible punctured convolu-

tional (RCPC) codes, which are constructed from a low rate convolutional code by succes­

sively puncturing the code to obtain a family of rate compatible codes with increasing rate. 

These codes can be decoded by the same decoder as the original code, which facilitates the 

application of hybrid ARQ with incremental redundancy. In [6], Rowitch and Milstein ap­

plied this concept to turbo codes and introduced rate-compatible punctured turbo (RCPT) 

codes. 

In the previous chapter, the sub-block recovery scheme was introduced for a system that 

inherently uses the sub-block structure and uses a turbo code as the error correction code 

to improve the decoding performance. 

Hybrid ARQ schemes based on the sub-block structure have been discussed in [47,54]. 

*A version of this chapter was presented in part at the IEEE Globecom 2006, San Francisco, USA, 
November/December 2006. 
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In these previous works, a type-I hybrid ARQ protocol was implicitly assumed. The ARQ 

protocols are separated from the FEC in the sense that ARQ operates on a higher layer 

of a packet (sub-block) basis that is transparent to the lower layer where FEC processes 

operate on a data-block basis. Although the sub-block structure and the related decoding 

algorithms are designed taking into consideration both the FEC code and ARQ procedures, 

from an operational point of view these two processes do not interact with each other. 

As opposed to the previous work on type-I hybrid ARQ protocols for turbo coded 

systems that use the sub-block structure, in this chapter a type-II hybrid ARQ protocol 

with incremental redundancy using RCPT codes with the sub-block recovery is proposed. 

In Section 5.1 and 5.2, the system model and the proposed type-II hybrid ARQ scheme 

are introduced. In Section 5.3, the mechanisms by which sub-block recovery improves 

throughput performance are explained. Furthermore, in Section 5.4, a dynamic selection 

approach is proposed along with a scheme that makes use of both the concept of frequent 

termination introduced by Mielczarek and Svensson in [55] and the built-in CRC introduced 

by Zhai and Fair in [56]. In Section 5.5, a simple RCPT code that provides rate flexibility 

is introduced, and in Section 5.6, it is demonstrated through simulations that, for a turbo 

coded system using the sub-block structure, the proposed type-II hybrid ARQ scheme will 

achieve better throughput performance compared to either type-I hybrid ARQ schemes 

or type-II hybrid ARQ schemes with incremental redundancy but without the sub-block 

recovery scheme. 

5.1 System model 

In this part of the research work, both the AWGN channel and the Rayleigh fading channel 

are considered. In both cases, the additive noise has variance equal to No/2. Besides the 

channel and the turbo code, the system model is the same as the one that was introduced 

in Section 4.1. 

The system employs the type-II hybrid ARQ with incremental redundancy using an 

RCPT code. A rate 1/3 codeword is generated for each data block by a parallel turbo 

encoder. During the first transmission, the systematic data bits and a small portion of 

the parity bits are transmitted. If all the sub-blocks cannot be successfully decoded, the 

receiver will ask for a retransmission. Bits for each retransmission are selected according 

to a predetermined rule that specifies the RCPT code. After a retransmission, the decoder 

uses the newly received symbols as well as all those received in previous transmissions and 

attempts to decode the lower rate code. If the decoder fails to correctly decode the entire 
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data block after all the parity bits has been transmitted, the transmission and retransmission 

process is repeated a predetermined number of times while using maximum ratio combining 

to form the decoder input. 

5.2 Sub-block recovery scheme 

In this chapter, the sub-block recovery scheme is applied to the type-II hybrid ARQ system. 

Sub-block recovery is invoked repeatedly whenever new sub-blocks are correctly decoded 

after every transmission. As shown in the previous chapter, when sub-block recovery is 

used with a large number of sub-blocks in a data block, improvement in BER performance 

is observed in the form of a left-shifted turbo cliff. This directly translates to throughput 

improvement when applied to a type-II hybrid ARQ system as discussed in the next section. 

5.3 The mechanism whereby sub-block recovery improves 
throughput performance 

In order to efficiently incorporate sub-block recovery into the type-II hybrid ARQ scheme, 

it is important to investigate how sub-block recovery affects the throughput performance of 

the hybrid ARQ scheme. 

For ease of presentation, in the following, the retransmissions that occur before the first 

sub-block is correctly decoded are called the first stage of retransmissions, and retransmis­

sions following the detection of at least one correct sub-block are called the second stage 

of retransmissions. In the first stage of retransmissions, all the sub-blocks contain errors 

and sub-block recovery is not triggered. The number of retransmissions in the first stage 

should be unchanged whether sub-block recovery is used or not. During the second stage of 

retransmissions, since there already exist correctly decoded sub-blocks, sub-block recovery 

will be triggered until all the remaining sub-blocks are correctly decoded. With sub-block 

recovery, the number of retransmissions in the second stage will be fewer than or equal to 

that in the scheme without sub-block recovery. The reduced average number of retransmis­

sions in the second stage is the source of the throughput improvement introduced by the 

sub-block recovery scheme. 
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5.4 Method to improve the performance of type-II hybrid 
ARQ with sub-block recovery 

As indicated in the previous section, attempts to improve the throughput performance using 

sub-block recovery should aim at reducing the number of retransmissions in either the first 

stage or the second stage of retransmissions. 

Reducing the number of retransmissions in the second stage 

One approach to improve throughput performance is to dynamically select the bits for 

retransmission in accordance with the decoding status of the sub-blocks. In the following, 

this approach is referred to as "dynamic selection" and it is based on the fact that if there are 

correctly decoded sub-blocks and further retransmissions are required, bits corresponding 

to the correctly decoded sub-blocks do not need to be retransmitted. To keep the size of the 

retransmission block unchanged, more bits can be devoted to erroneous sub-blocks. In the 

second stage of retransmissions, when more than one retransmission is required, dynamic 

selection may result in fewer retransmissions, leading to throughput improvement. 

However, the benefit of this method might be limited due to the following two issues. 

Firstly, in the SNR range where no more than one retransmission is usually necessary in 

the second stage of retransmissions, the improvement introduced by dynamic selection will 

be minor since for these dominant cases the number of retransmissions cannot be reduced. 

Secondly, to incorporate this dynamic selection in a practical system, the receiver needs 

to reliably transmit the decoding status of each sub-block back to the transmitter, which 

will unavoidably increase the signaling load. This problem might be more prominent when 

one data block contains a large number of sub-blocks. One method to reduce the load 

on signaling is to use one bit to indicate whether multiple sub-blocks have been correctly 

decoded or not, instead of using a bit to indicate the decoding status of each sub-block. 

However, as the decoding status feedback becomes less precise, the retransmitted block 

may also contain bits from previously correctly decoded sub-blocks, and as a result, the 

improvement introduced by the dynamic selection will decrease. 

Reducing the number of retransmissions in both stages 

Another approach that reduces the number of retransmissions in both the first stage and 

the second stage is motivated by the following two results. 

In [55], Mielczarek and Svensson introduced the concept of frequently terminated turbo 

codes (FT-TC), where, as illustrated in Fig. 5.1, a certain number of bits are inserted 
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Terminating Trellis 
bits termination 

Figure 5.1: Trellises for G = (1, | ) s RSC codes without frequent termination (upper trellis) 
and with frequent termination (lower trellis). The solid line shows an example of possible 
paths through the trellis. Terminating bits are inserted to force periodic termination to the 
all-zero state. 

into the input information sequence to the turbo encoder to terminate the trellis of the 

first constituent encoder more than once within one data-block encoding. One of the many-

advantages of this frequent terminating approach is improved decoding performance due to 

the awareness of the positions of the trellis terminations in the iterative decoding process. 

The price paid for this improved decoding performance is the rate loss due to the introduc­

tion of additional terminating bits. A related approach called slice turbo codes, is designed 

to enable parallel decoding and therefore is attractive for high throughput applications [57]. 

The feedback branch in a RSC code implements division over the ring of polynomials 

in GF(2). In [56], Zhai and Fair pointed out that when the trellis is terminated in the 

all-zero state, this circuit actually implements a CRC check, with the feedback polynomial 

of the RSC code as the generator polynomial and the terminating bits as the parity check 

bits. This is called the built-in CRC of the RSC encoder. In [56], it is proposed that the 

built-in CRC of the RSC constituent code be cascaded with the CRC commonly used in a 

data transmission system to construct an overall CRC with length equal to the sum of the 

length of both CRCs in order to improve the error detection performance. 

Based on the above two techniques, a scheme is proposed to improve the throughput 

performance of a turbo coded hybrid ARQ system using the sub-block structure that ben­

efits from both frequent termination and the built-in CRC. A CRC code whose generator 

polynomial contains as a factor the feedback polynomial of the RSC constituent encoder 

of the turbo code is selected. Since each sub-block corresponds to a packet protected by a 

CRC, by choosing such a CRC code for error protection, the trellis of the first RSC con­

stituent encoder will return to the all-zero state after encoding each sub-block, where no 
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Figure 5.2: Construction of the rate compatible turbo code. 

extra terminating bits are required. In this way, an FT-TC is actually constructed and the 

extra terminations will result in fewer retransmissions in both stages. 

Note tha t utilizing the built-in CRC and frequent termination without employing sub-

block recovery will also result in improvement. However, applying sub-block recovery will 

result in additional throughput gains. 

5.5 The RCPT code 

To construct a flexible rate R C P T code, instead of optimizing puncturing patterns for a 

group of predetermined rates as in [6], a simple R C P T code is designed from a rate 1/3 

parallel concatenated turbo code. The primary purpose for this R C P T code design is 

that after any number of retransmissions of any size, the t ransmit ted bits are uniformly 

distributed within the entire codeword, therefore the received symbols could make balanced 

contributions to the decoding of the entire da ta block for both constituent codes. 

The proposed R C P T encoding process is illustrated in Fig. 5.2. The systematic bits and 

the parity bits from both constituent codes are separately permuted, and then combined 

together with the tail bits into a queue, from which the bits for retransmissions are selected 

in a loop. Permuted systematic bits and the tail bits are inserted into the front of the queue, 

followed by permuted parity bits from both constituent codes tha t are interlaced to ensure 

a balanced number of symbols for both constituent decoders. The systematic bits and the 

parity bits from both constituent encoders are uniformly interleaved by writing column-wise 

into a matrix of 64 rows and reading out row-wise after a row permutation according to the 

bit reverse order 2 . For example, the 5-th. row will be moved to the 10-th row because the 

binary representation of 10, (1010)2, is the bit reversed version of tha t of 5, (0101)2-

The dimension parameter 64 of the matrix is chosen in an ad-hoc fashion. 
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5.6 Simulations 

The throughput performance of the proposed type-II hybrid ARQ scheme and several refer­

ence hybrid ARQ schemes are compared on the AWGN channel and the perfectly interleaved 

uncorrelated flat Rayleigh fading channel. In the simulations, the turbo code that was de­

scribed in Section 3.3 is considered. The Log-MAP algorithm for iterative decoding with 

a maximum of 7=10 iterations is used. The 16-bit CRC code with generator polynomial 

(200433)8 = (27161)8 • (13)s for error detection [58] is used (note that the second factor 

defines the feedback polynomial of the RSC constituent encoder). 

The data block length is arbitrarily set to AT=1760 for all simulations to exclude the 

effect of different interleaver lengths on performance. Each data block contains E = 16 

sub-blocks each consisting of a data packet of 94 information bits and 16 parity bits for 

the CRC, which results in a rate loss of 0.68 dB. The rate loss is inherent in the sub-block 

structure and would be lower for longer data blocks and sub-blocks as would be the case in 

practical systems. 

In the simulated type-II hybrid ARQ scheme, the first transmission contains all the 

systematic bits, the tail bits and 220 parity bits selected in the manner introduced in the 

previous section corresponding to an initial code rate of 0.89. Note that in a practical sys­

tem, the initial rate should be selected in accordance with the channel condition to achieve 

the desired delay performance. Each retransmission contains 220 bits and a maximum of 63 

retransmissions are allowed, corresponding to the lowest code rate of approximately 1/9. In 

a practical system, when the size of the retransmissions larger and the maximum number 

of retransmissions is smaller, the throughput performance curve will exhibit more coarse 

granularity compared to the curves shown here. 

In the type-I hybrid ARQ scheme used for comparison, the full rate (approximately 1/3) 

turbo code is always applied. The sub-blocks that are detected in error in a data block are 

included in the data block to be transmitted in the next time slot. The turbo codeword 

for the data block containing the retransmitted sub-blocks is decoded independently of any 

information obtained from previous transmissions. 

SNR is defined as ES/NQ, where Es is the energy for each transmitted symbol and 

throughput is defined as the reciprocal of the average number of encoded bits transmitted 

for the successful reception of one information bit, where CRC bits are not counted as 

information. The performance statistics are based on 10000 data block transmissions on 

each test point with a 0.1 dB separation between adjacent test points to capture the detailed 
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variation as SNR changes. 

Fig. 5.3 compares the throughput of the proposed type-II hybrid ARQ scheme with the 

BPSK capacity and the type-I hybrid ARQ scheme using the turbo code with the sub-block 

structure. "SBR" stands for sub-block recovery; "DS" stands for dynamic selection. For the 

dynamic selection case, it is assumed tha t the transmitter has complete knowledge of the 

decoding s tatus for each sub-block. "FT" stands for frequent termination. The "non-SBR" 

scheme refers to the scheme proposed in [47], where, after each iteration, the hard decisions 

for each correctly decoded sub-block are recorded but are not fed back to the decoder. This 

algorithm improves the decoding performance by taking advantage of the error fluctuation 

phenomenon observed in iterative decoding where, occasionally, the number and locations 

of the errors vary from iteration to iteration. 

From Fig. 5.3, it is clear that the type-II hybrid ARQ scheme outperforms the type-I 

hybrid ARQ schemes due to its capability to adapt the code rate according to the channel 

condition. By utilizing sub-block recovery, dynamic selection and frequent termination, a 

steady improvement in throughput over the entire SNR range is achieved. Specifically, the 

throughput is improved by about 0.3 dB in the low throughput region and 0.6 dB in the 

high throughput region. 

Fig. 5.4 shows a comparison of throughput loss with reference to the capacity of different 

type-II hybrid ARQ schemes discussed in this chapter. As shown in the figure, the sub-

block recovery scheme with frequent termination provides a visible improvement compared 

to schemes tha t do not use these techniques. Dynamic selection introduces improvement 

only in the low SNR region, where usually more than one retransmission is required in the 

second stage. 

Fig. 5.5 shows a comparison of the average number of retransmissions in the second 

stage. It shows tha t the sub-block recovery scheme helps reduce retransmissions in the 

second stage, and fewer retransmissions are required in the low SNR region when using 

dynamic selection. At ES/NQ = —4 dB, where the throughput is about 0.3, sub-block 

recovery with dynamic selection saves on average one retransmission. 

As shown in Figs. 5.6 - 5.8, similar throughput improvement is observed in the perfectly 

interleaved uncorrelated flat Rayleigh fading channel, where throughput improvement in the 

high SNR region reaches over 1.3 dB. 
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5.7 Chapter summary 

In this chapter, a type-II hybrid ARQ scheme with incremental redundancy and soft packet 

combining is proposed for turbo coded systems that use the sub-block structure. Sub-block 

recovery is applied to rate compatible turbo codes, and as a result, fewer retransmissions 

are required after the first sub-block is correctly decoded which leads to throughput im­

provement. Given knowledge of the decoding status, throughput is further improved by 

dynamically selecting only the bits corresponding to the erroneous sub-blocks for retrans­

mission. For a turbo coded hybrid ARQ scheme with sub-block structure, by selecting the 

CRC code to have a generator polynomial that contains as a factor the feedback polyno­

mial of the RSC constituent code, a frequently terminated turbo code can be constructed 

without rate loss. This can result in further improvement in terms of throughput. 

Simulations show that the proposed type-II hybrid ARQ scheme outperforms both the 

type-I hybrid ARQ with sub-block recovery and the traditional type-II hybrid ARQ scheme 

without sub-block recovery on both the AWGN and flat Rayleigh fading channels. 
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Chapter 6 

Hybrid ARQ for Layered Space 
Time MIMO Systems with 
Channel State Information Only at 
the Receiver 1 

It has been shown through theory and practice that by deploying multiple antennas at 

both the transmitter and receiver, an spatial multiplexing MIMO system can achieve high 

spectral efficiency in a rich scattering environment, and therefore enables high data rate 

packet transmission [10, 59]. In this chapter, we investigate hybrid ARQ schemes for an 

spatial multiplexing MIMO system with CSIR. 

In such a system, equal power is allocated to each layer, and at the receiver the raw 

BER varies for different layers. Recognizing this phenomenon, Zheng et al. proposed the 

use of multiple ARQ processes instead of a single ARQ process to achieve better throughput 

performance [60]. In the system setup described in [60], the block size for retransmission 

in the multiple hybrid ARQ is smaller than that in the single hybrid ARQ. In the multiple 

hybrid ARQ scheme, a retransmission for a packet can be carried out in the unit of j£-

(where My is the number of transmit antennas) of the data in a packet, while for the 

single hybrid ARQ scheme, a packet has to be repeated in full if retransmission is required. 

Although the simulation results show that the multiple hybrid ARQ as described in [60] 

outperforms the single hybrid ARQ, a comparison of these two schemes based on the same 

granularity for hybrid ARQ retransmission is necessary in order to show the superiority of 

the multiple hybrid ARQ scheme. In [17], Onggosanusi et al. developed a joint detection 

algorithm for ARQ transmission with repetition and proved that it is superior to the separate 
1A version of this chapter was presented in part at the IEEE WCNC 2007, Hong Kong, China, March 

2007. 
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detection algorithm. The latter is equivalent to the combining method used in [60]. The 

joint detection algorithm developed in [17] is designed for a single ARQ process, and requires 

that the symbols transmitted on all antennas be retransmitted simultaneously to facilitate 

joint detection. 

Motivated by the above work, in this chapter we first introduce a system model for the 

spatial multiplexing MIMO transmission that incorporates the multiple ARQ processes, 

and then develop a joint detection algorithm for the multiple hybrid ARQ processes. An 

improved combining algorithm is also presented for the separate detection algorithm. The 

performance of the single hybrid ARQ and the multiple hybrid ARQ processes based on the 

same block size for retransmission with joint detection and separate detection is compared 

via simulation. 

In Section 6.1, a system model for LST MIMO transmission that incorporates the mul­

tiple ARQ process is introduced. In Section 6.2, the joint detection schemes for multiple 

ARQ transmissions is developed. In Section 6.3, we compare the performance of different 

hybrid ARQ schemes with different combining algorithms and illustrate the advantage of 

using joint detection together with multiple ARQ processes for the system of interest. The 

simulation results are presented in Section 6.4, followed by a brief summary in Section 6.5. 

In this chapter, superscripts T and H denote the transpose and the conjugate trans­

pose respectively; (•)& and [-]h denote the k-th. row and the k-th column of the matrix "•" 

respectively; (•)&,/» denotes the element at the A;-th row and the h-th column of the matrix 

"•"; and I n denotes the n x n identity matrix. 

6.1 System Model 

In this chapter, a packet-based point-to-point layered MIMO system with My transmit 

antennas and MR receive antennas is considered, where MT<MR. Each packet has equal 

length, and is first encoded by an error detection code and then encoded by an error 

correction code into a single codeword. Physical layer transmissions are organized in time 

slots, and 26-ary quadrature amplitude modulation (QAM) is used. It is assumed that each 

time slot equals the length of N symbol intervals. The parameters are chosen so tha t N 

is divisible by MT, and Nb equals the length of a codeword. Therefore in each time slot, 

from MT antennas, MT packets are transmitted. It is assumed that the channel is complex 

Gaussian, and is quasi-static in that the channel realization does not change during each 

time slot, but changes independently from one time slot to the next. The receiver requests 

retransmission of a packet if the parity check indicates that it is erroneous, upon which 
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Figure 6.1: Hybrid ARQ schemes under consideration, assuming that retransmission of 
packet p + 1 is requested. 

the entire codeword is retransmitted. A failure is declared if a packet cannot be correctly 

detected after a maximum of TM^X transmissions. 

In this chapter, two types of hybrid ARQ schemes are considered. In a multiple hybrid 

ARQ scheme, the transmission/retransmission of data on each antenna is managed by 

individual ARQ loops. Each packet is preassigned to an antenna and is transmitted only 

from t h a t a n t e n n a . T h e t r a n s m i s s i o n / r e t r a n s m i s s i o n on each layer is i n d e p e n d e n t from 

that on other layers. In a single hybrid ARQ scheme, the transmission/retransmission of 

data on all layers is managed by a single ARQ loop, therefore, if retransmission is requested, 

symbols transmitted on all antennas are retransmitted simultaneously. To avoid unnecessary 

retransmission of correctly received packets, one time slot is divided into MT sub time slots. 

Mr packets are transmitted in each time slot in a time division multiplexing (TDM) fashion. 



The transmission/retransmission in each sub time slot is independent from that in other sub 

time slots. Each packet is pre-assigned to a sub time slot and the codeword is transmitted 

only in that sub time slot. 

It is assumed that the two hybrid ARQ schemes described above provide a premise for a 

fair comparison of the multiple and single ARQ schemes since they require the same amount 

of feedback per slot, and since no packet will be retransmitted when it is correctly decoded 

at the receiver. 

For simplicity, a stop and wait ARQ protocol is considered and it is assumed that 

the feedback channel is free of errors and that the feedback is available immediately after 

transmission so that the ARQ transmission can be continuous. In a practical system, 

multiple stop and wait ARQ processes can be used to accommodate delays encountered 

in the transmission and processing of the ACK/NACK, thereby improving the aggregate 

throughput and spectral efficiency. 

Fig. 6.1 illustrates how packet transmissions are organized in both the multiple hybrid 

ARQ scheme and the single hybrid ARQ scheme. It is assumed that no retransmission 

occurs during time slot i and packets of index p through p + MT — 1 are transmitted. For 

the multiple hybrid ARQ scheme, each packet occupies a time slot and data for one packet 

is transmitted from one antenna. For the single hybrid ARQ scheme, each packet occupies 

a sub time slot and data for one packet is transmitted from all the antennas. 

It is assumed that only packet p +1 needs to be retransmitted in time slot i +1. For the 

multiple hybrid ARQ scheme, data for packet p + 1, shown in bold face in Fig. 6.1(a), is 

retransmitted on antenna 2, which is the same antenna from which the original data for the 

packet was transmitted. For the single hybrid ARQ scheme, data for packet p + 1, shown 

in bold face in Fig. 6.1(b), is retransmitted during sub time slot 2, which is the same sub 

time slot in which the original data for the packet was transmitted. 

Single transmission (no retransmission) 

Let -K^'ty, r^'^ and w ^ ) denote the MT X 1 transmitted symbol vector, the MR x 1 received 

symbol vector and the MR X 1 independent white Gaussian noise vector, respectively, in 

the h-th symbol of the i-th time slot. Let H ^ be the matrix of channel coefficients for the 

i-th time slot. To simplify notation, the second superscript h is dropped from the notation 

to give: 

r « = H ( i ) x w + w W . (6.1) 
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\H 
The received symbol vector is passed through a matched filter H ^ , yielding output y W: 

y(i) = HWH
rW. (6.2) 

It is assumed that the symbols transmitted on different layers are i.i.d. with zero mean, 

therefore, their covariance matrix is 

RxW = E{x.®x®H} = a2
xIMT = ES1MT. (6.3) 

It is also assumed that the noise samples wW are i.i.d., with zero mean, and the covariance 

matrix of the noise samples is 

R., • W w « = £ { w w w (OWCJ) 
= cr^IMfl for i = j 

for i ^ j 
(6.4) 

where O/J^XMK) is an MR X MR all zero matrix. 

Single hybrid ARQ 

Without loss of generality, the system model for transmission/retransmission in the first 

sub time slot of each time slot is considered. It is assumed that the packet transmitted in 

(the first sub time slot of) time slot i was first transmitted in time slot i — T + 1, where 

1 < T < Tjviax- At time slot i, let S = {i — T + 1, i — T + 2, • • • , i} denote the set of indices 

of the time slots in which the same packet as that transmitted in time slot i have been 

transmitted. Noticing that xW = x(s) for every s e S, and with r = [ r^ _ T + 1 ) , • • • , i-W] , 

it follows from (6.1) and (6.2)that : 

(6.5) r = 

= 

= 

'\H\tT+1)T, 

" H ^ - r + ^ x i-T+l) -

HWXW 
" H ( i -T+1) ' 

H « 

x« + 

-/ >. 
H 

7 1 = 1 

- • , [ H ] « T " 
T 

is the ch 

+ 

" W(i-T+1) " 

w w 
• w ( i - r + i ) " 

w (0 

w 

annel vector for t 

(6.6) 

(6.7) 

where [H]n 

on the n-th antenna. After the received symbol vector is passed through the matched filter 

y = MHr = Cx« + J2 H(s)jffw(s) (6.8) 
ses 
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where C is defined as C = 5Z a es " -^ H(s). The system model expressed in (6.8) is the 

same as the joint detection ("pre-combining") approach described in [17]. 

Multiple hybrid ARQ 

For a multiple hybrid ARQ scheme, at time slot i, let S = {i — T + 1, i — T + 2, • • • , i) 

denote the set of indices of the time slots in which on at least one of the layers, the same 

packet as that transmitted in time slot i was transmitted, where T < TMax- With multiple 

hybrid ARQ, (6.5) still applies, but (6.6) is no longer valid because xW = x^s^ does not hold 

for every s E S. In order to construct a compact model that contains all the information 

relevant to the detection of the symbols transmitted in time slot i, an MR X MT modified 

channel matrix H>s' and an MR X 1 modified received symbol vector f 's) for every s E S 

are introduced. The definition of the n-th column of the modified channel matrix depends 

on whether the same packet as that transmitted in time slot i was transmitted in time slot 

s on layer n: 

[HW]„ = < 

' [H<s)]n if the same packet was transmitted in 
time slot i and s on layer n 

0(Mflxi) if different packet was transmitted in 
time slot i and s on layer n 

(6.9) 

and the modified received symbol vector can be expressed as 

f(«) = r ( » ) _ V T O W L v W Et H ( S ) ] - x n S ) (6-10) 
neN 

where N is the set of the indices of the layers on which the packet transmitted in time 

slot s has been correctly decoded. In order to facilitate detection in the next time slot, 

the modified channel matrix and the modified received symbol vector, as well as the set S, 

should be updated according to the following procedure. At time slot i: 

• Record HW = H « , and fW = r « ; 

• For every s E S, update H'8 ' by substituting the columns corresponding to the layers 

that are correctly detected in the current time slot by the (MR X 1) all-zeros column 

vector; 

• For every s E S, update Fs) by cancelling the interference caused by the symbols 

transmitted on the layers that are correctly detected in the current time slot; 

• If the element i — TM&X + 2 E S, remove it from S; 
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• Remove any s e S for which H^^ is an all-zero matrix, as this indicates that all the 

packets transmitted in time slot s have been correctly detected, therefore the symbols 

received in that time slot are irrelevant to detection in future time slots. 

This update procedure essentially removes the components corresponding to the packets 

correctly detected in time slot i. The updated H ^ and i^s' for s G S involve only the 

previous (re) transmissions for the packets that will be retransmitted in time slot i + 1. 

Assuming that no packet has been declared failed in any time slot s & S, all the inter­

ference not related to the current detection can be completely removed from the received 

symbol vectors. For n such that the packet transmitted on layer n in time slot i was not 

transmitted in time slot s, s € S, [H(s)]„x„ = 0(jvfHxi) = [H^]nXn , therefore 

f ( 8 ' = H ( s ) x ( i ) + w ( s » . (6.11) 

Let r = r(i-T+l) ... f(i) 

where [H]n lM*-r+1)T, 

Similarly to (6.7), 

MT 

r = X;[i[]narW+w 

,m)T 

(6.12) 

is the channel vector for the symbol transmitted 

on the n-th antenna. Once the modified received symbol vector is passed through the 

matched filter MH, the output y can be expressed in a manner similar to (6.8). 

6.2 Joint detection algorithms 

In joint detection algorithms, symbols received in the first transmission and any subsequent 

retransmissions are detected jointly. 

Linear detect ion algorithms 

Let G denote the linear post processing matrix and let x ^ denote the decision statistics in 

time slot i. It then follows that 

x« = Gy = GCxw + G J2 His)H^(s) (6.13) 
ses 

Zero forcing (ZF) criterion 

When the ZF criterion is used, as given by (5) in [17]: 

G Z F - J D = C - I = ( ^ H ( S ) " H («) (6.14) 
\ses 
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where "ZF-JD" stands for "zero forcing - joint detection". The decision statistics for the 

symbols transmitted on layer n are 

*Sf rU = (C~V = *<? + (C~\ Y: HWV) (6.15) 
N Z F - J D 

ses 

The SNR for the symbols transmitted on layer n, as given by (11) in [17], is 

SNBn = ^ [ ( C - 1 ) n j B ] " 1 . (6.16) 

Minimum mean square error (MMSE) criterion 

By definition, the mean square error (MSE) for the linear detector is 

MSE = E{\\i.® - xW||2} = ^{ | |Gy - x « | | 2 } . (6.17) 

The linear post processing matrix that results in the minimum MSE, as given by (7) in [17], 

is 

GMMSE-JD = ^ + ^-IM\ , (6.18) 

where "MMSE-JD" stands for "minimum mean square error - joint detection". The decision 

statistics for the symbols transmitted on layer n are 

(i)MMSE-jD M M S E _ J D / a 2 A 
xn = ( ^ M = I (C + — I M T ) I y- (6.19) 

The minimum MSE for the symbols transmitted on layer n is 

MSE„ = el (GMMSE-JD)„,n. (6.20) 

Nonlinear detect ion algorithms 

In this section, the V-BLAST receiver architecture, which is essentially a decision feedback 

detection (DFD) algorithm with best-first ordering, is considered [59]. This nonlinear de­

tection algorithm can be viewed as a series of MT linear detection steps, one for each layer. 

The detection is performed symbol-wise. 

For time slot i, the nonlinear detection algorithm for the multiple hybrid ARQ scheme 

can be described as follows. 

1. Initialization 

1.1) m = 0, K = $ 

1.2) S = SU{i} (if i = 0, S = {»}) 

1.3) HW = HW 
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1.4) 

1.5) 

1.6) 

2. , 

2.1) 

2.2) 

2.3) 

2.4) 

"Vra = 

f W = 

= HW V s G 5 

= rW 

= f W V s e S 

Iteration 

If m 

C m
 : 

v ( s ) -

"TO
 = 

equals MT — 1, stop 

- V H ( s ) f f H ( s ) V 

= H ^ ) H r ^ V s € 5 

seS 

= argminfc(C^1)fejjk for the ZF criterion, 

= argminfe ( ( C m + ^ I M T -
^ ] ) k , k 

or 

for the MMSE criterion 

2.5) xkm = (Cj)km Y^ses ym for the ZF criterion, or 

*km = ( ( C m + ^ I M T - I ^ I ) " 1 ) , D . e s y m for the MMSE criterion 

2.6) K = Ku{km} 

2.7) rW+1 = r # - [H(s)]femSlice(xfcJ V s e 5 

2.8) H<J+1 = H g V 5 £ S 

2.9) m < = m + l; 

In step 2.7), "Slice(-)" is the slicing function, and in step 2.8), H^- is the matrix H ^ 
(s) 

with the columns whose indices are in the set K deleted. Therefore, H^+i is reduced by-

one column compared to H ^ • 

After detection in time slot i, the modified channel matrices, the modified received 

symbols, and the set 5 should be updated according to the procedure described in Section 

6.1. 

6.3 Combining algorithms for separate detection 

As an alternative to joint detection, symbols can be detected separately after each trans­

mission/retransmission, and in each time slot, the soft symbol values can be combined with 

other soft copies detected in the previous time slots. 

In this section, the combining algorithms for separate detection based on the ZF and 

MMSE criteria are discussed. Here only the linear detection algorithms are discussed; the 

corresponding application of these algorithms to the VBLAST structure is straightforward. 

Define C ^ = H ^ H ^ , and let G ^ denote the post processing matrix. The decision 

statistics for the symbols detected in time slot i can then be expressed as: 

x « = QWy( i ) = G ( i ) C w x w + G ( i ) H ( i ) H w ( i ) . (6.21) 
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ZF criterion 

The processing matrix based on the ZF criterion is G ^ = C ^ . Define the coefficient 

On = (CW j 2; this is a real number since C is a hermitian matrix. Multiplying the 
V / n,n 

decision statistics x„ for the symbols transmitted on layer n by a„ gives 

< W = aU(CW-\yW = aPatf + w® (6.22) 

where the noise term is 
u,W = 4 0 ( C W - 1 ) H W H wW (6.23) 

and with (6.4), its variance is E{wn Wn } = &W-

Let Sn denote the set of indices of the time slots in which the same packet is transmitted 

on layer n. That is, x„ = x„ for s e Sn. Let c„ denote the post-combining coefficient 

for the copy detected in time slot s, s G Sn. Then 

4 l ) Z F " S D = E ^ ) ^ ) + 4 s ) ) (6-24) xThi 

seSn 

where the superscript "ZF-SD" stands for "zero forcing - separate detection". 

Equal gain combining 

This is the "post-combining" algorithm in [17]. In this approach, the decision statistics 

obtained for the same layer from different time slots are summed and normalized by \Sn\, 
/^ZF-EGC-SD , , - 1 

which is equivalent to choosing the combining coefficients as c^ = \Sn\ a„ = 

\Sn\~1 ( c W ) 2 . It then follows that 
V / n,n 

where the superscript "ZF-EGC-SD" stands for "zero forcing - equal gain combining -

separate detection". 

With equal gain combining, the SNR for the symbols on layer n, as given by (12) in [17], 

is 
Z,Ecc-sD = ^ \Sn? ( 6 2 6 ) 

\ / n,n 

Maximal ratio combining 

Alternatively, the coefficients can be chosen to maximize the SNR. The coefficients are 

zr-MHc-so = a£> 
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so that 
£ s e S ( C M " 1 ) x. -1 ^ ) Z F 

*£> -"" = ^ - ^ ^ T ^ i — (6-28) 

*<* (C(S° L 
where the superscript "ZF-MRC-SD" stands for "zero forcing - maximum ratio combining 

- separate detection". 

The SNR achieved by MRC is the sum of the SNR achieved in each time slot: 

seS„ 

M M S E criterion 

S N R S ," = § £ ( « • > - £ . <«*» 

With the MMSE criterion, the linear post processing matrix that results in the minimum 

MSE is 
G W M M S E = / W + ^ X - 1

 ( 6 3 Q ) 

The decision statistics for the symbols transmitted on layer n in time slot % can be expressed 

as 

f f M S E = ( G « M M S E ) n [C«]Ba#> 

+ (G«MMSE)]£[C«]rf 

+ ( G « M M S E ) H « * W « (6.31) 
\ / n 

Let Cn denote the post combining coefficient for the copy detected in time slot s, s 6 Sn. 

It then follows that 

4° = ^ ] E <&>£« . (6.32) 

where | • | denotes the dimension of set "•". Instead of equal gain combing, the coefficients 

can be chosen to minimize t h e M S E ^ d l x ^ - a ^ H 2 } . It can be shown that these coefficients 

are 

c « = A j n ( A n , n A j „ + i - £ { B B * } ) (6.33) 

/ G ( i _ T + 1 ) M M S E \ j - c ( i _ r + 1 ) ^ 

/ G ( i ) M M S E \ ^ c ( i ) ^ 

where 
- / G ( i _ T + 1 ) M M S E \ | - c ( i _ r + 1 ) ^ " 

(6.34) ^-n,n — 
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and 

B = 

£w^„ ( G ( ™ > M M S \ [c<<-™>]tt*£-T+1> 

+ 
( • 

r ( 

/ n 

G(i )MMSE>\ 

G ( i _ T + l ) M M S E \ H ( i _ T + 1 ) H w ( i _ T + 1 ) 

/ n 
(6.35) 

/ G ( i ) MMSEX H ( i ) H w ( i ) 

V / n 

The (j, k)-th entry of the covariance of the interference plus noise term E{BHH} can be 

expressed as 

,-/>MMSE\ H 

iU 'c(fc')lH(G^' I 
J u \ / n 

o ,, , s /~f,- ' lMMSE\ 

+ o*5U-k)(Gb) ) n 
CU>) ( G ( / ) M M S E ^ " ( 6 3 6 ) 

where, for notational simplicity, f = i — T + j and k' = i — T + k are defined, and In,u is 

a T x T identifier matrix such that its (j, fe)-th entry indicates whether or not the packets 

transmitted on layer u during time slots i — T + j and i — T + k are the same, i.e., 

{^).riE{x»)x{*)H}- (6.37) 
j,k Es 

The evaluation of this identifier matrix requires a record of transmissions on all the layers. 

The MSE achieved using this MMSE combining is 

MSE = c W £ { B B H } A - £ . (6.38) 

6.4 Simulations 

In the simulations, an MT = MR = 4 system with QPSK modulation is considered. Each 

packe t c o n t a i n s 112 in fo rma t ion b i t s , a n d a genie code for e r ror d e t e c t i o n is used . For e r ror 

correction, a 64 state, rate 1/2 convolutional code with generator polynomials (133,171)s 

is used [33]. Six zero bits are appended to the end of each packet to force the encoder back 

to the all-zero state. Therefore, the codeword for each packet contains 256 bits, and each 

time slot contains N = 128 symbols. In the simulations, SNR is defined as SNR = E^Ifr; 

where 6 is the number of bits per QAM symbol. 
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Figure 6.2: BER for linear detection with ZF criterion. 

BER performance 

First the raw BER (without hybrid ARQ) for the linear detection algorithms discussed in 

this chapter for different numbers of retransmissions is compared. T = 1,2,4,8, and 16 

transmissions are considered in the simulations. Figs. 6.2 and 6.3 show the simulation re­

sults for the ZF criterion and the MMSE criterion, respectively. In the legend, "SD" stands 

for separate detection and "JD" stands for joint detection, "EGC" stands for equal gain 

combining, "MRC" stands for maximal ratio combining and "MMSE C" stands for MMSE 

combining. A dashed line denotes joint detection, a dash dotted line denotes separate de­

tection with equal gain combining, and a solid line denotes separate detection with maximal 

ratio combining for the ZF criterion or MMSE combining for the MMSE criterion. 

The simulation results show that for separate detection the combining algorithm pro­

posed in this chapter significantly outperforms the equal gain combining algorithm presented 

previously in the literature. However, the performance is still inferior to that of the joint 

detection algorithm. 
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Throughput 

Linear detection 

In this section, the throughput performance of multiple hybrid ARQ and single hybrid ARQ 

with both joint and separate linear detection is compared. For single hybrid ARQ, each 

codeword is randomly-interleaved before being divided into MT blocks and transmitted on 

all antennas in the same sub time slot. A new random interleaving pattern is generated for 

each packet. The simulations show that this random interleaving scheme performs better 

than the block interleaving scheme or a scheme without interleaving. At the receiver, the 

soft decisions made on symbols detected from different antennas are weighted by the SNR 

before being forwarded to the decoder. For the separate detection scheme, the receiver also 

performs detection and decoding based only on the symbols received in the current time 

slot before combining them with previously received copies. The simulations show that this 

"local check" can bring minor improvement in throughput. 

Figs. 6.4 and 6.5 show the simulation results for the ZF and the MMSE criteria, re­

spectively. The results show that single hybrid ARQ provides greater throughput than the 

multiple hybrid ARQ scheme when SNR > 1 dB for the ZF criterion, and when SNR > 
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Figure 6.4: Throughput performance for linear detection with ZF criterion. 

9.5 c!B for the MMSE criterion. This is due to the random interleaving which allows the 

single hybrid ARQ scheme to exploit the diversity across layers. Joint detection always 

outperforms separate detection with the exception of the single hybrid ARQ in the high 

SNR region, where the local check results in some improvement in throughput. 

V-BLAST detection 

When the V-BLAST structure is used for single hybrid ARQ, the codewords are not inter­

leaved before being divided into My blocks. Each codeword is transmitted on one antenna 

in a sub time slot so as to facilitate interlayer interference cancellation in V-BLAST detec­

tion. Simulations show that this scheme results in better performance than the interleaved 

scheme in which there is no straightforward way to cancel interlayer interference. 

For both joint and separate detection, after the symbols on a layer are detected, chan­

nel decoding is performed using the (combined) soft decisions, and interlayer interference 

cancellation is performed using the reencoded symbols. The simulations show that this ap­

proach outperforms the scheme where interference cancellation is based on hard decisions 

on the detected symbols (without decoding and reencoding). Figs. 6.6 and 6.7 show simu­

lation results for the ZF criterion and the MMSE criterion, respectively. These results show 
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Figure 6.5: Throughput performance for linear detection with MMSE criterion. 

that multiple hybrid ARQ always outperforms the single hybrid ARQ scheme and that the 

joint detection scheme always outperforms separate detection. 

6.5 Chapter summary 

In this chapter, the multiple and single hybrid ARQ schemes with repetition for spatial 

multiplexing MIMO systems with channel state information available only at the receiver 

are compared. A system model for symbol detection for the multiple hybrid ARQ processes 

is proposed, and the joint detection algorithms and the separate detection algorithms for 

both multiple hybrid ARQ and single hybrid ARQ are discussed. 

The simulation results show that for separate detection the combining algorithm pro­

posed in this chapter significantly outperforms the equal gain combining algorithm presented 

previously in the literature. However, the performance is still inferior to that of the joint 

detection algorithm. 

When linear detection is employed, because single hybrid ARQ enables interleaving 

across layers to exploit diversity, single hybrid ARQ outperforms the multiple hybrid ARQ 

scheme in the high SNR region. However, when the V-BLAST architecture is used, the 
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Figure 6.6: Throughput for V-BLAST detection with ZF criterion. 

advantage of interleaving is not comparable to the improvement introduced by interlayer 

interference cancellation, which is possible only in the absence of interleaving across layers. 

Therefore, with the V-BLAST architecture, the performance of single hybrid ARQ is always 

inferior to that of the multiple hybrid ARQ scheme. 
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Figure 6.7: Throughput for V-BLAST detection with MMSE criterion. 
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Chapter 7 

Conclusions 

In this thesis, techniques that can be used in hybrid ARQ schemes that employ powerful 

FEC codes such as turbo codes are proposed and investigated. 

7.1 Summary of contributions 

Improved analysis of list decoding and an efficient list decoding algorithm 
for turbo codes 

The first major contribution reported in this thesis results in more thorough understanding 

and more accurate analysis of list decoding for linear block codes in general and convolu-

tional codes and turbo codes in particular than treatments reported to date in the literature. 

By introducing the concept of generalized pairwise error event and effective weight enumer­

ating function, a platform was constructed for more accurate evaluation of the performance 

of list decoding compared to the traditional "worst case" lower bound analysis. An approach 

to evaluate the effective weight enumerating function of a particular code with list decoding 

was then proposed. The effective Euclidean distances for decisions in each pairwise error 

event are evaluated by taking into consideration the actual Hamming distance relation­

ships between codewords. This approach relaxes the pessimistic assumptions upon which 

traditional lower bound analysis is based. Geometrical analysis shows that the effective 

Euclidean distances are not necessarily as low as those predicted by the lower bound. 

Analysis of list decoding for feed-forward convolutional codes was then considered. Ow­

ing to the time invariant nature of the encoder in feed-forward convolutional codes, the 

evaluation of their actual effective weight can be simplified and carried out on a signature 

basis as opposed to a codeword basis. Analysis for feed-forward convolutional codes shows 

that the actual effective weight does not always equal the lower bound predictions and codes 

with the same minimum weight may have different minimum effective weights. 
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It was shown that the actual effective weights for turbo codes can be approximately 

evaluated by considering only the low weight codewords. Furthermore, analysis of turbo 

codes showed that the approximate effective weight can be significantly higher than that 

predicted by the lower bound due to the fact that the multiplicity of the low weight code­

words in turbo codes is low. Although a full exploration of this characteristic is not possible 

since a low complexity optimal list decoding algorithm for turbo codes is not available, the 

results of this analysis may encourage further research efforts toward improved sub-optimal 

list decoding algorithms for turbo codes in order to achieve better performance. 

Guided by the theoretical analysis, a novel and practical list decoding algorithm is 

proposed for turbo codes. The error events and weight spectra for convolutional codes and 

turbo codes are analyzed in order to gain a better understanding of the inefficiencies of list 

decoding algorithms that avoid generating the list directly for the turbo codes but instead 

use lists generated for the component codes. Based on this analysis, a novel list decoding 

algorithm that generates the list directly for the turbo code is proposed. The new algorithm 

results in a significantly reduced error floor with less computational complexity than list 

decoding algorithms reported in the literature. 

Sub-block recovery for turbo coded systems with the sub-block structure 
and type II hybrid ARQ 

The second major contribution of the research reported in this thesis includes the develop­

ment of a practical method to achieve better performance based on the sub-block structure 

and the development of a type II hybrid ARQ scheme based on this method. 

A sub-block structure is used in the WCDMA 3G wireless communication system. In 

the 3GPP physical layer specifications for coding and multiplexing for the WCDMA cellular 

wireless communication system, a hierarchical data structure is used. The physical layer 

receives data from the higher layer in the form of transport blocks, to which CRC check bits 

are added. The transport blocks are then concatenated and divided into data blocks for 

error correction coding. One data block for error correction coding usually contains several 

transport blocks, each protected by a CRC check. 

In this part of the research, a method was proposed to utilize this structure to improve 

the decoding performance when a turbo code is used as the error correction code. At 

almost the same time as our original work on this topic was published [61], Chen, Cao and 

Chen independently proposed a very similar algorithm [54], which they called " constrained 

decoding for turbo codes" for reducing the computational complexity of decoding turbo 
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codes with the sub-block structure. 

During iterative decoding of turbo codes, it is intuitive that if the correct values of bits 

in a sub-block are known, then decoding of the rest of the data block will benefit. With the 

physical layer coding and multiplexing procedure specified by 3GPP, this sub-block recovery 

scheme is a natural choice for decoding the turbo code in the WCDMA system. 

The research work in this area contributes to a more complete understanding of the 

intuitive reasoning of this result from an analytical approach. Comparison of the decoding 

performance of a turbo code with the sub-block structure with and without the sub-block 

recovery scheme was conducted by comparing the performance of several simple codes. 

The decoding of a typical error pattern was analyzed for both the SOVA and Log-MAP 

algorithm. Assuming that some of the bits of the error pattern in question are recovered in 

the sub-block recovery process, the analysis has shown that the sub-block recovery scheme 

contributes to the correction of a typical error patter in both the SOVA and Log-MAP 

algorithms. The analysis also shows that the sub-block recovery scheme will not be of benefit 

to ML decoding. Therefore, when a convolutional code is used as the error correction code 

and the Viterbi algorithm is used for decoding, the sub-block recovery approach cannot be 

used to improve the decoding performance. 

A Type-II hybrid ARQ with incremental redundancy is then developed for a turbo 

coded system that uses the sub-block structure and uses various techniques to improve 

throughput performance. A CRC code is proposed to be selected such that its generator 

polynomial contains as a factor the feedback polynomial of the RSC constituent encoder of 

the turbo code. By choosing such a CRC code for error protection, the trellis of the first 

RSC constituent encoder will return to the all-zero state after each sub-block is encoded. 

Therefore, the trellis of the first RSC constituent encoder regularly returns to the all-zero 

state, which results in a frequently terminated turbo code without adding extra terminating 

bits for each sub-block. One of the many advantages of this frequent termination feature 

is improved decoding performance due to the awareness of the positions within the trellis 

which are terminated in the all-zero state. This improved decoding performance will result 

in fewer retransmissions and lead to increased throughput. The sub-block recovery scheme 

is then applied to the iterative decoding of turbo codes in order to improve their decoding 

performance. Simulation results show improved throughput with the proposed scheme when 

compared to conventional schemes in both the AWGN channel and the uncorrelated flat 

Rayleigh fading channel. 
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Hybrid ARQ for MIMO systems 

The third major contribution reported in this thesis concerns the use of hybrid ARQ in 

MIMO systems. In this part of the research, discussion is limited to the layered space time 

MIMO system and it is assumed that the channel state information is available only at the 

receiver, and that this channel state information at the receiver is perfect. 

A system model for layered space time MIMO transmission that is applicable for multiple 

ARQ processes is proposed. Symbol level joint detection algorithms were then developed. 

The performance of these detection algorithms with both the multiple H-ARQ scheme, and 

the single H-ARQ scheme with repetition were compared via computer simulations. These 

simulations showed that with linear detection the single H-ARQ outperforms multiple H-

ARQ in the high SNR region, while with the V-BLAST architecture, multiple H-ARQ always 

outperforms single H-ARQ and joint detection always outperforms separate detection. 

7.2 Future work 

There are a number of different potential areas of future work based on the original research 

reported in this thesis. In Chapter 2, the analysis for list decoding of turbo codes predicts 

that the approximate effective weight is significantly higher than that predicted by the lower 

bound. Although the list decoding algorithm introduced in Chapter 3 generates the list 

directly for the turbo code and achieves better performance than the list decoding algorithms 

that use the list generated for the component codes, there is still a significant gap between 

the performance it achieves and that predicted for the optimal list decoding algorithm. 

Therefore, it is still of interest to develop other sub-optimal list decoding algorithms in 

order to achieve performance that approaches the theoretical limit. 

By deploying multiple antennas at both the transmitter and the receiver, MIMO wireless 

systems provide extra degrees of freedom compared to SISO wireless systems. The design of 

hybrid ARQ transmission schemes for MIMO systems is a broad research area, and only a 

single topic is touched upon in this thesis, namely, a performance comparison of the multiple 

ARQ and single ARQ processes assuming that the channel state information is available 

only at the receiver and the channel state information at the receiver is perfect. It is of 

interest to investigate further improvements that might be possible if perfect channel state 

information is also available at the transmitter. It is also of interest to investigate how 

this information may be used in a progressive linear precoder to organize transmissions and 

retransmissions as described by Sun, Manton and Ding in [62], and whether in this instance 
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it is advantageous to use the multiple ARQ process or the single ARQ process. Finally, 

it is of practical interest to investigate what performance is achievable when the channel 

state information at the receiver and/or the transmitter is not perfect, because this is the 

situation for which practical ARQ schemes must be designed. 
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Appendix A 

Effective weight evaluation for 
L = 3 candidate list decoding 

If the distance relations of four signal points can be represented by a tetrahedron in 3D 

Cartesian coordinates, the evaluation of the effective weight increment can be transformed 

to the problem of finding the circumradius of the tetrahedron, given 1 1 = 6 distances 

between any two out of the four points. 

Denote the signal points as A, B, C, and D. In 3D Cartesian coordinates, as shown in 

Fig. A.l: 

• Put A on the origin: x\ = 0, T/A = 0, ZA = 0; 

• Put B on the x-axis: XB — D\B, VB = 0, ZB = 0; 

• Put C in the x-o-y plane with y index positive: yc > 0, ZQ = 0; 

• Put D in the space upper to the x-o-y plane: Z-Q > 0. 

C is the intersection of two circles in x-o-y plane with center at A and B, with radii DAC 

Figure A.l: Effective weight evaluation for L = 3 candidate list decoding. 
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and £>BC, respectively. Solving 

(arc - xB)2 + (yG 

4+»C 
B)2 

ZQ 

yc 

r>2 

D2 

= 0 

>o 

(A.l) 

Dla+Dln-tiaa y i e l d s xc = -Ac-r^AB-^n, y c = ^Dlc-xl, zc = 0. 

D is the intersection of three spheres with centers at A, B, and C, with radii DAv, ^ B D 

and DCD, respectively. Solving 

(xD - xA)2 + (jto - 2/A)2 + (ZB - zA)2 

(xD - arB)2 + (2/D - 2/B)2 + (*to - *B) 2 

(arD - a>c)2 + (yo - yc)2 + (^D - zG)2 

zp> 

y i e l d s , D = ^ -4 , , y D = ^ ^ o p - ^ , , D 

- D2 

- ^ A D 
- D 2 

- ^ B D 

- D2 

> 0 

(A.2) 

, /D2" 
V A] 

X? l£-
Let P be the center of the circumsphere of the tetrahedron. Then DAP = £>BP = -DCP = 

D D P equals half the effective Euclidean distance. 

The line passing P and perpendicular to the x-o-y plane intersects the x-o-y plane at O. 

The line OP is 

x = xP, y = yP. (A.3) 

The midpoints of the edges AB and AC, denoted by F and E, have 

zF = 0 and a;E = ^ ± ^ , yE = ^ ± ^ , zE = s ^ a , respectively. Triangle APO, BPO, and 

CPO are equal triangles, where DAo — J^BO = A 3 0 O is the center of the circumsphere 

of triangle ABC which is also the intersection of the lines OF and OE, the perpendicular 

bisectors of the edges AB and AC, respectively. The lines OF and OE are, respectively 

Xp 
x = z = 0. (A.4) 

(A.5) 

D AC. -2XCXQ 

2?/c 

(%c - xA)(x - xE) + (yc - yx){y - Z/E) = 0, z = 0. 

Solving (A.4) and (A.5) yields the indices of point O as xo = ^f2-, yo 

zo = 0-

Point P is the intersection of the line PO and the plane perpendicular to line AD and 

passing through its midpoint H, which is described by the equation 

(x-o - xA)(x - arH) + (yD - y\)(y - m) + (ZD - zA)(z - zH) = 0 (A.6) 

where H has xa XA+xy „.„ _ VA+yr> 
2 ) J/H — 

-, zH = ^±2n. Jointly solving (A.3) and (A.6) yields 

xP = x0, yp = yo, zP = - ^ — § ^ — ^ - . 
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(a) (b) 

Figure A.2: Effective weight evaluation for L = 3 candidate list decoding, where DAG 
.DBC = -DAD = ^ B D = -DCD-

The circumradius of the tetrahedron ABCD, DAP is 

£>AP = yxp + y^ + z^. (A.7) 

The effective Euclidean distance is the diameter of the circumsphere of the tetrahedron 

ABCD. The effective weight is 

AdV 
(3) (2J>Ap)2 Xp ~T Up ~T~ Zp 

(A.8) 
AES Es 

which, with the previously derived expressions for the coordinates of point C, D, O and P, 

can be represented as a function of DAG through DQD-

Alternatively, for the special case where DAC = -DBC = DAD = £>BD = A J D arid 

<̂ AB = dj > dmin, a less complex derivation is as follows. 

Denote Di=^/4dminEs, Di=\fAdjE~s. As shown in Fig. A.2(a), let P be the center 

of the circumsphere of the tetrahedron. JDAP = -DBP = A ^ P = A D P equals half the 

effective Euclidean distance. Line PJ is perpendicular to the plane ACD at J. Line PK is 

perpendicular to the plane BCD at K. It is easy to show that J and K are the centers of 

equilateral triangles ACD and BCD, respectively. Line AJ and BK intersects at I, which 

is the midpoint of edge CD. Based on the equilateral triangle ACD, DA\ = 2 ^i, ^ A J = 

|£>Ai. 

As shown in Fig. A.2(b), with triangle ABI in the x-o-y plane 

D2 
X\ = 

y3Dl-Dl 2 1 2 
xj = -xi = -D2, yj = -yi 

(A.9) 

(A.10) 

Line PJ is (x - x3){x\ - xA) + (y - yj)(w - Vx) = 0. Due to DAp = DBP, xP = \xp, = %*, 
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VF ~ 2^/ZD\-Dl' 

1 I AD2 — D2 

SAP = x/(a;p - xA)2 + (yP - yA)2 = - J _ 1 _ _ | D X , (A.ll) 

and the effective weight is 

2 U 3D2 - £>̂  

,(3) ,_ ( 2 £ > A P ) 2 _ 4 d m i n - d j 
dALB - - 4 ^ - - 3 d m i n - d / m m - ( A - 1 2 ) 
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Appendix B 

Derivation of several equations for 
Chapter 4 

Equation 4.15 

Prom (4.1), for n 6 n s 

f «»p(v.i)n) 

P M ( s„ ) = < 
1+exp(L

(oi,i)„) 
1 

l+exp(L(aM)n, p -̂ n = ^ 

PM(Xn) = 
1 

1 + exp (V'%) 
exp 5^(oi.')n(1 + a:n) 

Assuming that the a priori information for each symbol is independent, 

" ' Vxsys) 

= npl,i(« 
n€ns 

n ; — h — r 
nens 1 + exp [L{ai,i)nj 

n ^ — h — T 
n€n3 1 + exp [L{ai,i)nj 

C2 exp f - 5 Z i(al.«)„«n J 

(B.l) 

(B.2) 

2 5 ^ L(«1-i)„(1 + *») 
nens 

eXP U E V'% J eXP ( 2 5Z V'On^ 
\ nen, / \ n£ns V 

(B.3) 

where C2 n. exp ( \ Y^nena ^(a1-*) ) is a constant independent of xsys inens l+exp(L(oi,i)n) 

for a given a priori information sequence. 

Let a = -4/2 • Based on the assumption of AWGN channel, 

^(ysys,parl l^sys.parlj 
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( /2~\2K QX^ V 2cr2 y s 'p a r l Xsys>Parlli J 

" ^ 2 E \Vn-Xn\2\ 
\ n6n sUnp i J (aV2ir)2K exp 

(aV2^)2K 

1 

(aV2ir)2K 

= C3 exp 

exp 

exp 

~9^2 E (X» + V" ~~ 2xnVn) 
nGnsUnpl 

K E K + y2n) 2<r2 

nen sUnp i 
exp 9 z_, xn( 2y

n> 
ngn3Unpi 

= C3 exp 

2 E Xnia2yn) 

2 E ^ M n 
\ n<=nsUnpl / 

(B.4) 

where C3 1 
(aV2^)2K exp ^ Enen3un i {xl + 2/n)l i s a constant independent of xsySjpar l 2a2 

for a given received symbol sequence. 

From (B.3) and (B.4), 

" (ysys ,par l |X s y S ) p a r l JP ' ( x s y s ) 

C2C3 exp I - ^ L{ai,i)nx
p

n J exp - ] T xp
nL(y)n 

9 E <(L(aL% + L(2/)n) + o E < ' L(«)n = C2C3 exp 
reenpi 

(B.5) 

For DEC1 in the i-th iteration, define the metric between xp and y as 

'DECl ,i= E X™ • (V'Om + L(V)J + Ys X™-L 
• ^ ( v ) r 

m£m, m6mp i 

From (B.5), 

^DECl.i ~ ^ m „ P ( y s y s , p a r l | X s y s p a r l ) . 

(B.6) 

(B.7) 

Where KI is defined as K\ — C2C3. 

Equation 4.20 

By definition 
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" (4 i .* ) f c 

maxuPo.„Pa=1 P^'Cu^lysys.pari) 
2 I n zr-7- • -

maxuPo .upa=Q PM(uP«|ysyS;Pari) 

m a x u P a . u P a = 1 P ( y S y s , p a r l | x
S y S ) p a r l ) P ' l ( x s y s ) 

m a x u P a . u P a = 0 P ( y s y s , p a r l | x s y S p a r l ) P ' * ( x sys ) 

1 

= 2 In 

max 2 In 
uP":ula = l C2C3 

P(ysys , p a r l | x s y s p a r l ) P ' J ( x ^ y g ) 

max 2 In 
uPa-.ula=0 

s~i s-i " ( y s y s , p a r l | x
s y S [ p a r i ) P ' ( x

S y s ) 

m a ^ _ , MDECl,z 

(2t tJ^ - 1) 

max M-
uPb:ulb=0 

mm 

,Pb 
DECl , 

: ! ; « • 
Pb 

A (Pa,Pb) 
DECl. i 

Pa = P^'pp or pb = p^'pp 

(B.8) 

(B.9) 

One of the max operations in (B.8) results in the metric of the APP solution, as can be 

translated to the constrain pa = p^pp o r Pb = PAPP of the min operation in (B.9), therefore, 

the equality between (B.8) and (B.9) can be justified by considering the two possibilities as 

follows: 

l , i 

• Suppose %APP = 1, (B.8) can be rewritten as 

max M-
uPa :ula = l 

,Pa 
DECl, i 

m a £ „MDECM 

4 f e M " p™n
MDECM 

ap™£j^-*™chi) 

min £$%f 
uPb:uP

k
b=0 

,.Pa min A: (Pa,Pb) 
DECl, i 

Pa. = p i 'pp or pb = p ^ ' p p 

= ( 2 ^ A P P - 1) mm 
i , i 

: 1; u-Pb 

Pa = P A P P or pb = pApp 

A (Pa,Pb) 
DECl, i (B.10) 

i , i 

Suppose w^APP = 0, (B.8) can be rewritten as 

max M?fpri ,• 
uPa-.U). — 1 

max M™ 
u P 6 : U ^ = 0 

DECl. i 
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= max MP* _ M P A P P 

n D E C l , i u D E C l , i 
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(n (Pa. 
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'DECM 

1,« 
C-11) min A^A 'PP 'P^ 
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mm 
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Equations B.10 and B.l l show the equivalence of (B.8) and (B.9), therefore, (4.20) 

follows. 
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