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The cold sky comes down - the sea rises up to fight
And they meet in confusion, and violence itself is let loose

The vessel huries it’s how deep inta the surging wave
Accelerates hard skyward and rolls - diving and driving spray

Hard into the wheelhouse glass - the ice is starting now
The Captain wonders silently, glancing nervously into the barometer’s face
How long will the wind stay Nor-west and blow
Nerves start to bristle; now the radar’s out

But we know our sister ship is likely just beyond radar’s reach - west
Holding strong into the weather -- should be there in the moming too

Can’t remember fishing now; too much jee on deck to know what we used 10 do -
And when they go down; they go down fast vou know
Funny what’s left in dawn’s wake - a pop can. a shoe
A page of the Captain’s log; two weeks old; what happens next no one knows

Funny how fast the ice comes off; comes off far. far. and decp below.

Ryan Z Biackmufe

He spreads the snow like waol
and scatters the frost like ashes.
He hurls down his hail like pebbles.
Who can withstand his icy blast?

Psalm 147: 16,17

“We are lost. The vessel is capsizing. Give our love o our wives and family."

The last radio message from the Ross Cleaveland. one of three vessels which was lost in January 1968 off
the coast of lecland. Synoptic analysis showed strong northerly wind (more than 15 ms'), low air
temiperature (- 10°C to -15°C). an inflow of cold water from the Greenland Sea. and snowfall. (Panov, 1978:
and subscquent references in the prefatory pages are included in the List of References for Chapter 1)
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ABSTRACT

This thesis develops an heuristic vessel spray icing model and an exploratory
cylinder spray icing model. They are used to study the prediction of vessel spray icing
severity.

1 hie physics of vessel spray icing is reviewed in Chapter 1. The resulting overview
suggests an elusive phenomenon with many aspects that are as yet understood only in
qualitative ways. Two aspects are reviewed in detail: modelling of the distribution of ice
accretion over vessels, and the problem of spongy ice growth. This review prepares the
background for the model of vessel spray icing of Chapter 2. This model, configured

around a non-traditional spray/air heat balance, portrays the overall growth of ice on a

vessel in a new and upique way. It accounts for many of the sub-prccesses of vessel icing

of different size. The model’s versatility is illustrated by including an hypothesized
nucleated spray icing mechanism that enhances the icing rate significantly (up to 350%)
over the original supercooled spray icing mechanism. The problem of spongy ice growth
is dealt with in Chapter 3 by modelling the spray icing of a vertical cylinder. In the
model the ice has a laminated surficial structure overlain by a falling film of excess
liquid flowing over a layer of growing ice called the freezing zone. This new model
depends on an analogy between ice growth in the freezing zone and the growth of the
tip of a freely-growing ice dendrite, along with traditional thermodynamical elements of
spray icing prediction. Using plausible impinging spray temperatures, this model

successfully predicts both icing rate and liquid entrapment (i.e. sponginess). It agrees well



with icing data for horizontal rotating cylinders. The model's performance shows that
spongy spray ice growth is driven by heat loss from the icing surface. and that it is very
sensitive to conditions in the surficial liquid film and the freezing zone. The model’s
prediction of accretion sponginess is also sensitive to air temperature and - spray
impingement temperature, which in turn implies the importance of the thermal evolution
of the spray in the airstream. Together, the heuristic vessel icing model and the
exploratory, spongy spray icing model, demonstrate the importance of the acrodynamics
and thermodynamics of spray, as well as the sponginess of the accreted ice, to the rate

at which ice accumulates on a vessel under freezing spray conditions.



PREFACE

Man’s encounter with the sea has inevitably Jed to danger. and nowhere has that
danger been greater than in the cold oceans of the polar regions. Environmental
conditions typical of these regions produce a variety of ice-related probiems for sea-going
vessels. feebergs and sea ice are well known for the disasters and the practical difficulties
that they bring (Bowyer and Gray, 1990). However, vessels in heavy seas and sub-zero
temperatures may cncounter another inconvenient and dangerous form of ice, the result
of seaspray icing.

Scaspray icing usually occurs under storm conditions. The vessel’s interaction

brinc-laden ice deposit, which. depending on the rate of accretion, may eventually lower
the freeboard, raise the centre of gravity, and ultimately promote list and instability of
the vessel. These tendencies may be further enhanced by asymmetric ice distribution, and
ice accumulations located well above the centre of gravity of the vessel. On occasion
atmospheric icing (i.c. freezing rain, wet snow, or freezing fog) may complicate the icing
scenario and may add significantly to the overall severity of the icing. However,
atmospheric icing. of itself, is not generally considered to be the primary icing threat at
sca (Brown and Roebber, 1985). With or without atmospheric icing, vessels capsize and
are lost,

Historically, freezing spray has been responsible for the loss of many vessels.

Whaling and scaling vessels are known to have sunk due to heavy ice accretion in Arctic

account given in Nature by Allen (1881) describes the shipwreck of the "Phoenix", a

Danish mail ship. The ship encountered a storm with freezing spray, in which the crew

of leeland.



The danger of seaspray icing to vessels gained greater recognition in the late
1950°s. as a result of the loss of British trawlers "Lorella” and "Roderigo” in January
1955. Minsk (1977) suggests that ship icing research was initiated in response to the loss
of these vessels by the British Shipbuilding Research Association. As a result cold room
ship model tests were carried out in 1955 (Polar Record, 1958). The visibility of the
problem grew as cold ocean fishing activity increased, probably the result of better
fishing vessels, and increased demand for fish. In 1968 member nations of the Inter-
governmental Maritime Organization (IMO) Subcommittee on Safety of Fishing Vessels,
began conducting research, obtaining ship icing reports, and publishing on vessel icing,

Shellard (1974) published a list of 81 vessels believed lost primarily due 1o ice
accretion, the earliest recorded loss being that of the "Natset”" in the winter of 1942/43.
More recent examples of spray icing disasters include the loss of the 300 ft. bulk carrier.
"Johanna B." and the 420 ft. container ship "Capitan Torres". Both sank December 8,

1989 in the St. Lawrence Bay with a total of 39 fatalities. In February 1988, a Philipino

same area, two seamen were lost from the trawler "Brendan" while attempting to renove
ice from its deck. More recently, seaspray ice accretion was named by the Transport
Safety Board of Canada as a contributing factor in the sinking of the fishing vessel "Cape
Aspy" off the south-west coast of Nova Scotia, January 30, 1993. These incidents show
that seaspray icing of ocean-going vessels remains a substantial threat.

The ultimate objective of seaspray icing research is the climination of vesscl
losses and the mitigation of dangerous on-board icing conditions. Effective methods and
technology for anti-icing (icing prevention) and de-icing (ice removal) would certainly
reduce, if not solve, the vessel icing problem. However, as the recent expericnce
documented above indicates, substantial and practical answers to these questions have not
been implemented. Therefore, it may prove judicious to address related objectives such
as the modelling of the icing process, which will help in the short term, and provide

greater knowledge of vessel icing in the long term.



The development of numerical icing models is a desirable objective for a number
of reasons. First, reliable and accurate vessel icing models will give predictions of icing
to those who need operational forecasts, such as ship captains. Secondly, models will

increase understanding of ship icing physics: the resulting knowledge may prove helpful

implementation of vessel icing models into decision-making software packages for ocean
routing will likely prove economically beneficial. Finally, numerical models of vessel
icing will contribute to the knowledge needed to model icing on other marine structures

such us offshore platforms and ice islands.,
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model’s falling film (kgm™s™)

mass flux of water entrained by the freczing zone from the laminar layer of the
spongy icing model’s falling film (kgms)

mass flux of water shed from a cylinder segment in the mixed layer of the
model’s falling film (kgm~s)

mass flux of water entrained by the laminar layer from the mixed layer of the
model’s falling film (kgm™s™)

mass flux of spray impinging on the outer surface of the model’s falling film
(kgm“s™)

Rayleigh number

mass flux of air entrapped in the ice matrix of the vertical cylinder spray icing
model (kgm™s™) ,

mass flux of environmental air for the heuristic vessel icing model (kgm™s')
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mass fux of air entrained by the spray over the vessel in the heuristic vessel icing
model (kgm™s™)

mass flux of water down a vertical cylinder segment (kgm™s™)
Reynolds number
relative humidity of air

mass flux of water entering the laminar layer of a cylinder segment from the
faminar layer of the cylinder segment lying above (kgm™s™)

mass flux of water entering the mixed layer of a cylinder segment from the mixed
layer of the cylinder segment lying above (kgm™s™)

mass flux of spray (kgms™)

total mass flux of water shed from a cylinder S;gmehl in the falling film (kgm™s™)
mass flux of spray over the vessel in the heuristic vessel icing rﬁ@dcl (kgms™)
salinity of the brine on the icing surface (kg (salt) per kg (Saluiian))

Schmidt number

salinity of the spongy ice (kg (salt) per kg (spongy accretion mass)) _

salinity of the brine that returns to the sea in the heuristic vessel u:mg model (kg
(salt) per kg (solution))

salinity of the sea-surface brine (kg (salt) per kg (solution))



Sws S, salinity of spray (kg (salt) per kg (solution))

[S’ TS

temperature at the envelope of dendrite tips (Fig. 1.9.°C)
air temperature (°C)

temperature of the icing surface which is at the equilibrium freezing temperature
of the surficial brine (°C)

e-folding time for the development of a falling film beginning with a hlm at rest

(s)

spongy icing model (°C)
temperature of the icing interface of the spongy icing model (°C)

temperature of the laminar layer/mixed layer mterfdcc of the spongy icing model’s
falling film (°C)

temperature of the mixed layer of the spongy icing models falling film (°C)
temperature of the impinging spray droplets of thc spongy icing model (°C)
equilibrium freezing temperature of brine (°C)

temperature of the spray over the vessel in the heuristic vessel icing model (°C)
temperature: of the sea-surface brine (°C)

droplet temperature or spray impingement temperature (°C)
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mean spray impingement temperature (°C)

mean temperature of the water of the film’s laminar layer that is entering the
cylinder segment from the laminar layer of the cylinder segment lying above (°C)-
temperature of the water of the film’s mixed layer that is entering the cylinder
segment from the mixed layer of the cylinder segment lying above (°C)
temperature in the freezing zone or the falling film as a function of y (°C)

fluid flow speed in the falling film (ms™)

non-dimensional fluid flow speed in the falling film

friction velocity for the falling film (ms™)

mean fluid flow speed of a falling film (ms™)

mean speed of the vessel (ms™)

wind speed in the Bretschneider (1973) seastate model (ms™')

v, V, V, air speed (ms™)

V()

Vi

ar

ar

ratc of advance of the ice matrix/freezing zone interface (ms™)

rate of advance of the icing interface relative to the liquid of the laminar layer
(ms™) .

wind speed relative to the vessel in the heuristic vessel icing model (ms™)

wind vector relative to the vessel in the heuristic vessel icing model (ms™)
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. rate of advance of an ice crystal growing into bulk supercooled water (ms™)

v

2 rate of advance of the icing mterfacc in the glaze ice accretion n,gmc of th

vertical cylinder spray icing model (ms™)
Vys  rate of advance of the outer surface of a hailstone’s the water skin (Fig. 1.9, ms™")
Vs rate of advance ofrice dendrit_es into the water skin on a hairlslt)m: (Fig. 1.9, ms™)
V., V. speed of the vessel relative to the waves (ms™)

A% final horizontal spray speed over the vessel in the heuristic vu:.scl mm;: model

(ms™)

s

Vemx  Maximum rate of advance of the icing interface in the spongy ice accretion regime
of the vertical cylinder spray 1ung model (mé") ‘

mean speed of the vessel (ms™)

mean velocity vector of the vessel (ms™)

V.,  wind speed (ms™)

w, W, liquid water content of airborne spray (kgm™)

We  Weber number: ratio of inertial forces to surface tension forees

y dimensional coordinate normal to the substratc with origin at the ice
matrix/freezing zone interface (m)

Yo location of the ice matrix/freczing zone interface (m)
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location of the icing interface (m)

location of the laminar layer/mixed layer interface (m)

location of the outer surface of the falling film (m)

(y;-ya) thickness of the {reezing zone (m)

(y,-y,) thickness of the laminar layer of the falling film (m)

(y+-y,) thickness of the mixed layer of the falling film (m)
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total thickness of the falling film (m)

height above deck (m)

spray access window height in the heuristic vessel icing model (m)
cylinder segment height in the vertical cylinder spray icing model (m)
maximum spray height above the deck of a vessel (m)

thermal diffusivity of water (1.3x107 m’s™)

angle between the vessel’s heading and the seaway where 0° represents head seas,
90° beam seas, and 180° following seas (degrees,®)

encountering angle between the vessel’s heading and the seaway in the heuristic
vessel icing model where 180° represents head seas, 90° beam seas, and 0°
following scas (degrees.®)
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angle as observed from the vessel between the vessel's heading and the group
velocity of the waves in the heuristic vessel icing model where 180° represents
head seas, and (° represents following seas (degrees,®)

angle as observed from the vessel between the vessel's heading and the wind in
the heuristic vessel icing model where 180° represents head winds, and (0°
represents following winds (degrees,®)

thermal expansion coefficient for water (68.05x10° K™)

mass flow rate for a falling film per unit breadth (kgm™'s™)

temperature difference across the quurid film on a hailstone’s surface (°C)
maximum height of the spray's tfajectéry 'abg\ié a VEssél’s bulwarks (m)
thickness of a laminar falling film (m)

maximum laminar layer thickness in the Dukler and Bergelin (1952) model (m)

thickness over which dendrites grow or thicken (Fig. 1.9, m)

non-dimensional coordinate normal to the substrate used to describe the Idllm;:,

film in the spongy icing model

"sponginess” or the liquid mass fraction of the. predicted ice accretion of the.
vertical cylinder spray icing model

air inclusion fraction of the ice accretion of the vertical cylinder spray icing model

dynamic viscosity of water (1.79x10” Nsm?)
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kinematic viscosity of water {i.75x10" m2§")

density of the air (kgm™)

density of the predicted ice accretion of the vertical cylinder icing model (kgm™)
radius of curvature of the tip of a frecly-growing ice crystal (m)

density of ice (kgm™)

density of brine or water (kgm™)

shear stress exerted by the falling film at the icing interface of the vertical
cylinder spray icing model (y=y,, Nm™)

time for spray to rise and fall for a gravitational trajectory over a vessel (s)
mean period between droplet impacts at a point oh a éol]ecting surface (s)

ratio of the molecular weight of water vapour to dry air

the liquid mass fraction or sponginess for saline and freshwater accretions,
respectively

constant of proportionality (i.e. E=10" kgm™, Kachurin et al., 1974) in a linear
equation describing liquid water, g, over a vessel (kgm™)

Stefan-Boltzmann constant (5.67x10™ Wm2K™*)
radian frequency of waves (rad s)

radian frequency of encounter for a vessel with the waves in its seaway (rad s™')



LIST OF TERMS

Heuristic: (1) of or relating to exploratory problem-solving techniques that utilize self-
educating techniques to improve performance (Webster's 3rd New International
Dictionary). (2) serving to indicate or point out: stimulating interest as a means of further
investigation (Random House Dictionary 2nd Ed. Unabridged). (3) of or relating to
usually speculative formation serving as a guide in the investigation or solution of a
problem (American Heritage Dictionary. 2nd College Ed.).

Model: (1) a simplified representation of a system or phenomenon, as in the sciences or
economics, with any hypotheses required to describe the system or explain the
phenomenon, often mathematically. (2) to simulate (a process, coneept, or the operation
of a system), commonly with the aid of a computer (Random House Dictionary 2nd Ed.
Unabridged).

Physical-empirical model: a vessel icing model that demonstrates or shows an overview ,
of the physical processes of vessel icing and is composed of submodels that describe the
subprocesses of vessel icing. (Blackmore)

Statistical model: a vessel icing model that depends only on a statistical relationship
between the input parameters and the icing rate. (Blackmorc)

Statistical-physical model: a vessel icing model that uses a physical model of spray icing



1. REVIEW OF VESSEL SPRAY ICING PHYSICS

at a time, may be difficult to fully understand or describe. These processes are controlled
by a considerable variety of conditions that influence the onset or severity of freezing
spray. Fig. 1.1 shows the variety in shape and thickness of the seaspray ice on the bow

of the chemical tanker "Anna Broere".

The photograph of Figure 1.1
has been removed due to

copyright restrictions.

Figure 1.1 Scaspray ice accretion on the bow of the small Dutch Chemical Tanker "Anna
Broere" which went aground near Cape Rozewie, (Poland, Southern Baltic Sea), January
1. 1979, (photo courtesy of W.P. Zakrzewski).

This first chapter has the objective of introducing vessel spray icing. This is done
in largely descriptive terms in Sections 1.1, 1.2, 1.3, and 1.4, and is followed by a more
detailed treatment of modelling in Section 1.5. Section 1.5 begins with a review of the

modelling of vessel spray icing. which forms the background for the heuristic model of
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spray icing presented in Chapter 2. There follows abreview of the physics of spongy spray
ice accretion, which provides the background for the exploratory spongy spray icing
model of Chapter 3. Section 1.6 gives the reader a sense of the wider context of icing
studies within which vessel spray icing research occurs.

The review of vessel spray icing that follows is divided into four sections. Section
1.1 looks at the meteoroiogical conditions that predispose a vessel to seaspray icing,
Section 1.2 focuses on oceanographic factors that influence vessel icing, Scction 1.3 gives
a view of those processes that occur during the transportation of brinc to the vessel's
icing surface, and Section 1.4 reviews the icé accretion processes that occur on the

vessel’s surface,
1.1 Meteorological Aspects of Vessel Spray Icing

Vessel spray icing is a multi-faceted process in which meteorological factors play
an important part. This section examines the role of meteorological factors in the

generation of seaspray, and in the accretion of ice on ocean-going vessels.
1.1.1 Atmospheric icing and spray icing

Atmospheric icing of vessels is discussed here for completeness and because this
form of ice accretion may occur coincidentally with seaspray icing. By itsclf, however,
atmospheric icing is most likely not the primary icing threat to occan-going vesscls.
Borisenkov and Panov (1972) analyzed reports of over 2000) icing events on Soviet
fishing vessels. They found that 89.8% of those event; were the result of scaspray icing
alone, 6.4% were seaspray combined with fog, rain or drizzle, 1.1% were scaspray with
snow, and 2.7% were the result of fog, rain or drizzle alone. They also analyzed vesscl
icing events in the Arctic, and found 50% were from seaspray, 41% were a combination
of seaspray and precipitation, 6% were from precipitation alone, and 3% werc from fog
alone. Brown and Roebber (1985) examined the relative importance of scaspray with

percent frequency data derived from Canadian ship meteorological reports. A percent
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frequency range of 81% to 97% is given for icing due to ocean spray for the five regions
of the Canadian East Coast. Brown and Roebber (1985) go on to give 56% and 60%
frequencies for the occurrence of ocean spray icing in the eastern and western Arctic
regions, respectively. Therefore, even though the relative frequency of atmospheric icing
is a function of location, seaspray icing appears to be the main threat as far as frequency
of occurrence is concerned.

It is also generally accepted that the spray icing of vessels produces more severe
ice loadings than does atmospheric icing (Makkonen, 1984a). Shektman (1967), Mertins
(1968), Sawada (1970), De Angelis (1974), Makkonen (1984a), and Zakrzewski and

Lozowski (1991) acknowledge the potential dangers of atmospheric icing, but due to its

type of vessel icing. This is further confirmed by Brown and Roebber (1985), who report
that no cases of ice accretion due to freezing rain produced thicknesses greater than 3.0
cm in the Gulf of St. Lawrence, a region with a relatively high frequency of freezing
rain. They also found no ice accretions with thicknesses exceeding 3.0 cm in the Gulf of

St. Lawrence for "fog only" cases. They report that freezing spray accounted for the

of local icing maximum: the first, over the Scatarie Bank south of Newfoundland and
cast of Cape Breton, with a mean ice accretion thickness exceeding 7.0 cm, and the
sccond. off the eastern tip of Anticosti Island in the Gulf of St. Lawrence with a mean
ice accretion thickness exceeding 6.0 cm. On the basis of these observations, it is likely
ice loading and vessel stability. However, Makkonen (1984a) points out that the accretion
of atmospheric ice during seaspray icing may be important because the accretion of
atmospheric ice does not decrease with elevation as it does for seaspray icing. He reasons
that atmospheric ice is likely to occur on the uppermost structures of the vessel bringing
with it a disproportionately large reduction in vessel stability by virtue of its elevation
above the vessel’s centre of mass.

Vasil'yeva (1966) examines the synoptic conditions favourable to vessel spray

icing. He suggests the possibility of mixed spray icing at sea, especially at the rear of a
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cyclone. In the present work, mixed accretion will usually be taken to mean spray icing
with snowfall. Of interest here is the entrainment of snow into the seaspray cloud, as well
as the collection of snow by the wet icing surfaces of a vesscl. Horjen (1990) produced
a theoretical icing model which predicts a 200 to 270% increase in the spray icing load
during snowfall with a snow concentration of .28 gm™ over that without snow, under
gale conditions (18-20 ms™' wind speed). Whether the snowfall is wet or dry, and whether
or not the icing surface has an exposed liquid film, could also have some influence on
the mechanics of snow adhesion and on the ice accretion rates. Wel snow is known (o
1984).

Borisenkov and Panov (1972) suggest that as a general rule. the lower the
temperature and the higher the wind speed, in combination with supercooled precipitation
or snow, the higher the probability that an icing event will occur, and the greater the
potential icing severity. They report ice thicknesses of at least 20 ¢m in 50% of their
cases, with deck accumulations reaching a maximum of 100 ¢m under conditions of
mixed spray and snowfall. In support of the view that mixed accretion may lead to severe
icing, Shektman (1967), suggests that the most severe icing occurs with storm-force
winds (25-32 ms” wind speed) and snowfall. In summary then, although ;nlnmsphéric;
atmospheric icing acts with seaspray icing to produce more scvere icing, perhaps even
the most severe icing.

Brown and Roebber (1985) found that 63% of a group of 96() Canadian Coast
Guard vessel icing reports included references to snow. Snowfall may not be the only
form of atmospheric precipitation that could enhance seaspray icing rates. Brown and
Rocbber (1985), on the basis of an analysis of icing data from the Gulf of St. Lawrence
and the Labrador Sea-Davis Strait region, suggest that supercooled evaporation fog or sea
smoke can also enhance ice accretion thickness. Seaspray icing alone was found to
produce on average 5-6 cm thick ice accretions. Evaporation fog alone produced a
smaller maximum ice accretion thickness of 3 ¢m, Seaspray icing with evaporation fog

produced a maximum accretion thickness of 17 cm. The maximum aceretion thickness
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for seaspray icing with cvaporation fog, which is much larger than the. maximum
thickness for evaporation fog alone, or the average for seaspray icing alone, seems to
suggest that supercooled fog may act with seaspray to enhance ice accretion thickness.
Although an hypothesis, an explanation of how this may occur is presented in Section
2.6, which explores a mechanism in which ice particles such as snow or those that might
be present in supercooled fog, could nucleate spray droplets, and thereby enhance icing

rales.

1.1.2 Wind

The wind affects seaspray icing of vessels in a number of ways (Z'akrzewski et
al., 1993). First, the wind is the primary cause of the waves which the vessel encounters.
Waves interact with the vessel’s hull and give rise to the brine jet which forms bow
spray. Swell may also be p{csem in the wave field (Ryerson, 1993), but usually only
wind waves are considered in vessel spray icing models. Second. lhé wind exerts a drag
force on the liquid in the brine jet, and carries the resulting spray droplets over the
vessel. The vertical gradient of wind speed over the s.ea surface as well as the disturbance
of the wind field by the vesscl, are complicating factors which are generally ignored.
Usually, the win(i speed is assumed to be specified at the standard 10 m height. Third,
the wind is responsible for much of the heat loss from the icing surfaces of the vessel.
These effects combined suggest that wind speed is very influential in the seaspray icing
of vessels.

A fourth factor associated with the wind is its direction relative to the wave field
and to the vessel. The impact of relative wind direction on the spray icing of vessels is
not yet fully understood. For example, little is known about the effect on spray delivery
to a vessel when the wind is not aligned with the motion of the dominant waves. Even
for wind that aligns with the dominant wave motion, if it is at an oblique angles to the
vessel, it will produce an uneven spray distribution over the vessel and asymmetrical ice
loadings (i.c. larger ice loads to the port or starboard of the vessel). Chung (1995)

presents a vessel icing model which. along with vessel dvnamics and stability analysis,
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shows that asymmetric ice loadings have serious consequences for vessel stability,
Although Zakrzewski et al. (1993) show that spray icing rate maxima oceur near head
seas (15° to port and starboard), with little icing at beam seas. and no icing for following
seas, much is left to do in verifying their model results and the implications for vessel
stability.

The true wind dircction may have implications for the spraving and icing of
vessels on seasonal time scales. For example. Lundquist and Udin (1977) show that
greater icing event frequency and severity in the Balic Sea. These wind directions are
correlated with lower air temperatures behind cold fronts.

Another effect linked to wind direction is exemplificd by offshore winds with

b

hort fetches. These winds can bring air temperatures that are little modificd from the low
values typically observed over land or pack ice. Winds from the open ocean, by contrast,
will probably have been significantly warmed, at least in the layer near the sea surlace.
This will tend to moderate the icing severity. In this way, wind direction can work with
other factors to affect the spray icing of vessels.

Many researchers (Kachurin et al., 1974; Jessup, 1985: Brown and Rocbber, 1985:
Zakrzewski, 1987; Overland et al., 1986), implicitly suggest the importance of wind in
vessel icing when they focus attention on wind-driven interaction-generated spray. De |
Angelis (1974), gives a rule for estimating icing potential on the basis of wind épccd and
air temperature alone. Moderate icing potential, for example, occurs witli winds of 13
knots (6.5 ms™) or greater and with air temperatures of -2°C or lower. Severe icing
potential occurs with winds of 30 knots (15 ms™') or more, and with air temperatures of -
~-9°C or lower.

Shellard (1974) states that a substantial number of investigators give a wind speed

(1967) for example, suggests a threshold of Force 4 or less (less than 6.7 ms') for a
small vessel in short stecp waves with cross wave swell, and as much as Force 8 (16.5-
19.2 ms") for a larger vessel with lower speed. Panov (1976) and Zakrzewski and

Lozowski (1991) suggest that the spraying threshold for Soviet medium-sized fishing
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vessels (MFV) oceurs at approximately 8-9 ms’ wind speed. Thus, the threshold for bow-

Since vessels sceking shelter in freezing spray conditions may enter near-shore
waters, local effects may also become important in vessel spray icing. For example the
funnelling or channelling of wind around islands or through inlets may affect vessels
secking refuge there. Scaspray icing may have unexpected variations associated with local

wind effects.
I.1.3 Air temperature

It is well-known that air temperature significantly influences the icing of vessels
(Jessup, 1985; Brown and Roebber, 1985). Zakrzewski and Lozowski, 1991 show that as
air temperature decreases the icing rate increases linearly for both the Kachurin et al.
(1974) and Comiskey et al. (1984) vessel icing models. This is to be expected as .
convective heat loss is observed experimentally to depend linearly on the temperature
difference between an object’s surface (i.e. an icing surface) and the airstream (Holman,
1990). This lincar dependence is included in the saline spongy ice growth ﬁ‘!Gdé] of
Makkonen (1987) (Eqn. 1.11) and the vessel icing model of Zakrzewski et al. (1993)
(Egn. 1.16), as well as other spray icing models.

Sawada (1962) suggests an air temperature based threshold for the onset of icing
~of -3°C for all but a very strong wind. In strong wind conditions, icing may occur at
temperatures up to -1°C. In addition, according to Sawada (1962), icing becomes very
marked at -6°C, and when the air temperature drops to below -8°C, the spray freezes in
is given by Shellard (1974), who simply states that, for icing to occur, the air temperature
must be lower than the equilibrium freezing temperature of the brine, which varies from
(°C for pure water to approximately -1.9°C for a typical salinity (35 ppt) observed in the
open ocean.

air temperature will depend on a number of factors. Two such factors are the intensity



of spray developed as a consequence of the ship/wave interaction, and the initial
temperature of the spray brine. These two factors control the supply of sensible heat at
the icing surfaces, suppressing or possibly stopping ice growth with a large supply of
sensible heat due to warm spray, or encouraging ice growth with increased sensible heat
loss due to supercooled impinging spray.

Ship/wave interaction and spray temperature are both affected by fetch. Feteh is
defined as the upwind distance over the ocean’s surface from the vessel to the sea ice
edge or (o land. The greater the fetch, the greater the wave height and spray intensity,
and the more likely that the temperature of the air will rise as it is heated during its
passage over the warm sea surface, Therefore, as a vessel approaches cither sea ice or
the coast with offshore winds, the air temperature may decrease (Brown and Roebber,
1985). Wave height also decreases, resulting in less spray and hence an unclear overall
spray icing tendency.

Sawada (1962). Sawada (1970), Fein and Freiberger (1965), Vasil'yeva (1966),
Vasil'yeva (1971), Walden (1967), and BSRA (1957) have suggested that at an air
temperature of -18°C or less, the spray freezes in the air, impacting as dry ice crystals
which do not stick and so is harmless to vessels. This view is contested by the
observational data of Shektman (1967), with icing recorded at air temperatures in the
range -19°C to -25°C. Later, Shektman (1968) extended the air temperature based limits
for potential icing to the range of (0°C to -29°C, including rapid icing in the temperature
range -26°C to -29°C. Borisenkov and Panov (1972) also refute the -18°C air temperature
lower limit to vessel spray icing by giving an observed range for icing air temperature
of 0°C to -26°C. They further suggest th:: air temperatures below -18°C lead to rapid
icing and an increased, not a diminished, :i:::lihood of disaster. More recently, Overland
(1990) takes much the same pasilicjn by suggesting that the most severe icing in the
Bering Sea, Gulf of Alaska, and the Sea of Japan is caused primarily by extreme cold air
advection. ‘ |

It is likely that the large liquid water contents of seaspray that are gencrated by

vessel/wave interaction (Borisenkov and Pchelko, 1975; Ryerson, 1993), will preclude the
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to provide significant heating of the entrained air, through the exchange of sensible and
the reduced liquid water contents observed to occur at higher elevations over a vessel,
seems plausible and may have important consequences. As Borisenkov and Panov (1972)
have suggested, very low air temperature may give rise to severe icing, and partial
freezing of the airborne spray could play a crucial role in such severe icing. Just such a
mechanism has been postulated (Makkonen, 1989; Sackinger and Sackinger, 1987) to
explain an acceleration in ice island growth from falling brine spray at an air temperature
around -20°C. Such depressed air temperatures may partially freeze the airborne spray.
The latent heat evolved would tend to maintain spray droplet temperature close to the
(rom the droplets would thereby remain high throughout the droplets” trajectory, and with
it the amount of ice formed in the spray. This, it is argued, increases the ice mass
accreted on the ice islands on which the spray falls. In Chapter 2, an analogous nucleated
spray icing mechanism is hypothesized to occur in vessel spray icing. It may help fo

explain severe icing at low air temperatures.
1.1.4 Other meteorological factors

Refative humidity is known to influence spray ice accretion. Lower relative
humidity tends to increase ice growth rate due to an increase in the evaporative heat loss
from an icing surface. This understanding was used by Wise and Comiskey (1980) in
nomogram for the northeast Atlantic. The winter climate for the Pacific northeast is most
notably different from that of the northeast Atlantic by its lower relative humidity (US
Naval Weather Service Detachment, 1974).

Another environmental factor that may influence vessel spray icing is solar
radiation. Although no studies seem to have taken this into account, solar radiation could
appreciably alter the threshold of icing and the icing rate. Convective or evaporative heat

loss fluxes characleristic of vessel icing conditions are typically of the order of a few
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hundred Wm™. This is of comparable magnitude to the solar flux reduced by attenuation
also likely affect the intensity of shortwave radiation at the icing surface. In addition, the
albedo of the icing surface will be an important factor since it indicates the fraction of
the incident solar radiation that is reflected from the icing surface and that will not
participate in the heat balance of the icing surface. Heat exchange due to long wave
radiation could also contribute to vessel icing. A compurison of vessel icing between day
and night, as well as a comparison between cloudy and clear atmospheric conditions,
could be revealing. Radiation effects may account for a component of the "noise” in

vessel icing data.
1.1.5 Synoptic meteorology and vessel icing

Borisenkov and Pchelko (1972) show that the majority of ship icing incidents in
northern temperate latitudes occur during intrusions of cold air masses southward in
autumn, winter, and spring. Ship icing occurs most frequently, well into the cold air mass
and to the rear of the low, where northerly, northwesterly, and westerly surface winds

typically prevail. The cold air advection at the surface associated with the passage of a

Minsk (1977) states that icing may lag the passage of a cold front as the air temperature
drops to the values necessary to initiate spray icing. Also, the change in dircction and
speed of the wind associated with the front may begin to alter the state of the sea, with
the establishment of larger waves taking some time. Icing occurs much less frequently
ahead of the low with the approach of a warm front.

Kaplina and Chukanin (1974) document an example of the extreme seaspray icing
meteorology that is characteristic of the Barents Sea between Norway and Spitzbergen

in the month of February. Typically, a large polar low with multiple centres may occupy
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cm have been recorded in many instances in this region in February.

As alrcady mentioned, Vasil'yeva (1966), in examining the synoptic conditions
favourable to ship icing, included snow and rain at the rear of a cyclone as a
characteristic situation. Brown and Roebber (1985) also found, on the basis of a detailed
analysis of icing events reported to the Canadian Coast Guard, that a significant portion
of these events (63%) were scaspray icing during snowfall. A reason for this coincidence
may be the large thermal contrast between the air and the sea surface at the rear of the
intensc winter cyclones which typically cause freezing spray episodes in the waters of the
Canadian East Coast. The warmed air at the surface becomes unstable, producing
precipitation, and thereby intermittent mixed accretion conditions.

Winter storms of the Canadian East Coast typically produce snow, rain and
freezing precipitation (Stewart and Paternaude, 1988). Stewart et al. (1995) present
observations taken over Newfoundland which suggest that there is an organized evolution
of precipitation type associated with the passage of troughs, warm fronts and cold fronts.
For example, warm fronts exhibited an evolution from snow to ice pellets followed by
a transition from freezing rain to rain. They also observed that the airborne mass
concentration of precipitation was generally greatest for snow and that wet snow had
liquid mass fractions as high as 0.43. The accurate forecasting of precipitation type and
intensity is likely to benefi! operations at sea (Stewart and Patenaude, 1988).

A particularly intense type of polar low which is triggered by an outbreak of cold
arctic air over a relatively warm sea surface has been called an "arctic hurricane"
(Businger, 1991). He goes on to suggest that research has largely concentrated on the
mid-latitude cyclone and the tropical hurricane, ignoring polar low storms until recently.
The arctic hurricane has a structure and physics which are strongly analogous to the well-
known tropical hurricane. These violent and fast-forming storms are of concern to vessels
in arctic waters, because of their ability to produce freezing spray.

The arctic hurricane is similar to the tropical hurricane in the following
characteristics: (1) Satellite imagery reveals a cloud signature similar to the tropical
hurricane. A calm "eye" is found at the centre of the cloud with a low barometric

pressure and with wall clouds around the relatively calm central region. (2) Wind speeds
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in excess of 32 ms™ (the threshold speed for hurricane winds) are observed at the surface
about 100 km from the "eye". Like the tropical hurricanc. this is a band of very strong
winds that enhances the air-sca heat exchange that drives the hurricanc. (3) The strong
winds occurring in the spiral configuration of the arctic hurricane produces high and
confused seas in a way similar to the tropical hurricanc.

Arctic and tropical hurricanes also differ: {1) The arctic hurricane is smaller
(about 300 km in diameter) than its tropical counterpart (about 1500 km); (2) The arctic
hurricane moves more quickly than the tropical hurricane with a typical speed of 30
knots, approximately twice as fast as the tropical storm; (3) The arctic hurricane also
forms very quickly with a lifespan in the range of 12-24 hours, conipared to a lifespan
of 3-7 days for the tropical hurricane. This short lifespan occurs becausc the arctic
hurricane typically forms along the sea ice edge. It develops as it moves out over the
relatively warm sea surface, only to encounter pack ice or land again and lose its energy
source.

The small-scale, fast-forming, fast-moving and intensc nature of these storms.
produces a significant challenge for forecasters, and for seaspray icing forecasts in
particular. The arctic hurricane is usually too small to be detected by the meteorological
observational grid, and it is unresolvable by present numerical weather prediction models.
Forecasters must rely on an understanding of the general conditions lcading to polar lows,
on satellite imagery, and on direct observations from vessels in order to predict arctic
hurricanes and their dangerous vessel seaspray icing. The arctic hurricane may offer an
explanation of the rather sudden icing-related loss of the vessels "Lorella" and " Roderigo"

north-north-east of North Cape, Iceland, (67°N. 21°W) in 1955 (Hay, 1956).

1.2 Oceanographic Aspects of Vessel Spray Icing

Even though vessel spray icing is largely governed by metcorological factors, the
influence of the sea cannot be ignored. Seaspray icing of vesscls is by definition the
result of the spray generated from vessel/wave interactions. Vessel/wave interaction, in

turn, depends on seastate, the vessel’s dynamics, and the way in which the vessel is being
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operated. Modelling these factors individually is not a simple task; taken together, they
represent a considerable modelling challenge. Factors such as sea-surface temperature and

salinity dircctly influence the growth of ice on the vessel. Indirect effects include the

temperature and suppresses waves, two factors with opposite affects on spray icing. To
review all the possible oceanographic factors which could influence vessel icing is
beyond the scope of this work. Only a brief overview of the most important factors is

presented in the following sections.
1.2.1 Sea-surface temperature

The temperature in the ocean generally decreases with depth to a value near the
freczing point of water in the deep ocean (Hartmann, 1994). Most of this change occurs
in the thermocline. the first kilometre or so of the ocean’s depth. Winds and waves
produce a mixed layer at the surface of the ocean which has a thickness on the order of
tens of meters (Knauss, 1978), and which is usually close to being isothermal (Hartmann,
1994). The sea-surface temperature influences the onset and the severity of seaspray icing

of vessels, but the importance of sea-surface temperature on seaspray icing is a matier

found that icing rarely occurs with a sea-surface temperature greater than +6°C.
Vasil'yeva (1966) and Sawada (1967) give a sea-surface temperature threshold of +3°C
and +4°C, respectively. Mertins (1968) published vessel icing nomograms based on
used in these nomograms is -2°C to +8°C, implicitly suggesting that icing is likely to be
significant only at sea-surface temperatures less than +8°C.

As is evident from the above variety of suggested sea-surface temperature
threshold values, a single-parameter description of the seaspray icing threshold may be

function of the intensity of spraying as well as of the sea-surface temperature. Tabata et
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al. (1963) used this idea to formulate their hypothesis that spray ice will be removed if
enough seawater (i.e. a spray of sufficient intensity) is shipped aboard, even with brine
temperatures as low as (°C.

Other investigators dispute a sea-surface temperature based threshold for vessel
rapid icing is reported for sea-surface temperatures close to +8°C. Smith (197() reported
icing at a sea-surface temperature of +8°C south of Iceland in conditions of Force 1010
12 winds (22.5 ms™ to more than 32.6 ms" wind speed) and air temperatures below -5°C.
Perhaps the idea of a sea-surface temperature icing threshold has arisen out of
observational experience that may result from the correlation of cold seas with cold air.
rather than a true threshold to spray icing originating in the physical processes al work
in vessel icing.
shows little dependence on sea-surface temperature. Shellard (1974) presented icing data,
gathered on United Kingdom fishing vessels, that suggest there is only a slight increase
in icing with decreasing sea-surface temperature. Minsk (1977) reports that Soviet:
experience in the North Atlantic and the Barents Sea shows the influence of the Gulf
Stream’s warm waters. In particular, he states that if the sea-surface temperature rises
above about +2°C, this should be accounted for with a reduced prediction of icing rate.
Aside from this, Minsk (1977) suggests that vessel icing is not strongly determined by
sea-surface temperature,

Shellard (1974) also notes that sea-surface temperature seems (o be of limited
significance in many instances. but he offers the proviso that this parameter may be of
importance in particular situations. The rapid icing data of Shektman (1967) at sca-
surface temperatures close to +8°C is an example. However, Shellard (1974) goes on to
concede that this data set was not large enough to be conclusive on this issue. A paper
submitted in 1960 to the third session of the WMO Commission for Maritime
Meteorology by the Republic of Germany (WMO, 1960) reviews the state of knowledge
of vessel spray icing. This report acknowledges the importance of such environmental

parameters as air temperature, sea-surface salinity, wind force and the scastate, but unlike
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other investigations, it holds that the sea-surface temperature had a great influence on
vessel spray ice, and on the ice accretion rate. Overland (1990) supports this view by
suggesting that low sea-surface temperatures appear to contribute to severe seaspray icing
in the Labrador Sca, Denmark Strait, and Barents Sea. Also, the Overland et al. (1986)
vessel icing prediction algorithm exhibits significant sensitivity to sea-surface temperature
at near-freczing temperatures. The addition of a cold water data set did not alter
sca-surface temperature on vessel spray icing may become significant as the sea-surface
temperature approaches the equilibrium freezing temperature of the sea-surface brine.
Even though its importance to vessel spray icing remains unclear, sea-surface
temperature will have some influence on the temperature of the impinging spray. This
is likely because a change in the initial temperature of the spray brine (i.e. the sea-surface
temperature) will result in a change in the temperature difference between the entrained
air of the spray cloud and the spray droplets. This in turn will lead to a change in the
heat transfer between the spray and the air, and the thermal evolution of the droplets
along their trajectories in the spray cloud. Other conditions in the spray cloud could also

modifly the spray impingement temperature and with it the severity of icing.

In fact, other conditions couid be as important as the spray’s initial temperature.
For example, spray liquid of a given initial temperature with sufficiently low flux
intensity and sufficiently small droplet diameter could experience a large heat loss to the
airstream and a large supercooling en route to the icing surface. Sensible heat loss at the
icing surface due to the warming of impinging supercooled spray could result in an
increased icing rate. On the other hand, a higher flux of seaspray with much larger
droplets to the airstream, little or no supercooling of the spray, and smaller icing rates.

If the sensible heat delivered to the vessel’s surface were, in this way, to become greater

Each of these situations could occur with the same sea-surface temperature, yet produce
significantly different icing rates. A more complete understanding of the role of sea-

surface temperature in seaspray icing is a valuable goal for future research although its
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importance is likely to be coupled to other factors such as trajectory length, spray flux

intensity or droplet sizc.
1.2.2 Seastate

At a particular wind speed, the seastate can be represented as a wave spectrum.
However, in the vessel spray icing literature, scastate is typically described in a simpler
way using significant wave height, wave period and wave steepness. Important to the
seaspray icing of vessels, is the convergence of two or more systems of waves. This
produces "cross seas" (Bowver and Gray. 1990). Under more extreme conditions. with
greater wind speed and wave height, confused "pyramidal scas” may form (Picrson,
1972). Walden (1967) points out that a vessel may roll more severcly under these
conditions. and that the vessel's interaction with the confused seas will likely produce
more spray. An increased spray flux may, under favourable conditions, lead to a greater
icing rate, and greater ice loads. which in turn may bring about more extreme vessel |
motion. Chung (1995) has produced a vessel spray icing model and combined it with
vessel dynamics model for the stern trawler "Zandberg". He presents icing simulations
that give rise to asymmetrical ice load distributions which lead to trimming and listing
of the vessel. Listing of the vessel leads in turn to large roll motions and to the loss of

stability. Therefore, spray and ice accretion are likely to increase during confused scas,

Pierson (1972) analyzed the loss of two trawlers due to crossing wave trains,
without the degradation of stability that superstructure icing brings. These vessels are
hypothesized to have been lost in confused pyramidal seas which were caused by the
bottom topography, with varying water depths over shoal arcas. Refraction of wave
systems also occurs in coastal waters and around islands. In such cascs vessels secking
shelter on the leeward side of islands, may encounter hazardous cross scas, while loaded

heavily with seaspray icc.
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Local currents in coastal waters could also enhance an already dangerous freezing

spray condition. Surface currents can increase wave height and can sharply increase wave

steepness. For example, a current speed of only 5 knots (2.5 ms™') can double the wave

height, if the current is directed against the motion of the waves (Bowyer and Gray,

1990). They also suggest that currents of 3-6 knots (1.5-3.0 ms™') are quite common, with

extreme current speeds of 15 knots (7.5 ms™) in the waters of the Canadian East Coast.

The arrival of open ocean waves in shallower coastal waters may also cause an increase

in wave height and thereby greater seaspray generation. In this case, the wave height
tends to increase in response to the local reduction in depth.

Even for long-crested waves on the open ocean, uncomplicated by local effects,

the capacity to predict the extent and intensity of spray production by a vessel remains

in a relatively primitive state. One exception is the recent work of Chung (1995) which

documents the measurement of spray generated by a scale model of the stern trawler

which predicts spraying flux as a function of location on the vessel, vessel speed and
significant wave height. Another approach to modelling seaspray production has been
presented by Zakrzewski (1987) for the Soviet medium-sized fishing trawler. It is a
generalization of the formula proposed by Borisenkov et al. (1975), and describes the
variation of spray cloud liquid water content, w (kgm™), with height, z (m), above the

deck:

w :6.46x10‘5HsVi¥exp[ - (1.1)
' 1.82

where H, is the significant wave height (m), and V, is the ship speed relative to the
waves (ms™'). Zakrzewski et al. (1993) use this formulation for liquid water content along
with a spray cloud model based on the trajectory of a single droplet to determine the
location and flux of spray at the vessel's surfaces. As well, Ryerson and Longo (1992)

have described their full-scale spray measurements aboard the USCGC MIDGETT, a
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Aside from these examples of research into scaspray production, much of the

vessel spray icing literature has dealt with the problem of seaspray generation in largely
vessels may begin to generate spray by collision with waves in seas that correspond (o
Force 5 (9.0-11.3 ms"' wind speed, 1.8 m wave height). At Force 6 (11.4-13.8 ms” wind
speed, 2.9 m wave height) the smaller vessels will almost certainly experience spray,
especially if moving into the waves. Woodcock (1953) suggests that the spray produced
at the threshold wind speed (i.e. 9-11.3 ms "' wind speed) arises from the tops of the

Higher wind speeds are required to carry spray to greater heights and further back over
the vessel on to the superstructure.

Even though swell, originating at great distances from the arca of potential
seaspray generation, can alter the frequency and intensity of spray production by a vessel,
it is usually not mentioned in the vessel icing literature (except by Ryerson, 1993). Wind
waves are usually given the primary credit for the interaction-generated sprayiﬁg of
vessels.

The time dependence of vessel icing that occurs in response to the development
and decay of wind waves is not a simple matter, though it may have a considerable
for an extended time (3-6 hours) from a single direction (Khandekar, 1989: Minsk, 1977).
Other factors are also important in the growth of waves. For example, winds of Force §
(~10.2 ms”' wind speed) with an unlimited fetch require approximately 3.5 hours (o
develop a significant wave height of 1.2 metres, and winds of Force 7 (~15.1 ms™ wind
Also, a small fetch and shallow coastal water will reduce wave size under offshore winds.
Where offshore winds or winds off an ice pack occur, spraying and icing of a vessel will
probably not be a significant threat within a distance of 1 to 3 miles of the shore or jce
edge (Minsk, 1977). Another important factor that can affect the growth and decay of
waves is the presence of ice in the sea. Waves on the sea surface are known to decay

rapidly when encountering pack ice and grease ice (Martin and Kauffman, 1981).
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1.2.3 Sea-surface salinity i

The median salinity for the oceans of the world is 34.69 ppt. (Knauss, 1978).
value close to that given by Knauss (1978) below a depth of about 600 m. Hartmann
(1994) states that wind and waves produce a mixed surface layer in which salinity is

almost independent of depth, This surface layer typically has a depth of tens of meters

(Hartmann, 1994). Hartmann (1994) also states that sea-surface salinities are low at high
latitudes because precipitation of freshwater exceeds evaporation. However, heavy
snowfall, rain or mixed precipitation such as is often observed in the waters of the

Canudian East Coast (Stewart and Patenaude, 1988), could produce local reductions in

affected is uncertain, and would depend on the mixing of the ocean’s surface layer. In
the absence of precipitation, sea-surface salinity will remain essentially unchanged during
a vessel icing event,

A location in which a vessel might Experience a change in sea-surface salinity is
the Baltic Sea. The Baltic Sea has brackish water with a variation of salinity from around
I5 ppt in the south to around 3 ppt in the northern Gulf of Bothnia (Lundquist and Udin,
km. Therefore, the sea-surface salinity will, for all practical purposes, be constant during

a freezing spray event,

the icing rate under conditions typical of vessel spray icing increases by approximately
10% when the sea-surface salinity increases from 30 ppt to 35 ppt. Lozowski and Nowak
(1985) report experimental observations that are consistent with this predicted trend.
However, Makkonen (1987) presents a theory that disputes this tendency for increased
icing rate with increasing salinity by suggesting that at temperatures typical of marine
icing, the growth rate of saline ice is less than that of freshwater ice. Lozowski and Gates
(1985) state that the models of Stallabrass (1980) and Horjen and Vefsnmo (1985) exhibit

a similar icing rate sensitivity to that of the model of Kachurin et al. (1974), but with an
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the icing rate for saline water can be’ either higher or lower than that of pure waler spray.
He states that the icing rate of saline spray is likely to be higher than the rate for pure
water at high spray salinity and high air temperature. Therefore, the tendencey of the icing
rate remains unclear. even though there is agreement that the icing rate will probably
change by less than 10% for the change in salinity that is to be expected during an
episode of freezing spray on the open ocean (i.e. a few parts per thousand).

Lozowski and Gates (1985), and Makkonen (1987) point out that the difference
in icing rate between freshwater spray (0 ppt) and seaspray (33 ppt) is likely to be
substantial. For example, Makkonen (1987) states that the nomogram of Kachurin ct al.
equivalent icing conditions. Therefore, even though the icing rate is not likely to change
substantially due to salinity variations on the open seas or on a body of freshwatcer, it is

important to account for the effect of salinity on the rate of spray icing.
1.2.4 Other oceanographic factors

Another form of ice that may have an indirect influence on vessel spray icing, and
that is known to occur at the surface of the ocean, is frazil i’cc. Frazil ice appears in the
form of small discs due 10 anisotropic ice"c:ryslal growth rates in the basal plane direction
and the radial direction (Forrest and Sharma, 1992). These discs are lyhit;;n]ly 1-4 mm in

diameter and 1-100 gm in thickness. They form as the result of two essential conditions:
the supercooling of the brine at the ocean’s surface, and the turbulence of the seawater
induced by the wind over the ocean (Martin, 1981). Frazil forms in polynyas (large open
water areas within pack ice) and arctic leads. If the frazil becomes dense enough 1o form
a slurry, the term "grease ice" is used; otherwise the frazil may appear as an "underwater
snow storm" throughout the turbulent layer in which it is growing. Frazil also forms with
offshore winds that carry sea ice away from the shore, exposing a near-freezing sca

surface to the unmoderated cold air arriving from over the land.
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the ice with width scales of less than 100 m) where frazil ice growth occurs over the
entire open arca. The wind produces a surface current which transports the frazil in the
downwind direction until it is deposited, often to depths of (.1 to 0.3 m, against the
downwind ice edge. They observed frazil ice in the water 20 m upwind from an

advancing grease ice deposit in a small lead. The floating frazil layer can advance

stops.

Martin and Kauffman (1981) also observe that when grease ice forms in large
polynyas, the formations can take the shape of long rows parallel to the wind direction.
Dunbar and Weceks (1975) describe the observation of such formations of grease ice in
the Gulf of St. Lawrence. Martin and Kauffman (1981) give the theoretical details of how
a Langmuir circulation may produce the convergence of frazil ice particles at the sea
polynyas, possibly throughout the water of the polynya.

Vessels that operate in polynyas and leads, can experience seaspray with frazil or
grease ice particles, even though the waves may be attenuated by nearby sea ice, or by

grease ice. If this occurs, it may have two important implications for the rate of ice

incorporated into the growing spray ice accretion on the vessel, perhaps in a way similar
to that hypothesized and modelled by Horjen (1990) for snow incorporation. Second, the
scaspray droplets will be seeded with ice crystals, thereby suppressing the droplet's
ability to supercool. This is important because the latent heat evolved during the droplet’s
freezing maintains a large droplet-to-air temperature difference in the seaspray cloud.
Such a large temperature difference maximizes the heat lost by the spray droplets to the
cold air. leading to greater icing rates. This mechanism is explored in greater detail in the
context of the heuristic vessel icing model presented in Chapter 2.

Brown and Roebber (1985) present a contour map of the mean ice accretion
thickness on vessels reporting spray: icing during the period 1970-84. There is an

accretion thickness maximum east of Anticosti Island in the Gulf of St. Lawrence. They
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point out that this observed maximum is difficult 1o explain. as seasonally expected sea
ice coverage in excess of five tenths would likely suppress the spraving and icing of
vessels, and thus diminish ice accretion thickness in that arca during the crucial months
of February and March (Markham, 1980). Markham (1980) shows lower ice coverage

toward the centre of the Gulf of St. Lawrence and east of Anticosti Island, with leads

that are likely to form east of Anticosti Island, larger arcas of open water are also likely
to form. For example, Markham (1980) shows a satellite image (Fig. 2. Markham (1980))
of a well-developed area of open water exposed to west-north-westerly wind. Brown and
Roebber (1985) report that 80% of the icing events used in their analysis occurred under
westerly to northwesterly winds. This suggests that the air at the surface could be largely
unmodified in temperature as it moves over Anticosti Island and the sea ice cover tha
is expected to the west and northwest of the island.

The observed local maximum in spray ice thickness cast of Anticosti Island
(Brown and Roebber, 1985) may be caused by the effect of frazil ice occurring in the
open walter in that area. Frazil ice is known to occur in leads (Martin and Kaulfman,
1981) and open water exposed to cold windy conditions. For example, Dunbar and
Weeks (1975) show a photograph of grease ice rows in the Gulf of the St. Lawrence,
west of Anticosti Island (Fig. 6, Jan. 1974). Frazil ice combined with scaspray icing of
vessels may prove to be a particularly dangerous condition. An explanation of how frazil

might increase the severity of spraying on vessels is presented in Section 1.3.2.4.

1.3 Seaspray Production

icing, it is the collision of spray with the surfaces of the vessel's topside that leads 1o
spray ice growth. Even though wind-generated seaspray may contribute to vessel spray
ice accretion, we assume that it is much less important than the spraying gencrated by

seaspray is dealt with in Section 1.3.1. This is followed by a section on spray gencration
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due to vessel/wave interaction. Section 1.3.3 deals with the factors of vessel architecture,

operation, hydrodynamics, and design.
1.3.1 Wind-generated seaspray

Scaspray generated by the action of the wind drag on the wave tops and by
bursting air bubbles at the sea surface (Wu, 1979) is called wind-generated seaspray. This
type of scaspray is probably important for enhancing heat and mass transfer between the
sca surface and the air (Andreas, 1989), which may in turn affect the sea-surface
temperature. The importance of wind-generated seaspray for marine icing depends on
whether or not it can deliver a significant amount of brine to the surface of the vessel.
Generally, investigaters suggest that the intensity of spray from this source is not
important (Zakrzewski, 1986; Shellard, 1974).

Shellard (1974) states that wind-generated spray begins to appear at Force 5-6 (9-
13.8 ms™"), but that it may not be seen at deck level on a vessel until Force 9 (19.3-22.4
ms'). However, the appearance of seaspray at deck level, as suggested by Shellard
(1974), also depends on the freeboard of the vessel. Monahan (1968) and Wu (1973)
reported that wind-generated seaspray begins to form at a wind speed threshold in the
range of 7.5 to 9.5 ms”. As the wind speed increases, the height at which spray is
observed also increases. Horjen (1983) proposed that wind-generated spray appears at the
10 meter level at a wind speed of approximately 15 ms™ (Force 7). Wu (1973) state that
the concentration of spray droplets in the air increases with wind speed, and decreases
with height over the sea surface. Other research also shows that the mean droplet size
increases with wind speed and decreases with height above the wave crest level
(Preobrazhenski, 1973: Zhuang et al., 1993). Zhuang et al. (1993) showed that a turbulent
trajectory simulation can be used to produce seaspray profiles which are affected by
upstream fetch and atmospheric stability. Such a simulation could be used to investigate
the collision of wind-generated scaspray with a vessel’s superstructure as well as its

entrainment into the vessel’s bow spray cloud.
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Wind-generated spray may form as a result of two different mechanisms. Wang

and Strect (1978) suggest that the tearing of wave crests by the wind will become the

dominant mechanism of spray production at higher wind speeds. Brown and Roebber
(1985) report general agreement in the literature that bubble bursting is the dominant
mechanism of spray production for wind speeds up to 15 ms”. Zakrzewski (1986)
suggested that the liquid water content of wind-generated spray is much lower than that
of vessel/wave interaction-generated spray. He also argued that the windborne droplet
trajectories will not result in any significant spray delivery to the top side of a vessel.
Finally, wind-generated scaspray could play a role in severe icing, due to its effect
on spray nucleation. For example, a vessel in near-freczing sea-surface temperatures and

occurs, this airborne mixture of brine and ice could seed the vesscl/wave interaction-
generated spray droplets with ice erystals. This could Icad to accelerated icing according
to the nucleated spray icing mechanism described at the end of Section 1.1.3. In addition,
this mixture of airborne brine and ice could seed ice crystals dircctly into the falling film
on the icing surfaces of the vessel. The presence of ice particles in the falling liquid film
could reduce the supercooling of the surficial liquid from what it would have been
otherwise. This assumes that the ice particles would grow, evolving latent heat. We
suggest that the latent heat flux in the flowing film would reduce the film's supercooling,
increase the film's temperature and increase the difference in temperature between the
film and the airstream. This increased temperature difference would increase the icing,
rate. With rapid growth of these ice crystals or possibly the entrainment of snow, the film
might form a slurry with a temperature close to (°C. This could in turn ¢nhance the
convective heat loss from the icing surface 1o the airstream and conscquently the icing
rate. Therefore, even though wind-generated scaspray may not contribute to spray icing

directly, it could affect vessel spray icing indirectly.



1.3.2 Interaction-generated seaspray

The motion of vessels may lead to green water being shipped on board, some of
which may remain as ice, some of which may be kept aboard the vessel by virtue of ice-
clogged scuppers, but most of which is shed from the vessel. Overtopping of seawater,
may, on the other hand, cause decks to be ice free. Significant sensible heating, the result
of large flux intensitics, may be sufficient to prevent ice accumulation, and to wash
accumulated ice away. While the shipping of green water may bear little hydrodynamic
similarity to seaspray formation, it will serve as a point of departure in the discussion of
interaction-gencrated spray.

Interaction-generated seaspray is produced as a result of the vessel’s interaction
with waves. Brown and Roebber (1985) suggest that the vessel icing literature is
consistent in identifying this as the main source of brine for most kinds of marine icing.
including vessel spray icing. The process will be analyzed as follows. Section 1.3.2.1
deals with momentum transfer to the bulk brine in the sea surface so as to produce a
brine jet at the vessel’s hull. Section 1.3.2.2 describes some preliminary ideas to do with
spray droplet formation. Sections 1.3.2.3 and 1.3.2.4 deal with the aerodynamics and
thermodynamics of the spray cloud over and around the vessel. This review is structured
in such a way as to emphasize the difference between those processes that
hydrodynamically drive the brine jet and those processes that have to do with the |

acrodvnamics of spray formation and delivery.

1.3.2.1 Initial motion of sea-surface brine

The seastate is itself a challenge to model (Khandekar, 1989), even without
attempting to account for the hydrodynamic interaction of the brine with a vessel’s huil.
However, the problem of the relative motion of sea-surface brine and the vessel may in
the first instance be considered from the point of view of seakeeping theory. Overland
(1990) reviews the statistical approach to this probiem of seakeeping as given by Price
and Bishop (1974), and assumes that the onset of spraying relates in a simple way to the

shipping of green water. He assumes that seaspraying occurs when 1 in 20 waves are
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overtopping the deck under head winds and seas. On the basis of this assumption,
Overland (1990) shows that the threshold for the onset of spraying may be related 10 the
length of the vessel. 7 ‘

The initial motion of brine as a result of the hydrodynamic interaction of the hull
with the incident wave is an aspect of spray generation that should be modelled. Like the
transport brine from the sea surface. In the case of seaspray formation, the brine jet gives
rise to spray droplets which must reach the clevation of the vessel's topside. The
frequency of brine jet formation must first be determined.

The frequency of brine jet formation and spraying is not likely 1o be greater than
the frequency with which the vessel encounters the waves (Panov, 1976). Overland
(1990) gives the encounter frequency for a vessel with forward motion as:

2

®,= ® -—Ucosy , (1.2)
' g

where w is the radian frequency of the waves, U is the speed of the vesscl, v is the ;'u'lglc
between the vessel's heading and the seaway (180° for head scas, Y00° for beam seas. and
0° for following seas). and g is the acceleration due to gravity. Irregular scas and vessel
motion will combine to generate spraying frequencies that are very different from the
vessel's wave encounter frequency. For example, Ryerson (1993) reports observing

double bow splashes for a ship speed of 11 ms™ under intense spraying aboard the U.S,

period with 1.5 m waves and 2.4 m swell. A double spraying cvent suggests the
possibility of developing more than one brine jet at a time for seas with both wind waves
and swell. A simple method for predicting the frequency of spraying has been given by

Zakrzewski (1987), who suggests that a Soviet medium-sized fishing vesscl experiences

(Zakrzewski et al., 1993, Horjen, pers. comm.).
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Figure 1.2 The frequency of spray generation by a Soviet MFV as a function of heading
angle (0° for head seas) and wave height: (1) 1.0-1.5 m, (2) 2.0-2.5 m, and (3) 3.0-3.5
m. (adapted from Kultashev et al., 1972)

Fig. 1.2 shows a considerable change in the frequency of spraying with vessel
heading, and wave height for the Soviet MFV. Following seas may produce no seaspray
while head seas will give rise to spray (Zakrzewski et al., 1993). One way to sidestep the
difficulty of predicting the irregular way in which vessel/wave interactions occur is to
time-average the intensity of spraying. In this way, the problem of predicting the spray
generation cycle (i.e. spray on/spray off durations) can be avoided. One also avoids the
problem of predicting the variation of spray intensity within an individual spray event.
Zzkzrewski et al. (1993) and Chung (1995), both model the spray generation cycle with
constant spray on/spray off durations and a constant spray flux during the spray-on
interval. Another factor that may vary considerably from spray event to spray event is
the location along the perimeter of the vessel’s hull (Zakrzewski et al. 1988b), where the

brine jet forms, giving rise to spray.
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Lebiedzinski and Thomas (1993) point out that little research has been done on

the spraying of vessels because of the difficulty in scale model simulation of spraying.
and because of the great many variables involved. They also state that the process is
spraying frequency for full-scale, heavy weather tests on the USS "Monterey” (CG-61),
a ship with a displacement of 8700 tons and a length of 161 m. These calculations were
based on video recordings of the vessel's forecastle and deck, and the visually observed
number of spray events over a known time interval (20 min.). They suggcst that there is
no clear indicator of bow spray formation, but that a vertical bow acceleration of around
0.1 g gave the strongest indication of interaction-generated spray production. ‘I‘hgy

Lebiedzinski and Thomas (1993) suggest two mechanisms for spray production
in addition to interaction of the bow with the incident wave. A secondary spray was
observed to form by wind-stripping of brine from the wet hull. Even though the spray
was usually taken aft and away from the topside of this ship, it could be a source of icing
spray on other vessels, They also observed secondary spraying associated with vessel-
generated or scatiered waves. The interaction of these scattered waves (the combined
bow, radiated and diffracted waves) with the ambient wave field produced brine jets on
the leeward side of the vessel. The turbulent wind in the lee of the vessel formed spray
from these brine jets which subsequently recirculated in turbulent eddies back over the
vessel, and impinged on the decks.

Kachurin et al., (1974), Kultashev et al., (1972), and Stallabrass (1980). predict
the time-averaged spray intensity empirically using significant wave height, vessel speed,

and vessel heading. Such formulations are clearly incomplete, but must suffice for the

1.3.2.2 Seaspray formation

The hydrodynamic acceleration of bulk scawater to the deck level of a vessel is

necessary but not sufficient to produce spray. It may merely result in shipping
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greenwater. Spray formation requires that bulk seawater be broken into droplets. The
energy 1o do this may come from the kinetic energy of the brine jet itself, or from the
shear stress of the wind on the rising jet.

Since the formation of scaspray droplets from bulk brine brings with it a
considerable increasce in the free-surface area, the Weber number will to be important
(White, 1986). The Weber number, We, is the ratio of inertial forces to surface-tension
forces, and for droplet formation it will have values, Wesl. Chin et al. (1991) give a
theoretical model of droplet formation for a pure water jet (i.e. a case of Rayleigh jet
breakup) from a small diameter orifice (50um). The droplet size distribution and velocity

distribution were measured far enough away from the orifice that droplet formation was

predictions compared well to the experimental measurements. The Weber number had a
major cffect on the droplet size distribution of the spray while the velocity of the jet had
a major effect on the droplet velocity distribution. Models of seaspray formation will
need to account for the surface tension of brine, the brine jet velocity and aerodynamic
drag with the wind.

Scale model experiments on spray formation cannot achieve complete similarity
with the full-scale process. Lebiedzinski and Thomas (1993) suggest that if Froude
number scaling is used, then scale model vessels produce "spray" drops which become
footballs at full scale. Nevertheless, they suggest that scale model testing may still be
useful for determining the liquid velocities induced by the vessel's hydrodynamic
interaction with waves. Chung (1995) has used this concept as the basis for an empirical

spraying model which is described in detail in Section 1.5.1.2.

experiments made with a scale model of the hull of the MT "Zandberg". These were
carried out at the Institute for Marine Dynamics, NRCC, in St. John’s, Newfoundland.
This research suggests that the total amount of spray intercepted by the vessel depends
on ship speed to the third power. Incorporating this spraying model into a full-scale icing
model, Chung et al. (1995) have shown that the icing rate varies rapidly with vessel

speed when the latter is less than 5 ms”. For full-scale vessel speeds above 6 ms’' the
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icing rale remains constant due to the large sensible heat flux accompanying the large

spray mass fluxes predicted by the model.

1.3.2.3 Seaspray aerodynamics

Once some of the bulk sea-surface brine has been transformed into a spray, the
resulting ensemble of droplets will be accelerated by the wind and delivered to the
surfaces of the vessel’s topside. Many of the approaches to predicting vessel spraving

have employed greatlv simplified models. For Exampie Zakrzewski (1987) uses the

above deck, to parameterize the distribution of liquid water over a Soviet MFV (Eqn[
1.1). The issue of spray formation is glossed over by assuming a monodisperse spray
droplet spectrum with a diameter of 1.25 mm. Fig. 1.3 shows the spray-wetted area on

a Soviet MFV (Zakrzewski et al., 1988a).
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Flgure 1.3 The spray-wetted surface of a 3-D model of a Soviet MFV with vessel speed
2 ms”, wind speed 13 ms” and head seas (from Zakrzewski et al., 1988a).

Zakrzewski and Lozowski (1987) assume that the spray droplets are initially at
rest relative to the vessel over the perimeter of the bow, and that they accelerate from
there over the vessel. The aerodynamics of the spray cloud is modelled under the

assumption that it will differ little from that of a single droplet. Other spraying models
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have been developed recently (Zakrzewski et al., 1993; Chung, 1995) that also depend
on modelling the motion of a single droplet.

A single spray event results from the encounter of a non-steady brine jet with the
turbulent air flow around a vessel which is moving with 6 degrees of freedom in response
to the state of the sea. The brine jet and the spray cloud may be responsible for inducing
turbulence within the airstream. The brine jet and the seaspray cloud will probably vary
from spray event to spray event due to irregular seas and vessel motion. Perhaps all we
can say with certainty at the moment is that the spray droplets will move in the

downwind direction. Some of them will be collected by surfaces of the vessel and some

out of the spray cloud more quickly than small droplets, they will fall out closer to the
origin of the spray. This is likely to give rise to a longitudinal gradient of droplet size.
Smaller drops will arrive preferentially at higher and more distant vessel surfaces. The
smaller droplets which are observed at higher elevations (Borisenkov et al., 1975) are
likely to have a velocity close to that of the airstream. By contrast, the largest droplets
near the bow will follow essentially gravitational trajectories. In view of these
considerations, the liquid water content of the spray cloud is likely to be highest at lower
levels. nearer the source of the spray. Chung et al. (1995) observe that the mass flux of

spray is described by a negative exponential function with longitudinal distance.

1.3.2.4 Seaspray thermodynamics

The spray cloud will change rapidly in shape and size, deforming in aerodynamic
response to the air flow around the vessel’s topside. The air temperature will rise because
of the heat released during the cooling of the droplets. The temperature changes will
depend on the efficiency with which heat is transferred from the spray droplets to the air.
This heai transfer depends on the temperature difference between the entrained air and
the ensemble of droplets, and the relative velocity of the air and droplets. The spray

temperature change will also depend on the ratio of the thermal mass of the spray brine
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to the thermal mass of the air with which it interacts. Thus the spray droplet lemperature
will remain high in those parts of the cloud with high liquid fluxes (expected 1o occur
are likely to occur in spray at higher elevations and further from the spray source. Since
the ice accretion rate is influenced by the spray flux and temperature, one miy expect the
ice accretion rate to vary downwind from the spray sourcc.

Spray droplets on similar trajectories may experience diffcrent thermodynamic
processes and as a result may have different thermal histories. For example, some

droplets may simply supercool due to the lack of ice nucleators in the droplet. On the

but more slowly. Minsk (1977) reviewed the freezing and supercooling of droplets in (he
free atmosphere. Supercooling in the range of -30°C to -40°C prior to [reezing is to be
expected for quiescent pure water droplets in the diameter range 40 to 120 Hm. Brine
droplets in a cloud of seaspray are not likely to supercool to this extent because air
temperatures over the sea surface are typically not in the range of -30°C to -40°C and
because droplet flight times may not be long enough to allow sufficient cooling. The
violent mechanics of seaspray delivery, and the possible presence of ice nuclei in
seawater probably also preclude it. Biological elements are common in scawater and may
act as ice nucleators although no research has been found to confirm this. However,

oceans.

Makkonen (1989) and Sackinger and Sackinger (1987) have hypothesized that
nucleation of seaspray droplets occurs in-cloud. Masterson (1992) and Szilder et al.
(1991) suggest that nucleated spray may be responsible for an observed increase in jce
island building rate when seawater is sprayed into the air at temperatures below
approximately -20°C. Droplets containing growing ice crystals evolve latent heat which
keeps the droplet’s temperature close to the equilibrium freczing temperature of the

remaining brine. Since the droplet surface will then be at a higher temperature than if it
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had supercooled, the overall heat transfer from the droplet to the air will be enhanced.
This mechanism remains hypothetical but if it occurs, a low seaésurfaég temperature and
a low air temperature would enhance it. In addition to droplet supercooling, snow and
frazil ice in the sca surface may also initiate the nucleation of spray droplets.

‘The authors of previous vessel spray icing models have assumed that the spray
will supercool. Borisenkov and Pchelko (1972) present a table of final temperature for
brinc droplets at impact with the ice surface as functions of initial temperature, air
temperature and flight time. Other models of droplet heat transfer are also simple.
Kachurin et al. (1974) and Stallabrass (1980) consider individual droplets travelling at
constant speed over a fixed distance from spray source to icing surface. Other models

account for the 3-D motion of single spray droplets over a vessel (Zakrzewski and
Lozowski, 1987; Zakrzewski et al., 1993; Chung, 1995). Single droplet spray models do
not account for the interaction of the airstream with an ensemble of droplets. Momentum
transfer between an ensemble of droplets and the entrained air will result in increased
droplet speed and decreased airspeed within the spray cloud. Heat transfer between the
droplets and the air will result in decreased droplet temperature and increased air
temperature in the spray cloud. Single droplet models assume that the velocity and
temperature of the air is constant.
1.3.3 Vessel-specific factors

The design of an ocean-going vessel’s superstructure and hull, as well as how it
moves in a field of waves, can influence the production, collection and shedding of
seaspray. and hence the ice accreted on the vessel. The three areas of design, dynamics

and operation are treated separately below, beginning with vessel design.

1.3.3.1 Vessel design
Two aspects of vessel design are likely to influence icing. The first is hull shape,
which influences the production of spray. The second is the superstructure design. The

structure of the vessel’s topside influences the airflow around the vessel, and thereby the
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delivery of spray to the vessel's surfaces.

Minsk (1977) notes that ship geometry, including such characteristics as the
freeboard and the amount of rigging and other ice-collecting surfaces above deck may
alter the severity of icing. The investigation of cylinder icing suggests that small
cylinders will experience greater thickness 'growth rates than large cylinders or flat plates
(Minsk. 1977). This occurs because the heat flux from the surface of a cylindrical ice
accretion increases with decreasing diameter. To reduce the ice load, exposed structures
aboard vessels should be as large as possible while minimizing total surface arca.

The British Shipbuilding Research Association carried out tests of a model vessel
(BSRA, 1957) which were designed to show the influence of wind heading on icing
severity. A scale model (1:12) of a steam trawler (1,115 ton displacement; 55 m length)
was exposed to a freshwater spray while the air temperature was kept in the range -6°C
to -10°C. The full-scale wind speed was in the range 23 ms” 1o 28 ms”. The loss in
metacentric height' with a tripod mast was 2/3 of the loss with "normal" rigging for a
particular ice load. Even though the weighrt of ice in cach case was the same, the scale
model suffered a diminished stability with the "normal" rigging. Thercfore, the designer’s
choice of deck equipment may be important for the spray ice resistance of a vessel. With
the wind to stern the model experienced heavy ice growth aft, with little forward of the
bridge. With a wind 30° off the bow, there was an increased ice growth rate on the upper
rigging. and the model capsized with less than half the ice load that caused it to capsize
with head winds.

Kultashev et al. (1972) state that the direction of the vessel's course relative to
the wind and waves may affect icing severity. As the wind comes around toward the
beam (i.e. 15° to 45° off head winds) the spraying frequency increases, and then it
decreases again with beam winds (90° to head winds). They reason that the increasing
spray frequency will result in more spray reaching the vessel, and that this will lead to

an increased icing severity for courses 15° to 45° off head winds. Sawada (1962) found

' A decreased metacentric height brings decreased static .élahilily while negative
values indicate a statically unstable vessel (Chung, 1995; p. 194-206).
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that during sea trials, ice formed most readily on the foreparts of the vessel and that ice
accumulations were larger with head winds than with winds astern. The greatest
instability was found to occur with beam winds because the ice load was formed along
one side of the vessel. Sawada (1962) concluded that the average vessel was in imminent
danger of capsizing as the spray ice load approached 15% of the its displacement and that
smaller vessels were more prone te capsize. Chung et al. (1995), using an icing model
coupled to a dynamics model for the stern trawler "Zandberg" (1225 tonnes
displacement), showed that. for winds 15° to starboard, it capsizes with an asymmetrical
ice load of 10.2 tonnes, or 8.3% of its displacement.

An important consideration in vessel design is the size of the vessel, as indicated
by its displacement. Small and medium-sized vessels are more prone to deteriorating
dynamic stability as a result of ice accretion (Zakrzewski and Lozowski. 1991). Shellard
(1974) states that spray icing is hazardous for vessels under 1000 tons (i.e. small and
medium sized vessels), and that vessels over 10,000 tons are much more resistant o
icing. The higher frecboard of larger vessels may cause a reduced spray flux and
consequently reduced ice formation. Since larger vessels also have a greater load carrying
capacity. a particular ice load is likely to have a diminished impact on the vessel's

dynamic performance.

1.3.3.2 Vessel dynamic performance

Vessel motion is affected by the accumulation of ice, which reduces the freeboard,
lowers the metacentric height and increases the moments of inertia. Ice deposited at
clevations well above deck level may make a considerable contribution to the loss of
stability, while simultaneously increasing the sail area of the vessel. This extra sail area
increases the heeling moment exerted on the vessel by the wind. Typically for head seas,
the icc load is heaviest around the bow. In beam seas the accretion is deposited chiefly
along the windward side of the superstructure (Sawada, 1962; Jessup, 1985) producing
an asymmetrical ice load. This can induce a considerable list (Chung et al., 1995).

Chung et al. (1995) have undertaken the first modelling of the effect of seaspray

icing on the dynamic stability of a vessel. This model is reviewed in Section 1.5.1 below.
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It consists of a spray icing model and a vessel dynamics model (Pawlowski and Bass,
1991). A case study of the MT "Zandberg", (length 53 m, beam 11.5 m. displacement
1225 tonnes) shows that asymmetrical ice loading with non-head winds, causes a

simultaneous trim and list. Under head seas, the dynamics model predicted that the vessel

1.3.3.3 Vessel operation
Bardarson (1969) offers advice to skippers on how to operate under freezing spray
icing conditions. Following seas (heading downwind) usually lead to a significant

reduction in seaspray production. Following seas arc defined as that course which scts
the motion of the vessel in the same direction as the dominant waves of the seaway. In
practise however. this tactic can only be usced to reduce the spray icing rate when the
mission of the vessel allows for it (Borisenkov and Panov, 1972). This tactic decreases
the relative velocity between the vessel and the dominant waves, thereby reducing brine
treacherous. The vessel eventually loses mancuverability under these conditions duce (o
overrunning waves, and the tactic usually has fo be abandoned (Shellard, 1974).

Beam seas are generally avoided. This orientation to wind and waves causes the
vessel to roll excessively, especially as the seas become heavier. It is also a dangerous
practice during spray icing events because of the possibility of asymmetric spray ice
accretion which can deteriorate the vessel’s dynamic performance (Zakrzewski et al.,
1993). A common practise among skippers is to set the vessel to head scas, and to
maintain course at low speed in order to wait out the adverse weather (Shellard, 1974).
This tactic is likely to reduce the spraying intensity and frcquency, while (;xpné;ing, Hl
minimum profile to the spray. The size of the spray collision profile for a vessel is a
function of the angle of approach of the relative wind. For example, part of the observed
increase in icing for a vessel course 15° 10 45° off head winds (Minsk, 1977) may be duc
to a geometrical increase in the spray collision profile of the vessel’s topside structure.
However, the increase in icing could also be due to other factors such as greater spray

flux intensity or a greater extent of spray production along the vessel’s perimeter.
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In addition to the orientation of the vessel’s course to the wind and waves, the
vessel speed is important. The vessel icing model of Zakrzewski et al. (1993) shows an
approximately quadratic increase in ice load with vessel speed. Shellard (1974)
rccommends a reduced vessel speed during severe spraying as a means of decreasing the
rate of icing while seeking shelter.

The vessel spray icing problem offers significant operational challenges.
Operational personnel often work with relatively simple principles in dealing with
freezing spray conditions. For example, they may reduce the hazard due to freezing spray
by setting a course for warm ocean currents, or by setting a course for the sea ice edge
in order to benefit from wave damping. Experience can help, but the complexity of vessel
icing remains. A greater knowledge of the physics involved will make decision-making

for skippers ultimately more effective and certain.

1.4 Seaspray lce Accretion

Once spray is generated by the vessel, entrainment by the wind usually results in
deals with the collision of airborne seaspray with those surfaces. Section 1.4.2 looks at
the processes at work on the icing surface. In Section 1.4.3, we consider the distribution

of ice over the vessel.
1.4.1 Seaspray accretion

Langmuir and Blodgett (1946) developed equations for determining the total
collision efficiency for droplets impinging on cylinders and spheres in an aerosol flow.
These relationships were verified and improved upon by Lozowski et al. (1983) and
Finstad et al. (1988), and show that total collision efficiency depends primarily on the

speed of the free airstream, the diameter of the droplets and the diameter of the cylinder

Ryerson. 1990) will have a collision efficiency that depends on droplet size. Thus the
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collision efficiency must be calculated as a weighted mean over a spectrum of droplet
diameters. First, we consider smaller vessel structures by approximating their shape and
size by a cylinder of diameter 2.5 cm. Fig. 1.4 consists of isopleths of total collision
efficiency for a 2.5 cm diameter cylinder based on the equations of Lozowski et al.

(1983) fit to the results of Langmuir and Blodgett (1946).
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Figure 1.4 Total collision efficiency versus droplet diameter for a 2.5 cm diameter
cylinder in an airstream at a temperature of -10°C.

Fig. 1.4 shows that for droplets in the diameter range 100 um to | mm, the
collision efficiency varies from 0.8 to 1.0, over a range of airspeeds typical of marinc
icing conditions. For droplets with diameters in the range 1.0 to 4.0 mm, the collision
efficiency is close to unity. Therefore, a total collision efficiency of unity is likely to be
a good first approximation for smaller vessel components. In order to consider larger
vessel structures we use a cylinder 1 metre in diameter. In this case, Fig. 1.5 shows that
for droplets in the diameter range 100 um to 1 mm, the collision efficicncy may vary
widely from 0.05 to 0.9. Therefore, a weighted mean over the spectrum of droplet

diameters may need to be used for larger vessel structures with seaspray droplets in the
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Figure 1.5 Total collision efficiency versus droplet diameter for a 1 metre diameter
cylinder in an airstream at -10°C,
range of 100 um to 1 mm for estimating the impinging spray flux. However, Fig. 1.5 also

shows that spray droplets in the range 1.0 to 4.0 mm have collision efficiencies greater

icing models do not account for the variation of seaspray droplet size in estimating
collision efficiency, but generally assume a large droplet diameter (i.e. in the range of 1.0
to 4.0 mm) and a collision efficiency of unity (Zakrzewski et al., 1993; Chung et al,,

1995).

sufficiently small that they do not influence the flow. As well, they assume that the initial
droplet velocity relative to the airstream is zero. Finally, the coalescence efficiency is

assumed to be unity. Thus droplet bouncing, shearing or splashing, which might occur
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on the wet icing surfaces of a vessel are ignored.

The collision of seaspray with an icing surface could be very different from the
above idealization. A spectrum of droplet sizes may develop differing relative airspeeds
leading to the possibility of droplet interaction within the scaspray cloud. Turbulence may
also enhance droplet interactions.
the brine will be at its maximum. The droplets will then accelerate as a result of the drag
exerted on them by the airstream. Large droplets travelling short distances before impact
may not reach dynamical equilibrium with the airstream. Because of such outstanding
to serve as working assumptions until more realistic spray ctoud and droplet collision

models are devised. These assumptions are used in recent vessel spray icing models

1.4.2 Seaspray ice growth

BSRA (1957) reported that air temperatures close to the freczing point coupled
with large fluxes of cold spray result in "glaze" ice. This type of ice is dangerous due to
its high density and high adhesive strength. If less spray is collected at a lower
temperature, a less dangerous "rime" ice formation occurs with a characteristic porous
structure. Although the spray icing literature since the BSRA (1957) repurt does not place
any emphasis on the possibility of a seaspray rime icing mode, it does not seem prudent
to neglect the possibility entirely. Subéequent soaking of porous rime by unfrozen brince

Hayhoe (1989) subjected a scale model of an offshore supply vessel (1:100 scale)
to a freshwater rime icing spray in a closed-circuit wind tunnel. He measured a maximum
increase of 100% in the wind drag (and rolling moment) on the severely iced versus the
uniced scale model. The aerodynamic forces and moments exerted on the model by the
airstream were measured with a piezoelectric crystal balance. Hayhoe (1989) suggests

that increased aerodynamic loading of vessels, coupled with severe ice loading is likely
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to reduce the vessel’s stability.

Porous seaspray ice accretion could perhaps soak up impinging brine without the
need for it to freeze. If large quantities of seaspray were quickly absorbed by a porous
ice matrix, asymmetrical vessel loadings might be generated from asymmetrical spray
delivery. Even with symmetric spray delivery, the vessel would experience a sudden and
substantial increasc in load.

Pflaum (1984) has shown that many of the characteristics of natural hailstones are
reproduced in wind tunnel experiments when low density riming is followed by wet
growth soaking. If porous growth occurs in seaspray icing, brine absorption and
subsequent freezing could be as important for vessel icing as it is for hailstone growth.

Ryerson (1993) has attributed part of the difference in the measured deposit
density of spray ice between vertically and horizontally oriented surfaces to brine
drainage. Seaspray ice accretion, drained of much of its interstitial brine, might provide
an opportunity for a rapid increase in loading when spraying resumes.

The spray icing surfaces on vessels are generally assumed to be in the wet icing
regime, even though Makkonen (1984a) and Jessup (1985) suggests that different types
of icing may occur on a vessel, depending on the location, shape, and size of the icing
surface. Wet icing occurs when more liquid collides with the icing surface than can be
solidified and incorporated into the spongy ice matrix. The excess brine is shed. The
wind speed influences ice growth through both convective heat transfer and spray flux.
Convective heat transfer depends on wind speed (i.e. ~V"%) for many different
configurations (flat plates, cylinders, spheres; Incropera and DeWitt, 1990). The transfer
of heat away from the icing surface increases with increasing wind speed, thereby
increasing the icing rate. As this occurs. the impinging seaspray flux also increases
(assuming a constant liquid water content, and a constant collision efficicncy). Glukhov
(1971) shows that at low wind speeds, the heat loss from the icing surface to the
airstream increases more rapidly with wind speed than the sensible heat gain from the
impinging spray. For this reason, he suggests that the icing rate increases with wind
speed. However, the performance of the freshwater cylinder icing model of Lozowski et

al. (1995) suggests that spray temperature as well as the liquid water content must be



accounted for specifically before an icing rate tendency can be predicted.

The glaze ice accretion model of Lozowski et al. (1995) predicts that the icing
mass flux may decrease or increase with increasing liquid water content depending upon
the spray temperature (Fig. 1.6). The model predicts that for cold spray (T,=T,=-15°C)
the icing flux increases with increasing liquid water content. This occurs because the
sensible heat loss at the model icing surface that warms the impinging cold spray is
responsible for an increased icing mass flux. However, as the spray temperature rises, the.
slope of the icing flux in the "wet" glaze growth model diminishes and becomes zero (a
constant icing flux) when the spray is at the freezing point. For warm spray (above the
freezing point), the slope is negative, and ice growth is suppressed completely for a spray
temperature, T;=5°C, above a liquid water content of about 15 gm™. Fig. 1.6 sugpests an
anti-icing technique in which a sufficiently large continuous spray flux from the sea with
negligible cooling might suppress or eliminate ice growth (Lozowski et al., 1995). 'F’igr.
1.6 also shows that the cylinder icing model of Lozowski et al. (1995) predicts a
transition to rime icing at low liquid water content. In their model’s rime icing mode, all
impinging liquid is accreted, giving rise to the large positive slope near () gm™. |

If unfrozen liquid is not incorporated by a growing ice accretion, it will give rise
to a shedding flow on an inclined icing surface or an icing surface subject to shear
stresses and pressure gradients induced by the wind. The unfrozen brine will exhibit an
increased salinity due to rejection of salt from the growing ice matrix. A surficial growth
instability, driven by the supercooling (and constitutional supercooling) of the brine film
on the icing surface, causes crystal growth that traps brinc interdendritically in the spray
ice matrix. Minsk (1977) suggests that this interstitial brine reduces the effective
structural cross-section of the ice and thereby the strength of the ice,

Seaspray ice on vertical surfaces usually increases in thickness downwards
(Minsk, 1977). Minsk (1977) suggesls that the excess brine drains down the icing surface
achieving higher salinity as it descends. Chung and Lozowski (1990) obscrved and
modelled this increase in salinity in the growth of marine icicles. Thus brine inclusions

the surficial brine. Blackmore et al. (1989) present a model of the seaspray icing of a
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Figure 1.6 Icing mass flux as a function of liquid water content for a range of spray
temperatures, Ty, and for T,=-15°C, V=20 ms", and D=0.05 m. (adapted from Lozowski
et al., 1995)

ship’s mast, which also exhibits this tendency. In the model, they assume that the salinity

Traditionally, a heat balance equation is used to predict the growth of spray ice.
Makkonen (1987), for example, uses a heat balance equation to model the growth of
saline spongy ice on a cylinder. This model will be reviewed in detail in Section 1.5.2.1.
The heat balance includes convective heat transfer, evaporative heat transfer, viscous
heating, sensible heat transfer due to the impinging liquid, and radiative longwave heat
transfer from the icing surface. An analogy between the salt entrapment in sea ice growth
and that in seaspray icing is used, along with an analogy between sponginess of
freshwater icing and the sponginess of seaspray icing, to produce a model that predicts

seaspray ice sponginess. The presence of salt in the spray has two principal effects. The
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first is to reduce the temperature of the liquid film to the equilibrium freezing
temperature of the surficial brine from the 0°C value usually assumed in freshwater icing
models. The second is to influence the vapour pressure and hence the evaporative heat
loss from the surficial brine. Makkonen assumes that the entrapped interstitial brine has

the same salinity as the surficial brine. Analysis of Makkonen's model suggests that a

Zakrzewski and Lozowski (1987) use empirical formulations for the vertical distribution
of sponginess and salinity of the accretion on a vertical surface in combination with a
heat balance equation, to solve for the ice mass accretion rate on a Soviet MFV.
Traditional heat balance approaches to icing rate prediction usually ignore
temperature gradients in the surficial liquid film that are normal to the icing surface and
usually do not specify or account for a surficial structure. An exception is the modelling
of the effect of surface roughness on the heat transfer coefficient by Makkonen (I‘)HJIw)i
Detailed modelling of the growth of spongy ice with a well-defined structure. is
very recent. Consequently, the review of vessel icing models, that will be presented in
Section 1.5.1, will describe only models which employ a traditional heat h;nluné;: as their
central physical concept. The heuristic vessel icing model presented in Chapter 2 also
uses a heat balance equation to predict overall vessel icing. Section 1.5.2 gives a detailed
review of two recent approaches to the modelling of spongy spray icc gmwlh.ril‘his

review provides the context for the freshwater spongy ice growth model of Chapter 3.
1.4.3 Seaspray ice distribution on vessels

The flux of seaspray which impinges on a vessel's surface is a function of the
spray flux near the spray’s source and the distance from the source. If the spray flux
intensity is small, the airstream will Jose little momentum to the spray, and the spray
be slowed by the drag on the droplets, and the spray trajectories will be shorter.
Zakrzewski (1987) shows that the liquid water content (Eqn. 1.1) and the spray flux

decreases rapidly with height over the deck of & Soviet MFV. Therefore, trajectorics at
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low height over the deck are likely to be shorter than trajectories at higher elevation. In
addition, larger droplets with large terminal fall speeds are likely to follow gravitational
trajectories more closely than are smaller droplets, and will therefore impinge on Lhel
vessel nearer the spray source. Borisenkov and Panov (1972) proposes that large liquid
waler contents tend to occur with large model droplet diameters in collision-generated
scaspray. If high liquid water contents occur with larger droplets, their shorter trajectories
will bring larger fluxes to surfaces of the vessel nearer the spray source. Once the
formation of the brine jet at the vessel’s hull and the subsequent formation of. the
airborne sceaspray droplets of the spray cloud is more completely understood, the
influence of spray flux intensity will be more readily included in spray trajectory analysis
over a vessel. Following this reasoning, the spray flux is expected to decline with
distance from the spray origin. The effect of spray flux has not yet been considered in
the modelling of spray trajectories over a vessel.

Even though the intensity of the spray flux has not been taken into account in the
modelling of spray acrodynamics, models to predict the spray flux distribution over
vessels have been produced, (Zakrzewski et al, (1993) and Chung et al. (1995)),

However, they employ only single droplet trajectory modelling. Such models still require

along with the initial droplet velocity, droplet diameter, and the airflow around the vessel.

The distribution of seaspray and the resulting spray ice distribution over the vessel
is important to the vessel’s operation. The effect of the ice load on vessel stability is not
a simple matter to estimate (Chung et al., 1995). An asymmetric (port-starboard)
distribution will produce list and deteriorate the vessel’s dynamic performance (Chung
et al., 1995). With head winds and seas, maximum ice growth is likely to occur on a
vessel’s bow. Under severe icing conditions in the Baltic Sea, the Soviet MFV "Piarnu"

accreted @ maximum ice thickness of 50 cm at its bow with decreasing thickness toward

Hayhoe (1991) also shows a similar ice thickness tendency for scale-model icing tests.

Allen (1881) reports that the mail steamer "Phoenix” (450 tonnes displacement) accreted
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almost out of the water. With the rudder and propeller even partially out of the water, a
vessel is not likely to be able to maintain its course. For many veark, the vertical
distribution of the ice load has been believed to degrade vessel stability (BSRA, 1957).
The scale model experiments of Hayhoe (1989) and the numerical modelling of Chung
(1995) confirm this. ’

The operations aboard a vessel may be affected by the ice distribution as well. For
example, icing may allow work to go ahead as usual or it may put a stop to work due
to slippery and treacherous decks or due to cquipment that will not function under a laver
of accreted ice. lce at specific locations may also affect safety cquipmcﬁl and
drainage. The resulting accumulation of brine will further reduce the vessel's stability and
increase the operational hazard aboard the vessel. A better ability to predict the
distribution of ice accretion on vessels should result in a greater capability to design more
functional ice-free work areas. '

The distribution of ice accretion on a vessel will also be a function of its ability
to first nucleate on a surface and then to adhere to the surface. This idea lies behind the
search for ice-phobic surfaces. The initiation of spray ice growth on metal surlaces
requires an air temperature of -3°C or less (Minsk, 1977). The ice appears to have u loose
bond with the metal surface initially, but the strength of adhesion rapidly increases to

failure is the most likely mode in which is ice lost. In this mode, it is a very thin layer
of ice near the substrate that is relevant to the failure. He also suggests that the initially
deposited layer of ice is often formed ncarer the wet growth limit than is most of the rest
of the deposit which may typically form by rime accretion, Therelore, it is likely that
atmospheric ice will adhere to a substrate with a strength proportional to the ice fraction
of the initial accretion where the initial accretion grew spongy. Sponginess may also
reduce the adhesive strength of marine spray ice, and for this reason, the modelling of
sponginess could be important to the future prediction of the adhesive strength of marine

ice.
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(Kliuchnikova, 1971). A slush seems to form which is readily flushed away by
greenwater on the deck. It may be that the type of paint or varnish applied to the wood
is important (Stallabrass, 1980).

Borisenkov and Pchelko (1972) reported that under headwinds and seas the bow |
accretes ice while other parts of a Soviet MFV further aft, may have slight or no icing
at an air temperature close to -3°C with low wind speeds (7-10 ms™). They indicate that
for wind speeds up to 25 ms™' the ice accretion generally occurs on the forward half of
a Soviet MFV. Under these circumstances, the drag force exerted on the spray by the
wind is not sufficient to deliver spray to all parts of the vessel. Reduced spray near the
stern is to be expected as a result of the interception of spray by the superstructure in the
case of head winds and seas. With increased wind speed, and decreasing air and spray
temperatures, more of the vessel is likely to be covered with spray and ice (Minsk, 1977);
however, the stern of the vessel is typically not iced even when the heading is downwind.
This is probably because the vessel is steaming in the same direction as the waves.
thereby reducing the intensity of vessel/wave interaction, and the resultant spray flux. A
shadowing effect also occurs under beams seas and winds. In this case, ice is prone to
grow on the windward side of the superstructure with less ice accreted on the leeward
side (Sawada, 1962).

Minsk (1977) cites investigations of spray icing on the Soviet MFV "Professor
Somov" in which the distribution of ice was observed to have a substantial variation over
the vessel. For example, horizontal surfaces had a variation in the percentage of total ice
loading of 30% to 70% while vertical surfaces had a variation of 15% to 40%. The ice
accretion on complex horizontal and vertical surfaces (e.g. instruments and equipment)
showed a variation of 5% to 30% while simpler cylindrical objects (e.g. masts, spars, and
rigging) showed a variation of 0% to 30%. Based on spray icing measurements aboard
the large U.S. Coast Guard Cutter, MIDGETT, Ryerson (1993) found that, on average,
vertical surfaces accreted only 716 as much ice mass as horizontal surfaces. Ryerson
(1993) alse reports that ice growth and ice ablation may occur simultaneously at different

locations on a vessel. Fig. 1.7 shows the rather considerable variation in ice accretion



thickness that can occur on a vessel’s superstructure.
1.5 Modelling Vessel Spray Icing

The modelliiig of vessel spray icing has two practical purposes. The first purpose
is to develop engineering approaches to anti-icing and de-icing. A second purpose is to
enhance the understanding of vessel spray icing physics. This understanding can then be
used to improve the forecasts of freezing spray conditions. An accurate forecast of the
onset and severity of a freezing spray episode would be helpful in vessel operations and

ocean routing, and should help to reduce the inconvenience and danger of spray icing.
1.5.1 Vessel icing models

Various models to predict vessel spray icing have been developed over the years,
including those of Kachurin et al. (1974), Stallabrass (1980), Overland et al. (1980),
Zakrzewski and Lozowski (1987), Horjen and Carstens (1989), Biackmore ¢t al. (1989),
Zakrzewski et al. (1993), and Chung et al. (1995).

Most spray icing algorithms may be categorized as either (1) statistical models,
(2) statistical-physical models, or (3) physical-empirical models. Statistical nimlclé do not
account for the physics of vessel spray icing except insofar as the wise choice of in’pixl
parameters is a matter of physics. These statistical models are based on correlations
between the input parameters and vessel icing data.

Like statistical models, statistical-physical models depend on the assumption that
the forecast situations will differ littie from comparable events in the data sct, i-!uwévcr,
statistical-physical models depend on a physical submodel around which the statistics
have been organized. This is done to capture more of the physics involved, with the
expectation that this will produce a better predictor of icing. The physical submodels used
in these statistical-physical models have been surprisingly complex in some cases,
(Kachurin et al., 1974) with little evidence to demonstrate that such complexity s

essential to model performance.



The photograph of Figure 1.7
has been removed due to

copyright restrictions.

warship during the Second World War. No Canadian ships were lost to spray icing during
the war years. (courtesy of the Naval Museum of Alberta) 7
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Physical-empirical models are more recent. This type of model is structured in
physical-empirical model may have no statistical dependence on vessel icing data.
However, this type of model is likely to include submodels which do have some
empirical dependence. For example, a submodel of spray distribution may be used which

has empirical dependence on spray data. In this case, the modeller may represent some

proliferation of submodel assumptions, thereby ending with as much or more empirical
dependence as in the statistical-physical models.

The Kachurin et al. (1974) model is an example of a statistical-physical model.
It predicts ice loading rates for a Soviet medium-sized fishing vessel by means of a
statistical correlation. The physical portion of the model simulates ice growth on a
cylinder. The ice load on a ship is then determined via a statistical relationship between
cylinder ice thickness and total ship load derived from a ship icing data set. The user
must have confidence that this correlation will not change between icing events in the
original data set and those events for which he will have forecasting responsibility.

More complicated physical-empirical models (Zakrzewski and Lozowksi, 1987:
Blackmore et al., 1989; Zakrzewski et al., 1993; Chung, 1995) arc not certain to perform
better than simpler statistical models. More complex models like these exhibit greater
modelling detail and flexibility by virtue of having more submodels to describe the
taken into account forces increased prudence in the choice of what to simulate and how
to do it. This may in the end result in as much empirical dependence within the
submodels as the simple statistical models have on their data sets. In fact, unimportant
processes may acquire an undue importance, with a resulting sensitivity to irrelevant
physical parameters. Thus a physical-empirical model requires insight into which of the
vessel spray icing processes to model, which to disregard, and how to do the actual
modelling without excessive empirical dependence.

Aside from the choice of input parameters, statistical models such as Sawada

(1967), Mertins (1968) and Wise and Comiskey (1980) have little dependence on the
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physics of vessel icing. Statistical-physical modelsb such as Borisenkov and Pchelko
(1972), Kachurin et al. (1974), Stallabrass (1980), and Overland et al. (1986), and
physical-cmpirical models such as Zakrzewski and Lozowski (1987), Horjen and Carstens
(1989), Zakrzewski et al. (1993) and Chung (1995), all employ an icing surface heat
balance equation to predict the rate of ice growth. The vessel icing models of Kachurin
et al. (1974) and Chung (1995) are reviewed in some detail below as examples of a
statistical-physical model and of a physical-empirical model, respectively. This review
is meant to give a sensc of the context in which the heuristic rodelling of Chapter 2 was

performed.

1.5.1.1. The Kachurin et al. (1974) model

Kachurin et al. (1974) regarded a purely theoretical approach to vessel spray icing
prediction as both unsuitable and unpromising due to the complexity of vessel icing. The
complexity of both the vessel’s structure and that of the spray cloud are offered as
examples. Kachurin et al. (1974) also eschewed the statistical modelling approach used
in making the first maps of vessel icing probability (Shektman, 1968) with the
observation that to obtain sufficiently high statistical validity, it would be necessary to
conduct an enormous number of observations. However, he thought that a correlation
might be sought between vessel icing severity under observed hydrometeorological
conditions and a simple theoretical icing model. The theoretical model is for a cylinder,
50 cm in diameter, oriented horizontally and transverse to the spray-laden airflow.

The hydrometeorological conditions from the vessel icing data were used as inputs
for the cylinder icing model. Kachurin et al. (1974) carried out a statistical correlation
between the observed icing rates (tonnes hr') on an entire ship, and the ice growth rates
(cm hr') calculated with the theoretical cylinder icing model. For an icing data set
limited to cases with winds no more than 40° off head winds, a correlation coefficient
of r=0.96:0.02 was achieved. The resulting model gives an estimate of maximum icing
rates for small displacement fishing boats. This proviso is given because much of the
calibrating data were taken on Soviet medium-sized fishing vessels (40 m length; 450

tonnes displacement).
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Figure 1.8 A nomogram for estimating the icing rate (tonnes hr'), on small Soviet
fishing vessels (adapted from Kachurin et al., 1974).

Kachurin et al. (1974) reduced their findings into the form of a nomogram in
order to make the model readily available to those needing vessel icing estimates. This
nomogram is shown in Fig. 1.8. An example of how to use the nomogram (Jessup, 1985)

is shown using the arrows in Fig. 1.8. Beginning with a wind speed of 18 ms”, isopleths
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of air temperature -13.5°C, sea-surface temperature +1.0°C, significant wave height 3 m,
and sca-surface salinity 15 ppt are followed to arrive at an icing rate of approximately
2.8 tonnes hr'.

A summary of the physical assumptions and concepis of the Kachurin et al.
(1974) model are provided below:

1) The accretion of ice on the cylinder is axisymmetric. Ice sponginess is ignored.

2) The pmcesscé of brine collision and shedding are continuous without the
complication of intermittent spraying and its influence on shedding. The ice growth rate
is steady, and in the wet growth regime.

3) The spray droplets arec 2 mm in diameter and are assumed to have a collision
cfficiency of 1.0. Kachurin et al. (1974) state that the effect of droplet temperature on the
calculated icing rate is relatively small. Nevertheless, a model of the motion and cooling
ol a single droplet is used with a 10 m trajectory to calculate the spray impingemeﬁt
temperature, |

4) Any conductive heat loss from the accretion to the cylindrical substrate is

interface but that this capability is not used.

5) The conductive heat transfer through the surface liquid film is accounted for
in the heat balance, along with convective and evaporative heat loss to the airstream,
sensible heat transfer due to spray impingement, and the evolution of latent heat at the
icing surlace.

6) The thickness of the liquid film is assumed to be constant.

7) The wind speed, air temperature, sea-surface temperature and sea-surface
salinity are input parameters in the cylinder icing model. The sea-surface temperature is
used as the initial droplet temperature in the droplet cooling model.

8) The wave height (required by the nomogram of Fig. 1.8) is used (o estimate
the liquid water content for the cylinder icing model. Kachurin et al. (1974) state that
wave height is the chief factor governing the liquid water content of the cloud that

impinges on the vessel. They give a linear equation for liquid water content where q=EH_,
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H, is the wave height. and E=10"" kgm™. This equation is based on observations by L.1.
Gashin during the sixth Atlantic expedition of the Soviet MFV "Aysberg” for sailing
speeds of 6-8 kt (3-4 ms™), and for winds no more than 40° off head winds.
values of the theoretical cylinder icing rate (cm hr™'), and the observed vessel icing rates
(tonnes hr'') have a ratio of 1:1, with a surprisingly low degree of scatter. They found
that the nomogram overpredicts the icing rates in a Canadian trawler icing data set by a
factor of 3. This may not be as inconsistent as it appears since Kachurin et al. (1974)
give the proviso that the nomogram provides a maximum icing rate for small
displacement fishing vessels.

The Kachurin et al. (1974) model has two salient characteristics. The first is that
a traditional heat balance equation forms the core of the model. The sccond is that
oceanographic, hydrodynamic, and spray formation and delivrcry considerations are all
compressed into the liquid water content equation, q=EH,. This stands in significant

relving rather on the intuitive similarity between the icing physics of a cylinder and that-

of an entire ship.

1.5.1.2 The Chung et al. (1995) model

Chung (1995), and Chung et al. (1995) set out to model the accretion ol ice and
its distribution over a vessel, with the intention of examining its influen<e on the dynamic
performance. The MT "Zandberg", a stern trawler, was idealized using a finite pancl
geometry model. A seaspray icing model was produced for the topside, and a dynamic
ice. Chung (1995) embraced many of the physical-empirical modelling methods and
assumptions that had been developed and presented by Zakrzewski et al. (1993). Unlike
the Kachurin et al. (1974) model, Chung’s work was not intended to result in a

forecasting algorithm.
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Chung (1995) represented the Zandberg's ice collecting surface by flat plates, one

for the foredeck, one for the forward face of the wheelhouse, and one for the top of the

whecelhouse. The vessel’s mast was represented by a cylinder standing atop the

wheclhouse. These surfaces were subdivided into grid cells, each of an area less than 1

m?. The distribution of the spray and ice accretion over the vessel is determined by
calculating the spray flux and ice load for each grid cell.

Chung (1995) used an empirical spray flux formulation developed from data. The

data were measured in experiments with a scale model (1:13.43) of the MT "Zandberg".

It was sclf-propelled through head seas in the clearwater wave tank at the Institute for

uniform wind field. This trajectory calculation, and the empirical spray flux calculation
is carried out for each grid cell. 7

The spraying model predicts spray impingement with an assumed collision
efficiency of unity. It also models the thermal evolution of a single droplet. The spray
impingement temperature at input is needed in order to determine the sensible heat term
in the local heat balance equation.

The following points provide an overview of the model, corresponding to the eight
points in the overview of the Kachurin et al. (1974) algorithm in Section 1.5.1.1:

1) The spray and ice are distributed over an idealized geometrical approximation
to the superstructure of the MT "Zandberg". The spongy accretion is taken to have a
constant liquid fraction of (.26 (Makkonen, 1987).

2) The processes of brine collision and shedding, and the growth of ice, are
modelled taking into account spray intermittency. The spray delivery cycle consists of
an interval of "spray-on" followed by "spray-off" conditions. The icing surface is
assumed to be in the wet icing mode. Consequently, the model has the ability to account
for the shedding of excess brine from a grid cell. In the model, shedding occurs only to
the grid cell immediately below, on the vertical surfaces of the wheelhouse and the mast.

The surficial liquid is modelled as a falling laminar film whose thickness is computed.
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On horizontal surfaces there is no physical shedding mechanism and -the film is
considered to be stationary with a maximum thickness of Tmm. Unfrozen brinc-in excess
of this thickness simply vanishes.

3) The spraying is assumed to have a constant duration of 3.5 scconds. The
interval between sprays is estimated using the formula of Panov (1971) for Soviet
medium-sized fishing vessels. A time step of one second was sclected for the icing
calculation, and this time step is applied during both the "spray-on” and the "spray-off"
portions of the spraying cycle. The total ice mass is assumed to be proportional to the
number of spray cycles in the icing cvent. While ice accretes during the spraying cycle,
calculate over the entire time series of cycles in the icing episode. In order to avoid this,
Chung (1995) followed Zakrzewski et al. (1993), by ignoring any liquid left on the icing
surface at the end (and similarly at the beginning) of a spray cycle.

4) Conductive heat loss to the substrate is neglected in the Chung (1995) model.
As in Kachurin et al. (1974), the transport of salt in the liquid film normal to the icing
surface is neglected, although salinity effects in the liquid film have been included. ‘The
effect of salinity on the equilibrium freezing temperature, vapour pressure, brine Viscosity
and specific heat is included in modelling the liquid film.

5) Conductive heat transfer through the surficial brine film I‘s not included
explicitly in Chung’s model. Rather, it follows the traditional surface heat balance
approach. The conventional heat balance includes the convective, evaporative, radiative,
sensible and latent heat terms.

6) The thickness of the liquid film in the Chung (1995) model is computed but

7) Air temperature, relative humidity, sea-surface temperature, wind speed, fetch,
wind direction relative to the vesscl, vessel speed, and sca-surface salinity are the input

parameters of the model.
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8) The Kachurin et al. (1974) model uses the observed significant wave height,

H,, as an input parameter for the nomogram. Chung (1995) used wind speed and fetch
and the fully-developed deep ocean wave model of Bretschneider (1973) to estimate the
(1995) is based on scale-model testing with the Zandberg hull. These experiments suggest
that spraying intensity is proportional to vessel speed to the third power, and significant
wave height to the seventh power. The range of full-scale significant wave height that
is valid for use in the model is 2 to 5 m. The range of full-scale vessel speed for which
the model is valid is 2.5 to 8 ms™'. Unlike Kachurin et al. (1974), the spraying empiricism
is not limited to a vessel speed of 6-8 knots (3-4 ms™") but like Kachurin et al. (1974) it
is limited to vessel headings close to head seas. This is because the scale model was
tested under head seas only. However, the direction of the wind relative to the vessel may
be varied, permitting an azimuthal variation in seaspray delivery and ice accretion over
the vessel. The spraying mode! used by Chung (1995) treats intermittent spray while the

Kachurin et al. (1974) model assumes continuous spray.

submodels within a physical framework to produce the overall vessel icing model.
Kachurin et al. (1974) used a statistical-physical approach, based on a statistical

correlation between their cylinder icing model and a vessel icing data set. Chung (1995)

However, the luck of reliable local heat transfer coefficients over the surface of the vessel
may offset the gain of modelling the superstructure with greaier geometrical
verisimilitude than Kachurin et al. (1974). The continuous spray icing model of Kachurin
ct al. (1974) sidesteps a considerable number of difficult intermittent spray icing
problems. However, it is not certain whether this simplification leads to enhanced
predictive capability.

Over the long term, a physical-empirical approach such as that used by Chung
(1995) must be taken in order to examine the relative importance of the various vessel

processes of spray generation and ice growth may eventually become more completely
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understood, so that more accurate models will follow. However, better data sets will be
required in the future in order to perform more reliable model validation,

For all their differences. the Kachurin et al. (1974) model and the Chimg (1995)
model are similar in three ways: x

1) A traditional heat balance equation is at the core of both models.

2) The modelling of spray generation in both models is empirical, with little
theoretical basis, even though the empiricism used by Chung (1995) has a substantial
experimental basis.

3) The ice accretion sponginess is modelled by assuming a constant liquid mass
fraction for the accretion. Kachurin et al. (1974) assumed a liquid fraction of 0.0, and

The third point shows the rather naive way in which the ice aceretion sponginess
has been modelled heretofore. Chapter 3 of the present thesis describes a first attempt to
model freshwater spongy spray ice growth physically, with a surficial structure that -
includes a falling liquid film as well as a dendritic icing interface. In preparation for

Chapter 3, current approaches to the modelling of spongy spray icing are reviewed next:
1.5.2 Modelling spongy spray icing

said to be spongy, and the degree of sponginess is often quantified by the liquid mass
fraction (cf. Eqn. 3.52). Accretion sponginess is also described by the ice mass fraction
or more succinctly the ice {raction (cf. Eqn. 1.25). The possibility of liquid entrapment
by the ice accretion’s crystalline matrix was first recognized by Fraser et al. (1952).
Ludlam (1950) suggested that hailstones which fall in cumulonimbus clouds may contain
liquid water. He formulated the first approach to spongy ice accretion modelling by
simply neglecting it in his cylinder icing model. Many modelfers have since followed his
example, despite the fact that List (1963) concluded that the maximum mass accretion

rate for hail likely occurs under spongy growth conditions. Later, the possibility of such
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liquid entrapment in hailstones was inferred by Knight (1968) and again by List (1977).

The phenomenon of sponginess is observed in both freshwater and saline spray

cxperimental cylinder ice accretions. Saline spongy ice formations have been observed
in spray icing on ships and in sea ice growth (Makkonen, 1987). Zakrzewski and
Lozowski (1987) measured sponginess in the range of 8% to 20% as a function of height
on the front face of the superstructure of the RFT "Wilfred Templeman". Modelling the
sponginess of spray ice accretion is important for ice load prediction due to the weight
of the entrapped brine (Makkonen, 1987; Zakrzewski and Lozowski, 1991). Savyel’ev
(1971) states that 50% sponginess may be expected as a maximum value in saline ice
formed on occan-going vessels. This value implies a mass loading 100% larger than
would be predicted thermodynamically on the basis of heat transfer considerations alone.

For both saltwater and freshwater, predicting spongy ice growth has remained
largely an intractable problem. This has occurred because most accretion modelling has
followed the traditional thermodynamic heat balance approach without engaging the
problems of spongy surficial structure and physics. In more recent years however, the
scaspray ice accretion models of Makkonen (1987), Zakrzewski and Lozowski (1987),
and Zakrzewski ct al. (1993) have attempted to account for sponginess through analogies
and empiricisms for saline spray icing. For freshwater icing, List (1990), Lotk and Foster
(1990) and Makkonen {1990) have advanced conceptual views of the processes at work.
However, essentially no modelling, based on analogy, empiricism or physics has been
published for the freshwater case.

With these things in mind. we now present a review of Makkonen’s analogy for
predicting saline spongy ice accretion. This will be followed by an overview of the
spongy growth empiricism of Zakrzewski et al. (1993). This will be followed by a brief
review of the experimental work of Lock and Foster (1990), List (1990), und Makkonen
(1990), in order to provide a context for the exploratory freshwater cylinder icing model

of Chapter 3.
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1.5.2.1 The Makkonen (1987) spongy ice growth model
Makkonen (1987) presents a physical-cmpirical model of salt incorporation into
seaspray ice, that is founded upon an analogy with sult entrapment in sea ice grc:)'wl'h.‘ He
starts with the principle of salt mass conservation at the spongy spray icing surface. As
of the surficial brine is trapped in the growing ice matrix to form brine pockets, and the

remaining brine is shed. The conservation of salt is expressed by:
FS =18,+(F-1)§, (1.3

where F is the mass flux of the brine impinging on the icing surface, I is the mass (lux
of the accreted ice and incorporated brine, S, S, and S, are the salinitics of the spray
brine, the spongy ice and the surficial brine, respectively.

Dividing Eqn. 1.3 by FS,;, and using the accretion fraction (n=1/F), we have:

S S S .
2 1= nLu+(1-n) , (1.4)

The "interfacial distribution coefficient" k' is defined as:
S. . o
k*=2L ‘ (1.5)
S, -

This parameter specifies the non-equilibrium capture of salt at the advancing solid/liguid
interface.

The effective distribution coefficient, k, is defined as:
k=—1 (1.6)
S

It describes the overall salt entrapment efficiency at the growing seaspray icing surface.

Rearranging Eqn. 1.4 and substituting k and k" results in:
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k* -
ks—ow—— (1.7
1-(1-k")n

Since no experimental data are available to determine kX’ in spongy scaspray icing,
Makkonen proposes an analogy with salt entrapment in sea ice growth. There is a
considerable body of experimental work on the interfacial distribution coefficient, k', for
the entrapment of salt in sea ice. Weeks and Ackley (1982) document this work, and the
constitutional supercooling model that provides a useful empirical framework for
predicting the salt distribution in the growing dendritic layer on the underside of the sea
ice. Weeks and Lofgren (1967) and Cox and Weeks (1975), suggest that k'—0.26 as the
growth rate of the sea ice diminishes to zero. The value of k in this zero-growth limit
is used in the analogy with spray icing. Makkonen suggests that seaspray icing may be
analogous 1o sca ice growth between the planar growth regime and the dendritic growth
regime which ensues from constitutional supercooling.

Next Makkonen (1987) shows that k for seaspray icing may be interpreted as the
sponginess of the accretion. In the limit, as spray salinity, S,—0, the saline sponginess

approaches that of the freshwater case. This concept is expressed by:
0.26=k*=A,=4; - (1.8)

where A, and A; are the liquid mass fractions for saline and freshwater ice accretions,
respectively.
Assuming that k’=0.26, Eqns. 1.5, 1.6, and 1.7 may be used to solve for the ice

aceretion salinity S, in terms of the salinity of the impinging brine S,:

8= g )
1-0.74n

T N - (1.10)
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Makkonen (1987) then suggests that those factors which control n will control the

overall ice accretion salinity and the surficial brine salinity. Consequently, such factors
as air temperature and the dimensions of the icing surface will influence the salt mass
distribution at the icing surface. These f~ctors are accounted for by a cylinder icing
model (Makkonen, 1984b) that estimates i:1c accretion fraction, n. for freshwater icing.

The accretion fraction is given by:

(L.11)

P

el e ) c,(t-ty ) oa(t.-t)
c

h e
Ze—i(t -t )+ e -¢e)-
FL -t (€,7e) L FL

P a “p
where Makkonen (1987) defines the variables as follows: h the conveetive heat transier
cocfficient, F the flux of water to the surface, t, the air temperature, t, the temperature
of the icing surface, t, the spray droplet temperature, L the specific latent heat of freczing
at t,, € the ratio of the molecular weights of water vapour and dry air (£=0.622), L, the
latent heat of vaporization, ¢p the specific hecat of air at constant pressure, P, the air
pressure, e, and ¢, the saturation vapour pressures at the surface temperature and dew-
point temperature, respectively, r the overall recovery factor (r=().79) of a cylinder, as
described by Lozowski et al. (1979), ¢, the specific heat capacity of water, o the Stefan-
Boltzmann constant, and a=8.1 X 10’K" (evaluated at 1,=-10°C and 1.=0°C by Makkonen
(1984b)).

The overall heat transfer coefficient h in Eqn. 1.11 incorporates the effect of a
rough icing surface on the heat transfer. This is accomplished by using a numerical
boundary layer model of heat transfer (Makkonen, 1985). The model requires as input
an estimate of the roughness of the cylindrical accretion surface.

Equation 1.11 was formulated for freshwater. Makkonen (1987) suggests that three
salinity effects should be accounted for in order to model saline spongy spray icing. The
first is that the equilibrium freczing temperature of the surficial brine t, is less than 0°C.
Makkonen states that the equilibrium freezing temperature of surficial brine as a function

of salinity may be approximated by:
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t,= -548,-600S,’ (1.12)

will also reduce the equilibrium vapour pressure over the surface. This sccond affect is

approximated by (Witting, 1908: Arons and Kientzler, 1954):
e =(1-0.5375,)E, (1.13)

where E, represents the equilibrium vapour pressure over a pure water surface. These two
effects alter the transport of vapour and heat from the icing surface.

The third salinity effect is apparent in calculating the specific latent heat of the
spongy ice deposit. The latent heat of fusion of saline spongy ice is lincarly proportional
to the pure ice mass fraction of the accretion. Since the liquid mass fraction is $/S,

(Makkonen. 1987), the latent heat of fusion of a spongy accretion is given by:

S, ,
L=(1——']Lf . (1.14)
Sb

where L, is the specific latent heat of fusion of pure ice at the temperature of the surficial
film.

Makkonen (1987) suggests an iterative procedure to solve for accretion salinity
and ice mass growth rate. He reports that the ratio of the mass accretion rate for
freshwater spongy icing to that for spongy saline icing is less than unity for typical
marine atmospheric conditions. He concludes that a dendritic substructure occurs at the
icing surface for all spray icing conditions, and that this dendritic growth entraps surficial
brine into the matrix. He also suggests that the sponginess is essentially constant over a
range of growth conditions, but that the sponginess is likely to increase with increasing
spray salinity. Makkonen (1987) also suggests that the interfacial distribution coefficient
k' is approximately constant and equal to 0.26 for spray icing. He argues that a good first

approximation for modelling the sponginess of a spray ice accretion is to assume that the

? The salinity, S,, for Eqns. 1.12 and 1.13 has units of kg (salt) per kg (solution).
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interfacial distribution coefficient, k', equals the liquid fraction and has a value of about
(1.26. This practical modelling assumption is readily incorporated into any traditional heat
balance approach to spray ice modelling. As will be seen in the following section,
Zakrzewski et al. (1993) effectively adopt this value for the liquid fraction of accreted

ice.

1.5.2.2 The Zakrzewski et al. (1993) model

'This section presents a recent spongy spray icing model. It will be compared to
the approach used by Makkonen (1987), which was reviewed in Section 1.5.2.1. The
overall structure and approach of the Zakrzewski et al. (1993) model is very similar to
that of the Chung (1995) vessel icing model. This is because the Chung (1995) model for
the MT "Zandberg" is patterned after the Zakrzewski et al. (1993) model for seaspray
icing of the Coast Guard Cutter MIDGETT. Zakrzewski et al. (1993) describe the
MIDGETT's superstructure in great detail, using 1381 grid cells on 143 components.
They have thereby produced the most comprehensive and detailed topside icing model
currently available. The vessel icing is subdivided into two groups of processes, spraying
and icing. The icing module depends upon the predictions and output of the spraying
module. These modules have two time scales. The first is the forecasting time step,
during which the input parameters remain constant. This represents the long-time scale
for environmental and operating conditions. The second time scale is shorter and has to
do with the modelling of the spraying and icing cycle. This intermittent spraying process

is modelled in much the same way as Chung et al. (1995), described in Section 1.5.1.2.

distribution, the spray jet geometry, the spray jet generation frequency, single spray
droplet motion and cooling, and f{inally the spray flux delivery to each of the topside grid
cells. This gives the necessary information to calculate the accretion of pure ice on the
basis of a heat balance for each grid cell. The pure ice growth flux on each cell gives the
nceded information for the spongy portion of the spray icing model. Once the spongy
spray icing flux (i.e. pure ice and entrapped brine) is known for each of the vessel's

surficial grid cells. the ice growth distribution is known, and the overall icing load may



be calculated for the vessel. ‘
The heat balance at the icing surface of cach grid cell is composed of five heat -

flux components:
Q=Q:*Q+Q+Q, (13

where the convective heat flux, Q,, the evaporative heat flux, Q,, the radiative heat flux,
Q,, and the sensible heat flux, Q,, sum to equal the latent heat flux evolved due to pure
ice formation, Q,. Each heat flux component is presented below with the purpose of

The convective heat flux (Zakrzewski et al. 1993) is:
Q.=h(T,-T,) (1.16)

where T, is the air temperature, T, is the equilibrium freezing temperature of the surface
brine, and h is the local convective heat transfer coefficient. The convective heat transfer
cocfficient was taken to be a constant on all the grid cells of a particular vessel
component. Vessel components were described as either planar or cylindrical with an
appropriate Nusselt aumber formulation applied to each.

The evaporative heat flux term is:

] /Dy \063
Q.= EV(EJ h(e,-e,) (1.17)
<" po,| S s~ %,

where € is the ratio of the molecular weights of water vapour and dry air, 1, is the

¥

specific latent heat of vaporization at 0°C, p is the ambient atmospheric pressure, ¢, is
the specific heat of air at constant pressure, Sc is the Schmidt number for air (0.595), Pr
is the Prandtl number for air (0.711), e, is the saturation vapour pressure over the
surficial brine, and e, is the partial pressure of water vapour in the fro¢ airstrcam.

The radiative heat flux term is:
Q,=4.4(T,-T,) (1.18)

which is a linear estimate of the black body radiative heat exchange between the surface



and the surrounding airstream.

The scnsible heat flux is:
stRcw(Ts—Ti) (1.19)

where R is the brine flux from both impinging spray and the runoff from other grid cells,

Q=11 (1.20)

where I, is the specific latent heat of fusion of pure ice at 0°C, and I is the mass flux of

ice for the grid cell. Solving for the mass flux of ice from Eqgn. 1.15 results in:

-2 +QE; 32 (1.21)
f

Egn. 1.21 cannot be solved directly because the temperature of the brine, T, is initially

unknown. To circumvent the problem, we assume that the surficial brine temperature is

equal to its equilibrium freezing temperature. Makkonen (1987) suggests the following

approximation of equilibrium freezing temperature as a function of brine salinity:

T,= -54s,- 600s,’ (1.22)

where T, is the equilibrium freezing temperature, and s, is the salinity of the surficial
brine.

Once the temperature of the surficial brine has been determined from Eqn. 1.22,
it is only necessary to determine the salinity of the surface brine in order to soive Eqn.
conscrvation of the mass of salt in the brine film.

The overall conservation of brine mass is:



R=I+B (2N

where B is the flux of brine that remains unfrozen.
The mass conservation of salt is established using the empirical results of Panov
(1976) and Zakrzewski (1987), which give the overall accretion salinity. §, as 75% of that

of the impinging brine, s, i.e.:

§=0.75s - (1.24)

w

This relation implies an effective distribution coefficient, k=().75.

The ice fraction of the accretion is:

H (]

' — o (1.25
fy 1B, vr”(,a)r

=

where {, is the fraction of the accretion’s mass which is in the solid phase and B, is the
flux of brine entrapped in the accretion. By contrast, the freezing fraction, f,=1/(1+B) is
ihat fraction of the brine mass entering the grid cell which rcm;gin’% as pure ice.

The overall accretion salinity, given empirically by Eqﬁ 1.24, is defined as:

&

g e U (1.26)

f,< 1-2 (1.27)
! Sp
Transforming Eqn. 1.25 restlts in:
k B,=1[1 -1 (1.28)
/ f, :

/
which shows that the surficial brine flux that is entrapped by the ice matrix is a function

of the pure ice mass flux and the accretion’s ice fraction. The unfrozen flux of brine B,

is:
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B=B_+B (1.29)

where B, is the flux of shed brine. Conservation of salt mass at the icing surface may be

cxpressed as:

s R=s,B (1.30)

This sv~ivm of eight equations (Eqns. 1.21-1.30, excluding the dependent Eqns. 1.27 and
1.28; is solved by the method of Blackmore et al. (1989) for the eight variables B, B,,
B, f. §, S,, T, I. For freshwater spray icing, Zakrzewski et al. (1993) assume f,=0.80 (an
"average" valuc for spongy freshwater icing). Also, if f; becomes less than 0.5 on the
basis of the abeve set of equations, it is reset to 0.5. This is done because accretions with
ice fractions smaller than this may not have sufficient mechanical integrity to remain
structurally intact.

Since some of the implicit assumptions of this model are not readily apparent,
they are summarized here:

1) The surface brine is of uniform temperature (the equilibrium freezing
temperature) throughout the thickness of the film. This implies that the film is well-
mixed.

2) Because the temperature of the brine is uniform, conduction of heat through
the film is not explicitly modelled (i.e. no conductive term is included in the heat balance
Eqn. 1.15).

3) Heat transmission from the icing surface to the outer surface of the brine film
occurs without resistance.

4) There is no gradient of salini'y in the brine film.

5) Ice crystal growth at the icing surface is assumed to occur with no supercooling
(i.e. at the equilibrium freezing temperature of the surficial brine). For this reason, the
growth mechanism by which the crystal growth front advances is not unspecified,
aithough a crystal growth front with a supercooling close to the equilibrium freezing

temperature of the liquid may have an interface that is close to being planar.
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All of these points, except (4). have been implicit in traditional models of
freshwater spray icing. For this reason. even though both Zakrzewski ct al. (1993) and
Makkonen (1987) have different ways of importing cmpiricism. the traditional heat
balance and an implicit icing surface structure provide the basic framework of both
models. Although Zakrzewski et al. (1993) and Makkonen (1987) have cxpanded the
understanding of the structure of spray icing to include the substrate, ice matrix, freezing,
zone of ice dendrites and surficial liquid filra, both authors have approached the
modelling problem by ignoring the physics of \ne freezing zone and the liquid film. The
following section will give a brief overview of the structure of the spray icing surface as

it is presently understood.

1.5.2.3 Spongy spray icing structure

The surficial structure of growing spongy ice consists of an accretion matrix that
adheres to the substrate, a freezing zone (the ice crystal growth laycr in which the ice
accretion matrix is being formed), and a surficial liquid layer that lies between the
external surface of the freezing zone and the airstream.

List (1990) offers experimental evidence and theoretical arguments in support of
an emerging physical picture (Fig. 1.9) of the processes at work at the surface of a
gyrating spongy hailstone. List’s focus is on the physics of the liquid film, including the
supercooling of the surface liquid. He mentions the necessity of an ice crystal growth
layer (or freezing zone) and then largely ignores this layer since it lics behind the
envelope of the ice front. In this layer the temperature is assumed 1o relax from a
supercooled value at the ice front, to the equilibrium freczing temperature in the spongy
ice-water matrix. List (1990) also suggests that the freezing zone is probably only a
fraction of the thickness of the surficial liquid film (at the equator of a hailstone). These
icing surface structures are shown in Fig. 1.9 where temperatures, interfacial growth
velocities and heat fluxes are also indicated.

List (1990) states that artificial hailstones grown in a wind tunnel environment
routinely exhibit a supercooling of up to 5°C at the outer surface of the liguid film. He

gives a theoretical analysis showing that laminar water films up to 1 mm in thickness arc
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Figure 1.9 Schematic 2-D representation of the spongy layer (IS) of a hailstone covered
by a waterskin (WS). The latent heat of freezing, Q;, is released at the ice-sponge front
(ISF). The equivalent heat energy flux, Qccws, is conducted through the water skin to the
water skin-air interface (WAI) from where it is passed on to the air through the

conduction and convection term, Qc, the evaporation, sublimation or condensation term,
Qqcs» and the sensible heat term, Qcp. The idealized ISF, the envelope of the tips of the
growing dendrites (D), is at the temperature, t,, and advances at the speed Vi into the
water skin of thickness, d. WS retains its thickness because of the accretion of cloud
water at the WAI (at t,) which advances at the speed V5 (=V|s). In reality, the dendrites
require time to thicken over a depth, 8. Only behind that (neglected) layer will ice and
water be at the equilibrium temperature, 0°C (from List, 1990).
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consistent with molecular conduction of heat from the freezing zone to the outer surface
of the liquid film. This iniplies a linear temperature profile through the laminar water
film.

Lock and Foster (1990), in contrast to List (1990), focus on the nature of the
freezing zone itself. and the formation of the ice matrix in the vicinity of the forward
stagnation point of a disc placed perpendicular to a supercooled icing aerosol. The

accretion was allowed to grow on an ice-free steel disc, which was initially at o

and the ice growth rate. Lock and Foster (1990) made macroscopic observations of two
spray ice morphologies, and suggest that they correspond to two modes of ice growth in
the freezing zone.

Lock and Foster (1990) say that both freshwater and saline spray icing exhibited
a mushy ice growth mode at air temperatures below about -15°C. A IMACTOSCOpIC
examination of this deposit showed an accretion with a fine crystalline structure, similar
to slush, with a random crystal orientation and low strength. They hypothesize that this
is due to the nucleation of water, within the freezing zone immediately adjacent to the
water film. They surmise that supercooling in the spray droplets is the driving condition
for the isotropic growth of the many small ice crystals that form the ice matrix. The
normalized accretion thickness was linear with time. This can be readily explained on the
basis of a conventional heat balance analysis.

Lock and Foster (1990) also observed a columnar ice growth mode with a coarse
structure at air temperatures above -10°C. Even though they did not use thin section
analyses to determine the crystallographic direction, they suggest that long cellular
dendrites form with the a-axis parallel to the ice growth direction. This accretion showed
greater structural integrity than the accretion in the mushy growth mode, and fractured
along well-defined grain boundaries. This ice growth mode was associated with a

logarithmic increase in the normalized mass with time. A conventional heat balance
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Understanding the modes of growth that may occur in spray icing is likely to
depend on understanding the nature of ice crystal growth at the icing interface. For
example, Knight (1968) suggests that spongy growth is the result of the morphology of
the icing interface. Makkonen (1990) states that the morphology of an ice-water interface
changes from planar to cellular and then to dendritic with increased supercooling. These
columnar (cellular) and mushy (dendritic) icing modes reported by Lock and Foster
(1990).

Makkonen (1990) presents a theory for predicting the solid fraction of an ice
matrix formed by axisymmetric parabolic dendrites. He examines the heat balance at the
dendritic interface and assumes that the crystals grow without changing shape. An
important result is that the solid fraction of the cry.étal matrix is relatively insensitive to
growth conditions, as proposed earlier by Makkonen (1987). Makkonen (1990) shows that
an assumed ice crystal shape at the icing interface along with a heat balance and a known
supercooling can be used to predict the ice fraction for a fres,iwater spray ice accretion.

This review of the work of List (1990), Lock and Foster (1990), and Makkonen
(1990)) provides a context for the surficial structure postulated in the exploratory spray
ice growth model of Chapter 3. The work of Makkonen (1987) and Zakrzewski et al.
(1993) is used as the basis for the spray ice accretion model of Chapter 3.

Evcn though the traditional heat balance at the outer surface of the spray ice
accretion maintains its key importance in spray icing physics, the modelling of accretion
characteristics such as sponginess will depend on more complete models of the surficial
structure and the morphological processes invoived. Therefore, spray icing models of the
future will probably account for the hydrodynarnics and thermiodynamics of the surficial
liquid film as well as the crystal growth mechanisms at work in forming the final spray
ice matrix. Other problems involving the mechanical nature of spray ice (e.g. strength and
adhesion) may be approached once the morphology of the spray ice becomes predictable,
Advances in this area, as well as in the macroscopic prediction of icing rates for vessels,

are likely to become the stimulus for comparable advances in other areas of glaciology.



1.6 Vessel Spray Icing in Context

Vessel spray icing occurs within the context of marine icing, which in turn oceurs
within the realm of atmospheric icing. Atmospheric icing itsell occurs within the larger
context of all kinds of ice formation within the earth's cryosphere such as sea ice growth
and glacier formation. This discussion is limited to research areas that bear the
fundamental nature of spray icing; namely the presence of a substrate or un uhjc}:t on
which an aerosol may first collect and then freeze. The interrelatedness of all such spray
icing leads to the supposition that research in one area may open up interesting
possibilities in aﬂDthér area. Lozowski and Gates (1991) suggest that all arcas of icing
research share much in common, and that artificial barriers between the various ficlds
should be reduced by increased communication and sharing of information.

Vessel spray icing is a case of marine icing in which the dynamics of the free-
floating structures such as buoys may also experience seaspray icing. Seaspray icing of
fixed structures including natural objects on the shoreline, port facilitics or fixed drilling
platforms may occur as a result of wave impact. Marine icing usually is characterized by
large droplets or splashes of brine. This kind of spray generation is likely to occur for
vessels on large bodies of freshwater as well.

The conditions for freshwater icing are, generally, quite different from the marine
case. For example, freezing rain causes a variety of difficulties in the non-marine
occur. This is often seen in mountainous arcas where rime may coat trees, transmission
lines and towers. These kinds of atmospheric icing, along with wet snow accretion, can

Hail is a form of icing well-known for its potential to destroy crops and property.
Hail growth studies first brought to light the problem of spongy ice growth, and provide
the foundation for the current studies of sponginess in marine spray icing. Therefore, a

question born first in the investigation of hailstones will be answered, at least in part, by



74
work directed toward the marine icing problem.

atmospheric icing, many of the processes involved have a similar nature. For example.

aircraft icing occurs in supercooled clouds with small droplets, low liquid water contents,

and the high airspeeds associated with flight. In contrast, vessel spray icing occurs with
relatively warm spray and large droplets, high liquid water contents, and high surface
wind speeds. However, the icing processes may have much in common. In all cases, for
example, the heat transfer is from the icing surface toward the cold airstream, and
droplets must collide with the icing surface in order to form the surface liquid film of wet
icing. Also, dendriiic growth of ice at the icing surface is likely to account for the
sponginess observed in both marine and atmospheric icing. The similarities in all kinds
of spray icing can serve as the basis for interrelating. comparing and transferring research
results from one area of investigation to another.

A clearer understanding of the physics of spray icing will likely produce more
cffective engineering responses to spray icing problems. For example, anti-icing and de-
icing problems do not yet have effectivc generally vapplicabié engineering solutions.
Fundamental rescarch into the physics of spray icing should continue in the hope that
such engineering solutions will appear along with more accurate models for forecasting
the various icing hazards. The present work is designed to add specifically to the
knowledge of vessel spray icing and spongy ice growth, but it may also serve as a

resource for research in other areas of spray ice accretion.
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2. AN HEURISTIC MODEL OF VESSEL ICING'

The heuristic model of vesscl icing presented here and by Blackmore and
Lozowski (1994) is developed under the modelling rationale given at the end of Chapter
1, and is intended for the purpose of exploring and investigating vesscl icing physics. We
suggest a theoretical framework for vessel icing based on the sequence of physical
processes which constitute ship icing. Such a framework may be used 10 help maintain
the "big picture" of vessel icing physics, allowing work to proceed on aspects of the
problem while keeping the overall context and perspective. As an example, we present
the following heuristic model which accounts for the four vessel icing subprocess arcas
and ocean, (2) vessel dynamics/spray generation hydrodynamics, (3) thermodynamics and
dynamics of spray, and (4) thermodynamics and hydfﬂdyﬁamics ol icing surfaces, In
addition to modelling with these four subprocess areas of vessel icing in mind, we
attempt to produce a model characterized by simplicity, and uni@rsulity with icing
severity indicated on a numerical scale. In addition the model is to be heuristic in nature
and purpose, being readily modifiable and useful for the exploration and investipation of
various aspects of vessel spray icing.

Therefore, the present work introduces a physical-empirical model in which the
many assumptions used are stated explicitly, and in which empiricism is limited 1o 2
singie component of the model. An empirical submodel is used to describe the vessel's
spray generation, and calibration of this submodel is based on ship spraying ficld data.
As an heuristic model it has the potential for investigating many aspects of ship icing but
one question was considered central at the outsel. This question has to’ do with the
relative importance of the physical processes in the spray cloud as compared to the
processes at work on the icing surfaces in bringing about ice accumulation. With. this

purpose in inind, the model was formed in such a way that the in-cloud dynamics and

' A version of this chapter has been published. Blackmore and Lozowski (1994). Int,
J. Offshore Polar Eng. 4(2): 119-126.
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thermodynamics are of primary importance in the model’s physics. This is contrary to
most vessel icing models which either neglect the spray phase of ship icing outright or
emphasize the icing surface physics with only a partial attempt to consider the spraying
subprocessces.

In the following sections the model is described, its performance is compared with
data and with the performance of other models, and its sensitivity is examined. Finally,
as a sccondary demonstration of the model’s heuristic potential, a mechanism for severe

icing is hypothesised as an example, included in the model physics, and then explored.

2.1 Basic Model Assumptions

In an attempt to increase their usefulness, many vessel icing models maintain
gencrality by neglecting vessel size and shape altogether. We suggest simplicity as an
alternative, and model vessel shape and size above the water line by the vessel’s length,
L. beam, B, and freeboard, F,, as shown in Fig. 2.1. The resulting rectangular
parallelepiped collects spray and accretes ice only on the upper reclang.ular surface. The
collected spray is assumed to pass through the vertically oriented access "windows"
(shown in Fig. 2.1) on the perimeter of the upper surface. The wind accelerates the spray
in such a way that it passes through one of these access windows and impinges on the
rectangular upper surface representing the vessel's top side. The total flux of brine is a
product of the spray flux intensity and the upwind projected area of the access window.
This projected arca depends not only on the vessel’s length and beam but also on the
vessel's encountering angle. The encountering angle describes the vessel’s orientation to
the waves and is defined as the angle between the direction of wave travel and the
direction of the ship’s heading. The encountering angle is 180° for head seas, 90° for
beam seas and 0° for following seas.

The model avoids the complication of cyclical spray generation due to periodic
cncounter with waves by assuming continuous spray. This simplification may have
important ramifications. Brown and Roebber (1985) suggest that the rapid temporal

variation in spray observed over vessels is likely to have a significant effect on the mass



Figure 2.1 A diagram of a vessel with spray access windows shown, along with the
characteristic rectangle in plan view,

and energy transfers at the ice accretion surface. Modelling these surface processes is
difficult, but modelling intermittent spray delivery itself may be even more difficult, since
the frequency, intensity and distribution of spray probably depends in a complex way on

The complexities inherent in the dynamic and thermodynamic evolution of sca
spray are sidestepped by assuming that the attainment of dynamic and thermodynamic
equilibrium is complete before the spray impinges on the vessel. Thermodynamic
equilibrium here means that the entrained air, which is initially at the ambicnt

temperature, T,, comes to thermal equilibrium with the spray brine. The temperature of
and brine in the spray downwind of the access window. In this way, the spray brinc

undergoes cooling from the sea-surface temperature, T, to the spray temperature, T,
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The concept of dynamic equilibrium is invoked to describe the generation and
rafting of spray over the vessel. Initially at rest relative to the vessel, spray droplets are
accelerated by the wind to the final horizontal spray speed, V. in the frame of reference
of the vesscl. The spray-entrained air decelerates from an initial relative speed, V,, to that
of the spray, V. The environmental wind field is assumed to be uniform both vertically
and horizontally, with deformation by both the spray cloud and the vessel neglected.
Blackmore and Lozowski (1992) suggest that a vessel enveloped in a spray cloud
that is hypothesized to be continuous would eliminate much of the need for the
conventional convective heat transfer approaches typically seen in numerical vessel spray
icing models. The spray moves through the access window and over the vessel. The air
the spray falls out on to the vessel. Blackmore and Lozowski (1993) offer the assumption
that there may be negligible turbulent transport or mixing of colder external
environmental air to the vessel’s surface, at least over the components of the vessel
which are experiencing spray collection. Furthermore, there may be little convective loss

of heat from the vessel’s icing surfaces to the air, because the entrained air has the same

droplets.

Another thorny modelling issue often dealt with only in more complex physical-
empirical models is the inclusion of brine in the growing spray ice, also known as spongy
growth. We assume that the spray ice is solid primarily to maintain the model’s
for ice accretion sponginess (Makkonen, 1987), it must also be responsible for a decrease
in the temperature difference between the liquid film and the airstream. An increase in
spray ice mass accretion as a result of an increase in sponginess might be partially offset

by the reduction that would accompany the decrease in overall heat loss. In this way
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modelling the ice accretion mass may be largely insensitive to the supercooling-
sponginess assumption used. Since we cannot resolve this question here, the icc accretion
temperature is set equal to the equilibrium freezing temperature of the surface runoff
brine, and the accretion is assumed to be solid, which is appropriate for a liquid film

The growth of ice is modelled in a simple way that is independent of the
hydrodynamics of the surface brine. For the present we will discuss only the case of
supercooled spray. This supercooling heat flux from the spray brine needed to gencrate
a non-supercooled liquid film, balances the latent heat relcase at the icing surface. This
heat balance is used as the basis for calculating the rate of ice grQWIh. In so doing, many
issues such as salt mass balance, surface brine film run-off patterns, and liquid
entrapment may be either dealt with in simple way or may be set aside.

The mode! output consists of an overall vessel ice accretion rate and a
characteristic ice thickness growth rate based on the supposition that the ice acr‘;yjr.clcs
uniformly. Ten input parameters are used: (1) the wind speed, V., (2) the ship’s speed,
surface temperature, T, (7) the sea-surface salinity, S, (8) the vessel length, L, (9) the

vessel beam, B, and (10) the freeboard, F,.
2.2 Modelling Spray Dynamics

Brine droplets ejected from the sea surface by collision with the vessel are prone
to a greater momentum exchange with the wind than is bulk scawater closer 1o the sca
surface. The wind is probably responsible for the majority of the spray droplet separation
and acceleration from the collision-generated jet of seawater. Our description of the spray
rafting process is based on conservation of momentum. Since little is known about the
collision-generated jet we assume a homogeneous source region for the rafted spray. We

associate this source region with the spray access window by assuming that the brine
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from the jet is transformed into spray at or near the spray access window. Therefore we
arc suggesting that at the window, the momentum of the upstream environmental air is
distributed between the spray-entrained air and the airborne brine of the spray cloud.
Another of our premises is that the brine in the spray jet initially has no momentum
relative to the vessel. The vessel is also presumed to have only a constant linear velocity
relative to the sea surface. We further assume that the air and brine reach a final velocity,
V,, in an inertial coordinate system fixed to the vessel. The resulting momentum

conservation can be expressed as:
p,V,=wV +p V, 2.1

where p, is the density of the air, V, is the upstream environmental air speed relative to
the vessel, V, is the spray speed (i.e. air and droplet speed) downstream of the access
window, and w is the average liquid water content of the spray cloud. The terms in Eqn.

2.1 may be interpreted as either momentum per unit volume (i.e. kgms'm™) or as mass

R,- R+ R, | 2.2)

flux intensity or flux are used hereafter to mean mass flux intensity, as defined above.
The present model also assumes that a homogeneous brine flux intensity characterizes the
entire cloud. Such effects as varying liquid flux intensity with height and with distance
from the spray access window are therefore not accounted for.

2.3 Modelling Spray Thermodynamics

The spray brine is cooled by the entrained air from T, to T,, and the rate of heat

loss, q,. for the flux of spray passing through the access window is:

9= GWRWSA( Tss - Ts) 2.3)
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where c,, the specific heat of pure walter. is used to represent the specific heat of sea
water, A is the area of the spray access window, T is the temperature of the sea surface,
and T, is the spray temperature. The forced convective heat transfer which is primarily
spray droplets and the air. Thus, a further implicit assumption of the model is that
thermodynamic equilibrium must be attained either before or at the same time as dynamic
equilibrium.

The rate of heat gain by the air is q,:
4= RA(T-T) @2.4)

where ¢, is the specific heat of air at constant pressure and T, is the enﬁrmmenlal air
temperature. Since the rate of heat loés by the brine must equal the rate of heat gain by
the air (i.e. q, = q,), Eqns. 2.3 and 2.4 may be combined and used to derive an expression
for the spray temperature:

T - CWTSST+ cpTg

s R
C I+,

(2.5)
where r is the flux intensity ratio (i.e. r = R, /R,.). The flux intensity ratio, r, is calculated

using an empirically determined value of R, (see Eqn. 2.10a), and R,, from Eqn. 2.2.
2.4 Modelling Vessel Spray Flux

Collision-generated sea spray results from the vessel’s intcraction with waves, and
(1973), and assume long-crested waves, for a decp fully-developed sea. The significant

wave height, H,, and significant wave phase speed, C,, are given by:

2 :\™M > g
H;A,(—[—J—]tmh{El(g—F (2.6a)
g L \U?



96

(2.6b)

where U is the wind speed (ms™) at the 10 meter height, F is the fetch (m), g is the
gravitational acceleration (ms™), and A,=0.283, B,=0.0125, m,=(0.42, A,=1.2, B,=0.077,
and m,={).25. Eqns. 2.6a and 2.6b are valid for the wind speed range 10 to 100 knots (5.1
to 51.4 ms™') and for the fetch range 1 to 1000 pautical miles (1.85 to 1852 km). Since

Egns. 2.6a and 2.6b are deep sea equations, and since the group speed for short waves

for use in the spray generation equations developed below. Following Horjen and
Carstens (1989), we suggest that spray generation is related in a simple way to the rate
of power transmission by the waves in the vessel’s seaway, Doppler shifted by the
vessel’s motion. The wave power encountered per unit width of vessel exposure to the

waves is (Khandekar, 1989):

[

w

=]

where p, is the density of scawater, H, is the significant wave height, and C,, is the
magnitude of the group velocity relative to the vessel (Fig. 2.2). We assume that the
vessel moves steadily through the wave field without acceleration from either ship/wave
interaction or from a change in course. The group velocity relative to the vessel, shown

in the vector triangle on the left in Fig. 2.2, can be represented by the vector equation:

C,=C,-V, (2.8)

where vectors are represented in the text with bold type, and where V., is the vessel’s
velocity, and C, is the group velocity of the significant waves. The group velocity in
Eqn. 2.8 may be interpreted as either the velocity of wave energy (i.e. as in Eqn.2.7), or

as the velocity of a group of waves.
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B =

S
Figure 2.2 Plan view of a vessel’s bow relative to the waves. Wind and group velocity
vector triangles are shown on the right and left, respectively.

In order to justify a functional form for F,. the spray flux impinging on the
vessel, per unit width of the vessel’s upwind projected breadth of wave exposure (units
of kgm™'s™), the Buckingham T1 theorem may be invoked. The variables assumed to be
important are, p, the air density, H, the significant wave height, F,, the frechoard, and C,
the relative group velocity. We sought a functional form similar to that of Eqn. 2.7 on
the hypothesis that wave power is related in a simple way to spray gencration. Therefore,
F,. may be written as:

2

H
Fws:K pn——s— Cgr (2.9)
FB

where the constant K may be thought of as the dimensionless group formed from the

selected variables which produces an equation for F, that is similar in form to Eqgn. 2.7.
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The frecboard is included in Eqn. 2.9 because we expect that the collected
collision-generated spray mass will decrease with an increase in freeboard. Since F,, is

a function of R, and Z, the spray access window height (i.e. F,.=R,.Z), we propose that:

B

2 .
Rw!i;kr p‘[I:_S) (2-103)

Z-kC,  (2.10b)

where k, and k, are empirical constants with units of s™ and s, respectively. It can be
shown that k, and k, are ().15 s and 0.085 s. respectively. These values are derived in
Appendix 1 on the basis of field data for spraying of the Soviet medium-sized fishing
vessel (MFV) "Narva" (Zakrzewski, 1987).

The centrai rationale for the partition of Eqn. 2.9 into Eqns. 2.10a and 2.10b is
that Eqn. 2.10b follows the form of the equation for the maximum height of spray over
a Soviet medium-sized fishing vessel (Zakrzewski et al., 1988). This equation is given
in Appendix 1 as Eqn. A1.6 (i.e. Z,,.=0.535V ). However, Eqn. 2.10a contains the ratio
(H/Fy) which is known to be important in the seakeeping of vessels, and Kachurin et al.
wave height (i.e. w=EH,, E=10" kgm™). Both H, and the ratio H,/F are contained in Eqn.
2.10a and may help to give a partial explanation for its form.

In order to derive equations for spray generation for tie entire vessel, the angle
of encounter with the relative group velocity, and the magnitude of the relative group
velocity C,, need to be calculated. The magnitude of the relative group velocity, Cprr 18
used in Eqn. 2.10b to determine the time-averaged spray access window height, Z. The
equations required to solve for C,, and a,, are derived in Appendix 2.

In order to calculate the final velocity and temperature of the spray, the value of
the air velocity relative to the vessel (V, in Eqn. 2.1) must be known. Therefore, in an
analogous manner 1o that used above for C,,. the velocity of air relative to the vessel, V,,

is determined by the vector equation:
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V =V -V (21D

ar w ¥

The vector triangle on the right in Fig. 2.2 shows this vector sum. The method and
equations used to solve for V_ and a,, arc given in Appendix 2.

The hydrodynamics of the spray jet during the interaction of the vessel's hull with
waves are poorly understood. Even though the recent splash-generation experiments of
Sampson et al. (1996) compare very well with the scale-model bow splashing
of the brine-hull interaction. Determining the extent of spray generation along the vessel's
perimeter remains a difficult problem. We suggest, as a first attempt at a spraying
submodel. that the hullAvave interaction produces a spray jet along half the vessel's
length. Zakrzewski et al. (1988) give data which suggests that for a 25 ms™ wind speed
and beam seas. the extent of spray generation may approach half the vessel's length (i.c.
(1.44L). Spray generation over half the vessel length may therefore be an overestimate.
In the model we assume that the spraying occurs along the port side of the vessel but by
symmetry of the process, the results apply equally well for spraying on the starboard side.
The extent of the spray jet along the perimeter of the ship, along with the encountering
angle. a,,. allows the determination of the upwind projected width of the Spray access
window, P. The equations for the projected width and their derivation are given in

Appendix 2. The spray access window area is therefore:

A=PZ (2.12)

Fig. 2.3 shows that the relative group velocity, C,,, is perpendicular to the
projected width. P, and that the relative wind velocity, V,.. is not (even though the
absolute wind and group velocity are parallel). Therefore, only that component of V..
along C,, is perpendicular to the width P. This component of the relative wind is
assumed to be the source of momentum for the spray. This component of the relative
wind vector is defined here to be V,, and its magnitude, V,, was used in Egn. 2.1 to
determine the momentum available for the rafting of spray over the vessel. The

particulars of the derivation and use of V, in the model are given in Appendix 2.



Figure 2.3 Plan view of a vessel's bow relative to the waves. The projected width, P, is
shown with the relative wind and group velocity vectors.
Since the projected width of the spray access area, and the flux intensity of spray

have now been determined, the overall spray flux, F,, is:

F,=AR, (2.13)

¥ WE

Under actual spraying conditions, a portion of the spray is collected by the vessel
and the remaining spray passes over and around it, back to the sea. We assume that all
the spray passing through the access window (i.e. F,, Eqn. 2.13) impinges on some

surface of the vessel. That spray which passes around the access window returns directly
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2.5 Modelling Supercooled Spray Ice Accretion

in such a way that the droplets may supercool below the brine’s equilibrium freezing
temperature. In the model. if the spray supercools, icing is ;ﬁrcdicmdi and if the spray
does not supercool, icing is not predicted. Therefore, we suggest that for the purpose of
a simple model, the in-cloud heat loss associated with the supercooling of the collected
brine flux, q,, may be set equal to the flux of latent heat associated with the vessel's ice

accretion rate, q. This leads to:
c R A(T-T) =L (2.14)

where T, is the freezing temperature of the brine. L, is the latent heat of fusion. here
approximated as the latent heat of fusion for pure water, and I, is the overall ice accretion
rate for the vessel under the supercooling scenario. The heat balance expressed in Eqn.

2.14 is different from the heat balances used in most spray icing modcls in that it
air as opposed to the more traditional summation of heat transfer components at the icing
surface.

The equilibrium freezing temperature of brine, T;, which is required for the heat
balance in Eqn. 2,14, has been expressed as a function of salinity, S,, by Makkonen
(1987) as:

T, = -54S, —SDOSS (2.15)
I =R, ,Af“f(TrT) (2.16)

Once the overall vessel icing rate is known, the thickness growth rate, typically
in em hr'!, can readily be determined using the assumption that ice accretes on only half

of the model’s rectangular topside area. In general, ice forms forward for head scas, aft
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for following scas, and on the windward side for beam seas (BSRA, 1957; Hayhoe,
1989). Nevertheless, our assumption represents a considerable simplification in the
modelling of spray ice distribution. No specific assertion concerning the distribution of
ice on an actual vessel’s superstructure or deck is intended or possible with this model.

Using the rectangular topside model of a vessel along with the above ice

distribution rationale leads to:

hf% | @1
(%)

where h, is the ice growth rate for the vessel, and p; is the density of the ice accretion
taken to be that of pure ice, p, = 917 kgm™. '

2.6 Modelling Nucleated Spray Ice Accretion

As mentioned above, the present model is intended for investigétive purposes, and
because it has a relatively uncomplicated structure, it may be modified to examine
different aspects of the problem. In order to demonstrate this capability, we present model
and equation development which is used to explore a hypothesized severe icing
mechanism, namely nucleated spray. In a later section, the model will be compared with
data that may represent severe icing cases.

The modified or nucleated model’s premise is that the sea spray droplets freeze
partly in transit and hence contain ice crystals in such quantity that the temperature of
the droplets is well represented by the equilibriﬁr’ﬂ freezing temperature of the unfrozen
possibilities. The first is that frazil ice or grease ice (Martin and Kauffman, 1981) may
be present in the sea as a result of sufficient heat loss to the air under conditions of wave
induced turbulence. Recent work in the Weddell Sea for example (Weeks and Ackley,
1982) has shown that sea ice may consist of more than 50% frazil. Even though frazil

ice formation is less likely in the Arctic basin, the Labrador Sea. and other areas



103
frequented by vessels, than in the Weddell Sca, we propose that this is a possible
mechanism for nucleated sea spray.

A second hypothesized mechanism is the nucleation of spray droplets as a result
of cooling during the rafting of the spray (Makkonen, 1989; Sackinger and Sackinger,
1987). Szilder e! al. (1991) postulate that an observed increase in ice istand building rate
for air temperaturez less than -20°C might be due to the mechanism of droplet nucleation.
Apart from low air temperatures, the conditions required to trigger this mechanism in
vessel spray icing are unclear.

A third possible mechanism for the introduction of ice crystals into the spray is
snow. Brown and Roebber (1985) show that 62.8% of a group of 960 Canadian Coast
Guard icing reports included references to snow. They recommend further that work be
done on mixed snow and spray, and suggest that snow may have an important effect on
ship icing. Horjen (1990) found theoretically a 200 to 270% increase in the spray icing
load during snowfall (snow concentration of 0.28 gm™) over that without snow, for gale
conditions (18-2G ms™). Unlike Horjen (1990), however, we do not account for, or
include, the accumulation of actual snow mass within the growing icc on the vessel.
Another significant effect that snow may have on ship icing is to cool the sea surface to
the freezing point, and then become a source of ice particles for the sea-surface brine,
after it has reached the freezing temperature. Thus prolonged snowstorm conditions may
help reduce sea temperatures and st the scene for nucleated spray. :

In order to derive an equation for the ice growth rate under nucleation conditions,
we equate the in-cloud heat gain by the air (Eqn. 2.4), q,, to the sum of g, the flux of
latent heat associated with the ice formation, and q,, the sensible heat given up by the

brine. The heat balance equation is:
GPRKA(TS_TE) ELIIH+CWRWSA(TSS—TS) . | (218)

where T, represents the spray temperature and where |, is the overall ice accrétion rate
for the vessel under the nucleation assumption. The spray temperature, T,, of Eqns. 2.18
and 2.19, is assumed to be the final equilibrium temperature of the nucleated spray (i.c.

a mixture of ice and brine) that impinges on the vessel. Therefore, as is explained in
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more detail below, the ice-brine mixture is at the equilibrium freezing temperature of the

temperature of the liquid portion of the spray (i.e. T=T)), which results in a heat balance
very different from that of the supercooled vessel icing model of Section 2.5 (Eqn. 2.16).

The overall vessel icing rate with the nucleated spray assumption, 1, is:

=R AL T -T)-R Al (T -T) @
n_ ttas L’f] s T : E}: ~r8 § ,!

As with the supercooled icing model, we assume that all of the spray ice is

[
s
ol
et

accreted on the vessel, and that the ice forms a solid deposit without entrapped brine.
This assumption is used here as the basis for modelling the conservation of salt mass, and
ultimately as the basis of another equation for I, The rate of salt mass collection inherent
in the brinc impinging on the vessel (i.e. the term on the left side of Eqn. 2.20) must

balance the rate of salt mass runoff (i.e. the term on the right side of Eqn. 2.20):
RwsAsss = (RT\’SA- In) Sm (2.20)

where S_ is the salinity of the sea surface (i.e. the initial brine salinity), and S,, is the
salinity of the runof! brine that returns to the sea. Eqn. 2.20 is rearranged so as to give

a second equation for the nucleated ice accretion rate:
I,=R A(l =55) (2.21)

Since the mass of ice formed during the spraying process is assumed to stay on the vessel
as a solid deposit, the concentrated spray brine salinity and the runoff brine salinity are
reasoned to be the same. In this way, the salinity of the run-off brine and the spray

1987) as:

T,= -54S,-600S (2.22)

]

Eqns. 2.19, 2.21 and 2.22 are solved for the three variables I, T,, and S, using
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the bisection method (Press et al., 1990, p. 243). Once 1, is known, the ice thickness

growth rate, h,, can be calculated in a way analogous to Eqn. 2.17.
2.7 Model Evaluation

In order to test the model, a group of sixty icing events was chosen from the
Zakrzewski and Lozowski (1989) data set. Cases were selected where all the required
input variables were listed or where a reasonable estimate for a missing value could be
given, especially missing parameters with low model sensitivity. Where the original data
contains a parameter range, an average over the range was used in the model evaluation.
A sea-surface salinity of 32.5 ppt was assumed for all events except thosc from the Baltic
Sea where 5 ppt was used. For most of the selected cases, vessel length, beam, and
freeboard are specified by Zakrzewski and Lozowski (1989), but sometimes only vessel
length is available. In these cases beam and freeboard were estimated using gcomeltrical
similarity to the Soviet MFV. The seastate in all cases was modelled on the assumption
of a 200 nm fetch with a fully developed sea. The only exceptions were cases from the
Baltic Sea for which a fetch of 100 nm was used. Where ice growth rates in cm hr! were
given in the data, they were converted to data icing rates in tonnes hr' using Eqgn, 2.17.
These data are listed in Appendix 3.

The model’s performance was subjected to the statistical analysis recommended
by Willmott (1982). In this approach a number of statistics are reported including, (1) the
number of data (N), (2) the observed and predicted mean values (OM, PM), (3) the
observed and predicted standard deviations. : OSD, PSD), (4) the slope and y-intercept of
the regression line (b, a), (5) the mean t:4 error and the mean absolute error (MBL,
MAE), (6) the root mean square error (RMSE), (7) the systematic and unsystematic
RMSE (RMSE,, RMSE,), and (8) the Willmott index of agreement (d). Even though
Willmott (1982) suggests that the coefficient of determination, r?, is of little importance
in model evaluation, we report it because of its familiarity. These statistics were
calculated for predictions made by (1) the Blackmore and Lozowski (1994) heuristic

model with supercooling spray (BLS), and (2) a version of the Kachurin ¢t al. (1974)
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nomogram computerized by the AES of Canada (KA model) for the sixty cases of the

above mentioned data set. The statistics are presented in Tables 2.1 and 2.2.

TABLE 2.1 Icing event statistics for comparing the performance of the BLS model and
the KA model against each other and data. All statistics have units of tonnes hr”', except
b.

oM PM ospD | PSD b a
BLS 2.27 2.30 2.05 2.52 0.875 | 0.307
KA 2.27 2.44 2.05 1.67 0489 | 1.325

TABLE 2.2 Icing event statistics for comparing the performance of the BLS model and
the KA model against each other and data. All statistics have units of tonnes hr”', except
d and r*.

MBE | MAE | RMSE | RMSEs | RMSE, | d P
BLS | 0.024 [ 123 178 | 025 | 176 | 083 | 051
KA | 0163 | 134 169 | 105 | 1.32 0.76 | 0.36

Fig. 2.4 shows a scatter plot for the BLS heuristic model. The OM and PM for
the BLS model performance are very similar and the model shows a moderately larger

standard deviation than the observations, The regression line shows a slope not far from

a low bias in model performance. The MBE shown in Table 2.2 is small but the larger
MAE suggests a somewhat larger variation in predicted icing rates than does the MBE.
This is confirmed by the large value of RMSE in Table 2.2. With a small value of
RMSE,, and with an RMSE, ~ RMSE, it is apparent that the model has a small
component of systematic error.

Fig. 2.4 exhibits an apparent bimodal behaviour in the range 3 to 6 tonnes hr
where the data appear to "avoid" the diagonal. This bimodality may be due to developing
seas or nearshore winds (i.e. smaller H, than expected) on the one hand, and heavier seas
than expected (i.e. winds dropping off with insufficient time for appreciable wave decay
or open ocean waves where the fetch is larger than expected) on the other. Comiskey et

al. (1984) have also reported a bimodality like this in their model's comparison with data.
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Figure 2.4 Scatter plot for lhei—fpieirrfarﬁlariééfaf the Blackmore and Lozowski supcfcaﬁlfcf:d
model (BLS) against sixty cases of Soviet icing data from Zakrzewski and Lozowski
(1989).

Fig. 2.5 shows the KA model performance compared against the same data sct
used for Fig. 2.4. Once again the OM and PM are simiiar but show a slightly larger

discrepancy than for the BLS model. The PSD in this case is clearly less than that of the

high value of intercept, this suggests that the KA model performs with more bias than
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Figure 2.5 Scatter plot of the performéﬁce of the ccri’npiltérii;zegversian of the Kachurin
et al. (1974) nomogram for sixty icing everts taken from Zakrzewski and Lozowski
(1989).

the BLS model. This is confirmed by the values of MBE and MAE. The KA model
performance gives an RMSE which is slightly better than that of the BLS model.
However, large values of RMSE, and RMSE, suggest that the KA model has a
comparatively large systematic error. The Willmott index of agreement in Table 2.2 is

lower than for the BLS model, but may not be significantly lower.
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After examining the data of Zakrzewski and Lozowski (1989) again, we found an
additional twelve cases which were not included in the sixty cases used for Figs. 2.4 and
2.5. These cases were originally neglected because of what seemed to be anomalously
large icing rates compared with the other data and with icing rates from the KA model

(see Fig. 2.6). We suggest that these cases of anomalously large icing ratc may be duc



110
to the nucleated spraying mechanism as described in the Blackmore and Lozowski

nucleated spraying model (BLN). If these cases are anomalously large because of the

the conditions necessary for this mechanism remain unclear and may require substantial
work to identify.

In Fig. 2.6, curves "a", "b", and "c" are the regression lines for the BLN, BLS,
and KA models, respectively. The slopes for curves "a", "b" and "c¢" are .61, 0.13, and
.03, respectively, showing that the BLN model is in better agreement with observation
than cither the BLS, or the KA model. For the most extreme icing case in Fig. 2.6, the

BLN model predicts an icing rate approximately 350% larger than the BLS model.
2.8 Model Sensitivity

The sensitivity of the BLS model was investigated for a Soviet MFV given a

standard condition consisting of V, = 1 ms™, V, = 20 ms”, o = 180 degs, T, = -10 °C,

T

Y

1 °C, and S, = 35 ppt. For fully developed seas, this condition results in a

significant wave height of 6 m.

Fig. 2.7 shows the sensitivity of the BLS model to wind speed, air temperature,
and sca-surface temperature. Air temperature and wind speed are influential parameters.
This is in agreement with much of the vessel icing literature (Lozowski and Gates, 1985).
The sea-surface temperature has a relatively mild effect on the icing rate, and

Fig. 2.8 shows that the model sensitivity to significant wave neight and fetch may
be considerable, and comparable to the influence of air temperature and wind speed (Fig.
2.7). In the present model, the significant wave height is estimated on the basis of Eqn.
2.64a, and for this reason the significant wave height and the fetch are not independent.
The icing ratc shows much less sensitivity to sea-surface salinity than to wave height or
fetch, and indicates a decrease in icing rate with increasing salinity. Since sea-surface
salinity may typically not vary strongly on the open ocean, the model suggests that this

parameter may have little influence in vessel icing.
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Figure 2.7 Sensitivity diagram for air temperature (a), wind speed (b), and sca-surface
temperature (c) under the standard condition.

Fig. 2.9 shows model icing ratc sensitivity to vessel speed, encountering angle,
and the size scaling factor. Icing rate here has a strong dependence on the encountering
angle with a maximum around 110 degrees (i.e. close to beam scas) and a minimum for
following seas. The vessel speed for a Soviet MFV is limited 1o ~2.5 ms”' for the
conditions specified, and with it the icing rate is also limited. However, the model

suggests that a vessel with the characteristic size of an MFV and greater speed may



112

Sea-surface Salinity (ppt)
0 4 8 12 16 20 24 28 32 36 40

v—.‘/\‘lo» 1 T 1 l | + l—" T
ot : ‘ : :
£ 9F
e 8 o
s 7} o
g ¢ ;
< 5F o
fb 4 F L...C e e
c : :
I E—
= 1t el

o E ,

S o= .. . i |

0 100 200 300 400 500 600 700 800 900 1000
Fetch (nm)

L LSRN VS NS SR TS ]

12 3 45 6 7 8 9 1011
Significant Wave Height (m)

Figure 2.8 Sensitivity analysis for significant wave height (a), sea-surface salinity (b),
and fetch (c) for the standard condition.

cxperience a considerable increase in icing. The size scaling factor was multiplied by the
characteristic linear dimensions of an MFV in order to examine the ice growth rate (cm
hr'") sensitivity to vessel size. The ice growth rate (ordinate on the right side of Fig. 2.9)
is notably sensitive to the scaling factor for factors of 2 or less (i.e. lengths less than 80
m). Ice thickness growth rates appear to become very sensitive to scaling factor for

factors less than unity, showing no icing for very small vessels and very large ice growth
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Figure 2.9 Model sensitivity to the encountering angle (a), the vessel speed (b), and the
size scaling factor (c). The encountering angle is 180° for head seas, Y0° for beam scas,
and 0° for following seas.

rates for scaling factors in the range 0.3 to 0.4. The lack of icing associated with scaling
factors close to zero is caused by a reduction in the vessel’s freeboard. Eqn. 2.9 suggests
an increase in spray flux with decreased scaling factor and frechoard. With a large spray
flux, the entrained air may not produce spray supercooling, and hence no icing would

occur. As the scaling factor becomes large, the spray flux becomes much smaller, and
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this, combined with the larger accretion area, (i.e. BL/2; Eqn. 2.17) results in small
thickness growth rates. For scaling factors in the 0.3 to (.4 range, the icing rate (tonnes
hr') coincides with a relatively small vessel accretion area which accounts for the sharp
peak in thickness growth rate of Fig. 2.9.

The sensitivity to scaling factor suggests that the averall mass accretion rate needs
to be related to the particular vessel (i.e. to vessel size). This is because a given mass
accretion rate may be insignificant for a large vessel, but disastrous for a smaller one.
The smaller vessel may experience a significant increase in spray collection area and sail
area (not modelled in the present work). The increase in collection area could in a time-
dependent fashion accelerate the rate of ice growth and the increased sail area could
increase the overturning moment for the vessel, ultimateiy reducing stability. Vessel icing
prediction methods that do not account for the vessel size may yield underestimates of
spray icing danger.

Fig. 2.10 is similar to the sea-surface temperature sensitivity diagram presented
by Makkonen et al. (1991). The condition specified by Makkonen et al. (1991) is the
same as the standard condition described above, except that the significant wave height
is & m. (Fig. 2.10, curves a and b). The BLS model with an 8 m wave height (curve a)
shows a larger ice growth rate than the Stallabrass (1980) model (S model), but less than
the KA model or the Overland (1990) model (O model). The BLN model (curve b)
shows a higher ice growth rate and a higher sensitivity than the other models with the
exception of the O model.

Makkonen et al. (1991) present their diagram (similar to Fig. 2.10) to show the
strong brine-temperature sensitivity of the Overland et al. (1986) algorithm at low sea-
surface temperatures. In this way, they intend to support their position that the Overland
et al. (1986) algorithm is theoretically deficient. Because the present work is not based
on an icing surface heat balance in the way the Overlandtet al. (1986) algorithm is, it can
shed little light on the issue except possibly in one way. Curves b and g suggest the
possibility that a nucleated spray icing mechanism may be responsible for actual icing
rates and icing rate sensitivities larger than would be expected with predictions from

surface heat transfer models such as the Staliabrass (1980) and KA models. If this is so,
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Figure 2.10 Sensitivity analysis of ice growth rate for various models. Curves a and [ arc
for the BLS model. Curves b and g are for the BLN model. Curves ¢, ¢ and d are for the
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then the data used by Overland et al. (1986) and Overland (1990) may have nucleated
spraying events that coincide well with their theoretical approach to modelling. This view
is supported by the BLN model’s performance at low sea-surface temperatures (Fig. 2.10),

curve b) where both the icing rates and icing rate sensitivity arec somewhat similar to the

Overland (1990) algorithm.
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The BLS model reveals a significant change in sea-surface temperature sensitivity
with scastate. This is apparent from Fig. 2.10 as curve "a" is for H=8 m and curve "{"
for H.=6 m. For a sca-surface temperature close to 5.5 °C, a change of significant wave
height from 6 m to 8 m will bring little change in icing rate. It appears that for a higher
sca-surface temperature (i.c. T,>5.5 °C), heavier seas mean a decrease in ice growth rate.
while for a lower sea-surface temperature, heavier seas will bring an increased ice growth
rate. At the "cross-over" temperature the increased potential for icing as a result of
heavicr scas (i.c. more spray) is just offset by the decreased potential for icing as a result
of the warmer sea surface brine. For the BLN model the situation is analogous except
that this "cross-over" sea-surface temperature, shown at the intersection of curves "b" and
"g", is lower.

Fig. 2.10 also shows that curves a and b will intersect close to 11°C on the sea-
surface temperature axis (i.e. with an ice growth rate of 0 cm hr''). This occurs because
the spray supercooling in both the BLS and BLN models is 0 °C at a sea-surface
temperature of about 11 °C. In this way, a limit to ice growth based on sea-surface
temperature is apparent for the standard condition. This limit appears to be above the 6°C
to 8°C limit proposed by some early vessel icing investigators (Minsk, 1977; Borisenkov

and Pchelko, 1972). For a Sigﬁiiﬁcam wave height of 6 m (curves f and g) this sea-surface

horizontal orientation, suggesting that the sea-surface temperature limit increases to very
large and unrealistic values. In this case, the icing becomes sprayegEﬁeraLiDn—-limitéd and
the icing rate approaches zero at all sea-surface temperatures as the significént wave
height approaches zero. Therefore, the model suggests that an ice growth limit is a
function of both sea-surface temperature and seastate. Thus, the apparent limit may have
been a climatological feature of cold oceans and not be based on the physics of ship icing

itself.
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2.9 Discussion and Conclusions

The heuristic modelling described in the above sections gives attention to the four
subprocess areas of vessel icing, namely, (1) the state of the atmosphere and ocean, (2)
vessel dynamics/spray generation hydrodynamics, (3) thermodynamics and dynamics of
spray, and (4) thermodynamics and hydrodynamics of icing surfaces. In each of these
subprocess areas we use a combination of empiricism and physical principle to model
vessel spray icing. In this way, the entire vessel icing process is accounted for in the
model development.

The model uses simple physics. An example of this is the use of a heat balance
based on the assumption of complete air/spray heat exchange without the traditional heat
transfer components seen in many icing models. It is easy to forget that the heat transfer
correlations traditionally used to model the heat transfer components are themselves
empiricisms often with many constraints. These correlations may be valid for uniform
single phase flow, and are usually without liquid films flowing on the object’s surface.
These correlations are also usually limited to smaller objects and depend on an
assumption concerning the air flow deformation due to the presence and motion of the
vessel and the spray cloud relative to the vessel. Therefore, the much simpler air/spray
heat balance presented here could model the heat transfer processes as effectively as the
more complex empirical heat transfer correlations.

The use of a parallelepiped approximation to the vessel's shape above the water
line results in an icing model that in a simple way takes into account the essential nature
of many different types and classes of vessel without causing the model to become
specialized to one type or class of vessel. Historically, the great varicty of vessels that
may be present during a freezing spray episode has been a problem for spray icing
prediction.

The goal of modelling precision is satisfied in that most of the aspects of the
physical processes of ship icing were dealt with by explicit assumptions, physical
principles, or empirical submodels. The goal of output precision is met in that this modcl

has numerical output (i.e. ice mass accretion and thickness growth rates). Many icing
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predictors in the past have used categorical schemes for describing icing intensity and
have, thereby, exhibited less output precision. _

Therefore the present heuristic model of vessel icing, simpler in physics than
some models of vessel icing, demonstrates a considerable universality while maintaining
precision. The empiricism for the model’s spray generation is based on Soviet field data
for spraying of an MFV. The primary heuristic issue addressed in the present work has
to do with the spray/air heat balance used to calculate the spray ice accretion rate. The
model performs well against data and the KA model. We suggest that the heuristic
modcl’s successful performance in comparison to the KA model implies that our
emphasis on the spraying process rather than the surface icing processes produced a
model with realistic performance. On the basis of our approach, we are not suggesting
that the spraying processes are more important than the surface processes but only that
morc work deserves to be done on establishing more clearly their relative importance.

However we do recommend, on the basis of the present work, that it would be prudent

past.

The model’s usefulness in exploring a hypothetical severe icing mechanism (i.éi
the BLN model) has been demonstrated by examining twelve selected cases of extreme
icing. Since conditions necessary to trigger nucleated spray are not clear, the selection
of extreme icing cases of this kind remains subjective. Also, since vessel icing data sets
may contain cases of nucleated or partially nucleated spray, some of the noise or error
in these data sefs may arise from this uncertainty.

The model has also been used to examine icing sensitivity to nine model
parameters. Air temperature, wind speed, vessel size and encountering angle, were found
to have a strong influence on vessel icing for a chosen standard condition. Feich,
significant wave height (dependent on fetch in the BLS model) and vessel speed were
found to have a moderate influence on vessel icing severity, while sea-surface
temperature (for the BLS model) and sea-surface salinity had a mild influence. A
hypothesized nucleated spraying mechanism was numerically tested. These tests showed

that the nucleated spray icing mechanism produced a marked increase in icing rate and
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in the sensitivity of the icing rate to the sea-surface temperature. Finally, the model

shows that a universal sea-surface-temperature-based-limit to spray icing is not likely.
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3. AN EXPLORATORY FRESHWATER SPONGY SPRAY ICING MODEL

The review of saline spray icing given in Chapter 1 suggested that much is left
to be icarned about spongy accretion. Included in Chapter 1 are the details of & model
of spongy ice accretion for seaspray (Makkonen, 1987), which is based on an analogy
with freshwater spongy spray icing. This analogy has allowed considerable insight into
the ice accretion process, including an increased awareness of the importance of the
dendritic growth likely to occur in spongy spray icing, which is also observed in sea ice
growth. The modelling approach presented in this Chapter for freshwater spray icing is
based on an analogy with freely-growing ice crystals in bulk supercooled water. An
increased understanding of freshwater spongy accretion is likely to help advance the
understanding of spongy saline spray icing.

The present approach is in contrast to many traditional ones in which spongy
spray icing is modelled without clearly specified modelling assumptions concerning the
structure of the icing surface. This lack in traditional modelling might be taken to suggest
that the surficial liquid film is of uniform temperature and that the icing surface may
have a surficial structure of little importance to the icing process. As a consequence, the
hydrodynamics of the film, and its possible influence on the icing process are typically
not considered. Also not considered is that layer of growing dendritic ice which lies
between the liquid film and the crystalline ice matrix of the spongy accretion. Even
though it has been known for some time that the macroscopic characteristics of spray
icing arc the product of ice crystal growth at the microscopic scale (Knight, 1968), most
models have not accounted for these factors explicitly. To rectify this deficiency, a new
exploratory theoretical model is presented which reinforces many earlier insights, while
providing new insight into the physics of the spongy spray icing process. The model
predicts the ice accretion rate as well as the rate of inclusion of water into the ice
accretion matrix. It is formulated for a specific icing configuration, namely that of a

vertical cylinder segment.



125

A general description of the model. its assumptions, and its structure is given in

in Section 3.2. An approach to modelling the surficial layer of growing dendritic ice, or
what will hereafter be referred to as the freczing zone, is given in Section 3.3, The
thermodynamics of the model appear in Section 3.4. The icing regimes that arise from
the model’s structure and that characterize the model’s performance are discussed in
Section 3.5. A list of model equations and a brief discussion of the approach used to
solve them is given in Section 3.6. Section 3.7 gives the method used to evaluate an
empirical parameter needed by the model for completeness. Once the empirical parameter
is estimated. model sensitivity and performance can be evaluated. This evaluation is
presented in Section 3.8. Finally, conclusions and recommendations are presented in

Section 3.9.
3.1 Basic Model Assumptions

A fundamental assumption of the present model is that ice is accreted under
constant environmental conditions to yield steady-state ice growth on a vertically oriented
circular cylinder segment of specified ength. A series of cylinder segments may be used
to model a cylinder of greater length, and to discretize the mathematical problems of
spray and ice distribution. Such a configuration of cylinder segments, cach of height, Z,,
is shown in Fig. 3.1. In this way, ship mast icing or the icing of other vertically oriented
cylindrical components of a vessel could be simulated. The main reason for choosing a
vertical orientation of the cylinder has to do with the availability of a gravitational film
flow model to describe the flow of liquid down a vertical surface. This strategy was
adopted in order to use the vertical falling liquid film model of Dukler and Bergelin
(1952), to apply it in the case of a vertical cylinder, and to concentrate on other aspects
of the spongy spray icing problem. The primary objective is to produce a complete,
The use of this model has given the opportunity to examine the potential influence of a

falling film on spray ice accretion.
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Figure 3.1 A vertical cylinder with the two uppermost cylinder segments shown. The
cylinder segment height is Z_. Only the windward half of the cylinder receives impinging
spray which forms a falling liquid film.

Fig. 3.1 shows that the wind and spray motion are perpendicular to the axis of the
cylinder. It also indicates that the spray droplets collide with the liquid film moving down
the icing surface. The collision efficiency parameterization of Finstad et al. (1988), gives

a collision efficiency of unity over a considerable range of wind speed for droplets

In order to keep this aspect of spray icing uncomplicated, a monodisperse droplet
population is assumed with a known collision efficiency, independent of the spray flux
intensity. In this way, the difficulties of simulating seaspray impingement are sidestepped
for the purpose of maintaining the main modelling focus on the spongy ice growth

problem. The cylinder’s curvature is neglected inasmuch as a uniformly distributed spray
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flux over the windward side of the cylinder is assumed. This assumption was also made
to maintain simplicity, and to model the average hydrodynamic condition for the
windward side of the icing surface.

The model’s falling liquid film moves only vertically, and no horizontal
component of film velocity is allowed for in the falling film submodel. This allows no
surficial liquid flow from the windward side toward the leeward side of the cylinder, and
implies that the model accretion is added uniformly to the windward side of the cylinder.
The ice mass which is being accreted on the icing surface is removed from the falling

If the model is run for a single-segment, liquid is collected by the wiﬁdwzifd side
of the cylinder and is shed along the lower boundary of the segment. If the model is run
as a series of segments (as in Fig. 3.1), liquid flows into a segment from the segment
immediately above, while impinging water joins the flow over the windward half of the
segment. If the accretion is spongy, water either exits a segment as part of the falling
film, or is accreted as a matrix of crystallinc ice and entrapped liquid. The ice crystal
interface grows due to the supercooling of the liquid in the falling film. If the
supercooling is sufficiently large, aggressive crystal growth may occur which entraps the
zone/laminar layer interface will hereafter be referred to as the icing interface, shown in
Fig. 3.2. Makkonen (1988) has assumed that the rate of advance of the tip of an icicle
is related to the degree of supercooling near the jce/water interface at the icicle’s tip. He
reports that a model based on this assumption compares very well with experimental
measurements of the growth rates of icicle length. An analogous assumption that the rate
of advance of the icing interface depends on the supercooling in the vicinity of the
interface is used in the present model.

Conservation of water substance is used as a modelling principle, cnsuring that
the incoming mass of water is equal to the sum of the accreted mass and thc mass of
water leaving the segment. Heat eﬁergy must also be conserved at the icing surface. In
the present model, the latent heat of fusion is assumed to evolve within the freezing zonc.

This layer may be thought of as that surficial region in which the structure of the ice



128
matrix is in the process of being formed. The latent heat of fusion is assumed to evolve
uniformly throughout the freezing zone, and is conducted away from its outer surface
through the laminar sublayer of the falling film. In turn, the outer surface of the falling
film loses heat by convective, evaporative, and radiative heat transfer to the external air
flow.

In Section 3.3.1, the model’s freezing zone will be shown to have a parabolic
temperature profile. This temperature profile depends upon the assumption of uniform
thermal conductivity throughout the freezing zone. Uniform conductivity in turn implies
a uniform distribution of liquid and solid water substance in the freezing zone. This
group of modelling assumptions is used in Section 3.3 to produce a description of latent
heat evolution and conduction within the freezing zone,

Adjacent to the freezing zone is a film of falling liquid which is shed from the
icing surface. Dukler and Bergelin (1952) present a falling liquid film model that is used
here to describe the film’s hydrodynamics. Recent work on falling films appears to focus
on certain specific issues rather tharr on the general modelling of falling films. For
example, one issue is the flow transition from a continuous laminar layer to rivulet flow
with dry patches of substrate between rivulets. Trela (1988) presents a theoretical
approach to predicting the breakdown of the liquid film into rivulet flow on a vertical
surface. This characteristic of a falling film could be of interest for vertical icing surfaces
near the wet/dry icing transition. However, in the present approach, the complication of
rivulet flow is neglected. Another issue in falling film modelling has to do with the
propagation of waves down the falling liquid film. Even for laminar falling films, waves
of large and small amplitude relative to the mean film thickness may propagate down the
film (Fulford, 1964). The larger waves may have an amplitude two to five times the
thickness of the much slower moving falling film (Wasden and Dukler, 1989). In
addition, Wasden and Dukler (1989) suggest that a large fraction of the total mass flow
is likely to occur in these falling waves and that these waves may be very influential with
respect to heat and mass transfer from the surface of the falling film. Similar waves
propagating along the surficial liquid films on icing surfaces could also influence the

growth of the ice. However, in the present approach, the complication of surficial film
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wave propagation is neglected in order to maintain model simplicity. The model assumes
a steady flow and does not account for either rivulet flow or surficial wave propagation.

Here we assume that a laminar layer is formed next to the vertical wall, with
buffer and turbulent layers forming only if there is a sufficiently large film flow. The
details of the model are presented more fully in Section 3.2. For the present purpose, the
buffer and turbulent layers are combined and are referred to as the mixed layer. We

assume that the mixed layer offers no resistance to heat transfer as the liquid in the layer

temperature profile normal to the icing interface that is almost isothermal. The modecl
assumes an idealized isothermal iemperature profile in the mixed layer while not
accepting the usual implication that no heat can be transferred through such a layer. In
addition, it is assumed that the advancing dendritic ice forms an icing interface adjacent
to the laminar layer in such a way that the hydrodynamics of the laminar layer arc
unchanged from those of the smooth wall assumed by Dukler and Bergelin (1952).

A summary of the surficial structure discussed above is presented in Fig. 3.2, The
vertical cross-section given in Fig. 3.2 shows the ice accretion matrix adhering to the
substrate. The height of the cylinder segment is Z.. Steady-state transport of heat and

mass occurs across the boundaries of the segment. Even though the freczing zone, the

away from the substrate and have moving boundaries. We assume that no vertical heat
or mass transport occurs within the model’s ice matrix and freezing zone. On the other
hand, heat and mass are transported in the vertical direction in both the laminar and the
Heat and mass are conserved for each of the model’s surficial layers and thereby for the
icing surface as a whole.

The model assumes a steady-state ice growth condition with constant impinging
spray flux, while the surficial layers remain constant in thickness with time, on cach
segment. The ice matrix, on the other hand, is stationary (i.c. fixed to the substrate) while
growing in thickness at a constant rate. Therefore, in the frame of reference of the

substrate, the surficial layers may be thought of as moving away from the substrate (to
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Figure 3.2 The model’s surficial structure includes a falling liquid film adjaéém to the
freczing zonc. The mixed layer may or may not be present, depending on the flux of
excess liquid. '

the right in Fig. 3.2) at a rate equal to the growth rate of the ice matrix. Since the dénsity
of water decreases with solidification, the rate of advance of the ice matrix will be
slightly greater than the velocity at which liquid enters the freezing zone at the icing
interface. As a result, water in the vicinity of the icing interface will have a small
component of velocity away from the substrate. However, once the water substance has
become part of the ice matrix, we assume that it has no motion relative to the substrate.

Fig. 3.2 may also be viewed from a second frame of reference, as if the observer
were fixed relative to the freezing zone and the layers of the falling film and not fixed
relative to the substrate. In this case, the substrate will appear to move to ihe left at a rate
cqual to the growth rate of the ice matrix. The velocity of the water toward the icing
interface is slightly less than the velocity of the ice matrix as it is formed in the freezing

zone and cmerges at the freezing zone/ice matrix interface. Thus water enters the freezing
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zone at the icing interface and emerges to the left having formed an ice matrix. Bquations

described abave and that ensure steady-state mass conservation for these layers. Once the
heat balance for the laminar and mixed layers has been established for the scgment’s
falling film (Section 3.4), the temperature profile for the layers can be determined. In this
way, the temperature (or equivalently the supercooling) at the icing interface may be
determined.

The rate of advance of the icing interface is estimated using an analogy with

supercooling at the icing interface controls the rate of growth of the model’s ice matrix.
This interfacial supercooling is defined as the absolute value of the difference between
the liquid temperature and the liquid’s equilibrium freezing temperature at the icing
interface. The equilibrium freezing temperature is taken to be (0°C for pure water at a
pressure of one atmosphere. Since the temperature profile in the falling liquid film is
calculated, and with it, the interfacial supercooling, an estimate of the interfacial growth
rate is made possible.

Once the rate of advance of the icing interface and the mass flux of pure ice
formed in the freezing zone have been estimated, it is possible to define three aceretion

regimes for the model. These regimes are: (1) the glaze ice accretion regime, (2) the

in the definition of each of these regimes is presented next, in preparation for the
derivation of the equations which describe them in Section 3.5.

The glaze ice accretion regime occurs in the model when the volumetric aceretion
rate of solid ice, as calculated on the basis of a heat balance in the freezing zone, exceeds
the volumetric accretion rate based on the model’s crystal growth speed. In this situation,
the model’s ice accretion rate is based on the model’s overall heat balance with ice
ice growth rate is based on a solid accretion morphology, and all. excess water is assumed

to form the surficial liquid film and is shed from the icing surface. No mechanism is
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propused here to explain how such a solid icing morphology may come about. Knight
and Knight (1968) have made observations of hard ice growth (i.e. solid icing) in
hailstones and have suggested that these hailstones show a different crystallographic
structure than hailstones with a spongy structure.

If the crystal growth speed exceeds the growth speed under the morphological
zone and then subsequently entrapped by the ice matrix. The model’s spongy ice
accretion regime occurs under these conditions. As in the glaze ice accretion regime, the
excess liquid that is not entrapped in the advancing ice matrix, forms the falling film.
This regime of the model may have the potential to simulate naturally occurring spongy
ice. The occurrence of spongy ice has been well-known for years (Fraser et al., 1952;
List, 1959), and the basic mechanism of surficial liquid entrapment by aggressive
dendritic ice growth has been suggested by many investigators (Macklin and Ryan, 1962;
List, 1963; Knight, 1968). The present model does not account for the observed {Macklin,
1977) formation of air bubbles in the spongy ice matrix. The appearance of these bubbles
from air initially dissolved in the impinging water is neglected. Thus the model’s spongy
ice accretion regime yields an accretion composed only of ice and water. The model’s
spongy ice accrelion regime is given more attention than the other two regimes in the
scctions that follow because of its potential for predicting spongy ice accretion.

There is a third modelling regime. If the crystal growth rate is so large that all of
the available excess liquid is incorporated into the advancing ice matrix, then the porous

ice accretion regime occurs. Because of the high speed of ice crystal growth in this

regime, air may become trapped in the accretion, taking up any remnant interstitial
volume no: occupied by the entrapped water. For this reason, the model’s porous
accretion is less dense than the glaze or spongy accretions. In this respect the porous ice
aceretion regime bears some resemblance to rime icing with its low accretion density. No
observations have yet been advanced that suggest the bulk entrapment of air into the ice
accretion as suggested in this regime, although the appearance of bubbles in accreted ice

is observed frequently in hailstones near the wet-dry growth transition (Macklin, 1977).
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is considered a modelling hypothesis. The particulars of cach regime arc given in greater

detail in Section 3.5 along with their mathematical dcscriplions.
3.2 Modelling the Falling Film

Spray icing often occurs with a surficial flow of excess liquid which is in the
process of being shed from the icing surface. This section describes the falling film
submodel used to obtain the mass fluxes that are needed to ensure conservation of water
substance and to estimate the sensible heat fluxes at the icing surface. The falling film |
submodel also yields the laminar layer thickness that is essential for estimating the
conductive heat flux in the laminar layer (Section 3.4). The falling liquid film modec! of
Dukler and Bergelin (1952) for a smooth vertical surface is used here. Dukler and
Bergelin (1952) use the universal velocity distribution equation for turbulent flow of von

Kérmaén (1939) in which the non-dimensional film flow rate is defined as:
ut=2 (3.1)
u, :

where u is the velocity of the fluid in the film, and u. is the friction velocity (Eqn. 3.3).

The non-dimensional coordinate normal to the substrate is:

_u,p(y—y,) (3.2)

B

where p is the density of the liquid, u is the dynamic viscosity of the liquid, y is the
dimensional coordinate normal to the wall with origin at the ice matrix/freezing zone
interface, and y, is the iocation of the icing interface (Fig. 3.3). The friction velocity is

defined as:

To (3.3)

where T, is the shear stress at the "wall" (i.e. y=y,).
0 y=Yi
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These parameters form the basis of the well-known Prandtl mixing length model
(Schlichting, 1979). This model describes fluid flow near a wall with three characteristic
film layers. The layer in contact with the wall is the laminar sublayer in which molecular
transport of momentum, heat and mass dominates. The next layer is often called either
the buffer layer or the transition layer in which turbulent and viscous effects are of

comparable importance, Farther away from the wall, bulk mixing dominates and this

with the non-dimensional variables given in Eqns. 3.1 and 3.2. The laminar layer is
specified by:
34)

u'=mn O<ns5

where Eqn. 3.4 describes the film’s laminar layer with or without an accompanying

buffer or turbulent layer. The buffer layer is specified by:
u'=5.0In(n)-3.05 5<n<30 : 3.5)

and the turbulent layer is specified by:

u’=25In(m)+5.5 30<n (3.6)
In order to account for the surficial fluxes of water subsi..ace, the non-dimensional

flow speeds of the laminar, buffer and turbulent layers given in Eqns. 3.4, 3.5 and 3.6

can be integrated in a piecewise fashion according to the general equation:
P=p [ "udn 3.7)
pf udn

where T is the total mass flow rate per unit breadth of the falling film.

The equation development for the continuity of mass is done on the basis of mass
flux intensity, since the impinging mass of spray intercepted by the cylinder is naturally
described in terms of its mass flux intensity. Describing the liquid flow in a film which

moves parallel to the icing surface is not as naturally represented in this way. However,
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this is achieved by converting the mass flow per unit breadth, T, in units of kgm''s™ 1o

mass flux intensity in units of kgm™s” with:

R-—s=L 3.8
¢ Z.

where P, is the wet-shedding perimeter on the windward half of the cylinder segment (i.c.
P_ is half the cylinder circumference), A, is the area of the windward half of the same
cylinder segment, and R_ is the segment’s mass flux intensity of shed liquid in units of
kgm™s™. For brevity, the term flux will be used hereafter to mean mass flux intensity.

Substituting Eqn. 3.4 into Eqn. 3.7 and converting to mass flux units using Eqn.

3.8 results in:

0<ns5  R,=0.5pn’Z.’ (3.9)

where R, is the liquid flux in the segment’s laminar layer. If the fiim submodel suggests
the development of the falling film beyond a laminar layer, n=5 denotes the surface -
which separates the laminar sublayer from the buffer layer. If the laminar layer is fully -
developed without such a mixed layer, then =5 is the non-dimensional coordinate at the
outer surface of the falling film. The mass flux for this fully developed laminar layer.

(Egn. 3.9, n=5) is:

R,=12.5p2" 3.10)

If n lies in the range 0<n<5, then neither a buffer nor a turbulent layer is present, -
but only the laminar layer itself. In this case, the total mass flux of the falling film, R,
occurs as a laminar film (i.e. R;=R,) without &n outer mixed layer'. If m=0, there is no
film flow.

In order to derive an equation for estimating the film’s total mass flux, R,, with

a buffer layer present, Eqns. 3.4 and 3.5 are integrated to yield:

' The mixed layer is composed of a buffer layer and a turbulent layer, provided a
turbulent layer is present.



R, =p(12.5-8.051 +5.0nIn(n)Z;"
R,=R;-R,

where R, is the flux in the mixed layer. The range given for v in Eqn. 3.11 describes the

5<n <30 @I

limits of the buffer layer’s extent and not the integration limits. In this case, the mass
flux in the mixed layer, R;, is also the mass flux in the buffer layer.
In order to derive an equation for estimating the film’s total mass flux, Ry, with

all three layers present, Eqns. 3.4, 3.5, and 3.6 are integrated to yield:

Ry=p(-63.8+3.0n +2.50In())Z;’ 1530 3.12)
R;=R;-R,
where Ry is the total mass flux for a falling film with a laminar, buffer and turbulent
layer present, and where R; is the flux for the mixed layer.

The falling film submodel described above is used to estimate the surficial film
flow with the parameters R, and R; as shown in Fig. 3.3. We now turn our attention to
the role of the falling film in establishing a heat balance for the surficial liquid. An
important part of this heat balance involves the conduction of heat thmughr the laminar
layer, which depends inversely on the laminar layer’s thickness (y,-y,). The estimation

of the laminar layer thickness starts by substituting Eqn. 3.3 into Eqn. 3.2 to give:

woty) NP 349

n=-
B B

Fig. 3.3 shows the icing interface at the tips of the ice dendrites (y=y,). This
surface is taken to be the lower boundary of the falling film. The shear stress exerted by
the falling film at the icing interface, T,, is estimated in a simple way for a steady-state
falling film without wind shear, and with the gravitational body force on the liquid taken

into account;
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To=PEY: 7 (3-14):

where g is the acceleration due to gravity, and y, is the total thickness of the liquid film
(i.e. yr=y;-y;). The steady-state assumption is valid for falling water films up to a
thickness of approximately 200 zm (i.e. Re=33). For greater film thickness, waves appear

on the surface of the film with agitated waves beginning to form at the onset of turbulent

flow of water in the film. At even greater rates of flow, water may cascade along the
wall, accelerating under the gravitational body force, with little momentum transfer to the
wall. Since the present falling film model does not account for waves or cas\:ading flow,
the momentum transfer to the wall and hence the shear stress at the wall are taken to he
constant with time and given by Eqn. 3.14.

Eqn. 3.14 can be combined with Eqn. 3.13 to yield:

\/Hp

(3.15)

-(y-y,)

Eqgn. 3.15 and Eqns. 3.9 to 3.12 are used to calculate the laminar layer flux, R,, the
mixed layer flux, R;, the laminar layer thickness, (y,-y,), and the falling film thickness,
y+ A more complete description of how these equations are uscd in the model is left to
Section 3.6 where they are presented in context with the other mouc! equations.
Dukler and Bergelin (1952) show that use of the von Karman velocity profile
gives experimentally verified film thickness, as a function of film flow ratc and the
physical properties of the fluid flow, over the complete viscous to turbulent flow range.
These theoretical equations agree closely with measurements of film thickness for
freshwater flow (without wind stress) on a vertical stainless steel plate well into the
turbulent regime, with a film thickness of up to (.71 min. The equations predict a laminar
to turbulent film transition which agrees closely with observation (i.e. Re =~ 10(), Eqn.
A6.2). Nevertheless, the use of the Dukler and Bergelin (1952) model in the context of

the present spray icing model involves a number of limitations and assumptions.
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Figure 3.3 Diagram of the model’s surficial structure with mass fluxes (arrows), and"
layer thicknesses shown.

The spray icing model requires the assumption that a flat plate is not significantly
different from an idealized cylindrical icing surface. This should introduce little error if
the film thickness remains small compared to the radius of the cylinder. For this reason,
the model should probably not be used for cylinders less than about 1 cm in diameter.
Another effect that is neglected in the present work is the wind stress on the liquid film.

While the cmpirical equations descriving the falling film assume a
hydrodynamically smooth substrate, icing surfaces are probably not hydrodynamically

smooth; in fact, they may have substantial microscopic roughness from dendritic

of wall roughness on film flow, suggests that increased wall roughness (i.e. roughness
clements of a few 100um) initiates turbulence in falling films at lower Reynolds numbers

than would otherwise occur. As a result heat transfer through the film is likely to
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increase. Because the roughness of the icing interface is unknown, it appears prudent to
use the laminar layer of the Dukler and Bergelin (1952) model as the basis for describing,
conductive heat transfer in the falling film. Surficial irregularitics that are very large
compared to the film thickness are known to produce back-mixing patterns in falling
films (Fulford, 1964). Flow patterns like these may occur around macroscopic
irregularities such as ridges and hollows that are observed to develop during ice accretion
(Roos and Pum, 1974). These complications of film flow and heat transfer arc beyond
the scope of the present work and are therefore neglected. |

The excess water film associated with spray icing may aiso be very different from
falling films in which there are no disturbances such as impinging spray or wind stress.
In marine icing, colliding droplets with diameters as large as 1 or 2 mm are to be
expected. These spray droplets will strike the liquid film and spread out. It is likely that
at least the outer regions of the liquid film will be significantly affected by these
impinging droplets, since the droplet diameters may be significantly larger than the film
mixed layer of the falling film is almost certain to further enhance the surficial wave
formation and the turbulent mixing that is observed in falling films under quiescent
external conditions. This enhanced mixing would tend to reduce the temperature gradient
in the mixed layer of the film normal to the icing surface. Thercfore, without specilic
observational evidence concerning falling films under droplet bombardment, the
assumption that the mixed layer is isothermal seems to be a prudent onc. As well, this
isothermal mixed layer assumption forms a natural modelling progression {rom the well-

Another important issue in vessel spray icing is the effect of cyclical spraying.
Appendix 4 presents an analysis of a film of water that is initially at rest on a vertical
wall, and that is used to estimate an e-folding time for the development of a laminar
falling film. In the analysis, an initially motionless water film is used to simulate the
required for the establishment of a laminar layer of 100 um thickness. This duration is

much smaller than the time scale of a vessel spraying event. Zakrzewski and Lozowski
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(1991) suggest that the spray duration typical of a Soviel medium sized fishing vesse]
ranges from : to 3 seconds. Therefore, a laminar falling film probably will form quickly
and will be present on a vessel's icing surface during the spraying event. However, in the
context of the present model, we sidestep this complexity by assuming that the spraying
is continuous.

In Appendix 5 we estimate the mean period between droplet impacts at a point
on the surface to be about (.02 s. This estimate depends on the assumption thét the
droplet’s impact on the surface disturbs the liquid film significantly over an area with a
radius twice that of the impinging droplet. The estimate is calculated for a droplet
diameter of 1 mm and for a spray flux of 10 kgm™s”, which is a very large flux even fDrr
the spraying of vessels. The estimated mean period between droplet collisions (0.02 s)
is significantly longer than that calculated for the development of a steady laminar layer
(0.003 s) of thickness 100 um which is initially motionless (Appendix 4). Therefore, on
the assumption that the establishment of a laminar falling film can be used to describe
the re-establishment of a film following a droplet impact, a falling laminar film of at least
100 um will probably form on a wet icing surface between droplet collisions under most
spraying conditions. Therefore, the present modelling assumption of a laminar layer next
to the freezing zone is likely to be a good one.

in Appendix 6, an analysis is given for the laminar layer as defined in the falling
film modcl of Dukler and Bergelin (1952). We show that the maximum laminar layer
thickness is about 200 gm with a maximum fall speed of about 22 cm s™ at the outer
surfacc of the film (at =5). This gives a Reynolds number based on film thickness of
33, which is much smaller than the value of Re=1800 that is given as the criterion for
the development of turbulence in a falling film (Incropera and DeWitt, 1990). Therefore,
we expect the laminar layer of the Dukler and Bergelin (1952) model to be a robust
hydrodynamic feature that will resist transition to turbulent flow, possibly even under
spray droplet bombardment.

The conservation of water substance for the falling film on a cylinder segment

may be expressed as:
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Rp+R;+Ry=1;+Ry+ R, +R, (316

where R, is the laminar layer mass flux entering the segment from the segment above,
R;; is the mixed layer mass flux entering the segment, R, is the flux of impinging spray.,
I, is the flux of solid ice that forms the framework of the spongy ice matrix, R, is the
flux of water incorporated into the ice matrix, R, is the flux of water shed from the
segment in the laminar layer, and R, is the flux of water shed from the segment in the
mixed layer. The variables of Eqn. 3.16 are all shown in Fig. 3.3., which also shows R,,.
the mass flux of water transferred from the film’s laminar layer into the freczing zone
(Ry=1;+R), and R;,, the mass flux of water entrained into the laminar layer from the
mixed layer. Fig. 3.3 shows a falling film with a sufficient impinging flux of water (o

produce a mixed layer. If the surficial water flux is so small that only a laminar layer
exists, then the spray is assumed to impinge on the laminar layer directly (i.c. R;=R,,
R;;=R;=0).

The algorithm which solves the icing model equations uses a recursive method,
that begins by calculating the hydrodynamics of the falling film under an initial
assumption that no icing is occurring (i.e. all impinging liquid is flowing down). The
thermodynamic equations which are described in the following sections arc then solved
on the basis of this "no icing" falling film. With this initial estimate of the accretion flux
of water substance (i.e. Ry+1,), the hydrodynamic equations of the liquid film arc then
recalculated. Once new film hydrodynamics are established which account for the
accretion flux, new thermodynamics are calculated, and so on. This process is repeated
until the laminar layer thickness, (y,-y,), changes within an acceptably small error limit,
eventually rendering an acceptable solution to the icing equations. A more detailed
account of this procedure is provided in Appendix 7. The falling film cquations used in
the model as well as those that describe other physical aspects of the icing model are

given in Section 3.6. The way in which the freezing zone is modelled is described next.
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3.3 Modelling the Freezing Zone

Following Knight (1968), Roos and Pum (1974), Makkonen (1987), Lock and
Foster (1990), and List (1990), we assume spongy ice to result from dendritic ice growth
at the accretion surface. List (1990) refers to a layer of ice lying between the spongy ice
matrix and the surficial liquid on a hailstone. In this section such a layer is also
hypothesized, and is modelled as a zone of dendritic ice and water of thickness, y,-y,
(Fig. 3.3). In a way similar to List (1990), we suggest that this zone is that region over
which the ice accretion evolves from its liquid state in the laminar film layer to its final
cquilibrium state in the ice matrix. This region is referred to as the freezing zone.

The freczing zone is assumed to contain an ensemble of ice crystals that are
growing in close proximity to one another with a uniform tip growth rate. This uniform
growth rate will ensure that the ice crystal tips remain in the plane of the icing interface
as represented in Fig. 3.3. Kurz and Fisher (1986) show that the growth of an ensemble
of dendrites is complex and the theory for such growth is not well developed. Therefore,

modelling the freezing zone explicitly as an ensemble of ice dendrites appears for the

of the freezing zone by analogy with the growth of a freely-growing ice dendrite seems
more plausible.

Tirmizi and Gill (1987) state that even for individual freely-growing crystals in
a bulk supercooled liquid, there is an adequate theory for only the simplest cases, with
no natural or forced convection. Moreover, data on dendrite tip geometry are still not
available. Therefore, modelling the icing interface and the freezing zone by analogy with
freely-growing ice dendrites is likely to require a number of assumptions. Modelling the
freezing zone may be further complicated by the possibility that surficial ice crystal
growth may occur in different modes. For example, Lock and Foster (1990), have
observed and reported macroscopic evidence for columnar and mushy regimes in
freshwater spray icing. Crystallographic factors such as ice crystal orientation and size,
as well as other unknown factors, are likely to be responsible for these observed regimes.

Accounting for such ice growth modes would escalate the model’s already considerable
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complexity. Hence, a relatively simple approach to modelling the freezing zone was
sought, in order to achieve a first working model of spongy spray icing.

Our approach to modelling the freezing zone is based on three concepls. Thc,: first
is that ice grows in such a way that the latent heat of fusion is released homogeneously
throughout the freezing zone. As will be shown below, the evolution and (;nnduc;lvinn of
latent heat is used as the basis for solving for the temperature pmfilé in the freezing
zone. This temperature profile is then used to give an estimate of the supercooling in the
vicinity of the growing ice dendrite tips.

The second modelling concept arises from crystal growth theory (Tirmizi and Gill,
1987) which suggests that the linear growth rate of a freely-growing dendrite is controlled
largely by the supercooling of the bulk liquid into which the dendrite is growing, (in the
vicinity of the crystal tip). The empirical reiationship developed by Tirmizi and Gill
(1987) for freely-growing ice crystals in supercooled water will be used to describe the
assume an equality between the rate of advance of a freely-growing ice dendrite tip in

a semi-infinite volume of supercooled water, and the rate of advance of an cnsemble of

ice crystals with a known crystal tip supercooling. This approach of using a frct;]y-
growing dendritic growth rate model to estimate the growth rate of glaze ice was uscd
by Kachurin and Morachevskii (1966) under the conditions of aircraft icing. In a similar
way, List (1990) also used an icc crystal growth rate formulation to investigate the
physics of water skins on hailstones.

The third concept used to evoke our model of the freezing zone has to do with
estimating its thickness. We propose the idea that the freezing zone thickness may be
theory does not, at present, give a strong physical basis for modelling the growth of an
ensemble of ice dendrites, a set of simple physical assumptions arc ¢employed instead.
First, we assume that the interfacial ice dendrites grow in a way that preserves their
shape with time (Makkonen, 1990). We further assume that the ice dendrites which grow
at the interface have a radius of curvature similar to that observed by Tirmizi and Gill

(1987). However, unlike the simple ice dendrites observed by Tirmizi and Gill (1987),
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growth of neighbouring ice dendrites. That is, the heat evolved by nearby dendrites
reduces the supercooling of the water interdendritically, so that the primary growth
direction is normal to the interfacial surface. One morphological assumption which has
the merit of simplicity, is that the freezing zone thickness is proportional to the radius
of curvature of a frecly-growing dendrite tip. In order to test this concept, the freezing
zone thickness in the present model is linearly proportional to the radius of curvature of
a freely-growing ice dendrite tip. The details of the concept are presented in Section

3.3.3.
3.3.1 Freezing zone thermodynamics

Returning now to the first concept, we assume that the latent heat of fusion
produced by the growing ice is released homogeneously throughout the freezing zone. No
particular dendritic growth mechanism or morphology from crystal growth theory is
invoked to describe the evolution of latent heat within the layer. A simple and useful
submodel results.

The conduction and evolution of heat in the freezing zone is described by a
particular case of the one-dimensional steady-state heat diffusion equation. The
differential equation for this problem is well known (Incropera and DeWitt, 1990):

dT(y).

d
—(k—===)+q, =
dy( dy )*+q,

3.17)

n
=]

where k is the thermal conductivity of the freezing zone, T(y) is the temperature in the
frcezing zone, y is the coordinate normal to the surface with origin y=y,=0 at the
interface (Fig. 3.4), and q, is the constant volumetric rate of heat evolution in the freezing
zone. If the thermal conductivity is assumed to be independent of y, the general solution

to Eqn. 3.17 is:
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Ty)=-y* ey e, (3.18)

and since the ice matrix is a freshwater accretion, the temperature at y=0 is T=T,=(°C.
Also, because there is no heat conduction within the spongy ice matrix or at the ice
matrix/freezing zone interface, the gradient of temperature, dT/dy = 0 at y=0. Using both .

of these boundary conditions. the particular solution for Eqn. 3.17 is:

(TDETI);M - (3.19)
2k

where k is the thermal conductivity of the freezing zone, and where temperatures and

distances are as shown in Fig. 3.4. In Eqn 3.19 and subsequently, we use the convention

values.

In Section 3.6 we show that the ratio of the temperature differences across the
freezing zone and the laminar layer can be used 1o express the effect of these two
surficial structures on the heat balance of the icing surface. We will now derive this
temperature ratio starting with Eqn. 3.19. First, the volumetric rate of cvolution of latent

heat in the freezing zone q,, may be written:

q=—J_ @320
v ,

(yléy[))

where q, is the heat flux from the freezing zone to the laminar layer (cf. Fig. 3.4). This

heat flux is given by:
q,= Ik~ ¢, (I5+R)(Ty-T)) N (3.21)

where L, is the specific latent heat of fusion for pure water at 0°C, and c,, is the specific
heat of pure water at 0°C. The first term on the right-hand-side of Eqn. 3.21 is the flux
of heat evolved due to ice formation in the freezing zone and the second term is the flux
of sensible heat required to warm the accreting mass flux, (I,+R,) from its temperature

at the icing interface to its temperature in the ice matrix.
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A heat balance at the icing interface is now introduced in order to derive an

alternate expression for g,. The heat balance at the interface is:

4,-9,-0 - (3.22)

where g is the heat flux conducted from the freezing zone across the laminar layer.
Because a lincar temperature profile prevails through the laminar layer, the heat flux g,
must be constant. Therefore, the flux of heat conducted from the freezing zone to the

laminar layer may be written:

T,-T. e

A a2
2™

where T, is the temperature at the Jaminar layer/mixed layer interface. Substituting Eqn.

3.23 into Egn. 3.20 results in another expression for the volumetric rate of generation of

latent heat in the freezing zone:

-1y O @24)

R r——

Substituting this expression into Eqn 3.19 results in:

k (}H'yc{)
(T,-T)= ———(T,-T,) (3.25)
OV k(y,-y) 7 L

which may be further transformed into:

T _ & 0070 (3.26)
(T,-T) 2k(y,~y)
This expression for the ratio of the temperature differences across the freezing zone and
the laminar layer will be used in the model’s equation development in Section 3.6. It is
also a useful parameter for solving the model’s equations and appears again in the
model’s algorithm (in Appendix 7) as well as the model’s computer code. Before Eqn.
3.26 can be used, however, a means of determining the ratio of layer thicknesses (y;-

yo)/(y-y,) must be found. This is done in Section 3.3.3, below. First however, we will
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consider, in Section 3.3.2, the approach used to model the rate of advance of the icing

interface based on the single crystal growth empiricism of Tirmizi and Gill (1987).
3.3.2 The interfacial dendritic growth rate

Crystal growth theory (Chalmers, 1964) has long recognized that the lincar growth
rate at the tips of dendrites is a function of the supercooling of the bulk liquid into which

the dendrite is growing. The dendritic growth rate is expressed as:
V.= a(AT) (3.27)

where a and b are empirical coefficients, and AT is the supercooling of the bulk liquid.
Tirmizi and Gill (1987) made measurements of the growth rates and the dimensions of
freely-growing ice crystals. The supercooling of water in a 5.0 ¢cm diameter spherical
container was controlled to *0.005°C and observed with considerable accuracy

(£0.0015°C). Ice crystals were nucleated at one end of a capillary tube and emerged from

The growing ice crystal was observed photographically to determine its growth rate and
dimensions with the help of a mounting which allowed for 36(° rotation of the spherical
chamber. Tirmizi and Gill (1987) say that this mounting made it possible to measure the
linear crystal growth rate more accurately than had been done previously. Also, this
apparatus served well in achieving the simultaneous and accurate measurement of ice
crystal growth rate and ice crystal dimensions while obscrving the ice crystal
morphology.

Tirmizi and Gill (1987) report a=1.87X10 and b=2.09 (Eqn. 3.27) for ice crystal
growth in pure water where V, is the crystal growth rate in ms”, and AT is the
supercooling in °C. They recommend these values of a and b for AT>0.2°C. Ti.ey found
that at the slower crystal growth rates which are characteristic of lower supercoolings (i.c.
AT<0.2°C), natural convection in the bulk liquid controlled the crystal growth rate and
hence Eqn. 3.27 was not valid. However, in the context of the present icing model,

should a growth rate estimate be required at a supercooling of less than (1.2°C, we follow
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the example of List (1990). He used the values of a and b (Eqn. 3.27) for ice growth rate
in bulk water as given by Hobbs (1974) which are valid over the supercooling range,
2°C<AT<6.5°C. List (1990) extrapolated the formulation of Hobbs (1974) down to 0°C,
arguing that the equation gives an expected and reasonable ice growth rate tendency as
the supercooling approaches 0°C. That is, as the supercooling AT->0°C, the growth rate
also approaches zero. Kachurin and Morachevskii (1966) also use this assumption and
an cquation with the form of Eqn. 3.27 in modelling the rate of advance of the
crystallization front. Experience in using the present spray icing model suggests that the
crystal growth rate calculation is usually made for a supercooling, AT>0.2°C.
Consequently the crystal growth rate equation of Tirmizi and Gill (1987) was employed
in the model over the entire range of supercooling. Next, the Tirmizi and Gill (1987)

model of ice crystal tip morphology wil! be used to estimate the freezing zone thickness.
3.3.3 Freezing zone thickness

The third requirement for modelling the freezing zone is to determine its
thickness. We propose that the radius of curvature of the tip of a freely-growing ice
crystal be used as a basis for this estimate. Tirmizi and Gill (1987) observed that at low
supercoolings (i.e. AT=0.06°C), ice crystals grow as basal plane disks, and that disks with
serrated edges begin to form at bulk supercooling of AT=0.12°C. Partially developed ice
dendrites start to occur at AT=0.15°C, and fully developed dendrites appear at
AT=0.53°C. Tirmizi and Gill (1987) give the radius of curvature at the tip of a growing
ice crystal, p,, at two bulk water supercoolings (p.=264um at AT=0.1°C; p.=80um at
AT=1.1°C). They suggest that the radius of curvature is a function of AT by expressing
these two empirical results as p.=26.4AT" um at AT=0.1°C and p=88.0AT' um at
AT=1.1°C. On the assumption of a linear relationship between p, and AT, and these

observations, the radius of curvature may be expressed as:
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- ,:5 ]
p.= 5_15,110-5*% (3.28)

where p_ is in units of metres and AT is in °C. ,

In the present approach, Eqn. 3.28 is used, on the assumption that AT=(T,-T,). (o
form a linear inverse relationship (Eqn. 3.29) between the thickness of the freczing zone
is linearly proportional to the radius of curvature of the freely-growing ice crystal (i.c.
(¥,-¥0)=C,p.). We postulate this proportionality in order to obtain a working model of
spongy accretion, but it requires experimental verification. Consequently, the freczing

zone thickness may be wrilten:

- i.. =5 .
2.024x107 (3.29)

(TD_TI)

(yié}'ﬂ) Cr 6.16x1073 +

where C, is a constant of proportionality, referred to here as the freezing zone parameter.
Eqn. 3.28 shows that at low supercooling, the radius of curvature of the tip of an ice
crystal is large. This is in qualitative agreement with thc macroscopic experimental
observations of Lock and Foster (1990) who say that at high air temperatures (probable
low film supercooling) coarse columnar ice crystals form the accretion’s ice matrix. Such
coarse columnar ice crystals are likely to have had large radii of curvature. They also.
observed that at low air temperatures (probable high film supercooling) a finc grained
accretion with small crystal size occurred. Our working assumption in the present model
is therefore that coarse ice crystals, with tips of large radii of curvature, grow in freezing
zones of greater thickness than do smaller, finer ice crystals. The hypothesis that the
freezing zone thickness is proportional to-the radius of curvature of the frecly-growing
ice crystal will remain speculative until crystallographic observations of the freezing zonc
are made. |

Eqn. 3.29 suggests that as AT—0°C, the frcezing zone thickness, (y,-y,) becomes
unbounded. However, since the ice accretion model usually does not predict icing

interface supercoolings of less than 0.2°C, extremely large values of freezing zone
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thickness do not arise. For example, the minimum value of supercooling which occurred
in calculating the results of Section 3.8 is (T,-T,)=0.238°C with a resulting freezing zone

thickness of (y,-y,)=197um.
Substituting Eqn. 3.29 into Eqn. 3.26 we obtain an expression for the freezing

zone/laminar layer temperature difference ratio:

- -5\ k
ToTI_ G (g 6x10-5:2:024x107°) K,

. (3.30)
(T,-T) (,-yy) (To-T) )2k

Since the freezing zone is a composite of liquid water and ice, it is reasonable to expect
that its conductivity will be a function of its ice fraction. Even if the detailed freezing
zone morphology were known, a difficult composite materials conduction problem would
follow. Since this is not known, however, we estimate k as follows. We take the thermal
conductivity at the ice matrix/freezing zone interface (y=0) to be identical with that of

the spongy icc matrix:
k(I)y=0 =kI+k (1-1) (3.31)

where | is the ice fraction of the ice matrix and where k; and k. are the thermal
conductivities of pure ice and liquid water, respectively. The thermal conductivity at the
icing interface is taken be k.. The thermal conductivity of the freezing zone is then taken

to be the mean of k,, and k(I),.,:

k & [I[E-IJQ} (3.32)
2 k :

w

Substituting this expression into Eqn. 3.30 yields:

(To-T) _ C, 6.16x10°  2.024x10°8
(3.33)

T-T) ( _:; _1]+ A Gy) TpTY0,-y)

Next, the model's surficial heat balance equations will be derivec.



3.4 Modelling the Falling Film Thermodynamics

The assumption has already been made that conductive heat transter occurs in
the laminar layer of the falling film. We will also assume that the mixed layer offers no
resistance to heat transfer. This notion is consistent with thorough turbulent mixing and
a resulting isothermal temperature profile. Under this set of assumptions, it is possible
to write heat balance equations for the laminar and mixed layers. If no mixed layer is
present, the mixed layer’s heat balance equation (Eqn. 3.34) reduces to a heat balance at
the outer surface of the laminar film. The convention is adopted here that those fluxes
of heat which increase the enthalpy of a layer have positive values, and those fluxes
which decrease the enthalpy of a layer have negative values. The heat balance for the
m:<ed layer (or for the outer surface of the laminar layer if there is no mixed layer) is

(cf. Fig. 3.4):
q;;*q,.* ql=0 3.34)

where q;,, is the flux of sensible heat required to warm the incoming water in the mixed
layer from T, to T, as it flows across the upper boundary of the cylindcr segment, (.. is
the conductive heat flux that originates in the freezing zone and that is directed through
the laminar layer into the mixed layer (appearing at the outer surface of the laminar layer
as a component of the heat flux term q,, (Eqn. 3.44)), and q,, is the net heat flux at the
outer surface of the falling film. Each of these fluxes is described in more detail below.

The sensible heat flux, q;; required to warm the vertically inflowing liquid from

T;; to T in the mixed layer, is:
;3 =CwR13(Ti3 'Tg) 3.35)

where R; is the mass flux which flows into the mixed layer of the cylinder segment
under consideration from the mixed layer of the segment lying above (Fig. 3.3), T;, is the
temperature of the incoming mixed layer fluid, and T, is the temperature of the mixed
layer in the segment under consideration. Both T;; and T, represent vertically averaged

temperatures for their respective cylinder segments. Thus we approximate the continuous
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Figure 3.4 Schematic of the model’s surficial structure with heat fluxes and temperature
profile shown. The temperature axis is parallel to the icing surface with decreasing
temperature in the downward direction.

variation of the mixed layer’s temperature with height using finite averages over Z.. This
approach is taken for all of the characteristics of the falling film. For example, layer
thickness, mass flux, heat flux and temperature are represented in this way, as well as
output parameters such as the accretion flux and the ice fraction.

The conductive heat flux, q, is:

(T,-Ty) (3.36)

The net heat flux at the outer surface of the falling film is:



: 0.63

e tr . 5
—|—| (e;-RHe)
EPPB(S ) *

q,= -[h(T,-T)+

e

+0a(T,-T,)+ GWRQC T,-TY]

where h is the convective heat transfer coefficient, € is the ratio of the molecular weights
of water and -dry air (0.622). L, is the specific latent heat of vaporization, ¢, is the
specific heat of air at constant pressure, P, is the ambient air pressure, e, and ¢, arce the
saturation vapour pressures at temperatures T, and T,, respectively, RH is the relative
humidity of the air, o is the Stefan-Boltzman constant, and a is a linearization constant
for thermal radiation (8.1x107 K*). The right-hand-side of Eqn. 3.37 consists of the
convective, evaporative, radiative, and sensible heat flux terms respectively (Makkonen,
1984). The 2/x factor to be found in the last term of the comparable equation given by
Makkonen (1984) does not appear in Eqn. 3.37. In the present work, this factor, which
accounts for the distribution of the spray over the cylinder surface, is included in the
definition of R,. Eqns. 3.34 through 3.37 camprisé the mathematical description of the
mixed layer’s heat balance. '

The equation describing the heat balance of the laminar layer is:
9p* Q52+ 95,=0 v _ (3.38)

where q;; is the sensible heat flux required to warm the vertically inflowing liquid in the
laminar layer, q,, is the bulk heat flux from the freezing zone to the laminar layer, and
Qs is the bulk heat flux from the laminar layer to the mixed layer, (Fig. 3.4).

The sensible heat flux required to warm the vertically inflowing liquid in the

laminar layer is:

o | T,+T, 3.39
Clif‘:wRiz(Tiz‘ D) Z) (3.39)

where R;, is the mass flux into the laminar layer of the cylinder segment under

consideration from the laminar layer of the segment above (Fig. 3.4); T, is the mean
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temperature of the incoming laminar layer flux, and (T,+T,)/2, is the mean temperature
of the laminar layer for the segment under consideration (Fig. 3.4).

Heat is exported into the laminar layer from the freezing zone, and some portion
of this heat is used to warm the flux of water entrained by the freezing zone. This heat

flux is:

4,9, * Gy, (3.40)

4y, is the bulk sensible heat flux arising from the transfer (entrainment) of liquid from
the laminar layer into the freezing zone. This sensible heat flux due to loss of liquid from
the laminar layer is:

T,+T,

qzl:csz](z _Tl) (3-41)

where R,, is the mass flux of water transferred from the film’s laminar layer into the

freczing zone (R,,=1,+R,, Fig. 3.3), and where (T,+T,)/2 represents the mean temperature

the figure’s simplicity. Substitution of Eqns, 3.41 and 3.21 into Eqn. 3.40 results in:

T1+Tz‘] o B (3.42)

qQ:IDwaLcWRﬂ[ 2 To

The bulk heat flux between the laminar and mixed layers is:
93279379 ’ (3.43)

where q, is the conductive heat flux from the laminar layer into the mixed layer (Eqn.
layer into the laminar layer. The bulk heat flux between the laminar and mixed layers is

thus:



T+T, ) . (T,-T,
Q327 “C Ry, _]z_"Tz - —(;l"_;")‘
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3.5 Model Ice Growth Regimes

Although future models are likely to account for more of the crystallographic
aspects of spray ice accretion, we begin here with a relatively simple model based on

Eqn. 3.27:
Vl=a(T0-Tl)b (3-45)

where V, here is the rate of advance of the icing interface r(y=y,) relative to the liquid N
of the laminar layer (Fig. 3.4). V, is used in the model to specify three ice accretion
regimes: (1) the glaze ice accretion regime, (2) the spongy ice accretion regime, and (3)
the porous ice accretion regime. We will describe each regime in turn in Scctions 3.5.1,

3.5.2, and 3.5.3.
3.5.1 The glaze ice accretion regime

In order to determine which icing regime prevails for a particular icing condition,
it is first necessary to determine the ice flux, I,. We assume here that I, is known. Since

glaze ice is assumed to be solid, the rate of advance of the icing interface is:
v =-2 (3.46)

where p, is the density of pure water. The density of water is used in Eqn. 3.46 hecause
it is liquid water and not ice that prevails in the plane o, the ice crystal tips at the icing
interface (y=y,) where V, is defined. If the rate of advance of the icing interface, based
on a solid growth morphology, V,, equals or exceeds the rate of advance given by the

ice crystal growth model, V, (see Eqn. 3.45), then the glaze ice accretion regime is
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assumed to occur, and V,, the rate of advance of the icing interface (y=y,) is set equal
1o V,. The glaze ice accretion regime is more likely to occur under conditions where the
supercooling at the icing interface, (Ty-T,), is small. On the other hand, if V <V,, then
cither the spongy or porous ice accretion regime will prevail, and V,, the rate of advance

of the icing interface (y=y,) retains its value according to Eqn. 3.45.
3.5.2 The spongy ice accretion regime

Since air bubble formation is neglected, the spongy ice accretion considered here
consists of only ice and water. The rate of advance of the icing interface in the spongy

ice accretion regime is:

(3.47)

where 1/p,. represents the accretion of solid ice and Ry/p,, represents the entrapment of
water. The spongy ice accretion regime will prevail as long as sufficient water is
available. If the ice accretion flux, becomes equal to the entire liquid flux that is available
for accretion, (1,+R,=R;;*+R;#+R,), then the fastest possible rate of advance for the icing
interface is achieved under the spongy ice accretion regime, and the shedding fluxes for
the laminar and mixed layers are zero. Substituting this expression into Eqn. 3.47 gives
the maximum rate of advancc of the icing interface:

\Y

RIMAX

_Ry+ 7Ri3*R4 (3.48)
- ,

w
Thercfore, the spongy ice accretion regime is defined to occur in the model over the V,

range, V <V, sV

£max”



3.5.3 The porous ice accretion regime

The porous ice accretion regime oceurs when the predicied crystallographic rate
of advance of the icing interface, V,, exceeds the maximum rate of advance of the icing
interface for the spongy regime (V,>V_..). In this case, the mass flux shed from the
segment is assumed to be zero, and all of the water directed onto the icing surface of the
cylinder segment is accreted in either the solid or liquid phase. Since the aceretion of all
the available water substance is not sufficient to produce a deposit growth rate equai to
V, if it is composed of only water and ice, voids in the ice matrix are assumed to form.

The rate of advance of the icing interface for the porous ice accretion regime is:

V=12 i3 "4, e (3.49)

3.5.4 Determination of the ice accretion regime

In Sections 3.5.1, 3.5.2 and 3.5.3, the rate of advance of the icing interface, V,,
was used as the criterion for determining the model icing regime. However, in the
development of the model’s algorithms and computer code, two mass flux parameters are
but the procedure yields a less complex algorithm.

The first parameter is R, the flux of water entrapped by the ice matrix, while the
second is R,, the mass flux of air entrapped in the ice accretion. The first parameter is

used to identify glaze icing cases, and we define R, as:
Ro=Vip,- 1y (3.50)

For known ice flux, I, and rate of advance of the icing interface, V, (Eqn. 3.45), the

value of R, is used to test for the glaze ice accretion regime. If we find that R,s0), the
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glaze ice accretion regime prevails, and we set Ry=0. If R;>0, either the spongy ot porous
ice accretion regime occurs and the value of R, is accepted as the flux of water entrapped
by the ice matrix.

The second parameter, that is used as a criterion in determining the occurrence

of the porous ice accretion regime, R,, is defined with Eqn. 3.49:

n

Pa

Ry~ = 1)

(Vip,~Ry-Ri;-Ry) @G

If R,>0), and R, =0, the spongy ice accretion regime occurs, and we set the mass flux of
entrapped air, R,=0. If R;>(0), and R >0, the porous ice accretion regime prevails, and the

value of R, is accepted as the flux of entrapped air at the icing surface.
3.5.5 Ice accretion sponginess and density
The "sponginess" of a sample of ice, A, is defined to be its fiquid mass fraction:
A ¥ (3.52)

where m,, is the mass of the entrapped water, m; is the mass of ice, and m, is the mass
of air included in the accretion. The mass ol entrapped air is usually neglected being
small. However, because air is trapped in the porous ice accretion regime and because
air inclusion may have a significant effect on accretion density, we retain the effect of
air inclusion in the equations that follow. Using mass fluxes, sponginess may be defined
equivalently:
. T (3.53)
Ip*Ry*R, -
The air inclusion fraction may similarly be written as:

3
i



, R
" lo*Ry*R,

An equation for the accretion density, p,., may be derived as follows. First, the

(3.54)

rate of advance of the ice matrix/freczing zone interface is:

TRy R, &)

in

5)

I, R R
Vﬁzsu 4 _E -4 ?ﬂ
pi l:'w pa pac

Next, the ice fraction may be written in terms of the sponginess and the air inclusion
fractions as:
I=1-4-1, (3.56)

Eqns. 3.55 and 3.56 can be combined to give:

in

m’:%w ) pwplpn B (3 7’
) A’plpa+lgp“p!+ I pwpg

Once the icing regime has been determined, accretion characteristics such as ice.

fraction (Eqn. 3.56), air inclusion fraction (Eqn. 3.54), and accretion density (EQIi. "’5'37)

can be calculated.

3.6 Model Equations

The model equations developed throughout Scctions 3.2 to 3.5, are brought
together and summarized here to make them more accessible. For symbol meanings, we
refer the reader to the List of Symbols or to the original text in which they were

introduced. We start with the equations that describe the falling film. The thickness of
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i | o

(3.58)

12

(s-y)= [l-”'l ]
gp

The total mass [lux for the falling film (laminar or turbulent) is:
R,= R,+R, (3.59)

where the falling film fluxes (Ry, R, R;) are determined for a laminar falling film, a
falling film with a mixed layer consisting of a buffer layer, and a falling film with a
mixed layer consisting of buffer and turbulent layers. For a falling laminar {ilm with no

mixed layer present (cf. Eqns. 3.9 and 3.59):

Rfo@spnlz;’; R,=0
R.=R, | | 0<n<5 . (3.60)
¥3=y)=02-y1) Y572 |

3.10, 3.11, and 3.15 with 1=5):

R,=12.50Z;"; R;=R;-R,
R,=p(12.5-8.051+5.0nnn)Z." : O (3.61)

, : 5
G-y ——

3.10, 3.12 and 3.15 with n=5):

R,=125pZ"; R,=R,-R,
R } 33,8 n ~f -1

R S (3.62)
8y

The conservation of water substance for the falling film is expressed as:
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Riz"RLz*Rro*Ro*sz*Rs (3.63)
The ratio of the temperature differences across the freezing zone and the laminar layer

is:

@To-Ty) _ka 01-¥0) (3.64)

(T]-Tz) 2k (y;_*SYI)

where the freczing zone thickness is:

A9A 105 -
(y,-yo)=c,(6.16xzo-5+—2-024"10 ) . -(3.65)

(TQ“’T;)

The mean thermal conductivity of the freezing zone, k, is:

k.[ (k. ) S
k:J[](.’.-]}pQ] ’ (3.66)
3 ,
where the ice fraction, 1, is:
I | o
1= 0 o (3.67)
I,+Ry+R, - -

The heat balance equation for the mixed layer or for the outer surface of the

laminar falling film in the event that no mixed layer is present, is (cf. Eqn. 3.34): B

(T,-T,) ehL (P \063
k -h(T,-T)- V[S—f) (e,-RHe,)

v (Y2 - yl) CpPa

-0a(T,~T) +c Riy(T;3-T,) -c R (T, - Tp=0

(3.68)

c

where we have used T,=T,. The heat balance for the laminar layer is (cf. Eqn. 3.38):

T1+T2 7T1+T2
CwRiz TiZ— 2 +IOLf+cw(IQ+RQ) 5 '_TD
T,+T T.-T.
_C“ »2[ ] Z_Tz)'"kw( 17 i ;)Eo
2 (y‘?-yl)

“

(3.69)
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The mass flux of water entrained into the laminar layer from the mixed layer is (sce Fig.

):

L8]
HRY

R,=R;*R-R, (3.70)

Establishing the ice accretion regime begins with the equation for estimating the

rate of advance of the l(‘;‘lﬂg interface:
\‘7 = 37 " - I b 3!;
| I ( "0 l) ( D

Based on this rate of advance, V,, an estimate of the mass flux of entrappcd water, R,
(which is used as a criterion for determining the occurrence of the glaze ice accretion

regime) is:
Ry=V,p,-1; o (3.72)

An estimate of the mass flux of entrapped air, R,, (which is used as a criterion for

discerning the occurrence of the porous ice accretion regime) is:

Ra:E(Vlﬁ“-“RifRifRd) (3.73)

Once R, and R, are known, (Eqns. 3.72 and 3.73) the icing regime is cstablished
according to the following criteria: (1) if R,=0), the glaze ice accretion regime occurs with
Ry=0 and R,=0; (2) if R;>0 and R,=0), the spongy ice accretion regime occurs with a mass
flux of entrapped water, R, and a mass flux of entrapped air, R =0, and (3) if R,>( and
R,>0, the porous ice accretion regime occurs with a mass flux of entrapped water, R,,
and a mass flux of entrapped air, R,. Once R,, and R, are known, along with the pure jce
flux, Iy, the ice fraction and ice accretion density can be estimated according to the
equations of Section 3.5.5.

An examination of the equations of this section shows that there is an empirical
parameter (C, in Eqn. 3.65) that must be evaluated before the model is complete. Once
that parameter has been specified, there are 16 variables to solve for. These are: R,, R,

Ry Ry My ¥a ¥as Yo I 1oy Ry R, Ty, Ty, k, and V, where T, is not explicitly included
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because T,=T,. Other parameters that appear in the equations are either (1) parameters
that describe the physical properties of air, water, or ice (e.g. p, 4, etc.), or (2) parameters
that are known on the basis of external input conditions (e.g. h, e,), or (3) input
parameters (e.g. T,, RH, V_, T,, R;). There are 16 independent model equations (Eqns.
3.58 to 3.74). Thus thc number of equations is suificient to solve for the model’s
variables and to yicld an ice accretion prediction. The algorithm used to solve the
cquations of the model is described in Appendix 7, along with a listing of the model’s
computer code on diskette. In the next section, the question of evaluating the empirical

parameter, C, is addressed.

3.7 Muodel Calibration

present context means determining the value of the freezing zone parameter, C,, (cf. Eqn.
3.65), under the assumption that C, is indeed a constant of the problem. Determination
of this parameter is possible if the rate of advance of the icing interface {the ice growth
rate) and the ice fraction are both known experimentally. However, if the thickness of the
freczing zone relates to the radius of curvature of a freely-growing ice crystal in a more
complex way than we have assumed, the freezing zone parameter may not be a constant
but may be a more complicated function of conditions at the icing surface. However, in
order to achieve a working model, we persist with the assumption that the freezing zone
parameter is a constant. Nine spongy icing experiments performed at the University of
Alberta are used to estimate C,. The mean value of C, based on these observations is used
in the model for the sensitivity and performance analysis of Section 3.8. Because of the
uncertainty in C,, the sensitivity of the model’s prediction to variation in C, will be

examined for a "representative” icing condition.
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3.7.1 The calibration equations

The method used to derive an equation for C,. is first to produce an alternate
expression for the freezing zone/laminar layer temperature ratio to that given by Eqn.
3.33, and then to equate the two expressions. First, the ice fraction, 1. defined in Eqn.

3.67, may be written:

o (3.74)
Ih+R,

where we assume for the present that there is no air inclusion (R,=0). Using Eqn. 3.47,

1

I=

the ice accretion flux may be expressed as:

(I,*Ry=V,p, (3.75)

Next, the expression for q, (Eqn. 3.21) is transformed to give:

| TG,. o _
ql:(]D+RD)[L{(+)_CW(TO;TI) ' (3.76)

Eqns. 3.74 and 3.75 are then substituted into Eqn. 3.76 and give:
9= V,py[Lel-c (Ty-TI o @3TD

Substituting the expression for V| (Eqn. 3.71) into Eqn. 3.77, and then introducing the

resulting equation for q, into Eqn. 3.23 (i.e. q,=q,) results in:

ol IR -T,)
a(Ty-T)P pw[L.fI—xc,-w('l“ﬂ=,ir‘l);|;—-kw.$__?= (3.78)
' ' -y
Eqn. 3.78 may be transformed to give an expression for the freczing zonc/laminar layer

temperature difference ratio:
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(Te-T)) ok, . (3.79)

(=T a(T-T)*p,, [LeI-c(To=TPI (v~ )
Finally, this ratio is equated to that given by Eqn. 3.33 to yield an expression for C:

e _k 340k —e (T —-T 31!
- [1Ck k)2, 1o, (To-TI (3.80)
" ap,[6.16x10°5(Ty-T,)>"+2.024x10"%(T,-T))*?]

Eqn. 3.80 may be used to estimate C, if the ice fraction, I, and the supercooling at the
icing interface, (T,-T,) are known. The supercooling at the icing interface, (T,-T),), is not
likely to be measured experimentally, but it may be inferred on the basis of Eqn. 3.71
for a known value of V,. Most icing measurements will be of V,, the rate of advance of
the ice matrix, and not V,. Therefore, using Eqns. 3.47 and 3.55, and with R,=0, the rate

of advance at the icing interface is:

=1 e
V,=v,[1+1[ B2 @8
1 0.
Together, Eqns. 3.81, 3.45, and 3.80 can be used to determine C,, from observations of

V, and L
3.7.2 Estimation of the freezing zone parameter

The case of hailstone growth (List 1990) is used here to illustrate the estimation

of C. List (1990) states that temperatures below the freezing point of water occur in the

routinely observed at the water skin-air interface. On the basis of this observation, he

suggests that the water skins which cover the growth regions of hailstones are probably

may be quite different from the falling films on a vertical icing surface. Whatever the

differences may be for the water films of these two icing configurations, we assume that
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their freezing zones are similar. The present approach to model calibration and .the
example that follows depends on the equation development of Section 3.7.1 which reveals
that in order to estimate C,, only conditions in the freczing zonc and at the icing interface
need to be considered. The difficulties of accounting for or measuring the characteristics
of the many surficial liquid films that may occur under various icing configurations and
conditions are therefore sidestepped.

List (1990) measured an ice growth rate of 2.0 mm min" on a 2 cm gyrating
spheroid, with a water skin thickness of 1 mm and an estimated ice fraction, I=0.5. He
does not give the wind tunnel conditions that produced these ice growth parameters.
However, with V,;=1.667X16 *ms"', Eqn. 3.81 may be used to calculate V,=1.60X10"*ms",
Equation 3.45 may then be tsed to calculate (T,-T,)=0.31°C. This value of supercooling
is close to the value calculated by List (1990) of (.307°C. He used the equation of Hobbg
(1974) which has the same form as Eqn. 3.27 with values for a and b of 2.8X10™ and
2.39, respectively. Therefore, even though these values of a and b differ from those uséd
in the present model (i.e. 1.87X10™ and 2.09), calculation of supercooling at the icing
interface is, for this icing condition, substantially unaffected by the choice of ice cr'ystul'
growth rate model. Finally, Eqn. 3.80 is used to estimate C=1.64.

Using the method illustrated above, spongy spray icing measurements madc in lhc‘
Marine Icing Wind Tunnel at the University of Alberta (Shi, pers. comm.) were used to
calculate values of the freezing zone parameter. Shi measured ice growth rates and ice
fractions on a slowly rotating (0.1 Hz) horizontal cylinder of 4 cm diameter. The ice
growth rates were determined in the centre of the accretion from the measurcd
experiment duration and the final accretion diameter. Ice from the central portion of the
accretion was also used to establish the ice fraction of the deposit by calorimetry.

The Marine Icing Wind Tunnel at the University of Alberta (Foy, 1988) has a
vertical working section in which airspeed was varied from 10 to 30 ms™, and the air
temperature from 0°C to -30°C. The air flow {directed downward) carricd spray from
nozzles located above the rotating cylinder to the surface of the ice accretion on the
cylinder. The spray cooled en route to the ice accretion but the spray temperature was

not measured. The spray flux was measured prior to each icing run by collecting spray
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with a sponge placed in the airstream. The air temperature, wind speed, spray flux. ice

cases arc uscd here to estimate the value of the freezing zone parameter; these data are
tabulated in Appendix 8. The remaining nine cases are documented in Appendix 9 and
arc uscd for model performance evaluations in Section 3.8.4. The first nine cases yield
a range for the freezing zone parameter of 1.09sC,<1.56, with a mean value of 1.33, and
a standard deviation of 0.16. This mean value is used in the model for the performance
cvaluations and sensitivity analysis of Section 3.8. Both sets of nine icing cases include
a variety of icing conditions, such as a considerable variation of wind speed (10 ms™ to
30 ms') and air temperature (-2°C to -20°C). While the first group of icing cases was
chosen arbitrarily for calibrating the model, the second group would have produced a

similar value for C, of 1.43.
3.7.3 Model sensitivity to the freezing zone parameter

Because of the range of values estimated for C,, the model sensitivity to variations
in C, will now be examined. The results of the sensitivity analysis are shown in Fig. 3.5
near the end of this section. The environmental conditions used for this analysis are the
ones that will be used as a standard condition for sensitivity analysis to other parameters
in Section 3.8. It is also the standard condition used in the freshwater icing experiments
reported by Lesins et al. (1980) on a horizontal cylinder of diameter 1.9 cm. For the
present purpose, we have chosen the diameter of the vertical cylinder to be 1.9 em with
a single cylinder segment of the same height, Z.=1.9 cm. The air temperature is -10°C,
and the airspeed 18.0 ms™'. The temperature of the impinging spray is assumed to be
midway between the freezing point and the temperature of the air (i.e. T,=-5°C). The
liquid water content of the spray is 15 gm™, and the droplets have a diameter of 90zm.
The cylinder collision efficiency calculated from the equations of Finstad et al. (1988)
for these conditions is E=0.92. Thus the spray flux (with collision efficiency accounted

for) is 0.249 kgm™s™. The relative humidity of the airstream is assumed to be 90%,
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For the present purpose, we have chosen the diameter of the vertical cylinder to
be 1.9 cm with a single cylinder segment of the same height, Z=1.9 cm. A model
configuration with cylinder segment height equal to its diameter. D, was chosen in order
to simulate the length over which excess surficial water will flow on a horizontal
cylindrical icing surface such as the ones investigated by Lesins ct al. (1980). Lozowski
et al. (1995) propose a liquid film flow length of 7D/4 for excess water on the windward
surface of a horizontal icing cylinder. Their film flow model cstimates the film thickness
on the icing surface using the wind shear on the cylinder's surface. For a cylinder with
rotation and wind shear neglected, the maximum length over which the liquid might flow
under its gravitational body force is nD/2. Since a surficial flow length equal to the
cylinder’s diameter lies between these two estimates (wD/4 and nD/2), the cylinder
diameter, D, was used in our vertical cylinder icing model (Z,=D) to simulate icing on
horizontal cylinders. Table 3.1 shows the sensitivity of the model’s surficial liquid film
thickness and ice fraction to film flow length (i.e. Z.). For a variation in the film flow
length from xD/4 to nD/2, the predicted film thickness was within 20% of that prcdiclcd '

Table 3.1 Predicted falling film thickness, (y;-y,), and ice fraction, I, for three film flow
path lengths or segment heights, Z,. (conditions as given in Section 3.7.3)

A nD/4 (1.5 cm) ~ D(@1.9cm) nD/2 (3 cm)

g,

c

_(yayy) - 88.3 um 95.7 pm 112 pum

I (.545 0.557 0.584

for a flow length of D. For the same variation in film flow length the predicted ice
the choice of cylinder segment height (i.e. flow path length) has a significant influence
on the film thickness while having a relatively modest effcct on the accretion’s ice
Kachurin et al. (1974) for vessel icing conditions and by List (1990) for hailstone growth,
Lozowski et al. (1995) shows that for a 5 cm diameter horizontal cylinder (with no icing)
and a large impinging spray flux (2 kgm™s™') that a maximum film thickness of 280 yim

is to be expected. Therefore, until a more complete description of the way in which liguid
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films depend on gravitational body force, wind shear and surface geometry becomes
available, a model-predicted film thickness of ~96,m (for the present standard condition)
is likely to provide a satisfactory basis on which to make a comparison between the
predictions of a vertical cylinder icing model and icing data for horizontal cylinders.

The falling liquid film and the ice growth on a vertical cylinder of height, D, can
be modelled in the single-segment mode (Z_=D) or in the multi-segment mode (Z_=D/N)
where N is the number of segments. The multi-segment mode produces greater vertical
resolution for the model’s output (i.e. 1, (Iy+R,), (ys-y,)). However, for the standard icing
conditions as described above, the model in multi-segment mode with N=10, estimates
ice accretion flux, (I,+R,) and an ice fraction, I, that is within 5% of the values predicted
by the model in single segment mode. Therefore, we use single segment mode (Z_=D)
for all of the sensilivity analyses and for all of the model comparisons with horizontal
icing data that follow in Section 3.8. We sidestep the extra computational effort of the
multi-segment mode because it has little effect on the largely qualitative results of the
sensitivity analyses, and because the extra resolution is not likely to reflect the icing on
horizontal cylinders more realistically.

The spongy spray icing model was run for values of the freezing zone parameter
in the range 1.0sCs2.0 in order to illustrate the sensitivity of the model’s ice fraction
to this parameter. Fig. 3.5 shows that the ice fraction, I, has a substantial dependence on
C.. An increase in C, from 1.0 to 2.0 results in a decrease in the ice fraction from 1.0 to
approximately 0.2. On the other hand, the flux of pure accreted ice calculated by the
model, I, increases by only 1.4% over this range of C,. This suggests that the rather

substantial increase in total accretion flux calculated by the model, (I,+R,), from 0.018

model’s prediction of spongy ice accretion flux and ice fraction are strongly dependent
on the value of C.

An increase in the freczing zone parameter has the effect of increasing the
thickness of the freezing zone (Eqn. 3.29), which in turn causes the supercooling at the
icing interface to increase. This increased supercooling results in an increased rate of

advance of the icing interface and hence increased sponginess, as more of the surficial
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Plgure 3.5 The senmlwuv of the model’s predmled ice fraction to the frgmn;ﬂ_, zone
parameter, C,. (other conditions given in text)

water is entrained by the freezing zone and then entrapped in the advancing ice matrix.
This enhanced surficial waler entrapment also has the effect of reducing the thickness of

the falling film, thereby ingreasing the film surface lemperalure the external heat transfer

flux, the ice fraction of the spongy accretion, and the thickness of the falling film depend

substantially on the freezing zone parameter, and the surficial structure of the model.
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3.8 Model Performance and Sensitivity

The model’s performance is examined by comparing the model’s prediction of ice
fraction and ice accretion flux with the results of experiments performed by Lesins et al.

(1980). Following this, the sensitivity of the model to spray flux, spray temperature. air
temperature, air velocity, and relative humidity is presented. This is done by varying one
parameter at a time from the standard icing condition specified in Section 3.7.3. Finally.
the model’s performance is compared to ice accretion and ice fraction observations made

in the Marine Icing Wind Tunnel at the University of Alberta (Shi, pers. comm.).
3.8.1 Model evaluation with the icing data of Lesins et al. (1980)

Lesins et al. (1980) performed freshwater icing experiments in a refrigerated wind
tunnel using a slowly rotating (0.5 Hz) cylinder of diameter 1.9 cm. The cylinder was
oriented horizontally 1.8 m above nozzles that produced spray with a mean volume
droplet diameter of 90um. An airflow with a speed of 18 ms™ carried the spray up to the
cylinder, cooling the droplets en route. The initial spray temperature at the nozzles was
about 0°C and Lesins et al. (1980) estimate a spray temperature close to that of the
airstrcam at the location of the cylinder. The liquid water content was varied from 2 to
40 gm™ while air temperature was varied from -2 to -20°C.

Even though the comparison of the results of Lesins et al. (1980) for a horizontal
slowly rotating cylinder, with the performance of our spongy spray icing model for a
non-rotating vertical cylinder is not ideal, we persist in the comparison on the basis of
similaritics in heat transfer with the airstream and spray collision with the cylinder. For
both configurations spray collision will occur on the windward half of the cylinder and
the collision efficiency will be the same for bbth configurations. The loss of heat from
the two cylinder configurations will be similar because of the same air speed and cylinder
diameter. In order to make the best compaﬁson possible, the model cylinder segment
length, Z.. was set equal to its diameter, D=1.9 cm. In section 3.7.3 we propose this

segment length because it is approximately the length of the surficial water shedding path
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on the surface of a horizontal cylinder. The resulting comparisons of ice fraction. 1. and

ice accretion flux, (I,+R,). are shown in Figs. 3.6 and 3.7. respectively,

Ice Fraction

02
0.1 s S
0.0 I I . P TR l T | L l L I R l T l R
0 3 6 9 12 15 18 21 24 27 30

Liquid Water Content (g m'3)

Figure 3.6 Ice fraction as a function of liquid water content for model spray temperatures
(a) Ty;=-10°C, (b) T,=-5°C, (c) T,=0°C, compared with (d) the result of Lesins et al.
(1980). ,

Lesins et al. (1980) measured the thickness of the ice accreted on the cylinder

along with the ice fraction of a sample of the accretion. These measurements were used

~ to calculate the net collection efficiency. The net collection efficiency , E,,, is defined
by Lesins et al. (1980) as the ratio of the mass growth rate by permanently accreted
water to the total mass flow rate in the volume swept out by the cylinder. A lcast squares

best fit was applied to thc data to give empirical equations for the net collection
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cfficiency, E,.. and the ice fraction, I, as functions of air temperature, T,, and liquid
water content, W,. The resulting empirical relationship for the net collection efficiency
has been used 1o plot curve "d" in Fig. 3.7 which shows ice accretion flux, (I,+R), as
a function of liquid water content at air temperature, T,=-10°C. Their empirical relation
for ice fraction, I, as a function of liquid water content at an air temperature, T,=-10°C,
is shown as curve "d" in Fig. 3.6.

Fig. 3.6 shows the model-predicted ice fraction as a function of liquid water
content for the standard condition of Lesins et al. (1980), with a spray temperature, T,,
of -10°C. -5°C, and ()°C. These three spray temperatures are presented because the actual
spray temperature at the cylinder was not measured. Curves "a" and "b" in Fig. 3.6
appear qualitatively similar to the empirical result of Lesins et al. (1980), while the warm -

spray curve "c¢" exhibits an opposite tendency with glaze ice at high liquid water contents.

]

Curve "¢" shows an increasing ice fraction with increasing liquid water content (up to
~12.5gm™) duc to an increased contribution of sensible heat by the relatively warm
impinging spray (T,=0°C). An increased contribution of sensible heat at the outer surface
of the falling film due to warm spray accounts for an increased portion of the convective
and evaporative heat loss to the airstream. This brings with it a reduction in that portion
of heat loss to the airstream which originates in the freezing zone. Hence, a reduction in
the rate at which heat is conducted from the freezing zone and the rate at which pure ice
grows in the freezing zone. Decreased heat conduction in the freezing zone and at the
icing interface is accompanied by a decreased thermal gradient. A decreased thermal
gradient in the freezing zone leads to decreased supercooling at the icing interface.
Reduction in the supercooling at the icing interface leads to a decreased rate of advance
of the icing interface and reduced entrapment of water by the ice matrix. Therefore, the
ice fraction of the accretion increases with increasing liquid water content until the glaze
ice accretion regime occurs with an ice fraction of unity.

The low spray temperature curves "a" and "b" show an increasing sponginess

(decreasing ice fraction) with increasing liquid water coniznt. This decreasing ice fraction

supercooled spray. Thus sensible heat loss augments the convective and evaporative heat
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Figure 3.7 Ice accretion flux versus Iiiqruidi'\;;ateir content for spr;& 7lémf)cfafﬁrcs (a) T,=-
10°C, (b) T,=-5°C, (c) T,=0°C, compared with (d) for the result of Lesins et al. (1980).

loss at the outer surface of the falling film, and is responsible for an increased pure ice
growth flux, I, in the freezing zone. The increasing evolution of latent heat of fusion
leads to a rising temperature gradient in the freczing zone. This increased thermal
gradient leads to a larger supercooling at the icing interface and to an increased rate of
advance at the icing interface. Therefore, more water is incorporated into the ice matrix
and the ice fraction decreases with increasing spray liquid water content as shown in

curves "a" and "b" of Fig. 3.6.
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Curves "a", "b", and "c" in Figs. 3.6 and 3.7 are truncated near () gm™ because the

model does not converge to a solution at low liquid water contents. This lack of

convergence occurs with very thin falling films. There may be a minimum critical {ilm

thickness below which a steady-state falling film can no longer exist (Kachurin and

Morachevskii, 1966). This condition presumably verges on rime icing. The prediction of
into the present spongy spray icing model.

Fig 3.7 shows the model’s prediction of the ice accretion flux, (I;+R), as a

function of liquid water content under the same condition used in Fig. 3.6. Curve "a"

rate of advance of the icing interface leads to the overprediction of sponginess that is in
turn responsible for the overprediction of ice accretion flux in curve "a". A spray
temperature of -5°C (curve "b") produces generally good agreement between the model-
predicted ice accretion flux and that measured by Lesins et al. (1980). Curve "c", for a
spray temperature of 0°C, considerably underpredicts the ice accretion flux over much
of the liquid water content range. In this case, underprediction of the rate of advance of
the icing interface produces the underprediction of the sponginess that is responsible for

it

the underprediction of ice accretion flux in curve "c".
3.8.2 Model sensitivity to spray temperature and spray flux

Fig. 3.8 shows a sensitivity analysis of model-predicted ice fraction under the
same conditions used in Fig. 3.6. In Fig. 3.8, spray flux replaces liquid water content as
abscissa. Fig. 3.8 covers a much greater range of liquid water content than does Fig. 3.6
(i.c. 5.5 gm™ to 555 gm™). The same three spray temperatures are considered in both
figures. Curve "¢", for a spray temperature of 0°C shows essentially the same result as
curve "c¢" of Fig. 3.6, Curve "b", for a spray temperature of -5°C shows a more
complicated tendency in ice fraction with increasing spray flux. However, curve "a", with
a spray temperature of -10°C is chosen here for detailed analysis. To help with this

analysis, Fig. 3.8 also displays the ice accretion flux (curve "d", I, +R,) and the ice flux
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(curve "e", 1) corresponding to "a". Curve "a" in 3.8 suggests that there are three

2!
‘rj:ﬁ
'JJ

regions based on the ice fraction tendency.

Accretion Flux (kg m?s™)
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Figure 3.8 Ice fraction versus Sprz;); flux for (a) ;Ii%s]iﬁc’(?, (l:;)i T,;%S:’C, and (f:)
T=0°C. Spongy accretion flux (d) and pure ice flux (e) versus spray flux for T,=-
10°C.
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Region I extends from a flux of 0.1 kgm™s™" to 0.63 kgm™s™". It has alrcady been
discussed in connection with Figs. 3.6 and 3.7 which have a comparable flux range. In
this region, the ice fraction decreases as the ice accretion flux increases. The discussion
of region I, given in connection with Figs. 3.6 and 3.7, suggests - : explanation for these
tendencies, but neglects some aspects of the model’s struc: ¢. Here, Fig. 3.9 is

introduced to help with a more complete interpretation of region I. Fig. 3.9 shows the
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Figure 3.9 (a) Total film thickness, (b) laminar layer thickness, (c) freezing zone
thickness, (d) film surface temperature, and (e) icing interface temperature versus spray
flux. (conditions as given in Section 3.7.3)

total film thickness (curve "a"), the laminar layer thickness (curve "b"), the freezing zone
thickness (curve "c"), the film surface temperature (curve "d") and the icing interface
temperature (curve "e").

In region I, the freezing zone thickness decreases while the film thickness
increases. Perhaps more important for determining the ice fraction and accretion flux is
the decline in the icing interface temperature, which causes the rate of advance of the
icing interface to increase. As a result, the sponginess and spongy ice accretion flux both

increase. Also, in region 1. the temperature of the outer surface of the film is decreasing
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surface of the film as the spray flux rises, the overall heat loss increases, giving risc to
an increasing pure ice flux in region L.

Region II occurs in the spray flux range (.63 kgm™s™ to 2.15 kgm™s™. In region
II, the ice fraction increases with increasing spray flux while the ice accretion flux rises
to a local maximum before falling again. As the spray flux increases, the flux of shed
waler on the icing surface also increases. The increasing film thickness in region 11 leads
to a decreasing film surface temperature. This decreases the conveclive, evaporative and
radiative heat loss from the film to the airstream. However, the increase in sensible heat
loss that accompanies an increased flux of supercooled impinging spray, more than
compensates for the reduction in heat transfer to the airstream. This results in an
increasing ice flux.

The thickness of the freezing zone is nearly constant in region II, and the
temperature of the icing interface changes by less than (.2°C while reaching a local
minimum. This local minimum in the icing interface temperature corresponds to a local
maximum in the spongy ice accretion flux. This demonstrates the sensitivity of the ice
accretion flux to the icing interface temperature. Even though the ice accretion (lux in
region II reaches a maximum and then decreases, the overall heat loss from the outer
surface of the falling film continues to increase as it did in region 1. Over the first half
of region 11 (0.63 kgms™ to 1.40 kgm'’s™), the increase in overall heat loss produces an

increasing ice flux, and a small increase in the ice fraction. However, over the second

decreases, with the result that the ice fraction increases rapidly.

The increase in ice fraction in region II brings about the decreasing icing interface
temperature, that is responsible for reducing the rate of advance of the icing interface and
the ice accretion flux. Eqn. 3.32 shows that the mean thermal conductivity of the freezing
zone is linearly proportional to the accretion’s ice fraction. As a result, the thermal
gradient in the freezing zone decreases and along with it the icing interface supercooling,

Therefore, even though the heat flux conducted from the freezing zone increases in region
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II, as is cvident from the increase in the pure ice flux, the increase in thermal

icing interface supercooling. Therefore, the effect of ice fraction on the thermal
conductivity of the freezing zone is responsible for reducing the rate of advance of the

icing interface, and the ice accretion flux in region II.

development of the mixed layer at a flux of about 2.15 kgm™s™. Fig. 3.9 shows that at
this flux the icing interface temperature begins to drop again with increasing spray flux.
This occurs because the sensible heat flux needed to warm the impinging spray as it
forms the mixed layer, is responsible for a considerable increase in the growth rate of ice
in the freezing zone. The icing interface temperature must therefore drop substantially in
order to provide a sufficiently large conductive heat flux through the freezing zone. In
addition, the decreasing ice fraction in region Ill leads to a decreasing thermal
conductivity in the freezing zone, an increasing thermal gradient across it (and the
laminar layer) and an increasing supercooling at the icing interface. As a result, the rate
of advance of the icing interface increases rapidly with increasing spray flux and gives

rise to a decreasing ice fraction and an increasing ice accretion flux in region III.
3.8.3 Model sensitivity to other model parameters

Fig. 3.10 shows the sensitivity of the model-predicted ice fraction to air
temperature, under the standard condition of Lesins et al. (1980) (see Section 3.7.3).
Curve "a" is for spray temperature equal to the air temperature, curve "b" for a spray
temperature equal to the mean of the air temperature and the spray’s equilibrium freezing
temperature, (0°C), and curve "c" for a spray temperature of 0°C. All three curves show
that the model-predicted ice fraction is a strong function of air temperature, in contrast
to the experimental findings of Lesins et al. (1980). They state that within a relative error
of £8%, the calorimetrically measured ice fraction was constant over the air temperature

range, -4°CzT,=-16°C while varying from 0.37 to 1.0 with spray liquid water content.
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Figure 3.10 Ice fraction versus air temperature for three spray temperatures (a) T,=T,,
(b) T,=T,/2, and (c) T,=0°C. (conditions as given in Section 3.7.3)

In this case, the measured ice fraction was constant over the air temperature range at a
value of 0.47 with the standard condition’s liquid water content of 15 gm™ (cf. Fig. 3.6).
The explanation of this discrepancy between the substantial sensitivily of the model’s
prediction of ice fraction (i.e. 0.34 to 1.0) and the constancy of the measured ice fraction
with air temperature, remains elusive.

As in Fig. 3.6, curves "a" and "b" in Fig. 3.10 are truncated duc to a lack of
numerical convergence in the model’s computational algorithm at low air temperatures.

Under these circumstances, the thin falling film is likely unstable due to rapid growth at
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the icing interface. At present, the model is unable to resolve this transition from spongy
icc growth to rime icing since rime was not considered in the model’s development. The
porous ice accretion regime described in Section 3.5.3 is not a very satisfactory model
of rime icing. Although it occurs at low air and spray temperatures, it is unrealistic
inasmuch as the liquid which is trapped within the porous accretion yields a low ice
fraction for the accretion which is not characteristic of rime. Even though the accretion
density in the porous ice regime resembles that of rime, the low ice fraction does not.

Fig. 3.11 shows the model-predicted ice fraction as a function of airspeed and

relative humidity for the standard condition with T,=-5°C. The ice fraction is not strongly
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Figure 3.11 Model-predicted ice fraction as a function of (a) air speed and (b) relative
humidity for the standard condition (as given in Section 3.7.3).
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influenced by the relative humidity of the airstream but it does increase by about 15%
as RH increases from 0% to 100%. The model is more sensitive to airspeed. The increase
in the heat loss from the icing surface as the airspeed increases causes an increased
evolution of latent heat in the freezing zone and a considerable increase in the icing
interface supercooling. Because of this, the rate of advance of the icing interface
increases, resulting in a considerable increase in both the sponginess (decrease in ice
fraction) and the ice accretion flux as the airspeed rises. The effect of wind shear on the
falling film is not included in the model, and this would likely have some influence on
these results. However, understanding the effect of wind shear on the falling film and on

the icing must remain an objective for future work.

3.8.4 Model evaluation with the icing data of Shi (pers. comm.)

A set of nine spray icing data measurements made on horizontal rotating cylinders
pers. comm.) were compared with the predictions of the model. These cases of spongy
spray icing data, and another group of nine icing cases that were used to calibrate the
model, are documented in Appendix 9. The experiments are described more fully in
Section 3.7.2. where the method used to calibrate the model is given.

The model predicted icing for seven of these cases, but it did not converge to a
solution for the other two cases. Fig. 3.12 shows these seven cases as solid circles for
which the model predicted three cases of spongy icing. These three cases arc shown in
Fig 3.12 as solid circles labelled with the model’s predicted ice fraction while the other
four glaze icing cases (at lower ice accretion fluxes) are given without ice fractions. The
model predictions of accretion flux have a smaller relative error when the model predicts
a spongy ice accretion. This is evident from the Willmott index of agreement, which for
the glaze icing cases is 0.67 while for the spongy growth cases it is 0.9. Although the
model underpredicts the measured ice accretion flux for both giaze and spongy cases, the
correlation between the model and the experiments is good. This is evident from the

coefficient of determination, which for all seven glaze and spongy cases is (.96 and from
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the Willmott index of agreement which is ().94. Even though the model was developed
1o predict icing on a vertical cylindcr; it has a comparable ability to predict accretion flux
for horizontal cylinders. This is consistent with Stallabrass and Hearty (1967) who say
that accretion rates for the vertical and horizontal orientations were indistinguishable

under similar icing conditions.
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Figure 3.12 Model versus observed ice accretion flux for icing data (Shi, pers. comm.).
Cases used to calibraie the model (triangles) and for performance evaluation (circles) are
given. Spongy predictions are shown with ice fractions.

Fig. 3.12 also includes seven cases for which the model was used to predict icing
based on the data set that was used in Section 3.7.2 to calibrate the model. These cases
are shown as inverted solid triangles where the spongy cases are labelled with the
model’s predicted ice fraction. Although the model has empirical dependence on these

experimental cases of icing, the model does not predict ice accretion flux as well as it
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determination, which for these cases is (.56 and from the Willmott index of agreement
which is 0.73. The reason for the model’s reduced predictive capability with these cases
remains unclear, although it may be partially due to the calibration mecthod which
depends only on a portion of the model’s structure (i.e. the freczing zone and its
thermodynamics).

The majority of the glaze ice predictions shown in Fig. 3.12 underpredict the
observed ice accretion flux by factors in the range 2-3. This underprediction could be
caused by model assumptions, such as a heat transfer coefficient that is too small due 1o
unaccounted for roughness, or by assumptions concerning the iﬁpuﬁlr conditions, such as

the assumed spray impingement temperature.
3.9 Summary Results Conclusions and Recommendations

A new, physically based, exploratory model of freshwater spongy spray icing on
a vertically-oriented non-rotating cylinder has been developed. It includes many of the
elements that are common to traditional spray icing models, but incorporates many new

elements as well.
3.9.1 Summary

A surficial structure is postulated and heat and mass conscrvation are applied to
yield predictions of both ice accretion flux and ice fraction. Predicting ice fraction is a
unique feature of the present mcdel which has not been accomplished before. A falling
liquid film. A new model of the icing surface has been developed to describe the
evolution of latent heat and its transfer within the freezing zone. The thickness of the
freezing zone and the rate of advance of the icing interface are modelled using an
analogy with freely-growing ice crystals. The growth rate of the ice accretion matrix is

determined by both the solid ice flux and the flux of liquid water entrapped in the ice
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matrix. What emerges from analysis of the performance of the model is a picture of
spongy spray icing that portrays the complex interaction among the ice accretion matrix,
the freezing zone, the falling surficial liquid, and the environmental conditions that drive

the icing process.

experimental measurements of ice accretion flux and ice fraction. A range of values
1.09=C =1.56 was estimated and the average value of 1.33 was used in the model. Both
ice fraction and ice accretion flux are strongly dependent on the value of the freezing

zonc parameter.
3.9.2 Results

A comparison of the model’s performance with the empirical observations of
Lesins et al. (1980) shows reasonable agreement for ice fraction as a function of liquid
water content provided that the impinging spray temperature (unfortunately not measured)
is taken to be in the range, -5.0°C=T,=-10°C. The model’s prediction of ice accretion flux
using a spray temperature of -5°C agrees closely with the results of Lesins et al. (1980).
predicted ice accretion flux with the icing observations of Shi (pers. comm.). Even so,
the model predictions of ice accretion flux compared reasonably well with the
obscrvations for horizontal cylinders, especially for those where spongy growth was
predicted. The sensitivity analysis of Section 3.8 confirms 'e importance of spray
lemperature.
flux over the spray flux range, 0.1 kgm™s” to 10.0 kgm™s", showed that sponginess has
an important influence on the ice accretion flux. This analysis also showed that the
freezing zone and the falling film are thermodynamically coupled and that their
increasing spray flux. However, the assumptions concerning the surficial icing structure

can atfect model performance significantly. For example, the assumption of an isothermal
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mixed layer is largely responsible for the predicted rapid change in ice fraction and ice

The model’s prediction of ice fraction was found to be quite sensitive to air

temperature. This finding is in contrast to observations of a relatively constant ice

fraction with air temperature in the range, -4°CaT,=-16°C (Lesins ct al., 1980). The

explanation of this discrepancy between the model predictions and the observations of
Lesins et al. (1980) remains elusive. '

The model’s prediction of ice fraction was shown to be insensitive to the relative
humidity of the airstream. The airspeed however, does have u significant influcnce on
model-predicted ice fraction. Shear stress duc to the flow of air past the cylinder will
decrease the thickness of the laminar and mixed layers and influence the transition to

turbulence. This could enhance heat loss from the icing surface, decrease the icing

3.9.3 Conclusions

1. The present model is unable to describe the transition from spongy ice growth
to*rime icing, .and the hypothesized porous ice accretion regime was of little help in
gaining further insight concerning this transition. The glaze icc accretion regime occurred
at the lower interfacial growth rates typical of smaller supcrcoolings. These smaller
supercoolings at the icing interface are more likely at higher air temperatures, smaller
impinging spray supercooling, and higher spray fluxes. The glaze ice accretion regime
typically leads to the runoff of a substantial fraction of the model’s impinging spray. The
discovery that the crystal growth submodel predicts a rate of advance of the icing
interface that is less than that of the thermodynamic submodel suggests that an
amendment to the model is a worthwhile objective for future work.

2. The model’s spongy ice accretion fegime showed the greatest potential for
spray ice accretion prediction, exhibiting favourable comparison with the observations of
Lesins et al. (1980) and the spongy spray icing data of Shi (pers. comm.). Experience

with the present model suggests that the emphasis of traditional icing models on the heat
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balance at the icing surface is a proper one. The convective, evaporative, radiative and
sensible heat fluxes together drive the ice accretion process. However, if these heat fluxes
act on an icing surface which has a falling liquid film and freezing zone that are
favourably organized to produce a spongy accretion, the mass accretion flux can become
very much larger than the solid accretion typically predicted by traditional models.

3. Along with confirming the importance of the driving heat flux terms, the
present work emphasizes the importance of the impinging spray temperature on the

sensible heat transfer and thereby on the accretion sponginess. This conclusion implies

conditions are likely to have significant effects on accretion flux. For example, in vessel
spray icing, droplet size, flux intensity, and flight distance will influence the droplet
impingement temperature, and hence the sponginess of the ice deposit and ice accretion
flux. For this rcason, effective models of spray formation and thermal evolution may be
required as a basis for effective modelling of spray ice accretion.

4. In addition, the sensitivity analysis of Fig. 3.9 suggests that water at the outer
surface of the falling film may supercool several degrees. This result is in agreement with
measurements of surficial water supercoolings of up to 7 °C on artificial hailstones (List,
1990). and the recent surficial liquid film modelling of Lozowski at al. (1995). In fact,

the present model suggests that the film temperature may approach within a few degrees

prior to collision with the icing surface,
3.9.4 Recommendations

1. Future modelling of the freezing zone should consider a better model or
analogy for describing the rate of advance of the icing interface and the thickness of the
[reczing zone. A better analogy or model might be sought that would produce predictions
of the rate of advance at the icing interface equal to that of the thermodynamic submodel
for the glaze ice accretion regime. Improved modelling might also include an approach

to the transition from spongy ice growth to rime icing. Although improvements in the
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model’s thermodynamics might be valuable, improvements in the modelling of the
freezing zone is likely to be more fruitful. Perhaps a simplificd theoretical model of the
freezing zone based on crystal growth theory like the onc proposcd by Makkonen (1990)
could be developed and adapted for use with the present modelling approach.

2. Future modelling of the surficial liquid film should consider: (i) the effect of
impinging spray droplets on the structure of the falling film including splashing and the
initiation of waves in the surficial liquid, (ii) the effect of the roughness of the icing
interface on the dynamics of the surficial film, (iii) the effect of waves on the outer
surface of the liquid film on the heat transfer to the airstream and the mass flux in the
film, and (iv) the influence of wind shear on the thickness of the falling film as well as
its direction of flow over the icing surface.

3. Future modelling work should consider the effeccts of the diffusion of impuritics
(e.g. salt) in the liquid film, as well as impurity entrapment in the freczing zone. In this
way, the present model could be made more relevant to marine spray icing.

4. Data collected for verifying spongy growth model predictions should include
not only ice fraction and ice accretion flux, but also impinging spray temperature. This
is important in view of the sensitivity of the spongy growth process to spray lemperature.

5. Thin section analysis may be of some help in the investigation of the
relationship between ice crystal structure in the matrix and surficial growth conditions.
The occurrence of the freezing zone and its nature might also be clucidated: by
crystallographic analysis. Kérber and Schiewe (1983} have used microphotography to
observe the dendritic growth of a freezing zone in aqueous salt solutions. Such a method

could perhaps be adapted and used to examine the freezing zone in spongy spray icing.
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4. CONCLUSIONS

The research described in the first three chapters is strongly interrelated. Since
each chapter draws its own specific conclusions, this fourth chapter begins with an
overview of the preceding chapters, and then presents overall conclusions and

recommendations concerning vessel spray icing and spongy ice growth.
4.1 Overview

This dissertation began with a review of the physics of vessel spray icing to
prepare for the novel research presented in Chapters 2 and 3. The review was structured
so as to provide a context for the constituent physical processes and the conditions
favourable to freezing spray. A similar framework was used in the development of the
heuristic vessel icing model of Chapter 2. Also included was a detailed review of
previous physical modelling of the distribution of spray ice accretion on vessels, as well
as previous physical modelling of the particular problem of spongy ice growth. The
sccond chapter presented a relatively simple physical model of overall spray ice accretion
that can be applied to any vessel. The development of this vessel icing model included
the assumption that the accretion is solid, in order to avoid the rather substantial
difficulties of modelling the growth of spongy marine ice. To illustrate the challenges of
this kind of modelling, the third chapter developed a model of spongy spray icing for a
vertical cylinder (i.e. a typical vessel component). This model predicts both the ice

accretion rate and the liquid fraction of the accretion.
4.2 Conclusions

1. The overall accretion of spray ice on a variety of vessels can be modelled in
a relatively simple manner. The heuristic vessel spray icing model of Chapter 2 predicts
the overall accretion rate based on reasonable assumptions, physical arguments, and an

empirical description of bow spray generation. This model demonstrates that vessel spray
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icing can be modelled without a substantial dependence on statistical methods or the
considerable detail of three-dimensional modelling. This vessel icing model represents
a rational compromise between the statistical-physical approach to freezing spray
prediction and the vessel-specific approach. It is the only simple model that has the
capability to make individual predictions for particular vessels. Since detailed vessel-
specific models usually involve large, intricate codes, the heuristic spray icing model is
much faster to run on a personal computer, requiring less than a second rather than
several hours. This is especially helpful if many icing predictions are needed (c.g. for
making maps of potential icing severity).

2. The aerodynamics and thermodynamics of the spray cloud are very imporiant
for the icing of vessels. The heuristic vessel icing model uses a spray/air heat balance to
calculate the icing rate, unlike traditional models which consider heat transfer from the
icing surfaces. Nevertheless, the model performed well against data and a version of the
Kachurin et al. (1974) nomogram. We suggest that the heuristic model’s successful
performance implies that our emphasis on the spraying process was reasonable and valid,
and that spraying processes are indeed very important in vessel icing.

3. A hypothetical icing mechanism, which we called nucleated spray icing, may
be responsible for severe icing events. This mechanism, which depends on the presence
of ice in the spray droplets, was described in Chapter 1, and modelled in Chapter 2. The
substantial increase in vessel icing rate with nuclcated spray icing suggests that this
mechanism could explain severe icing incidents, and also, perhaps, a component of the
heretofore unexplained noise in vessel icing data.

4. A theoretical sea-surface temperature limit to vesscl spray icing is unlikely. A
sensitivity analysis of the heuristic vessel icing model suggests that icing occurs over a
wide range of sea-surface temperature, excepl extremely warm seas (i.e. T,>10°C),

5. The spongy ice accretion regime of the exploratory spray icing model would
seem to have good potential for spray ice accretion prediction. The model’s spongy
growth regime compares favourably with data and shows that spongy spray ice accretion
can be successfully modelled with a traditional heat balance at the icing surface, and a

surficial structure that includes a freezing zone and surface liquid film. The model’s
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sensilivity to the value of the freezing zone parameter, suggests the importance of the
freezing zone in spray icing as well as the importance of how the freezing zone is
modeclled. A sensitivity analysis demonstrates the importance of the liquid film in the
spongy ice accretion regime. The ice accretion flux can become very much larger than
that predicted by traditional models which ignore entrapped brine.

6. In the spongy regime, the impinging spray temperature has a considerable
influence on the sensible heat flux at the icing surface, the icing interface temperature,
the rate of advance of the icing interface, and the accretion’s liquid fraction.
Consequently, the thermal evolution of the spray in the airstream prior to impingement,
is of critical significance, since it affects the sponginess and the rate of ice accretion.

7. The hypothesized porous ice accretion regime in the exploratory spray icing
modcl of the third chapter was unsuccessful in describing the transition from spongy ice
growth to rime ice growth. Even though the model’s porous ice accretion has a low
density due to the inclusion of air, like rime ice, it also has a low ice fraction, which is

very unlike rime.

promise in predicting the accretion of solid ice. Even though the model’s glaze icing

regime was not tested against observations of glaze ice accretion, the model performs

temperature, small icing interface supercooling, low growth rates, and high fluxes of
liquid in the falling film.

9. In the exploratory spray icing model, the film surface may supercool up to 8°C
with fluxes up to 10 kgm™s™ of strongly supercooled spray at a temperature of -10°C or
less. This prediction is in general agreement with measurements of surficial water
supercoolings up to 7°C on artificial hailstones (List, 1990), and the recent surficial liquid

film modelling of Lozowski et al. (1995).
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4.3 Recommendations

1. It would be timely and valuable to prepare a major review of vessel spray
icing. The Iargely descriptive and qualitative review presented in the first chapter shows
that there have been many developments in vessel spray icing rescarch since the reviews
of Zakrzewski and Lozowski (1991), Jessup (1985), Brown and Rocbber (1985) and
Shellard (1974). For example, a large vessel-specific model has been completed
(Zakrzewski et al., 1993) which describes the accretion of ice over a vessel in a dclailcd
manner. The influence of spray icing on the dynamics of a vessel has been studicd by
Chung et al. (1995), and modelling of spongy spray ice accretion has been given
increasing attention (Makkonen, 1987). The hydrodynamics of excess liquid on the icing
surface has been studied. along with its effect on the icing rate (Lozowski ct al., 1995).
These and other advances need to be assessed quantitatively and placed in context.

2. A comprehensive up-to-date bibliography on vessel spray icing and related
research topics, available in hard copy and on disc, would be an invaluable resource to -
researchers investigating all aspects of vessel spraying and icing. Such a resource could
be made available to the marine icing research community through the "Marine léing
Newsletter", or via the World Wide Web on the Marine Icing Home Page.

3. The heuristic vessel spray icing model of Chapter 2 could be used to rescarch
the relative importance of such vessel icing subprocessés as brine jet development, spray
droplet formation, spray aerodynamics and thermodynamics, and surficial icing processcs
such as excess brine shedding and spongy growth. For example, the model could be
modified to separate the modelling of icing on the vessel’s topside from the modelling
of spray aerodynamics and thermodynamics. Such a separation would lead to two
submodels and allow for a performance comparison that could demonstrate the relative
importance of these two processes.

4. With further development, the heuristic vessel spray icing model could be uscd
as a vessel-specific operational forecast model of vessel icing. Other physical
subprocesses to include in the model are: (i) brine jet hydrodynamics, (ii) spray droplet

formation, and (iii) vesse! dynamics. At present, a simple geometric approximation to the
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a vessel's topside is included in the model. Perhaps a simple parallelepiped hull model
would permit hydrodynamic predictions of brine jet formation as well as vessel motion,
while remaining computationally simple.

5. In the exploratory spray icing model of Chapter 3, the rate of advance of the
icing interface, and the thickness of the freezing zone should be described more
realistically. In the glaze ice accretion regime, the freezing zone model should predict a
ratc of advance of the icing interface which is consistent with the thermodynamic
submodel. Improved modelling of the freezing zone should also include an approach to
the transition from spongy ice growth to rime icing. A theoretical model of the growth
of an ensemble of ice crystals or a model based on an assumed ice crystal morphology,
such as the onc proposed by Makkonen (1990), could be developed and included.

6. The exploratory spray icing model could be further extended by incorporating
the following liquid film phenomena: (i) the effect of impinging spray on the film (e.g.
splashing and capillary wave initiation), (ii) the change in heat transfer to the airstream
duc to waves and splashing. (iii) the effect of the roughness of the ice surface on the
dynamics of the surficial film, and (iv) the influence of wind shear on the film.

7. The surficial structure and modelling assumptions of the exploratory spray icing
model could be introduced into icing models for other substrates, such as horizontal
rotating and non-rotating cylinders, flat plates and spherés (hailstones). Such substrate
configurations could also be used to test the surficial structure and modelling
assumptions, through wind tunnel experiments.

8. Future modelling should consider the transport of salt in the brine film and in
the freezing zone, and incorporate the other well-known salinity effects of marine spray
icing (Makkonen, 1987). In this way, the freshwater spray icing model of Chapter 3 could
be made more relevant to the spray icing of vessels. A performance comparison between
the freshwater and saltwater spray icing models would yield further insight into the
relative severity of the two kinds of spray icing.

9. The exploratory spray icing model needs to be tested further against
experimental data taken in an icing wind tunnel. A non-rotating vertical cylinder could

be mounted in a horizontal refrigerated wind tunnel with freezing spray. Measurements
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should include ice fraction. ice accretion flux, md impinging spray- temperature. If a
means to measure the impinging spray temperature is not devised, then a model of the
motion and cooling of an ensemble of droplets might be used to provide an estimate of
the spray temperature.

10. Thin section analysis, often used in studying hailstones and other types of ice,
may be of help in investigating the relationship between the ice erystal structure of the
accreted ice matrix and the surficial growth conditions. The occurrence of the freezing

zone and its morphology may also be clucidated by crystallographic analysis.
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APPENDIX 1: Spray Mode] Calibration in the Heuristic Vessel Icing Model

The following discussion sets out the rationale for the choices of k,=0.085 s and
k,=0.15 s in Scction 2.4. First, we present an evaluation of k,, the empirical coefficient
(Egn. 2.10b) which determines the time-averaged height of the spray window, Z. Once
k, has been determined, the empirical coefficient used to describe spray flux intensity,
k,. is evaluated.

The approach taken is to use physical reasoning, and spraying field data for the
Soviet medium-sized fishing vessel (MFV) "Narva" (Zakrzewski, 1987), to arrive at the
values of the empirical cocfficients. The spraying data were taken while the vessel had
an average speed of 2.83 ms”, with an average wind speed of 11 ms”, and an
encountering angle of 100 degrees. Zakrzewski (1987) suggests a probable fetch of 200

nm, from which he deduces a significant wave height of 3.09 m, and a significant wave

phase speed relative to the vessel of 11.01 ms™'. Using Eqn. 25 from Zakrzewski (1987): -

V. =C -V cosa (AL.1)

T

where a is the encountering angle (180° for head seas; 90° for beam seas), V., is the ship
speed, and V, is the wave phase speed relative to the vessel, the significant wave phase
speed is calculated to be C,=10.5 ms™'. The Stokes’ formula for deep-water waves is used
to give a relationship between the phase speed and the period of wind waves (Khandekar,

1989):

C,=1.56P (Al.2)

where P is the period of the significant wave. Using Eqn; Al.2, the significant wave
period is calculated to be P=6.75 s corresponding to a wave frequency, f=0.148 Hz.
A well-known equation for the radian frequenéy of encounter by a vessel, w,, is:
wV ‘AT 2)
mezm[l—g "c:asc:) (AL3)
’ g

where w is the radian frequency of the waves. Eqn. A1.3 can be transformed to:
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.
where f, is the frequency (Hz) of encounter by the vessel, and f is the frequency (Hz) of
the waves. Using Eqn. Al.4 with the required input parameter values from the "Narva"
spraying data, results in a frequency of encounter. f.=0.1551 Hz. Since Zakrzewski (1987)
suggests that a good estimate for the frequency of spray generation is half the frequency
of encounter, we assume that the spray frequency, [,=0.078 Hz. |

In order to calculate estimates for the empirical parameters, k, and k,, assumptions
concerning the nature of each spray event must be made along with the above calculated
frequency of spraying, f,. We assume that gravitational acceleration cssentially conlrols
the rise and fall of the spray with droplet drag neglected. Under this assumption it can
be shown that for a gravitational trajectory the time to rise and fall above the ship’s
bulwarks is: o

oo | 282 (AL.5)

g
where AZ is the maximum height of the trajectory (in metres) above the ship’s bulwarks.
For a Soviet medium-sized fishing vessel like the "Narva", AZ=(Z,,-0.75), where (.75
represents the height of the bulwarks (in metres), and where Z,,,, is the maximum height

of the spray above the deck. For evaluating Z ., Zakrzewski et al. (1988) suggest:
Z ,.=0535V, (A1.6)

From Eqn. Al.6, the n.zximum height for the "Narva" casc can be calculated as
Z,:x=5.89 m, and therefore AZ=5.14 m. Once AZ is known, the flight time to complete
the trajectory is calculated as t=2.05 s from Eqgn. A1.5.

We suggest here a simple understanding of spray generation based on the above
trajectory calculation. The following assumptions are made to account for the temporal
effects of the frequency of spraying and the time taken by the spray to risc and fall over

the vessel on the time-averaged height of the spray window, Z. We assume that the initial
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vertical spray jet speed is a maximum, and that subsequently the vertical spray jet speed
decrcases as the liquid approaches the top of the spray cloud envelope which forms over
the vessel. Furthermore, it is assumed that the spray jet formation process, which results
from the wave/hull interaction diminishes as the initial spray brine rises toward it’s
maximum height and stops at about the same time that the initial spray brine is back at
the level of the top of the vessel's bulwarks. In other words, this understanding of the

spraying event suggests that the trajectory of the initial spray brine defines the height,

It is interesting 1o note however, that Zakrzewski and Lozowski (1991) recommend that
a value for spray duration of 1 to 3 seconds be used for a Soviet medium-sized fishing
vessel. The calculated value of 1=2.05 s, falls within this suggested range of spray
duration.

The spray duration of 2.05 s, and the frequency of spraying, f, as calculated
above, are needed in order to adjust the trajectory height, AZ, in such a way as to take
into account two important temporal effects. The first effect has to do with the influence
of the spray generation frequency on the time-averaged height for the spray, Z, which is
related to AZ by Z=tf,AZ. The second effect on the time-averaged spray height has to
do with the time it takes for spray to rise and fall during an individual spraying event.
Since the time-averaged height of a gravitational trajectory is 2/3 of the maximum height
of the trajectory, this factor must also be included in the calculation of the time-averaged

spray height. Combining these two factors results in a spray access window height,

Z=21f

sp

AZ/3 (i.e. Z=0.5448 m). This value of the spray access window height along with

a value for C,,, can be used to calculate the empirical constant k, from the equation:

Z-k,C, (AL7)

where the required value of C,, can be obtained in turn from:
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ng:\/vvi *Egz EZVngséscg (ALS)
and where the vessel speed, V,, is known and the group velocity of the significant wave
is, C;=5.259 ms'\. (i.e. C;=C,/2). Using Eqn. A1.7, the value of k, is 0.085 s.
In order to begin the evaluation of the spray intensity cocfficient, k., we usc the

fact that the flux of spray per unit width of wave exposure is:
F=Uf Zon v (2)dz (AL9)
Jos

where U is the relative wind speed (assurited independent of height), and w(z) is the
liquid water content as a function of height. According to Borisenkov ct al, (1975), the

liquid water content may be expressed as a function of height by:

w(z) =2.42x10"2 exp(-0.55z) (ALLD)

where z is the height above the deck of a Soviet medium-sized fishing vessel,
Substituting Eqn. A1.10 into A1.9 and integrating yields a value of F for the "Narva" of
0.3014 kgm's'. This value of F is used to determine the value of the empirical
coefficient k.. The empirical equation from Section 2.4 (Eqn. 2.9) which describes the
rate of spray mass impingement on the vessel per unit width is:

12

F_=Kp —C (Al.11)
W5 pg FB Er

air temperature of -10°C, and a pressure of 10° Pa. From Eqns. A1.9 and Al.11, the
value of the empirical coefficient K is calculated to be 0.0131 under the assumption that
F=F,,. Since we do not know exactly what portion of the generated spray is collected by
the decks and superstructure of the "Narva", we make the assumption that all if it is
collected. This assumption is inherent in the simple equation, F=F,,. Since K=k X, the

value of k, can now be computed as k=0.1536 s,
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APPENDIX 2: Spray Collision Geometry in the Heuristic Vessel Icing Model
The equations and geometry that describe the motion of the air and wave energy

to understand the details of the model’s algorithm for calculating the spray flux collected
by the vessel. The basic vector equations are presented in Chapter 2, and Fig. 2.2 shows
how the vectors add to give the group velocity and air velocity relative to the vessel.
The three input variables that influence spray generation are the encountering
angle, o, the wind speed, V,, and the vessel speed, V.. As stated in Chapter 2, the
encountering angle is 180° for head winds and seas (since the waves are wind waves
moving in the same direction as the wind), 90° for beam winds and seas, and 0° for
following winds and seas. A coordinate system is assigned to the vessel such that the y-
axis is oriented parallel to the length of the vessel with the unit vector j directed forward
over the bow and the unit vector i is directed toward starboard. Then the wind vector

relative to the vessel is:
V. =(V, sine)i+(V_ cosa-V )j (A2.1)

Eqn. A2.1 can be derived directly from Eqn. 2.11. The magnitude of the relative wind

speed vector,V,_ is:

V,=(VZ+V2-2V V cosa)'” (A2.2)
Taking the dot product of the relative wind speed, V,,, and the unit vector, j, yields an

expression for the apparent wind encountering angle (in the vessel’s frame of reference):

o = CDS_I(;) {A2.3)
In a way analogous to Eqn. A2.2, the relative group velocity may be written:

1OV 90V ey V2 A2.4

Cg=(Cg+V;-2C,V cosa) (A2.4)

and in a way analogous to Eqn. A2.3 the relative wave group encountering angle is:
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o (A2.5)

Ccosa-V,
« :ch"(%—g — ")

23
where C, is the group velocity. These vectors are shown in Fig, 2.2.

In order to determine V, in Eqn. 2.1, the magnitude of the component of the
relative wind vector, V,,, along the relative group velocity vector must be found. Fig. 2.3
shows vector C,, perpendicular to the projected width, P, with the relative wind vector,
V..» at a small angle 10 C,,. The scalar component of the relative wind vector directed
along the relative group velocity vector is:

qu’V“‘é Cor (A2.6)
&

Experience shows that this component of the wind usually has a positive value. A
positive value of V, implies positive air momentum for spray cloud development. ,lf{c.m:
the other hand, the value of V, in Eqn. A2.6 is negative, there is no momentum for spray
cloud development, and the algorithm for spray calculation in this casc will f:mduéé a
"no spray" condition. This condition may occur if the vessel proceeds in a l‘uilﬁwing sca

in which the group velocity is less than the vessel's velocity (i.c. the wave group docs

not overtake the vessel). However, the wind, which is generally faster then the wave

at the bow, while the relative wind approaches from the opposite direction blowing the
spray away from the bow and the vessel. Eqn. A2.6 is very helpful in this way, as Eqns.
A2.3 and A2.5 could not in themselves have been used to determine this "no spray"
condition. If V, is positive then the two vectors have the same general direction and
imply that spray is rafted by the relative wind.

The component of wind speed relative to the vessel along the relative group
velocity vector is perpendicular to the projected spray access window. As mentioned in

Chapter 2 the width of the spray access window is necessary for calculating its arca, This

upwind projected width is:
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P sinn;g;Ec’csczgf for: ISD;;::STEQD

1
b |

(A2.7:

P=—=si ,,,§+Ec§saﬁg for: 90:*;131;0

N

These equations take into account the geometry of the encountering angle of the group
velocity with respect to the rectangular cross-section of the vessel in plan view (Fig. 2.3).

There is a small probability that the empirically assigned mass flux of brine, R,
could be larger than the available flux of momentum, R,.. These parameters appear in
Eqn. 2.1, and imply a negative mass flux of entrained air, R,.. This clearly cannot be the
case; therefore under these circumstances, the value of R, is set to zero. Under this
condition, the thermodynamics of the model dictate that there will be no icing if the sea-
surface temperature is higher than the equilibrium freezing temperature. This is most
likely, as the sea-surface temperature will usually be above the equilibrium freezing
temperature. Supercooling of the sea-surface brine, if it occurs at all, is probably small
and may be climinated quickly by either turbulent mixing with deeper water or by the

formation of frazil ice (Martin and Kauffman, 1981).



208

APPENDIX 3: Soviet Vessel Icing Data

The data presented in Table A3.1 are taken from Zakrzewski and Lozowski
(1989). and have been modified where necessary for use in cvaluating the BLS model
described in Chapter 2 (Section 2.7). All cases assume a fetch of 200 am and a sca-
surface salinity of 32.5 ppt, except ihose cases in the data table with single starred cases
numbers. Those cases with a single star have been assigned a fetch of 100 nm and a sea-
surface salinity of 5 ppt, which are values likely to characterize icing cvents in the Baltic
Sea. Those cases with a double star are events in which the observed icing rate, 1, as
given in Table A3.1, is a thickness growth rate in em hr'. The icing rate, I, is otherwise
a mass accumulation rate in tonnes hr™,

Table A3.1 The sixty icing events used to evaluate the performance of the BLS model
in Chapter 2.

Case V. \" Va T, ;“ L B F, 1
No. | ms' | ms' | deg. | °C °C m m m | thr'
2 3.1 16;(:) 17557 iiﬂi . ().Ur 3();() 7 55 2.7 (.5 )
3 3.0 17.0 j;l 70 ; 59.2 ()'3 54.0 ;)3 4.7 7 §%
7 2.6 14.0 . 5() 7-73()7 1.0 7 3‘)2 7.3 ”3,5 {7
8 2.6 11.; 10 | -10.0 1.2 - 39.2 ) 7.3 7:*5 l7
9 2.6 11.6 77 B 120 . 7 -10.0 ]:U - 39.2 7..;% )

35 6.2

10 2.1 122 | 150 -11.2 1.6 39.2 73 | 3.5 2.1

11 2.1 17.5 150 -11.0 0.8 39.2 73 | 3.5 0.1

12 | 15 | 145 | 110 | 90 | 24 | 392 | 73 | 35 | a5

13 2.1 6.0 120 -138 | 0.8 | 392 73 | A5 2.8

14%> 2.5 14.0 180 -7.5 0.5 39.2 73 | 3.5 (.95

15** 2.5 8.0 | 180 -4.0) 1.0 30.0 5.5 2.7 0.15
16** 1.75 14.0 | 180 -5.0 1.0 35.0 6.5 | 35 0.35
17%* 2.0 14.0 180 -6.0 1.0 30.0 55 | 2.7 0.60)

18** 2.0 14.0 180 -7.0) 1.0 30.0 55 | 27 0.70




23 2.1 14.5 150
24 1 21 | 110 150

48* 4.4 14.0 97
62 0.0 11.0 180

90 1.6 18.0 175
91 1.6 18.0 175
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93 | 05 | 140 | 165 | -10.1 2 9.3 | 47 | 29
94 | 10 | 130 | 175 | ant | 1 | 540 |93 | 47 | 16
95 | 21 | 130 | 175 | 116 | 10 | 540 |93 | a7 | 12
96 | 21 | 130 | 155 | -11.7 | 06 | 540 | 93 | 47 | 12
97 | 31 | 130 | 150 | -103 | 06 | 540 | 93 | 47| 12
98 | 41 | 160 | 160 | 150 | -16 | 540 | 93 | 47 | 66
9 | 46 | 135 | 120 | 54 | 06 | 395 |73 | 35| 10
100 | 46 | 145 | 115 | <149 | 11 | 395 73 | 35| 27
101 | 46 | 65 | 15 | 70 | 10 | 395 | 73 | 35 | 12
102 | 435 | 160 | 138 | -11.8 | 03 | 395 | 73 | a5 | 30
103 | 46 | 140 | 170 | 95 | 00 | 395 | 73 | 35 | 337
104 | 41 | 195 | 160 | 132 | 09 | 395 73 | 35 | 21
105 | 41 | 170 | 170 | 41 | 09 | 395 | 73 | 35 | 33
106 | 46 | 160 | 170 | <102 | 05 | 395 | 73 | 35 | 16

12* | 26 | 140 | 115 | 50 | w02 | 395 | 73 35 | 10

13* | 23 | 140 | 135 | 50 | 00 | 395 | 73 35 | 20

14* | 23 | 175 | 135 | 50 | 025 | 295 | 73 | a5 | 27

115* | 46 | 175 | 140 | 5.7 395 | 7.3 | a7
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Table A3.2 gives the twelve icing events used to evaluate the performance of the
BLN heuristic model. All of the conventions specified for Table A3.1 apply to Table

A3.2 as well.

Table A3.2 The twelve icing cases used to evaluate the performance of the BLN model.

Case \Y V. « T, T, L
No. ms” ms’ deg. °C °C - m
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APPENDIX 4: The E-folding Time for Falling Film Development

We describe here a method for estimating the e-folding time for the hyd;rndyn;xmic
development of a steady laminar falling liquid film. We begin with an infinite vertical
condition is chosen for the purpose of estimating how long a laminar falling layer will
take to form. The kinetic energy of the spray is ignored in the present approach in order
to make the following analysis possible. The resulting characteristic e-folding time for
the establishment of a laminar layer will be compared to the characteristic period between
spraying events as well as the characteristic period between droplet impacts. This
comparison will give an appreciation for whether a steady laminar layer can re-establish
itself between spraying events or between droplet impacts.

We also assume that the liquid velocity, u; varies lincarly with distance, y, from
the wall, and that the film is always laminar. We accept this kinematic assumption to
achieve a first estimate of the time of film developmicnt, even though it is clear that the

Navier-Stokes equations must be invoked for a fully rigorous approach. Therefore,

du_u, 2u,
et (Ad.1)
Y

where u, is the average film velocity, and & is the liquid film thickness. At time t=(0), the
film velocity is zero. Therefore, initially the liquid film begins to accelerate at the rate
g. As the liquid acquires motion relative to the wall, a shear stress is sct up which
decelerates the film. The wall shear stress is:

t=p (Ad.2)

ou
dy
where u is the dynamic viscosity of the liquid. We assume that there is no stress exerted
on the outer surface of the film. The acceleration produced by this upward directed shear

stress on the laminar film is opposite in direction to g the gravitational acceleration. The
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acceleration given to the liquid layer by the shear stress is

- (Ad.3)
3

where the numerator is the shearing force per unit area, and the denominator is the liquid
mass per unit area. Substitution of Eqn. A4.1 into A4.3 results in

e (Ad.4)
pb? .
The rate of change of the mean velocity in the film with time is

du, 2pu,

Qg 20, : (A4S
dt P§2 .

where acceleration down the vertical surface is taken as posxtlve Eqn. A4.5 is a lmEar
first order dlfferenlml equation with the general solution:

u,=E(1-e ) . (Ad6)
k - o
where K is:
k=2E (A4.7)
pd’®
The e-folding time from Eqn. A4.6 is:
¢ =108 (A4.8)
k2

In order to calculate the e-folding time we use for water, p=1000 kgm™ and
#=1.75X10"" Nsm™, The choice of thickness for the laminar layer, 8, is not readily
apparent. However, the Dukler and Bergelin (1952) model for a falling film gives a
maximum laminar layer thickness of approximately 200 ym
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Eqn. A4.8 produces c-folding times of 0.0029s, 0.0114s and (.29s for 100 um,

200 gm and | mm thick laminar lzl_\;ers. respectively. A falling film of 1 mm thickness
is however likely to become turbulent according to the Dukler and Bergelin (IUSZ’;')

model.
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APPENDIX 5: The Mcan Period between Droplet Collisions

In order to estimate the mean period between spray droplet impacts on a surface,
a spray collision efficiency of unity is assumed for the wetted surface. For a
monodisperse spray the number of droplets per second passing through one square metre

normal to the spray’s velocity is:
Ng=—b (AS.1)
m,

where R is the impinging flux (units of kgm™s™') and my, is the mass of the droplets. The
mass of a spray droplet is:
=I5 d? (A5.2
md——gpwd 2)

where p,, is the density of brine and d is the spray droplet diameter. Since the impact of

it is necessary to make a simplifying assumption in order to estimate the mean period
between droplet collisions. We assume that the effective diameter of impact influence of
an impinging droplet is twice the diameter of the droplet. It is likely that the area of
impact influence is a function of droplet velocity and liquid film thickness among other
factors, but for the moment, D=2d where D is the diameter of the effective area of
impact, A.

Next, the rate at which droplets will disturb the liquid film at a specific point by

impinging on the surface is:
N = NeA (A5.3)

where A is the area of impact influence (A=nD?*4=nd?) around the specified surficial
point. Combining Eqns. AS.1, A5.2 and A5.3 we obtain:

N-SR (AS5.4)

dp,,
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T =¥ © (AS5)

For brine of density, p,=1000 kgm™, a droplet diamcter of d=1 mm, and an

impinging spray flux, R=10 kgm™s"', the mean period is T,=0.0166 s. This value of T, 18
likely a low estimate because R=10 kgm™s" is a large valuc of spray flux on a Sovict

medium-sized fishing trawler (Zakrzewski, 1986).
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APPENDIX §: The Reynolds and Rayleigh Numbers for a Falling Film

Both the Reynolds number and the Rayleigh number increase with increased
characteristic length. In the case of a falling film, the characteristic length is the film’s
thickness, 6. Using the Dukler and Bergelin (1952) model (Eqns. 3.1, 3.2, 3.3 and 3.14)

the maximum laminar layer thickness is given by:

\2/3 ' o
5 - (5 u) (A6.1)
g'%p '

where g is the dynamic viscosity of waler, g is the gravitational acceleration, and p is the
density of water. This maximum value of the laminar layer thickness is estimated to be

0,.,=198 rm. Al greater film thicknesses and liquid flow rates, the laminar sublayer of
the Dukler and Bergelin (1952) model is subjected to increased shear by the buffer layer
and the turbulent layer. This increased shear causes the model’s laminar sublayer to
decrease in thickness even though the sublayer flow itself is conserved. As the film
thickness and the liquid flow rates of the film decrease the laminar layer becomes
increasingly stable.
The Reynolds number for a falling film is given by:
Re=3L (A6.2)
B

where I' is the mass flow rate per unit breath of the falling film (defined in Eqn. 3.7).
If the film is laminar, the Reynolds number may be represented as (Incropera and

DeWitt, 1990):

{0283 L
Re-380°0" (A6.3)
3p?
Using 6=198 um, the film Reynolds number is Re=33. Incropera and DeWitt (1990) give
a Reynolds number based on thickness of Re=30 as the criterion for the onset of wavy

laminar flow. Therefore, the development of the buffer layer in the Dukler and Bergelin
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(1952) model is approximately coincident with the development of waves on the outer
surface of the falling film. Dukler and Bergelin (1952) also give a Revnolds number

Convective instability cannot develop for the laminar layer of a falling film on a
vertical surface. It requires that the gravitational body force be aligned with the density
gradient, and in this case the density gradient of the laminar layer is normal to the
gravitational body force. However, even though the convective stability is not strictly
films. Therefore, the convective stability of the same laminar layer as above is considered

using the Rayleigh number. The Rayleigh number is defined as:

b
| =3

Rﬂ:-——L :V 6

- (A6.4)
o

<

where 3 is the thermal expansion coefficient (i.e. B=-68.05X10°C" for water at (0°C),
v is the kinematic viscosity of water (i.e. v=1.75X10"m%"), and « is the thermal
diffusivity of water (i.e. a=1.3X10"m’s™). Using a valuc for the temperature difference
across the laminar layer of AT=-15°C (a large temperaturc difference), a conservative
be considered as convectively stable with a Rayleigh number estimate of Ra=().34. List
(1990) used AT=-3°C as a temperature difference across a liquid layer on a hailstone to
estimate Ra=0.93. These estimates are much smaller than the critical Rayleigh number
given by the Dukler and Bergelin (1952) model is very likely maintained for both the

mechanical and convective mechanisms of turbulence induction.
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APPENDIX 7: The Algorithm for the Spray Icing Model

This appendix documents the way in which the model’s equations (cf. Section 3.6)
are used to solve for the ice accretion flux and the ice fraction. A flow chart which
illustrates the structure of the algorithm, the structure of the computer code, and the
sequence of subroutines is shown in Fig. A7.1. Each of the steps in the algorithm is

described and explained below.

o 4 . "FBISECT" Detarmines
START . s - P
. Icing Conditien

R - / = R
T e 5."REGIME" Determines
1.1nput. conditiens and] /]\ leing Regime

. R - 21T 1 1me
initialize Paramete:s ing Reglme

/
6."50LVE" Determines

2. "No Icing"
Falling Film

10.Determine Ice

I T Fraction
31."SOLVE" Determines e
Film Conditien

11.0utput Iging
Paramelers

g accept

~—5 .Decisionp——— =

S;;;S

Figure A7.1 Flow chart of the spray icing model's algorithm. The algorithm depends
on convergence for successive calculations of the laminar layer thickness, (y,-y,), and
the temperature ratio, r.

I. Input conditions and initialize parameters. The environmental conditions are
input (e.g. T,, RH, V,, T,;, R;) and model parameters such as the heat transfer coefficient
and the saturation vapour pressure of the air are computed. The freezing zone/laminar

layer temperature ratio, r, (defined in Eqns. 3.26 and 3.64) is initialized to a value of (.1

in preparation for its comparison with the first calculated value of r at Step 9.
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2. No icing. Falling film. This step assumes that no ice accretion is occurring and

that all of the water entering or impinging on the segment is shed. Eqns. 3.59 and 3.63
are used to calculate the total flux of the falling film under the tentative assumption that
no ice is accreted (i.e. [,=R,=0).
requires the segment’s total flux of shed water as an input. "SOLVE" depends on Egns.
3.58 to 3.63 to determine the thickness of the falling film. the thickness of the laminar
" layer, the flux of the laminar layer, and the flux of the mixed layer, if one is present.
Since the total film flux is calculated in Step 2 under the "no icing" assumption, a first
estimate of the laminar layer thickness is calculated in preparation for its first error
comparison with a newly calculated value at Step 7. Steps 4, 5 and 6 produce the new
estimate for the laminar layer thickness with ice growth taken into account, and along
with Step 7, forms a computation loop. This computational loop (Steps 4-7) is inside
another computation loop that searches until a sufficiently small error in the freezing
zone/laminar layer temperature ratio, r, occurs (Steps 4-9).
4. "FBISECT". This subroutine determines the temperature at the surface of the
falling film, T, the temperature at the icing interface, T,, and the pure ice flux, I,

"FBISECT" solves Eqns. 3.68 and 3.69 for T, (i.e. T,=T,) and T, using thc freezing

L 1 . :
~T )= - : (A7.1)
(T,=T) == (T,=T)

Substitution of Eqn. A7.1 into the first term of Eqn. 3.68 results in:

K, (T,-T) . ehL(PP®
- 2270 ey gy el ), - RHey
(1+I) (3’2“}'1) EPP! S

-0a(T,-T)+c Riy(T;; - T)) - ¢ R, (T, - T)=0

(A7.2)

[

Since all of the parameters of Eqn. A7.2, except T,, are known when subroutine
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"FBISECT" is called, the temperature at the interface of the laminar and mixed layer, T,,
can be calculated. This is accomplished with a bisection search for T, over the range
(3°CsT,sT,. The bisection search method is documented in Press et al. (1990) and serves
as a reliable and robust method for calculating numerical solutions to equations such as

Eqn. A7.2. Once T, is known, the icing interface temperature is calculated with:

T1=]_1+;To+ 11 T, (A7.3)
which is derived from Eqn. A7.1. Once T, and T, are known, Eqn. 3.69 is used in
"FBISECT" to solve for the pure ice flux, L,

5. "REGIME". This subroutine begins by calculating the rate of advance of the
icing interface according to Eqn. 3.71 based on the icing interface temperature, T,
calculated in subroutine "FBISECT" in Step 4. Once the rate of advance of the icing
interface is known, estimates for the flux of entrapped water, R, and the flux of
entrapped air, R,, are calculated according to Eqns. 3.72 and 3.73, respectively. These
fluxes serve to identify the model’s icing regime according to the criteria given in Section
3.6., namely, that: (1) if R;s0, the glaze ice accretion regime occurs with R,;=0 and R,=0;
(2) is R,>0 and R, <0, the spongy ice accretion regime occurs with a mass flux of
entrapped water, R, and a mass flux of entrapped air, R,=0, and (3) if R,>0 and R, >0,
the porous ice accretion regime occurs with a mass flux of entrapped water, R, and a
mass flux of entrapped air, R,. Once R, and R, are known, along with the pure ice flux,
I, the ice fraction, I, and the density of the accretion, p,., are calculated according to
Eqns. 3.67 and 3.57, respectively. Subroutine "REGIME" also determines the total flux
for the film in preparation for subroutine "SOLVE" which will calculate the new
condition of the falling film. The equation used to calculate the total film flux is

produced by substituting Eqn. 3.59 into Eqn. 3.16:

Ri=R,+Ry+R,- IR, (47.4)

Subroutine "REGIME" determines the prevailing icing regime and the flux of entrapped

air and water as well as the accretion density and ice fraction.



a7

[g¥]

6. "SOLVE". Subroutinc "SOLVE" is called at Step 6 in order to determine the
conditions of the falling film as for Step 3. "SOLVE" determines the thickness of the
falling fiim, the thickness of the laminar layer, the flux of the laminar layer, and the flux
of the mixed layer if a mixed layer is present. The thickness of the laminar layer, (v.-y,).
is calculated in preparation for its comparison to the previous estimate of laminar layer
thickness calculated at Step 3 on the first iteration, and at Step 6 of a previous iteration.

7. Decision. The new value of laminar layer thickness, (y,-y,) is compared 10 the
previous value of laminar layer thickness. If the new value of laminar layer thickness
calculated at Step 6 is different from its value on the previous iteration by more than
0.001%, the previous value of the laminar layer thickness is rejected and new icing
conditions will be calculated with a return to subroutine "FBISECT" at Step 4. If the new
value of laminar layer thickness calculated at Step 6 is different from its value on the
previous iteration by iess than 0.001%, the new value of laminar layer thickness is
accepted and icing conditions are solved for the current value of the temperature ratio,
r, in preparation for Step 8. '

8. Determine new temperature ratio. Once a new value for the laminar layer
thickness is made available by the first calculation loop (Steps 4-7), a new value for the
temperature ratio is calculated according to Eqn. 3.33.

9. Decision. The new value of the temperature ratio, r, calculated in Siep 8 is
compared to its previous value of ().1 for the first pass through the calculation loop (Steps
4-9) or to its value on the previous pass through the calculation loop. If the new value
of the temperature ratio is different from its value on the previous iteration by more than
0.001%, the previous value of the temperature ratio is rejected and new icing conditions
will be calculated with a return to subroutine "FBISECT" at Step 4. If the new valuc of
the temperature ratio calculated at Step 8 is different from its value on the previous
iteration by less than 0.001%, the new value is accepted and the model’s equations have
been solved numerically.

10. Determine ice fraction. The equations of Section 3.5.5 are used to determine
the ice fraction and density of the model ice accretion once 1, R,, and R, are known

from steps 1-9.
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11. Output icing parameters. The icing parameters that describe the model’s
accretion (I, R, R,, I and p,.) are made available following their calculation in steps 1-

10).
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APPENDIX 8: The lcing Data used to Calibrate the Spray lcing Model

This appendix documents the spray icing data of Shi (pers. comm.) that was uscd
to determine the value of the freezing zone parameter, C, (Eqn. 3.29) for use in the spriay
comm.) are described in Section 3.7.2. Table A8.1 gives the case number for each of the
spray icing measurements that were used to calibrate the model. For each casc, the air
temperature,T,, air velocity, V,, spray {lux, R, ice accretion flux, (I;+R,), and sponginess,
A, were measured. The ice fraction, I, and the ice accretion flux, (I,+R,), for each icing
case, were used to calculate a value for the freezing zone parameter, C, (sce Table A8.1).
The method and equations used for these calculations of C, are given in Section 3.7.1 and
3.7.2.

Case 1 could not be included in the evaluation of the freczing zone parameter
because the sponginess, A, (or ice fraction, 1) was not measured, and it must be known
to evaluate C,. However, case 9 was included even though the ice accretion flux, (I,+R,).

was not measured. Case 9 was included on the assumption that the ice accretion flux for

different. For example, the measured ice fraction for case 9 is within 3.6% of that of case
10. Excluding case 1, and including case 9 produced the list of freezing zone parameters
standard deviation is 0.16. This value of C,=1.33 is used in the model throughout Section

3.8 to evaluate the model’s performance and sensitivity.
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Table A8.1 The Shi (pers. comm.) spray icing data used to evaluate the performance of
the spray icing model’s freezing zone parameter, C,.

Case | T v, R, (I+R,) A I C,
No. °C ms’’ kgm?s’! kgms’!

2 -6.2 20.0 0.102 0.0217 0.371 0.629 | 1.3]
3 -5.5 30.0 0.100 | 0.0174 0.415 0.585 1.45

4 -10.0 30.0 0.105 0.0260 0.362 0.638 1.23
5 -15.4 10.0 0.088 0.0334 0.460 0.540 1.26

6 -15.8 20.0 0.108 0.0392 0.471 0.583 1.15
-15.0 30.0 0.105 0.0478 0.429 0.571 1.
1

9 | -104 | 100 0.092 V().Dlnilgi 0.442 0.558 1.56
10 -10.0 10.0 0.091 0.0149 0.421 0.579 1.53

" The ice accretion flux for case 9 was not measured. Therefore, the value for case
10 was assuined because of the similarity of the two cases.
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APPENDIX 9: The Icing Data used to Evaluate the Spray Icing Modcl

This appendix documents the spray icing data of Shi (pers. comm.) that was usecd
to evaluate the performance of the spray icing model. The results are shown in Fig. 3.12
and the experiments along with the method used by Shi (pers. comm.) are described in
Section 3.7.2. Table A9.1 gives the case number for each of the spray icing
measurements that are used to evaluate the model’s performance in Section 3.8.4. The
model does not provide an icing prediction for cases 14 or 19, and thercfore, does not
provide a performance comparison in these two cases. For this reason, 7 of the 9 cases
are shown in Fig. 3.12 of Section 3.84. These 7 cases have a coefficient of detcrmirnalion
of 0.96 while the Willmott index of agreement is 0.94.

Table A9.1 The spray icing data (Shi, pers. comm.) used to evaluate the performance of
the spray icing model.

Case T, V., R, (I+Ry) (I,+R,)’ 1 I
No. °C ms’! kgm?s! kgm?s' | kgm’s!
11 -9.7 10.0 0.0846 0.0154 0.0083 0.57 10
12 -9.8 20.0 0.1040 0.0241 0.0181 .58 0.69
13 -19.8 10.0 0.0897 0.0356 0.0312 0.54 0.52
14 -19.0 20.0 0.0972 0.0493 NA 0.56 NA
15 -4.6 10.0 0.0831 0.0071 0.0041 0.59 1.0
16 -4.7 20.0 0.1020 0.0117 0.0063 (.55 1.0
17 -7.7 30.0 0.0960 0.0193 0.0178 0.60 0.69
18 -2.1 20.0 0.0990 0.0053 0.0030 0.68 1.0
19° -25.4 20.0 0.0850 0.0550 NA 0.63 NA

% The model’s prediction of ice accretion flux.

3 The model’s prediction of ice fraction.

* Icing case 14 for which the model did not converge, and for this reason, did not
provide a prediction.

* Icing case 19 for which the model did not converge, and for this reason, did not
provide a prediction.
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Table A9.2 gives the spray icing data that was used to calibrate the spray icing

model and the spray icing model’s predictions for these cases. Therefore, Table A9.2
presents a comparison of data with a model that partially depends on the data. Case 1
which was not used to calibrate the model (see Appendix 8) is included in Table A9.2

and Fig. 3.12. Since the model did not provide predictions for cases 6 and 7, and since

Table A9.2 The spray icing data (Shi, pers. comm.) that was used to estimate the
freczing zone parameter in Section 3.7.2 are presented and compared to the predictions
of the spray icing model. Case 1, although not used in the model’s calibration, is
included even though the ice fraction is not available.

Case T, V, R, (T:+R}) (I+Ry)" '7771 | I’
No. °C ms' | kgm?s' | kgm’s' | kgm“s’ R
2 | 62 | 200 | 0102 | 00217 | 00080 | 063 | 10
3 | 55 | 300 | 0100 | 00174 | 0009 | 058 | 0.94
4 | -100 | 300 | 0105 | 00260 | 00290 | 0.64 | 055
s | .54 | 100 | oo0ss | 00334 | 00191 | 054 | 066
¢ | 158 | 200 | 0108 | 0032 | Na | 053 | NA
7 | 50 | 300 | 0105 | 00478 | Na | 057 | Na
s | -100 | 200 | 0105 | 00250 |o001885 | 054 | 068
0" | 104 | 100 | 0092 | NA | 00094 | 056 | 0.96
0 | -100 | 100 | 0091 | 00149 | 00090 | 058 | 0.96
1 | 52 | 100 | 0079 | 00075 | 00046 | Na | 10

® The model’s prediction of ice accretion flux.

” The model’s prediction of ice fraction.

% Icing case 6 for which the model did not converge and for this reason did not
provide a prediction.

* Icing case 7 for which the model did not converge and for this reason did not
provide a prediction.

" The ice accretion flux for case 9 is not available.
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