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Al;strac_t . L .
With the use’ of a digital Aultrasound recorder, vocalizations were recorded from r/ats
subjected to intense exercise conditions.- The stress responsiveness of the animals was then
quanuﬁed in terms of the high frequency vocalizations ermtted by the rats A newly developed
clustering procedure was subsequently applied to the 'Vocallzauon data. The procedure rdenuﬁed
two distinct stress‘carl patterns which reflected the intensity with which th} rats were affected by

the training regime. In addition, the r/ecorded vocalizations suggested that the males reacted much

more intensely to the stressors than their female counterparts.
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1. Intyoduction
Over the last several decades, the prominariEe of the term 'stress’ has dramatically increased.
. . / ’
However, at the same time, the actual definition of stress has become successively blurred.

Stated quite simply, stress deals with adaptabilitv. If an organism is unable to adapt to certain

“stimuli, then it may enter what is termed the ' stare of stress The state of stress is associated
with numerous physrological and psychological changes and is believed Lo facilitate the disease
process. In fact, it is estimated that up to 90% of all’ disease is stress related [Bowers et
al.,1980]. A convenient means of stud_vi’rrg incumbam‘"rress levels is to' employ model systems
involving laboratory rats. | | |
Rats have been extensively utilized in manv realms of research. However, physiological
and ‘biochemical parameters are usually employed to assess their stress responsiveness. "A
procedure requently adopted for both young'and adult rats. involves the decapitation of the
animals after exposure to a stress agent for analysis of corticosterone and as;:orbic acid
levels "[Nitschke, 1982] Over the Jast d cade researchers :haye been evaluating the adequacy of
emplovmg rat vocalizations as a measufe of the stress response. However, the majority of their '
work has been limited to the analysis of vocalizations elicited. by cold and pain stress. This
brings us to the overall objectives of the thesis:
1. To record rodent vocahzations elrcrted 1in response to eiércrse conditions
2. To comprehensively analyze the vocalization parameters
" Due to the large number of vocalization parameters, multivariate analysis techniques
were required to analyze the data. Two distinctly different techniques were employed: '
1. hierarchical log-linear analysis -
2. cluster analysis | ‘ T
Hierarchical logjiirrear analysis techniques attempt to fit models to multivaﬁare, ordinal data.
These techniques were employe'ci only toa limited extent in order to assess the contributions of

the various vocalization parameters to the model. Cluster analysis techniques attempt to reduce

an original set of correlated variables to a smaller set that will preserve most of the original

A o



information. This can be accomplished by grouping the objects into clusters such tﬂhat the
elemems within a cluster are more like each other t};an thév are to elements in other clusters.
However, there is an inherent liability assocmted with standard ~clusterlng methods in that for
large numbers of objects, the costs become very prohxbmve Thus, a new clustering routine
enmled CLUST REE was created based on an algorithm initially developed by Zupan[1982].
The thesis can be broken down into four parts:

1. An Introduction to Stress Research :

2. Rat Communication

3. Cluster Analysis Algorithms

| ‘4. Analysis of Vocalizations

The first three parts ;ewe pri'marilyv introductory  roles; the fourth piirt ovérviews the

- methodology required to record the vocalizations and then discusses the results obtained from

the recording sessions.



I1. Stress Research

A. History
Research in the stress ﬁe}d began long before the term ’stress’ flgured prominantly in the
medical field. Claude Bérnard. a French physiologist in the mid nineteenth century, pionee#ed
stress research by introducing the concept of an internal environment. He stated that each cell o‘f a
compleﬁ( multicellular organism is bathed by fluid called extracellular fluid which constitutes the
immediate environment of the cells. This extracellular fluid ser?es'as the medium of exchange with
the cell for oxygen, carbon dioiide, waste and numerous other substances. Bernard considered that
all physiologic mechanisms have one adaptive é:onsequence. namely t‘ifiat-“-?: of ‘presérving the
conditions of the internal environmegnt, or as Bernard labeled it, le milieu interne .
| In actuality, the extracellular fluid can be redeﬁﬁéd on two levels:
- 20% is confined within blood and lymph vessels and constitutes the plasma’
- 80% is direcdy dispersed around and among the cells and is known as |
interstitial fluid
Fluid is also present inside the cells. This internal fluid is called the intracellular fluid and

is separated from the extracellular fluid by the cell rﬁembrane.

The concept of regulating the internal environment was further developed by an American

physiologist named Waiter Cannon. Cannon postulated that tissues and organs must be regulated

and integrated

ith each other in such a way that any change occuring in the internal environment
initiated a counteracting reaction to minimize the change. He defined this maintenance of steady

state within the tissues homeostasis. Changes in the internal environment are mediated from

changes in the external environment via the dynamic component of extracellular fluid - blood

~ circulation. This component responds both physically and chemically to changes in the external
environmen(. In turn, the composition of the interstitial fluid changes since it is dependant on the

conditions of the circulating blood. The net effect results in a change in the internal environment of




Cannon also postulated the Emergency Theory ., cordmonly referred to-as the fight or flight
response, which describes the general function of epinephrine secretion from the adrenal medul.lae.
The term ’stress’ was first introduced to the health sciences by Hans Selye] 1950]. Selye’s
_research was initiated by noting that individuals suffering from a wide ran‘ge of physical ailments
all seemed to have a group of simitar ailments. Selye went on to call this condition (the "syndrome

i
of just being sick". L ¢

1. Formulation of the General Adaptation Syndrome

In his early research, Sel,\"e noted that animals exposed to a variety of non-specific
damaging agents responded with a diseharge of epinephrine and adrenal cortical hormones. He was
the ﬁrst person .to_identify the role of the adrenal cortex in the stress respbnse. Of pﬁmary
significance to Selye was the fact that the response was non: specific in that any stress was met by
an 1ncreased dlscharge of corticoids. This suggested to him that perhaps all the systemic diseases
are met by similar defensive corticoid production. His next attempt was to determine how the .

adrenal cortex was activated,
Selyenoted that if an animal’s pituitary gland was removed, it could no longer respond:
_ with any adrenal-cortical secretion. This was observed ev.en'when the animal was exposed to severe
stress levels. Under these condidons. he also noted that certain illnesses (such as gastric ulcers)
intensified while most of the presurpafﬂy defensive changes wete eliminated. This suggested to him
that organisms may have inherent: general defense mechanisms id which cortisol (a hormone
secreted by the adrenal cortex) production plays an important role. Selye also saw a promising new
. way in which to treat stress related diseases - namely by administrating supplements of corticoids
or ACTH when required. Several years later l.l'owever, it becamel e:/ident that increased bodily
production of cortisol during stress or external administration of ACTH and corticoids can in itself
become the cause of the disease. For example, Selye named hypertension, arterio sclerosis and gout
as diseases that occured primarily due to excessive cortical levels. All of these findings led Selye to

forraulate the ﬂ:GENERAL ADAPT ATION SYNDROME (G- 4-5).



_' a. The General Adaptation Syndrome
The basis of the general adaptation syndrome is that the response of the body to stress
is.largely dependant upon the function of the nervous system. Tﬁe.G—A-S is not simply a
transitory adjustment to change, it is an adaptive reaction. It includes thé learning of defense
against future exposure té stress, and helps to maintain a state of adaptation once defence is -
r

acquired.

The G- A-S develops in three stagés:

- The Alarm Reaction
This stage represents the effects of non-specific stimuli on large portions of the,

body and can be divided into two distinct phases:

The Phase of Shock. ° The phase of shock is characterized by a number of
symptoms 'including hypothermia, hyperte'nsion, decrease in muscular tone and
genearalized tissue breakdov)n. There is also a discharge of epinephrine, ACTH, and

corticoids which serve as early defense mechanisms.

The Phase of Counter- shock. The phase of countershock represents the
system of defense against shock and is characterized by a reversal of most of the .changes

seen during the shock phase.

Stage of Resist,ance

The stage of resistance represents the systemic reactions elicited by exposure to
'stimuli in which the oréam'sm pas acquired adaptation. It functions in such a manner Lhai
increased resistance to a particular stressor will effectly decrease the resistance to the other

stressor(s).



Stage of Exhaustion

. The stage of exhaustion represents the systemic reactions which develop due to
chronic exposure to stimuli. In such cases, adaptation was developed but could not be -
maintained. Even perfe"ctlyﬁ adapted organisms cannot maintain themselves indefinitely in

-

a resistance stage.

B, A Definition ofAStress
Over the past few decades, literally tens of Lhousangis of articles about stress have
been written, but there is little coherence in the theory and research documented in these articles.
The problem with research in the field of stress is that there exists no unilateral conventions
)
concerning terminology associated with stress.

Oﬁéinally, the term ’stress’ was used to deﬁne»the state of human difficulty caused by
external fa;tors*beyond onés’ control. A number of new definitions of stress have been recently
formulated. Stress is considered by some to be a state of mind in which anxiety de;termines an
individual’s behavior. Other researchers substitute the term conflict or frustation in place of anxiéty
in the above definition. Stress is also regarded as anything that causes alteration of homeostatic
processes. Many researchers consider stress as any demands that evoke adaptive responses. The

large number of conflicting definitions of stress illuminate the need for a more precise definition

and theod of stress.

1. The Stress-Disease Relationship
Stress is stu@ied becapse of its implication in many disease processes. Even though some
researchers (Kenneth et.al.,1980) have stated that the correlation between stress and disease can be
as low as 0.10, the majority of\\'escarhers strongly believe that stress figures prominantly in the
dise;ée process. These researchers believe that tissue systems may function in a less integrated
manner under stress conditions. Cardiovascular disease, hypertension, mental illness and

gastrointestinal disorders are examples of diseases that are thoug%t to be facilitated to some degree



by the presence of stress. . : p

a. The Disease Process .

Control systems seldomly operate precisely at their established levels of equilibrium.

Instead, they tend to slightly oscillate about these operating points. /?‘5 the degree of stress

experienced by the organism increases, the oscillation levels inc.rea‘sg coincidingly. If the
oscillations exceed a certain threshold level, then effective stability con
3 &

ol is forfieted. This

. R
‘may in turn lead to cellular damage which is characterized as diseasesi Amsey,1982]. Control

g
t
&
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system failure may also occur if the control system is forced to. operaté}t
’ 8

-
i)
1

Three types of stressors are known to exist: social, psychological and physiological.

A hard for extended

periods of time (eg. intense exercise).

2. Stressor Types ~

Technological advances have greatly reduced the number of physisal stxeésors present in our
environment. However, the advances that have freed man from the most extrem; types of physical
stressors have at the same tin;e cprsed him to ever increasing levels of psychological (or social)
stress. Our society is constantly changing and these sodal changes are eliciting psychological s.tress.
Many researchers believe that psychological stress lévels are reaching alarming proportions. It has
been noted [Ramsey, 1981] that rapid social changes are associated with elevated risks of illneses
such as diabetes and leukemia, as well as the increased occurence of a wide assortment of minor

complaints.

Physiological Stress. Tradjtjonally, physiologic stress was the first realm of stress to be
) studied. Research by Selye triggered a snowball effect that saw the interest in physiologic stress
greatly increase. 'I'odaf, physioldgic stress is studied rhainly to establish the correlation between
stress and the incidence of disease. "Practical considerations olf ph}/s:iologic stress inevitably center
around its potential relationship to disease. Do stressors produce disease? .. Stress begins to

manifest itself as a disease process when homeostatic mecahnisms become faulty and can not cope



with continued stress.” [Ramsey, 1981]. The distinction between physiologic stress and disease is

fontingent upon two factors:

- the degree and duration of the stressor

- the effectiveness of the counteracting adaptive response of the organism

In reality, we are seldomly confronted with only one stressor during any given time. It is
known that the response 10 a particular stressor can automatically alter the responses to other
simultaneous stressors. This usually results in a less effective responsé 10 any one stressor, and
hence a less effective overall response. Individuals face a strong risk of developing disegse duﬁng

conditions of chronic exposure to multiple stressors.

P;vychological Stress. Many researhers believe that in order to preserve psychological
homeostasis, individuals must be éble 10 maintain a nr;rmal mood state. Thus emotions, which are
_deviations from this noﬁnal mood state, reflect the condition of psychological stress. Others believe
that the variable of threat distinguishes psycﬁological stress from the other typés. Despvite the large
number of theories concerning the definition of psychological stress, most researhers agree that
cognitive informantion procésses figure prominantly in determining the responses to psychological
SITEsSOrs.

The key feature of psychological stress that distinguishes it from stress at the social and
physiological levels is the presumption that cognitive activities - evaluative perceptions,
thoughts and inferences - are used by the person to interpret and guide every
adaptational interchange with the environment. The person is said to appraise each .
ongoing and changing transaction with the environment with respect to its significance for
the person’s well being. This appraisal includes judgements (whether conscious or
unconscious) about environmental demand#Mnd constraints as well as about the persons -
resources and options for managing them. (Lazarus 1971)

It is interesting to note that psychological stress processes result in physiological reactions identical
j
to those directly produced by physiologic stimuli. This tends to indicate that both forms of stress
v
may share some common pathway in the stress response. Also, a large amount of the -physiologic

stress that individuals must endure is mentally provoked. In our abilities to anticipate and perceive



stress, we tend to complicate the stress response with the addition of psychological stress in the
form of dread. Thus, in order to lessen the effects of stress, we must learn to direct our thoughts
away from the impending stressors.
N .

Social Stress. Social stress can be viewed as psychological regctions prompted by social
interactions. Thus the term psychosocial stress is commonly used in conjunction with social stress.
In today’s society, social stress presents itself as an ever—increasing stigma. This is reflected by the
high incidence of crim\e. mental illness, divorce and smoking that is present in our society.
Ramsey[1981] defines psychosocial stressors as "stimuli originating from interpersonnal
interactions and social arrangements whose initial effects are mediated'through the senses and the
higher neural processes,” Thus, social stress reactions are vc’:ry similar to psychological stress
reactions. However, social stress tends to reinforce itself in a positive feedback system. The
psychological and physiological changes elicited by social stress tend to intensify the existing '

physiological changes and may even initiate new responses.

C. The Nature of Stress Reactions
In reviewing the stress literature, reseafchers have been‘able 1o c}liifferemiate the reponses 1o stress
into four categories:
- disturbing affects such as fear, anger and anxiety
= motor behaviors such as facial expression and muscle tension
- changes in cognitive functioning which affect perception, judgement and threat

- physiological changes integrated by the neural and endocrine systems

A rigorous description of the physiologicél changes is given in a following section.
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“a
D. Systems of the Stress Response

In order to maintain homeostasis, unmitigated control of the regulatory functions is
essential. The neural and endocrine‘systems represent the primary control systems in the body. The
nervous system prov'ides rapid response and coordination of the internal organ systems. The
endocrine system lacks the immediate response of the neural system, however its efTects are much
longer in durgtion. Both systems play significant roles in the maintenance of homeostasis. The
combination of both systems, referred: to as thc\:neur'oendocrine system, vforms an Intricate
regulatory system that figures prominantly in the stress response. ;
E. The Stress Response

The streés response can be evoked in two ways, externally and internally. The external
pathway irvolves the perception of potentially harmful stimuli by sens<;ry receptors located
throughout the body. Once stimulated, the receptors send impulses to the brain via the peripheral -
nervous system. Conversely, the internal pathway responds to stressful stimuli that have béén
internally initiated byv processes such 'as imagination and recollection. They differ from the extemnal
pathwavs in that the incoming functions of the peripheral nervous system are bypas;ed.

Once the impulses reach the brain, an ‘interpretive analysis is made/ This imerpreti‘vé
analysis involves two main areas, the higher levels of the brain and tixe ¥fnbic system, working in
conjunction. If the stimulus is interpreted as being a’ threat or challenge, emotional arousal will
most likely result. Snyder[1974] summarizes this as "events preceived in ('the environment may be
integrated with ... emotional states encoded in the hypdthalamus and the limbic system”. Thus the
stress response results from processes of cognitive interpretation and emotional arousal and not
from the stimulus itself. It is for this reason that the same stimuli can elicit a variety of effects in
different individuals.‘The stress response can be thought of in terms of a‘process with four

constituent parts or axes [Everly & Rosenfeld, 1983] and is depicted in figure 2-1.
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Figure 2-1 The Stress Response

.
{

All of the axes of the stress response begin with the deliverv of information concerning the
potenually stressful sumuli to the hypothalamus. The hypothalamus serves as a central integraung
area for the stress response process. [t is involved in integraung both. neural and endocnine
responses 10 soress and is in turn regulated by both the nervous system and the levels of arculaung
hormones. Thus the hypothalamus acts as a purely nervous center and also as a neuroseclory organ.

v'\\‘ ‘ ) .
Each of the stress responsé axes corresponds with one of the four known ways in which the

hypothalamus responds to a stressful situation:
1. Neural Axes~ causes the stimulation of the autonomic nervous system

2, Neu(oendocrine Axis = causes the adrenal medullae to secrete epinephrine into the

- - systemic circulation

-



3. Endb'crin_eh Axes - secretes the .releasing hormones CRH, SRF, and TRH into the

- hypothalmic-hypophyseal portal system
! []

[

fLPosterzor sz‘ztary Axis -~ causes the release of anudruretm hormone and oxytocin

R . . ! 4 4

_ jq; > into the systemic crrculaUOn
s )
1,

A

1. The Neural Axes \
The neural axes.r,epresent the level of response tbat' occurs througlh the direct innervau'on
of target organs Two neural axes exist, namely the sympatheue and @)arasympatheuc branches of »
. the autonomic nervous sytem. ‘Sympathetic acuvrty is, usually found to be dominant and resulrs in
the release of norepmephnne to the vanous target organs . waever parasympathetrc actrvrty 1s

also eltcrted and can become dommant in some forms of sqess/ - Ce

Since these pathways are neural in nature, they -reé8pond very rapidly. For this reason, the

B %,

' "
_neural axes are the ﬁrst axes of the stress Tesponse to be activated. Unfortunately, their results are
short—ltved This is due to the limited ability of the autonomrc nervous system to continually.

release neurptransmitter substances Thus the neural axes are charactenzed bya raprd reponse ‘that

|

is short in duration. | 5

"Activation of the neural axes results in increased blood pressure, increased cardiac output,

- 1ncreased resprratron rate, decreased rate of blood flow to the viscera and increased rate of blood

flow. to rhe muscles :

!
2. The Neuroendocrine Axis
The neuroendocrine axis was first identified by Waler Cannon, who labeled it the fight or
Aight response Its systermc effects are centered around the role of the adrenal medullae; Adrenal

¢

medulbary sumulatmn elrcrts the secretion of the. .catecholamine hormones epinephrine and

noreptnephnne which produce vrrtualj,y the same effects as direct sympathetrc innervation. Unlike

" the neural axes, the neuroendocrine axis is assocrated with an activation delay time on the order of
. } ¢ N

v



t;venty to thirty seconds. Hov)ever once it begins to act, the neuroendoc.rine axis displays a response
" that usually l4sts at least ten ‘.times longer Lhe.n the neural response. Secretions from the adrenal
medullae act t0 prolong. and reinforce the direct sympathetic effects.

The response of the neuroendocriﬁe axis depends upon the level of sumulauon As
expected, strong levels of sumulaan ehcn hxgh levels of response; however, levels of stimulation
below a nominal value can also elicit high levels' ef rcsp'onse [Frankenhauser, 1980] as shown in
figure 2-2. The two conditon$ that cqrresponcvil“;t:o these !gﬁ;lfgres;)onse leve‘ls‘a:e called overload
and unde‘rload. Both conditions are similar ir; that they are deyia}iohs from the level of stimulation

the-person is normally accustomed to. The neuroendtcrine axis is. active whenever either of these

-~
-

conditions. exist.

8
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Figure 2-2 The Relationship Between Stimulation Levels and Stress
[tis 1mp0rtant to note that in situations of repeated exposure, only the norepmephnne level
is always sxgmﬁmntly elevated Thus the epinephrine leve] shows a tendency to decrease with
repeated exposure However, in situations were a high degree of envolvement must be maintained,

epmephnne levels remain mgmﬁmmly elevated
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3. The Endocrine Axes’ P

"

At the present time , three endocrine axes are known to exist. These include the adrenal
cortical axis, the somatotropic axis and the thyroid axis. Intense stress levels must exist before these
axes will be activated. Once activated, their effects remain for relatively long periods of time.”

-

3

i) Adrenal Cortical Axis, Pioneer work by Selye showed that the activity of the adrenal
Cortex was a major constituem of the stress response. The adrenal cortical axis involves a series of
feedback loops which control the levels of various circulating hormones. |
As wim'ell the response axes, the adrenal cortical axes begins with the trafxsrrﬁssion of informatjon
to the hypothalamus.} Once stimulated, the hypothalamus secretes a hormone called corticotropin
releasing factor (CRF) which stimulates the anterior pituitary to secrete excess amounts of the
hormone adrenocorticotropin (ACTH) into the systemic circulation. In the.presence Iof stressfpll-
stimul’, ACTH secretion can be indeased up to levels that are twehtj?\'time§ the resti_né level Within
a few minutes. The ACTH levels in turn stimulate th_e adrenai COTtex to inérease ‘i‘ts synthesis of
hormones, partjcularly'me glucocorticoids Thus increases in ACTH levels always precede the
elevation of Lhe glucocorticoid levels. About 95% of the glucocomcond activity is due to cortisol,
also known as hydrocomsone The primary effects of cortisol are the regulation of blood pressure
and the enhancement of blood glucose 1evels

In situations were stressors are continually present (such as ‘memal strain, thermal change,
excessive noise and inadequate rest), the adfenal reserve of glucocorucoxds may become'
temporarily depleted In this situation, the effects of the adrenal cortical axis become very llrmted

Feedback Loops in the Adrenal Cortical Response
" Control of the adrenal cortical axes is maintained through the use of negative feedback. Three types
of feedback systems are kn'oyvn to exist. “
1) Long Feedback Loop. The effects of cortisol act in some -way upon the

hypoihalamus to inhibit the -seeretion of CRH. This in turn inhibits the secretion of ACTH and
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cortisol, thus restoring the hormonal balance.

2) Short Feedback Loops. Two short feedback loops exist. ACTH acts upon the |
hypothalmic nuclei to inhibit CRH sededon, forming one of these feedback loops. The other loop

is formed by the actions of cortisol upon the anteri)or pituitary which inhibit the secretion of ACTH.

HU Itrashon'Feedback Loop. Recent evidence [Schmidt & Thews, 1983) suggests that
high levels of CRH act directly upon the hypothalmic nuclei to .decrease the secretion of CRH.

The feedback systems may be thougfn of as having set points which determine the levels at
which negative feedback begin. In situations of continual high levels of stress, ACTH secretion may
continue irregardless of existing cortisol levels. Thus the set points should be considered as Sloating
in that they can fluctuate according to residing stress levels. Conditions which raise the Sét points to
abnérmall; :high levels can lead to loss of \eéntrol of the feedback system. Under such conditions,

increased susceptibility to disease is exhibited [Ramsey, 1982). .

it) The Somatotropic Axis. The sc;matotropic axis slia?es part of its pathway with the
adrenal cortical axis.. I responds to étress by r.el-easing somatotropic releasing factor (SRF) from the
hypothala_mus. The SRF in tumn stimulates the anterior pituitary to release sormatotropic honnone
(STH), also known as growm hérmone, into the systemic circulation. - . ‘

Exertion, exposure to cold, trauma and emotional arousal are stressors known to elevate

S"I"H\ ievels.

iii).IhLZbML’Ihe role of the mﬁ@d axis in the stress response is obscure, It is
known that it can be activated by psychological stimulation. ‘

The thyroid axis begins with the hypothalmic releasé of thyrotropin releasing factor (TRF)
into the .hypothalrrﬁc - hypophyseal portal system. Once TRF reaches the anterior pltultary the

anterior pituitary is stimulated to secrete thyroid releasing hormone (TSH) into the systemic

—
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circulation. TSH in turn stir‘nulatgs the thyroid gland to release the hormones triilodothyronine (T3)
and thyroxin (T4) into the circulation.

'. Some stressors, howlfever, act to diminish the output of thyroid hormones. Also, studies -
(Ramsey, 1982) have led to the conclusion _tﬁat there may be an inverse relationship between

]

thyroid output and cortical activity.
4. The Posterior Pituitary Axis,
Stimulation of the hypothalmic nuclei can result in the secretion of antidiuretic hormone
(ADH) and oxytocin into the circutation. It is speculated that these hormones do not.play a major
role in the stress respdnée,. and hence the existence of a pituitary axis in the stress response is

~ questionable. It is known that ADH acts to promote the retention of water.



IIL. Rodent Communication ‘ “ g

It has only been over the past few decades that technical developmemsfave permitted us
to‘explore the realm of ultrasor;ic communication between animals. Ultrasound, which encompasses
all sounds with frequengcies above 20 kHz., is the media that many animals, incl'udingvrats. use (o
communicate with each other.

It was originally thought that laboratory rats were relatively silent creatures. "If after
weaning, a rat is put into an individual cage, it canv be counted on, if not disturbed, tc; live the rest bf '
its life and die without a single vocalization"[Mowrer et al., 1948 . The first report of ;.)urely
ultrasonic vbcaJizatibns in rats was rﬁade in 1954 by Anderson when he detécted isolation calls from
adult laboratory rats ( Rattus Norvegicus) at f;equcndés of 23 - 28 kHz. and durations of 1 - 2 s.
Anderson speculated that these mlls'niay facilitate either communication between individuals or
echo-location.

To date, researchers have studied numerous conditions under which rats emit ultrasound.

Table 3-1 summarizes some of these conditions.

2

7
TABLE 3-1 J RAT VOCALIZATION CONDITIONS
Age Frequency Duration Comments
(kHz.) : (ms.z
infants 40-95 . 5-65 ' isolation from nest, calls figure prominandy in
the mother-young relationship’
adult males 40-50 100- 500 calls elicited during mounting and intromission
adults 40-50 short pul§cs indicate aggresion whereas long
. pulses indicate submission
aduit males 22-25 2000- 3000 pre-¢jaculatory/ post-ejaculatory sigﬁal
adult not given short pulses males entering cage ) "
females . :
adult 22-30 not given calls have been recorded from lactating females
females whose litters have been removed
adult males 22-30 700-1000 calls indicate the sexual motivation of the male

and tgnd to inhibit aggresion by the female

17



\ ' 18

v

Many of the rodent vo‘cal»izations' that researchers have recorded fall within two distinct
frequency ranges: 20 - 28 kHz. and 40 - 50 kHz. The 40 - 50 kHZ. calls are primarily emitted by

the infant rats, whereas the lower frequency calls are characteristic of adult vocalizations.

A. Models for the Elicitation of Stress Vocalizations

Researchers have formulated three different models that describe the elicitation of stress
vocalizations. Each of these models attends that an arousal process is at least partially responsible
fqr_“t‘he vocalizations.

\

o o

1. Arousal Model
Artousal models attribute behawor to levels of arousal. The state of arousal depends upon
two factors: mtemal states of bodily imbalance and external stimulus conditions. Changes in the
external stimulus ﬁeld can either in_crease or decrease the level of arousal.
The first 'individual 10 link ultrasonic signaling with arousal was Bell[i974].' However, Beli
‘. states that vocalizations should not be labeled with their correlated béhavior in such a manner that
a signal- behavior list is compiled. Instead, he suggests that the vocalizations Tepresent Lhe_genér-al

state of arousal of the rodent

2. Neuronal Model

The neuronal model can be considerred as an extension of the arousal model in that it
includes the dcvelopmentallprocess along with thp arousal process. In his reformulation ‘of the
original neuronal .model[Sokolov, 1960], Salzen[1970] states that "organisms fashion appropriate
neu:ologicai models of the environment on the basis of perceived'stirhulations“ Any discrepancies -
from established models result in arousal. If the state of arousal leads to a new sumulus source that
matches the neurological model, then the arousal level is lowered, othervnse a new model is
created. Mild dis_crepancies between incoming information and existing models produce adaptive

behavior; large discrepancies produce disruptive behavior which may in turn elicit stress
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vocalizations.

3. Pro-Comp/Arousal Model

The pro~comp/arousal model was formulated by‘;Nitschke[l982] as an alternative to
existing models. .It incorporates arousal only as the energizer of behavior. The consequences of the
energized behavior can then in turn either lower or rage the level of arousal. The model'ago
incorporates a behavioral process in whieh the internal and external environments are continuously
monitered. Two systems have access to the monitered signals: the arogsal system and a program
comparator(pro-eomp). The pro-comp first compares incoming information with a register of
normative sensoﬁ values and then inputs the degree of concordance to the arousal system. As
concordaneetle\iels decrease, arousal levels increase. "In the case of exceedingly high é;eusal, it can
. be assumed that the resulting behavior can be characterized as highly memotional and
nonadaptive”[Nitschke, 1982]. Under such situations, ﬁltrasonfc vocalizations are nemitted. The

model is depicted in figure 3-1.

consequences

degree of

; concordance
program- i arousal

comparator system

U

. wltrasontc
vocalizartions

L 4

Figure 3-1 The pro-comp/arousal model for the elicitation of ultrasonic vocalizations



IV. Cluster Analysis

A; Similarity Measures

Most clustering techniques begin wi&bthe calculation of a matrix of similarities or distances
between individuals. Similarity measures are usually viewed. in relative terms. Two objects are said
to be similar if they exhibit aspects in common, relative to mo§e which other pairs of objects share. )
Measures of similarity generally fall into two categories: distance type measures and malcﬁing type

' measures.

1. Distance Type Measures
The most commonly used  distance measure is the Euclidean distance function. This

function denotes the distance between points i and jby d given by -

¥

d(Xi,X)) = [ Z(X,pm - Xyp)? ]2 (1]
m

where m specifies the dimension of the space in which the points are located. However, this type of

distance measur/¢ does have its drawbacks in that distance can be adversely affected by changing the

scale of a variable. Therefore it is possible that techniques that use the Euclidean distance function

will not preserve distance rankingé if scale changes are brought about.

e

2. Matching Type Measures
Matching type measures are used when the data being analyzed are, expressed as
correlation coefTicients, binary data illustrating a prominent form of data expressed in this manner.

A simple matching measure can be stated as:

S= Ne/ Nt | , (2]

where

20
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Ne = number of attributes whose coefTicients are equal for both

objects { and j
Nt = total number of attributes

The matching measure need not be limited to the form given by equation [2] and can take on many
differem forms.
B. Cluster Analysis Techniques )
Cluster analysis techniques seek to separate data sets into groups or clusters and may

themselves be classified in the following manner: |

1. Hierarchical techniques

2. Optimization- Pa.rtitibm’ng techniques

3."Density or mode~ seeking techniques, and

4. Clumping techniques.

1. Hierarchical Techniques
Hierarchical techniques may be further divided into agglomergti;e methods and devisive
methods. Agglomerative methods proceed by the successive fusing of individuals into groups;
devisive methods successively partition the set (initially comprised of all individuals) into smaller

subsets. Dendograms, which are two-dimensional diagrams illustrating the fusions or partitions

which have been made at each successive level, are used to illustrate the results of both techniques.

a. Agglomerative Methods
These methods begin with the computation of a similarity or distance matrix between
the individuals. Individuals or groups of individuals are then fused together, based on their

similarities or relative distances to each other.
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There are several agglomeratiiie hierarchical techniques presently used. They differ
from each other in the sense of how they define distance or similarity between individuals in

_Lhe data sets.

Single Linkagé Method
Groups, initially consisting of single individuals, are fused accbrding 10 the
distance between their necarest members, the groups with the smallest distance being

fused. Each fusion successively decreases the number of groups by one.

Complete Linkage Method
This method differs from the single linkage method in that the distance between

groups is defined ad the distariceybe%weer 2eir most remote pair of individuals.

Centroid Cluster Analysis

As the name implies, this method represents groups in the p~-dimensional space
by the coordinates of their centroids. The distance between groups is then defined as the
distance between group centrgids. Groups are fused acccording to the distance between
centroids, with the groups with the smallest distancev being fused first This method has a
disadvantage however, in that_‘: the characteristic prope:m'es of a smaller group aie 1,95[ if
the sizes o'f the two groups to be fused are greatly different \grom each other. In Lhis, case,
the centroid of the new group will be wiLh‘in closé proximity of that of the larger group

and may Temain within that group.

Median Cluster Analysis
This method overcomes the disadvantage of centroid clu'éter analysis by first
aésuming that the gfoups to be fused are of equal size. The position of the new group will

then always be between the two groups to be fused.
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;Group Average Method

The group average method takes into account all individuals within the groups by

’ defining distance between two groups as the average of the distance between all pairs of

individuals in thé two groups.

Wards Method
At any stage of an analysis loss of information results from the grouping of
individuals into clusters. Wards method is based upon the minimization of a particular
measure of loss. This méasure is given by the total sum of the squared deviations of every
point from the mean of the cluster to which it belongs. Thus the choice of the two clusters
to be fused will result in a minimum increase in error.
b. Devisive Methods
' Devisive methods are initiated by fragmenting the set of individuals inm tv)o. Each set
of n individuals can then be'qfufther divided into two subsets, with the process being repeated
until a set limit is reached. There are two basic families of devise techniques: monothetic,
based on the posession of a single specified attribute, and polythetic, based on the values taken
by all the érm'butes. Monothetic techniques are usually used in cases where binary data are
present and will not be discussed further. Polythetic techniques begin by choosing an
individual to initiate a splinter group. This individual is chosen in a manner such that the
average distance involved from the remaining individuals is a maximum, Next, the\average
distance to each individual in the main group to the individual in the splinter group is found,
followed by the average distance of each individual in the main group to the remaining
individuals in this group. For positive differences of the average distancé from the splinter
group from the average distance from the main group, the individﬁal is added to the splinter
group. If all of the differences are negative, the process is halted, but can resume on each of

the two sub groups.
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2. Partitioning Techniques

Partitioning techniques differ from hierarchical techniques in that relocation of the

individuals is permitted to correct poor for initial partitions. The majority of these techniques can

be summed up by three steps:

1. initiating clusters
2. allocating individuals to initiated clusters
3. reallocating some or all of the individuals to other clusters once the initial

categorization proces$ has been completed.

a. Cluster Initialization Techniques
These techniques commence by finding k points in the p-dimensional space, where k
specifies the number of clusters to be formed and is predefined. These points act as (im'tial
estimates of the cluster center. Various methods have beén proposed for choosing these g)qim;s.
| One method looks at all of the data vectors and chooses the initial & mean vectoriél.:ém{r

methods choose the k points mutually furthest apart.

b. Relocation Techniques

Relocation techniques attempt to optimize a specified clustering criterion. Each
individual is considered for reassignment to another cluster with reassignment actuaily taking
place if it causes the desired modification of the criterion value. The procedure is then

complete when no further move of a single individual causes an improvement.

3. Density Search Techniques

The concept of clustering suggests that there should be two types of regions in the

p-dimensional space: regions in which the points are extremely dense separted by regions of low

" density. Density search techniques seek to find these regions of high density and usually

incorporate the methods used in single linkage cluster analysis.

-4



a. Mode Aﬁalysis
Mode analysis, a derivative of single linkagé clustering,  searches for natural
sub-groupings of the data by considering a sphere of some fixed radius R surrounding eac}
;
point Those individuals whose spheres contain a large number of poimr? in relation to the total
numﬁer of points are called denée poiqts (the minimun number of points required for an
individual to be labeled as dense is given by k). The radius R is then gradually increased,

allowing more inidividuals to become consolidated. Four courses of action become possible

with the introduction of each new dense point:

- The new point is separated from all other dense points by a distance which'exceeds R.

This initiates a new cluster nucleus and hence the number of clusters is increased by one.

- The new point is within R units of one or more dense points which belong to only one
cluster nucleus. In this case, the new point joins that cluster.
o T
- The new point is within R units of dense points belonging to two or more clusters, in

‘which case the clusters concerned are combined.

- At the introduction of each new cycle in which R is increased, the smallest distance D
between dense points belonging to different clusters is found. This distance is compared with a
threshold value computed from the average of the 2k smallest distance coefficients for each

individual. If D is less than this thrcshol'd value, then the two clusters are combined.

¥

Voo
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4. Clumping Techniques

Clumping techniques differ from other methods in that they permit the overlapping of

clusters. They begin with the computation of a similarity matrix and then seek a partition of the

individuals into two groups.
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{

;  Clumping techniques are frequently employed in fields such as language stidies where

q

classification must permit the overlapping of classes, thus acknowledging the existence of multjple

. interpretations for many words. .+

_ . ‘ . ‘
C. Cluster Discription and Significance . v

Once clusters have been developed, the task of descrrbmg the clusters still remains to be

resolved One measure frequently used to describe clusters is based on the location of the cluster

whlchkmn_ be representeéd in a number of different ways. The centrord of the cluster, given by the '

4

: average va'lue of the objects contained in the cluster on each o'f the variables making up their

8

profiles, is one way In addmon some measure of the clusters vanabxlrty may be computed - for

3

‘ example the average distance between all paus of pomts w1tlun the cluster .

The number of drfferent types of measures whrch can be used o describe the various -~

aspects of a cluster is umnense Thus, the original purpose of the analysis must be consrdered asit o .

may limit the number of ways in which the cluster can be simply descnbed
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V. The Problem With Standard C]ustenng Methods [
All '%tandard clusterrng procedures follow a fundamental algorrthm mvolvmg the continual
\undatrng‘ of some form of distance or srrmlarity matrix. "The distance matrix is the source of all
troubles when standard clustering techniques are apphed for generation of the' hierarchical trees on# |
large numbers of objects ... the real problem is that the drstance matrix has to be used ina recursrve
manner m such a way that the number of accesses to its elements is proportional to the square of
the number of ‘elements” [Zupan, 1983] ‘Thus, for large numbers of objects, the costs associated
‘wrth srandard clustermg methods become very prohrbmve A new method has been deveIOped by
o Zupan whrch overcomes the cost deficiency of standard clustering methods Central to the
‘ methodology of thrs new clustering techmque is the use of a comparrson tree. This tree is ugfor ’

the generatron of the large hrerarchrcal tree found in almost all clustenng schemes.

A. Comparison Trees -

A compan‘son tree is.composed of the following elements: a root which denotes the top of
the Iree;. vcm'ces, which are branching points; branches, which connect various vertices with other
/vert'ice.s' and Ieaves vvhich are end vertices that have no further branches. ‘Other tenmnologv,
frequently assocrated w1th rees mcludes the phrases chzldren parent -and externa/ and internal .
| " path lengths. Parent and children refer to the vertrces immediately above and below a particular

- vertex, reSpectrvely Extemal path length refers to the sum of the number of branches traversed in’
' going from the Toot to every leaf in the tree; internal pat.h length refers to the surii of the number |
of branches in going frorn the root to every non—leaf vertex. |
| _ The new clustering method uses a ‘particular type of comparison-tree called a Z-tree A
: 2; tree, also known as a strictly binarr or an extended binary tree , is a tree in whrch every -

vertex except the leaves has exactly two chrldren. Thus we have the followrng facts:

L4
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LEMM A I. The number of vertices on each level of. "
a 2—tree is at most twice tﬁey num__ber on the level

imfnediately above.

.. LEMMA 2.1In a 2-tree, the number of vertices on
< ' v

level x is at most 2% for t>0.

LEMM A 3. The total number of verticesina _

2~tree with n objects is atways 2n—1.

The rnaXimﬁm number "of edges between the robt and the leaves of a tree is called ‘t‘he

height of the tree. For a 2~tree containing n objects, it can be shown that the minimum height for

. the’tree is given'by:

Hmin = [log,(n)] ‘ | I - 3

‘where [ k] is called the ceiling of k and is defined as the smallest integer greater than or equal to k.

©

When the height of a particular tree ié equal to minimum height, the tree is referred to as a

balanced tree. The maximum height poss-ible for a 2-tree is given by:

- Hmax = n-1 : (4]

Trees with heights close to the maximum value are referred to as heavily chained. The term
g -

"height’ should not be confused with the ter@ismncle’; the height between two vertices is denoted

“"by the number of edgés between the two vertices “Whereas the distance between two vertices

\

requires the {ise of a Metric , which employs a distance measure. '
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Comparison trees can serve two different purposes:

i) They can be used for retrieval purposes ivn which case the allocation of the objects is not
important. For example, many asse'mblers and compilers use trees as symbol tables to keep track of
usee- defined symbbls.

ibi) They can be used for groupihg purposes in which case object allocaﬁon is ex&_emely
important.

For the new clustering technique, correct object allocation is extremely important, hence
trees will be used in terms of their grouping capabilities. -
\' Up to this point, only binary trees have eeen mentioned. However, there may be
applications for which the number of children of a. glven node should be arbitrary. Such trees are
termed ordered trees. Fortunately, ordered trees can be converted mLo binary trees through the use
of a rotation sequence[KnuLh,l97ﬂ. Thus, what at ﬁrst“seemed to be a severe restriction in that
each vertex could only .comaih a maximum of two children turns out to Se of no major
conseqeunce. In suﬁlmary, binary trees provide a conveniant form of representation for a much
+ larger class of ordered trees. ’
B. Discussion of the New Clustering Method

Before proceeding any further, somesort of convention _.must‘ be set up as to\how the -
clusters shoqld be represented in the measme}rxe;ﬁ' gpgce. Many elz;borzitg cluster representations
exist, however they tend 'to be very cost/.intexisive. ,S~ince one of the primary eoncems of the
algorithm is efficiency, a simple cluster representation is required. For this reason, clusters are
represented in terms of average vectors V of the n objects belonging to them. It is in this section of
the clustering algon'thrn that the dimension of the measurement seace greatly influences
computation time; as the dlmensmn mcreases to a value over 50, the costs rapxdly become
prohlbmve

There are situations for which the average vector representation is particulérly bad (figure

5-1). If the data are organized in a manner as illustrated in- figure 5-1, an alternate cluster
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representation must be chosen.

Figure 5—,1 | -‘Situau'ons for Which the A\}erage Vec£c‘>r Metﬁod Should not be E;rxi;:l‘oyed
New objects are added 10 an existjng cluster in the following manner:
Vin+1} = y[n]-n+ X)/(m+1) | ' (5]
This résu%tk ina v‘ef:tor that reflects the éverage of the .n+ 1 object.; in the clust;r membership.

1. Two Distance Clustering Method
The first new clustering technique that will vbe'd.iscussed involves the use of two distances, namely
“ the distan.cgs from a parent vertex to its left and right children. It begins with the initialization of
the comparison tree. 'I:his is accomplished by creating a root and setting the first two data vectors to
the left and right children of this root. New objects must always enter the tree via the root. Further
traversal of an object through the tree is determined by an e;raluatjon of thé distances between the

object and the left and right vertices, labeled d and dr respectively; the minimum distance
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determines the p_ath. Should the fwo distances be equal, the algorithm arbitrarily specifies a
direction. The traversal is complete when the object reaches a leaf. At this point, two new vertices
- must be created; one to serve as a leaf that contains the new object and the other to serve as a
parent for the old and new l;,afs. Thus, the tree is rearranged such that the new parent vertex
occupies the previous position of the ‘old’ leaf. Figure 5-2 illustrates the process of adding a new

object to a tree. The above procedures are repeated until all objects have been added to the tree.

- Figure 5-2p  Addition of an Object into the Tree

Once initial object allodu'on is complete, the tree is "tested’ for its retrieval capability. If all |
objects can be sﬁocessfullrretrieved, then the clustering 'proce'dure is complete; if some objeds
cannot be retrieved, then these ijecté are remow}ed from the existing tree structure. The objects
that have been removed mus't"then be reintroduced into the remaining tree structure. This process
is called updating the hieréxchical tree and is continued until either all objects can be successfully
retrieved or the maximum number of updating iterations is reached.

* The construction of a hierarchical tree in such a manner can be vastly superior; in terms of

~ computational effort, to standard clustering methods. For a completely branched tree, the number



of distance calculations executed by the routine is given by the following relationship:

calc{n] = calc[{n-1] + | log,(n-1)] (6]

where n denotes the number of objects to be a.llomtecL For heavily chained wees, on me other
hand, the algonthm must perform significantly higher numbers of distance calculations than for

thetr balanced counterparts. For a rnaximally chained tree, the number of distance calculations that

must be executed by the routine is given by:
aldn) = I 2-(j-2) | [7]

which i§ comparable to the number of distance calculations performed by standard clustering

algorithms, given by
“cale(n) = [n-1)° ‘ | (8]

Thus, it becomes evider;t that the two distance clustering method can fall short of its goal
(computational’efficiency) under circumstances in which heavily chained wees are produced.

One of the foremost researchers jn the field of ‘bina.ry rees is Do'naJd,Knuth. Kﬁuth’s
exteqsive study on compuﬁng and binary trees is documented in the monumentous work The An
Computer of Programming which consists of three volumes, The third volume, entitied Sorting and
Searching, deals exclusively with techniques and problems associated with the implementation of
trees on computer systems. In this third volum’e, Knuth states that binary trees t;:nd 10 gro.w ina
balanced manner. Due to this consideration, the two distance clustering method can achieve a
sigm'ﬁmntv cost savings. Figure 5-3 contains a plot of the number of distance alculaﬁons required
for the various considerations previously described as a'function of the number of objects 0 be

allocated.
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Unformnately, there is an inherent liability associated with the two distance clustering

~

method. It turns out that the characteristics of the tee are greatly affected by the order in which
objects to be updated are presented. Thus, newly updated objects may be grouped into 'incorrect’
clusters. Figure 5~4 shows an example of how input selection may result in an eITONneOouUs grouping

of an object with a cluster distant from its measurement space.
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~ Figure 5-4 The Influence of Input Selection on Object Allocation. a) original data
points b) tree produced by the two distance method
2. Three Distance Clustering Method
The three distance clustering method evolved from the inadequacies of the two distance method.
The idea of using a third distance was developedin terms of a solution 10 the following question:

W hat action should lﬁe clustering routine elicit when the object is "far’ from both the lefi

‘and right vertices?
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In other words, the two distance clustering method was deficient in that it did not take into account

| .

the actual position of the object compared to the positions of the left and right vertices. Thus,m under
no circumstances, was an object ever treated as an outliner.

Before continuing any further, the concept of an outliner must first be quantified. An

: outlinerpis defined in terms of the distance between the left and right vgrtices of a particular vertex.

This distance is given the label 3. Movement of an object through the tree is now contingent upon

the evaluation of three distances:

dl = DXV | (9
dr = D(XVr) 710
d3 = DWLyr) [11]

" If the minimum of the three distances turns out to be d3, then the object is classified as an outliner
and the-tree must be‘ disconnected; otherwise, the object™traverses to the next level of the tree as
E dictated by the two distance method.
a. Disconnection of a Hierarchical Tree

The purpose of disconnecting a tree is to prevent the clustering of non-\similar objects,

which is a prevailent problem’ with the two distance clustering method. It requires the creation

of two.new vertices, Vx and Vy. One of these vertices, Vx, is placed between the vertex that the

3
-

o ‘object is currently positioned at (V) and its parent (Vp); the other vertex, Vy, is positioned
such th:;l xt is a child of Vx. Thus the tree is now structured such that Vx contains the new
object' along with all of the elements of V, and Vy Eonmins only the new object. Figure‘ 55
illustrates this process

A situation may occur in which the tree is required to be broken at the root. In this
context, the new object is viewed as an outliner fo the entire cluster structure. Under such

circumstances a new root must be created. This process is summarized in figure 5-6.



Figure §-5 Disconnection of the Hierarchical Tree
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Figure 5-6  Formation of 2 New Root
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The two-distance method allowed for the formation of leaves only at the end of the
tree. With the addition of a third distance in tRe evaluation procedure, the three distance
method permits ieaves to be allocated throughout the tree structure. T:hus the development of
the tree is no longer rigidlv circumscribed by the existing wee structure. \Howevef. the three

- distance method is stll susceptible to errors during the updating sequence. To minimize these

erTors, a safety wall is introduced. ‘ /

b. The Concept of a Safety Wall

"The most senshive decision in LHe new algorithm is of course whether the vector X is
a. outiner or not, i.e., if the wee should be disconnected. new branch added. and the update
terminated, or the traverse of Lh"é tree should be continued towards left or right descendant of
the particular vertex” [Zuban, p S51). The shaded region in figure 5-7 depicts the
n-dimensional measurement space for which the tree is not broken: if an object lies within

"hi< space, then it will move either to V1 or Vr, depending on the minimum distance.

Figure 5-7 Hlustration of the Three Distance Algorithm



38

The method works well” for objects located within discrf:te. compact groups. However,
for clusters that have objects widely dispersed from the cluster center, such as in figure 5~38,
Lbe validity of the clustering method comes into queston. Under such conditions, "the
clustering techniques tend to impose structure on the data rather than ﬁﬁd the actual structure
present"[Everitt, p. 44]. To lessen the severity of such clustering errors, a safery wall is

introduced By altering d3 in the following manner:

d¥ = d3 + dw ‘ o1

i

where dw rep;psénrs the width of the safety wall.

- Figure 53-8 Situations Under Which the Three- Distance Clustering Method May be
Degdcnt N ‘
The safety wall should theoretically follow the contours of both clusters in the
n-dimensional measurement space (figure 5—9.).FThe costs.assoclated with the implementation

of such a safery wall would soon prove to be insurmountable as the dimension of the
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o
measurement space increased. Feasible safety walls could employ one or more of the following

13

proposals: “ ‘ .
J - dw may be a function of the cluster level
- dw may be a function’of the number of objects in the cluster
- dw; may be given by the largest distance between two poInts in L;'xe cluster.

Much consideration should be given towards the structure of the safety wall since 1t

figures significantly in the final cluster cbnﬁgurauon.

Figure 5~9  Illustation of an Ideal Safety Wall



VI. Program CLUSTREE l’or {T hree Distance Clustermg

-

A self-contarned routme entitled CLUST REE has been wrrtten to 1mplement the three’

- distance clustering method‘ on the Michigan Termrrial System (MTS) operating system at the

Y

University of‘#\llqe'm\”lhe program differs in several respects from Zupan’s three distance

clustering routine entitied THR € most prominent difference is that CLUSTREE is written

in a Pascal programmrng environment; Zupan s.Toutine is writtén in DEC’s Fortran [V langaage
There are several reasons for implementing the routine in Pascal mstead of Fortran the main one
bemg that Pascal allows dynamrc representatron of data structures in addition to the usual -
contiguous representation. Dynamic variables diff;/:r from static variables in that they are created

" ,»(and may be destroyed) during program ekecuu’on; static variables are created when the program is

Y B +

initially compiled. The problem with contiguous representations of data struct:res, which efnploy
static variables, is that the maxrmum size of the data structures must be)known in advdnce such that

they can be declared in the routine. For smal-l'data sets, much of the space that has been allocated
} ,

for the data structures is not used, and hence is wasted spdce; for large data sets, overflow:

conditions can result when insufTicient: amoun)s of spacei{ave been allocated for the data structures,
N / U

Dynamrc representauon of the data/sn'ucjtures result in a correct amount of memory allocatron

P
during Tun time as dictated by the routme "I’husr memory is not wasted and overflow conditions can
o

not OCCLII.

-

-Another advantage to writing the routme in Pascal is that the algorrthm ideally lent itself to

the structured Pascal environment. The employment of addrtronal variable types tha&scal_ allows

/

. greatly- improved the leg_ibility as well as the efﬁciency of the routine. In addr'tion CLUSTREE was
written such that no additional programmmg would be requrred on the part of the user; program
THREE was written as a subroutine for which the user must Subply: ‘&'main program.

Under certarn circumstances, the user may be . mterested only in rdenufyrgg a limited

3

number of clusters For this purpose a dump feature has been mcorporated into the routine. This
feature requrres the user to specrfy the rnixrmum hérght of the tree, which in effect constrarns the

maxrmum number of clusters identified by the routme Smce the clus@rng c%xsts are related to the

b . w
- [ .

l
|
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length of the tree, implementation of th¢ dump option can result in a considerable cost savin?Sl
CLUSTREE can clflster as many objects as the system mémory permits. On MTS, ;ﬁis is’
well in excess of 5000 objects (the CLUSTAN package can only cluster a maximum of 1006
objects). The rnéximum dimension that the measurement space can span is 50. Again, it should be
noted that as the dimension of thé measurement space increases, the cost associated with cl‘usteﬁng
 the objects increasés coincidingly. |
A. Discussion of the CLUSTREE Routine
The CLUSTREE routine consists essentially of a group of interlinked Pascal procedures.

.

- This type of modular design facilitates any changes or additions that may be required.

1. Clustree Procedures : . .

Thé CL}JSTREE routine is based around a fr;clmework ‘of ‘lﬁ\/e ceritral procedures:
DECISS, DIST, FUNC, SEARCH, and DELETE. The DECISS procedure directs the traversal of
the objects through the tree. The three djst:an'ces that DECISS requires at each vertex are calculat‘ed'
by the DIST procedure. As new objects are added to the vertjces,_;procedure FUNC updates the
Qenex ﬁe‘preéema’u’on according to the algorithm brevio'us‘ly Qi'scussed. Once all of the objects have
been allocated, procedure SEARCH tests the retrieval capability of the rﬁee. The objects that cannot
be successfully retrieved ére then removed from the existing tre¢ structure by the DELETE
procedure. The above sequence is contrélléd by the mmr\l program and is rebeéted until either 100%1

retrieval capability is attained or the maximurn number of iterations is reached. This process is

summarized in the flowchart illustrated’in figure 6-1.

{1
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The remalmng procedures perform secondary funcnons such as gutput formatting. Many of

Lhese procedures are 1mplemented through the use of the recursion feature available in the Pascal

programmmg envrronmem. ,
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2. Input -~ Output
The routine communicates with kthe‘ user through 'rhe use of four text files (two input ﬁles,
two output files). Both an input and an output file are automatically assigned by the routine to. the
output de\;ice that the user is currently usirlg; the remaining input and output files are assigned to

scards and sprint, respectively.

.

a. CLUSTREE In ut Requrrements

The CLUSTREE routine requires two sources of input:

i) data lomted ona MTS ﬁle i -
*the user is prompted

ii) interactive daw Wé"w’ﬁ, 16

Syt va
¥ "
.

The file data must be organized in the following manner:
Line I - no. of objects (n) and dimension of measurement space-(m)

Line2 - Obj(l,1) Obj(1,2) ... Obj(l.m)

Line 3~ 0bj(2,1) 0bj(2,2) ... Obj2,m)

Line n+ 1 - Obj(n,1) Objn,2) ... Obj(n,m)

In addition to the file data, the 'user is quen‘ed by the’ routirr’e for: the maximum level
to which the tree can grow, the maximum number of iterations for the ﬁpdate procedure, the.
type of distance metric to be implemented, and the type of output that is required. The |
distance metric is specified in terms of an integer ranging from 1 to 5 which corresponds to.one

of the di§fance’ measures listed in table 6~1.
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Table 6-1 Distance Metrics Facflitazed by CLUSTREE

Number Name

Formulation

1 Manhattan

2 Euclidean

3 Minkowski

4 Chebyshev
S

5 Cosine

cA(X,,X,) = L|X,m - X,
d(X,,X,) = [ Z(X,, - X;,)% )'72

JA(X X)) = [ Z(X,y - X, )" )

d(X,,X,) = maximum [X, . - X, .|

a(x, ,x;) = [ Z(X,nX,0)] /[ Z(Xx, )2 Z(X,.)% )
~ ~ - .~ *{

b. CLUSTREE Output Specifications

The output produced by the ‘Clustree routine consists of four stages. The first stage

summarizes the results atiained: after each update iteration. The second stage de§cn'bes the

final tree configuration; it consists of a lisung of the level, type, vector representation. and_

number of objects for each vertex in the tree. The first two stages are always outputied when
. P

.,

the CLUSTREE routine is invoked, whereas the next two stziges are optional. Stage mgté'gives

a listing of the actual elements present in various levels of the tee. The le"vels for which this

type of autput is to be produced Qis provided by the user via the interactive i'nput mode. The

final output stage, stage four, produces,a two dimensional scater plot of the clusters produced

at a requested level of the tree. Again, the spedific parameters required fdr the plot are eméred

interactively in response to prompts from the routine.



45

3. Run Commands

To run CLUSTREE on MTé, the -user has a choice between two Pascal compilers:
| PascalVS and PascalJB. In tests, the PascalJB compiler proved to bé much more efficient then the
PacsalVS compiler, and in addition, provided superior error diagnostics. :Adl of the CLUSTREE"
runs were thus. implemented using ihe PascalJB compiler. However, since the compiler is not
currently available on the system library, the user must issue the following set of commands to run

the routine:

RJMBPASCAIJBSCARDS CLUSTREESPUNCH— LOAD

R- LOAD+JMBPJBLIBSCARDS INPUT SPRINT = OUTPUT

where:

- (- LOAD) is a temporary file. that stores the compiled version of CLUSTREE
- INPUT contains the file data required by the CLUSTREE routine

= OUTPUT is the file into which all of CLUSTREE results are directed.

To run CLUSTREE usmg the Pascal VS compiler, the JMB: PASCALIB and JMB:PJBLIB
terms in the above comrnands must be replaced with PASCALVS and PASCALVSLIB,

respectively.,

B. Examples Uéing The Three Distance Clustering Procedure

The three distance clustering technique-is tested using two data sets. The first set contains
Zupan’s sanipl.e data and is chosen strictly to demonstrate that the routine runs properly. The
second set contains Fisher’s [ 1936) iris data. Since many clustering routines are tested using the iris

data, the credibility of the new clustering: technique can be ascertained.

€

i
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1. Sample Run 1
Zupan’s. sample data consists of 150 poinfs located_ in two dimensional measurement space (figure
6-2a). Zupan chose the data set with the consideration of having a sufficient but not excessive
number of points to properly test the rouﬁne. The CLUSTREE routine requh’ed three iterations to
successfully allocate all of the objects. The results attained using CLUSTREE are identical to those
produced by Zupan’s routine. Clusters formed at the third level of the hierarchical tree are '

&

illustrated in figure 6-2b.
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FIGURE 6-2  a) Zupan's Sample Data b)%u
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2. Sample Run 2

dimensiona]

\

are given in table [II.

Fisher’s Iris Data

Table 6-2

Iriy Versicolor Ir1e Virginica

Irie Setosa

£
-~
-0 35|l217llSOS!043823530031838'6902543‘ll|430353903|
- . ! .
QM 322122|l!2212222!22!2221211121122112211222!222!221
Q.

<
IW JOQGDISJDIv.35011.5790797970!988146|6|65ldi|l9720241
[ IGSSSC4655555555565554Cl56445586555855455555555555
a g

‘70900595‘2705'305622'.732.0.0'...60"O'al‘723050‘0

Sepa!

Sepai
Length Lengtn

Petal

Leangth Length

Petal

Sepa)
Length Length

Sepal

Petal

Lengetn Length

Petal

Sepa

Sepa |
Length Length
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The following analyses were performed on the Iris data:
- a quick- cluster analysis from the SPSSx package
- an analysis using the CLUSTREE program with the dump’ option in effect
.= hierarchy, relocate, and density analyses from the CLUSTAN package
- hierarchy, relocate and density analyses in conjunction with principal component

analysis from the CLUSTAN package.

A summary of all of the classifications produced by the various routines is given in

L

table 6-3.

W . ‘

Table 6-3 ° Classification of Fisher’s Iris Data
Clustering PCA # of Correct Class.  Cost (CPU seconds)
Procedure - . ‘ )
'Hierarchy o Yes oss . : 1.2
(Ward’s) : '
Relocate -~ Yes 135 1.4
Density Yes 144 1.4
Hierarchy No 124 1.1
(Ward’s)
Relocate No 128 1.3

: \

Density No 107 14
Quick Cluster - 135 0.4
CLUSTREE - 139 0.2

None of the clustering techniques was able to successfully cluster all of the Iris’s. The most
accurate classification was produced by the density procedure in conjunction with principal
component analysis (pca); only six Iris’s were misclassified. The results generated from the

hierarchy and relocate procedures in conjunction with pca were not as favourable, since each
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resulted in 15 misclassifications. The costs associated with the generation of these results were

significantly higher than those incurred using either the CLUST REE or Quick-Cluster algorithms.

As table 6-3 indicates, CLUSTREE performed well against the other packages. The

routine was able to successfully classify 139 of the 150 Iris’s, second only to the density analysis.
More importantly, the cost associated with the classification was by far the lowest of all the analyses
performed. Thus, CLUSTREE was able to anain a high level of efﬁéienc_v without relinquishing
accuracy.

The ’quick—clusie;r‘ procedure from the SPSSx package was selected mainly to test the

overall efficiency of the CLUSTREE routine. It was developed as an efficient counterpart to

standard clustering methods and is used to cluster large numbers of objects into predetermined

numbers of groups. Quick-cluster was able to correctly classify 135 Irises at a level of efﬁciency
that was surpassed only by the CLUSTREE routine.
The most dismal results of all the trials were produced by the CLUSTAN package when

pca was not specified. The hierarchy, relocate, and density procedures produced 124, 128, and 107

correct classifications, respectively. The costs associated with these results were almost as high as

those incurred when principal component analysis was invoked. Hence, it can be deduced that
unless one is thoroughly familiar with the CLUSTAN package. a great deal of time aﬁd effort can
be spent in an attempt to generate satisfactory results. Also, if the purpose of the analysis is to
classify objects whose inherent classification is not immediately known, then one may be at odds as
to which CLUSTAN procedures to invoke. The CLUSTREE routine, on the other hand, requires

the user to select only a distance metric; the routine can be directly implemented withoyt any

inherent knowledge of clustering on the part of the user. This can result in a substantial .savings of |

time and money.

| X%



VIL. Analysis of Ultrasonic Vocalizations
A. Methodology

1. Animals
Vocalizations were recorded from eleven rats (eight male, thrée female) d‘f the
Sprauge- Dawley strain (Biosciences, Edmonton, Alta.). For simplicity, the rats will be referred 1o

by the numbering scheme listed in table 7-1.

TABLE 7-1 Rat Identification Chart
Number | Sex Run Trial Swim Trials
1 male X
2 male X
3 male X
) 4 male X
5 ' male | X
6 male X
7 male X X
8 male X
9 female X |
10 female X | X
11 female X

The rats were located in a environmém in which controlled temperature (22(+.5)°C) and
light conditions (6:00 A.M.:6:00 PM., light:dark) were maintained. They were housed in groups
of two or three in standard size cages in which food and water were constantly available. All of the

vocalizations were recorded during the 12 hour dark cycle.
N
51
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2. Apparatus
The ultrasonic vocalizations emitted by the rats were recorded using a system which

consists of two integral parts:

o
g

1) ultrasound detector ) : !
ii) digital ult®asound recorder
LV

The ultrasound detector consists of a microphone sensitivé to high frequencies and a
variable range amplifier. It can operate in two different modes: tuned and broadband. In the tuned
mode, the detector responds to sounds within a narrow frequency band selected by the user. The.
broadband mode permits the detection bf siénalélbmted within a much largér f(eqﬁency band. For
all of the subsequent trials, the broadband mode was employed. ~ ’

The digital ultrasound recorder, designed and tested by Parzmjape[ 1983], is épable of
recording vocalizations with frequencies up to 90 kHz. (accuracy for fr‘equencies bélowvlo kHz. is
not guafameed). The recorder is connected directly to the output of Lhe ﬁltrasound detector.,Once a
call has been detected, the recorder samples the signal at pre- specified intervals and d)gmzes the

v

amplitude ~and frequency mforrnauon The uncertainty for the amphtude an’ﬁ‘f""'frequgrkc»“~’

M)

S Ty,
measurements are 10% and 5% rcspectwel) The recorder Lhen Tansmiis the data Lcﬂhe unwers;t) -

w2

main- frame computer using a modem and existing phone lines.

3. Data Collection Protocol

Traditionally, invasive techniques (e. 2., anajyzmg organ size, pulmonary fux;cuon\and blood serum

'A.

cholesteral levels) have always been employed to measure the effects of exégmie stress ’T‘he d1g1tal




between the experimental design conditions and the data collection protocol.

a. Running Trials - b

-

One of the methods commonly employed to subject rats tonexercise stress is running.
However, running is usually employed as a means t‘o ifwestigate\cg_rdialc ;n\cl metabolic
functions. There is no record of anyone extensively analyzing vocalizations elicited (i\n response
to running. Vocalizations recorded during the running trials could be used to assess the levels
of stress U.la_t the rats were experiencing. "(There is aiso the) possibility that the acoustic
behavior of the rat could be an important dependant measure tﬁat can be applied to other
research programs”[Nitchke, 1982]. |

The running conditions were modelied with the use of a rat exercise readmill. The
treadmill rotates in a manner such that the rats must be in constant motion in order to avoid
contact with a shocl plate. The speed and slope can be varied according to the training regime.

In ordér to eliminate any possible interaction effects between the animals, all of the
runs were conducted with only one rat running at any particular time. Thus, vocalizations
recorded during the run could be attributed so}ely to the rat on the treadmill.

Three individual trials involgixﬁxg a ;(;)Ial off eight rats wereconducted over a period of
eight months. One of the trials followed Lfl; two-week training schedule given in table 7-2:
the remaining trials followed only the first week of the training schedule. Table 7-3 gives a
éomprehensive list-of the animals involved with each trial along with the respective ages at
which they were run. One ;dditional trial was conducted in which rat #10 was ran for only

—

one session at a speed of 30 m/min. for 120 min.
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TABLE7-2  Run Training Schedule ) Ly
‘ , B
, - Day , Treadmill Speed Run Duration
v ‘ (m/min) ‘ (min)
AN

. WEEK1

. C1Mom) 2 S -
‘i%_(Tué) S0 ' . 18
3 (Wed) s s
. e G | g
| 5.(Fri) g 30 | o 20\
. WEEK2 .
" 6 (Mon) T | Y
T(Tw) 3 .3
B (Wed) 30 . Al 4
9 (Thu) 30 - 6
. 0@Em '30/ | e
TABLE 7-3 - Trial Run Pq@etem
Trial . Rats Involved " Age (;\ Duration
“‘ o1 #1,"4;2, #3, #4 ) 10 wéeks o 1 week
2 Co#l #3 18 weeks . 2 weeks
3 ~#6, #7, #9 7 weeks , 1 week
;
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b Swimminngn'alsA

"Force&swinrming has frequently been employed as a convenient means of exposing
. small am'mals to the etress of exercise” [McArdle.‘1967.]. Through the course of his research,
McArdle was able 10 qugmtjfy a negative correl’ation ‘between body weiéht and the tin;e tq

exhaustion.

It is common practice-'to load the rafSg a certairr percentage of body weight
attached to their tails (similar to mcreasmg the speed and/or slope of the treadmill dunng the
runmng trials).” However, McArdle noted . that the loading effects could 1ot be directly
correlated with performance Instead, he suggested that the addition of werght was indicant of

the ruouvanon of the ammaJ. In addmonj 10 \loadmg the animal, turbulent water conditions can
be employed in lieu of the usual calm water condmons Both' techniques effecuvely reduce the
time required to swim the rats o exhaustrorL ) | ”

A total of five swimming trials were conducted accordmg to the conditions 11sted in
table 7-4, e o | S o

YA
| TABLE 7-4 ' Swimming Trials

Trial Rat(s)Involved . %Load . Water Conditions
1L #s ‘ o calm
2 #5 | 3 calm
3 R 0 - - - calm
4 . #10#1 ’ 0 7 am
5 - #11 - 0 ‘ turbulent
'c.Other Trials - | .

~ The rats were monitored for vocalizations under a number of different situations that

&

did not directly involve exercise as the stressor.
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is identified by the sequence;. -,

('where 'L, 1,’ represents the interval during which the vocalizations were recorded..

56

N
i. Rats just completing their runs on the treadmill were transferred to rooms

containing rats in a non-stressful environment. Selgared rats in the room were then monitored’

«¥ . e

for vocalizations. _ ‘ % ( ,
E - q’_ -

ii. As previously srated,' the rats were contained in groups of two or three to a cage.
Thus, while one of rats was running on the treadmill, the remainjng rat(s) were monitored for

vocalizations.

iii. The simple gesture of turning on the treadmill -may be a sufficient ‘stimuli to

provoke the rat vocalizations. Thus the rats were monitored for calls in response o noise
. ‘ ‘ ) ‘ ‘ {'\C.'
generated by the treadmill. v

B

iv. The rats were monitored for vocalizations in response to sounds artificially

’
s -

produced at previously recorded stress frequencies.

B. Data Analysis Techxé:iques

3

1. Preliminary Steps
L ¢

. The digital ultrasound recorder formats the data as illustrated in figure 7-1. Each new call

¥
T

255255000 000 t, t, ‘
) O

.

.o
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by

Immediately following this sequence are a series of numbers which represent the amplitude and

frequency values at various intervals during the call. This sequence is depicted. below:
al‘ fl az fz a; f} ces an fn

The amplitude and frequency parameters of the call are each represented by an integer \‘/alue that
can vary berween 0 and 255. The amplitude parameter measures the call amphtude in terms of
mv.: Lhe frequency parameter represents between 0 to 90 kHz. The number of amplitude and.

frequency values recorded for each call represents the duration of the call.

255 235 000 000 OO0 00t 018 OO0 030 000 Ot17 OD4 255 255 000
000 000 00t 020 Ot4 036 016 033 014 255 255 000 00O 00O 0O1
010 OO8 2%% 235 000 000 000 001 010 016 010 017 O7S 022 204 \
020 235 020 124 028 027 015 012 01% 011 016 2%% 255 000 000
000 001 010 023 010 027 255 235 000 000 000 001 010 103 O11
108 043 105 0OB8 102 026 101 065 095 QS5 096 018 093 04% 091
031 063 D14 072 016 089 010 048 255 25% 000 000 000 001 01t
069 235 255 000 000 000 00! 010 082 "S5 255 000 Q000 000 001
010 033 009 032 016 061 010° 084 021 087 2%5 2%5 000 000 0QO .
001 010 049 010 071 010 040 024 076 029 O7% 023 072 013 072
017 071 033 071 035 072 027 072 020 072 017,072 028 069 029
070 013 068 009 052 009 069 037 068 037 070 042 067 041 070
O6S 070 067 068 032 065 041 068 042 067 049 068 0B9 068 066
066 049 067 023 065 017 066 024 063 036 066§ 027 .066 070 065
064 068 052 065 010 014 255 255 000 000 000 00t 010 068 Q11
068 040 070 126 063 136 067 158 067 141 066 198 068 183 068
208 068 180 068 217 067 209 065 194 066 188 067 183 067 209
068 207 067 141 064 198 068 167 066 174 067 123 065 128 064
087 067 QS! 066 033 066 0B8 067 086 066 078 063 0%2 064 162
063 024 063 134 068 144 064 072 064 132 068 098 068 029 068
111 070 OS7 O70 079 068 055 072 255 2%% 000 000 000 001 010
' 070 010 075 027 Q73 032 072 018 069 022 069 016 070 255 2%5
000 000 000 00t 010 058 019 067 025 066 04t 067 037 068 129
068 152 068 15t 068 151 065 103 068 112 063 125 068 105 068
122 063 169 068 152 068 016 0€3 122 066 185 065 20% 066 182
~OBT-086 065 041 065 027 064’631 06€ 043 065 060 064
081 OBE 085 062 093 065 103 062 101 064 091 066 076 061 055
066 061 064 053 066 041 064 051 061 054 066 053 065 056 063
053 064 034 066 047 064 048 064 044 062 02%5 061 010 063 021

p—

Figure 7-1 Digital Recorder Output - ‘ - o

- - S -t =

BefOrc any analysis can take pla;ze the damm sem must be formatted in order 10 make
@ ‘;3(’
them compatible thh existing analyms techm Agi’asml routine enuded READDATA has
\A—\
Py
been written for this purpose and is lxsted in Appcndax 3. The new datum sets %am the followmg

parameters: ' ' 5 )
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interval during which the call occurred-

call duration w
- mean amplitude of the call

- mean frequency of the call

standard deviation of the call amplitudes

standard deviation of the call frequencies

The formated version of the data in figure 7-1 is given in figure 7-2.

call No. interval: guration mean ampl mean freq sdev ampl. sdev freg
1 .3 21.6667 1.3333 7.2342 2.3094

: 1 3 30.3333 14 6687 B.9629, 1 1547
1 1 10. 0000 8 .9000 Q. 0000 0.0000

c § 9 80.8889 18 7778 93.%073 4.2655

1 2 10. 0000 2% . 0000 0.0000 2.8284

1 13 31.6923 89 6923 2% 3390 17 .9601

1 1 11.0000 69 . 0000 0.0000 0.0000

1 1 10.0000 . 82.0000 0. 0000 0.0000

1 5 13.2000 $9 . 4000 5 1672 26.5387

1 40 32.6%00 65.875%50 18.2399 10.7087

1 43 123.2791 66.8140 63.0%94 2.0384

1 7 19 2857 71.1429 8.3009. ©2.2678

1 LT 72.6786 64. 1250 51 5788 4. 1955

1 10 13.6000 60 . 4000 3.2387 4.3256

1 8 5 1. 0000 66. 1250 38.4299 1.9%594

1 3 11,0000 62.6667 1.7321 3.0551

1 4 10.2%00 61.2%00 1.2583 2.8723

1 29 26. 0000 63.8621 10.3754 4.9909

1 4 10. %000 64.7500 1.7321 1.8930

1 5 28. 2000 71.8000 20 0674 10954

1 26 %6.5%5769 66.3846 41.9468 1.6511

1 5 10.6000 62.8000 1. 3416 4 3243
1 6 11.%000 67.5000 1.9748 5.0892

' 1 16 34.937% €9 . 0000 22.8312 i 4606
1 6 22.3333 71.1667 9 2448 1 6021
1 3 10 2

. 0000 69.6667 0. 0000 0817 .«

%

Figure 7-2 Fétmarted Data Outpuy

2. ANALYSIS .

The datum sets were initially analyzed for any correlations between the principle variables.
errarchrcm log—hnear models were then fitted to check for hrgher—order mteracuons Both
procedures were implemented through the use of the SPSSx package (the program lrsungs are
given m Appendix 4). The results of the. correlation and hlerarchxml log~linear procedures were

.

then employed 10 determine which van'ables should be used for the cluster analysis procedure..
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The frequéncy components of the recorded calls were eXtensi(zely analyzed. Each recording
session was broken down into its constituent time intervals and the frequencies that were recorded
within each interval were noted. Thué, it could be deterﬁn’ned if frequencies of particular interest
occurred either within specific intervals or randomly throughout the recording sessions.

In addition, maps of the vocalization space were recorded by employing two~dimensional
gray plots and three-dimensional surface plots of the amplitude and frequency components of the

calls.

C. Results

From. the data collected, it can be- shown that exercise with 1aboraton rats does cause
s&_,ess. This stress can be quantified in terms 6f the high ffequency vocaliz;ations (21 - 28 kHz)
'produce_d by the rats. Almost all of the data sets that were analyzed contained vocalizations at the

known stress frequencies.

1. Running Trials ' ;

The running trials represented the most acute form of stress that the animals were
subjected to during the data collection period. The ‘high stress levels were reflected by the intensity
of the vocali;aﬁoﬁs produced by the ra'tls.

Correlation analysis of the datum sets was able to detect only limited interactions between
the meAn and's-tanda:d deviation terms .for both the amplitude and frequency variables. Detailed
exan@nation of the dafa revealed that the frequency standard deviation values were ver& srhall at
the stress frequencies. This is substantiated by Scheidt[1979], who'oﬁsewed that stress calls show
relatively little frequency modulation. Also, the styess call durations were significantly longer than
the durations of the other calls. Results from the hierarchical log—lmear analysis ruled out the

p0551b111ty of any higher order interactions. ‘ 3 s

oy

Cluster analysis was then applied to the data sets. Two different sets of variables were used

10 span the measurement space for the analysis. One of the measuremerit spaces consisted of the
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amplitude and frequency components of the call while the other consisted of the amplitude,
frequency and duration variables. In almost all of the cases, cluster anaiysis was able to detect two
distivnct vocalizatjor{ }gr'oups. One of the grou'ps, located in the lower frequency band, can be at least
| partially attributed to noise "generated by the treadmill. This was \éeriﬂed by recording the s.ounds
produced by the readmill alone. The remaining vocalizatione in the first group are audible squeals
prodﬁced by  the rats. The higher frequency vocalizat.ion“/ group was usually contained 'within a
yg narrow frequency baneiWidth, which in effect eludes to the stressful nature of these calls.

From the vocalizations recorded, it was evident that some of the rats would run better at
the higher treadmill speeds than at the lower speeds. Therepould be two. possible regxsons for this
apparent discrepancy. Brooks and Wt?ite (1978] repon that "at lower speeds and grades rats appear
to utilize their power inef"ﬁciently and their running is accompanied by extraneous activity”.
However, since the rats were not run at the lower speeds for significantly long durations, it is more
likely that the increase in performance can be attributed to learning on the part of the rats. '

Detailed analysis of the cluster data revea]ed that each of the rats consxstemly vocalized at
specific stress frequenaes that va.ned for each Tat The majority of - rhe stress calls were contained
‘within a frequency range ‘of 21 - 26 kHz which corresponds well to the known stress call
frequencies for these rats. " \ ‘

One of the rats, #4, would run for only a short period of time and woulql tﬁen refuse to
* run. Bedford et al. [1979) reportegi that it is common to expeet a significant percentage of rats (10%)
to refuse to run. They then attempted to correlate the 4un;’villi(g1gness to run with biologicai
attributes. "However, after eianlin?tior; of these rats for resting Vo,, resting heart rate, heart mass,
ligamentous stIength; and muscle cytochrome oxidase activity, _there‘ were no stadédcally sigﬁiﬁcant
differenees between animals willing and quilling 1o run”. Vocalizations produced b;’ the rats could
provide a meansiof d_isu'nguishing between willing and unwilling runness. Rat #4 produced some |

of the most intense stréss calls that were recorded throughout the sessions. These vocalizations were

not rigidly c‘onsuai'ned within the ‘ stress mll bandwidth previously 1solatecL ‘The low:

&)

frequency lmm of these calls was 1dex’1‘tfml to that of the stress calls, however the upper hmxt
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not well defined in that scattered vocalizations were ;ecorded at frequencies up to 40 kHz.
Flg(lir‘es 7-4 10 7- 35 illustrate t.heaé.li\zafion space of the calls produced by:
- rats #1 and # 3 during their two week training period
- rats #2 aﬁd #4 during/their one w‘eek training period
The gray plots were generated by‘ the Pascal routine GRAY ; the surface plots were
generated by the Pascal and Fortén routinesu,SU RFACE and DISSPL , resﬁﬁctively‘(th‘e Forﬁan
routiﬂe_-w(as required to link the Pascal program with a Fortran graphics package entitled

DISSPL A). The gray plots follow the format illustrated in figure 7-3.

rezs >

--‘ln. —

Figure 7-3  Gray plot format

Since the digital recorder encodes the amplitude and frequency information in terms of

integers ranging from 0 to 255, the gray plots depict the recorder’s measurement space.



Figure 7-4 Vocalization Pattern Recorded for Rat #1 on, I%'a‘y 1.
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Figuré 7-5 Vocalization Pattern Recorded for Rat #1 on Day 2.
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Figure 7-6 Vocalization Pattern Recorded for Rat'#l on Day 3.
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Figure 7-7 Vocalization Pattern Recorded for Rafﬁi'i‘ on Day §.
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Figure 7-8 Vocalization Pattern Recorded for Rat #1 on Day 6.
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'‘Due to0-a power failure on the previous night, the light cycle was not in synchronous
with the recording session. Thus, the stress calls can not be thought of as being
exclugively elicited by the running situation.

¢
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Figure 7-9 Vocalization Pattern Recorded for Rat #1 on Day 8.
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, .a Figure 7-10 Vocalization Pattern Recorded for Rat
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~ Figure 7-13 Vocalization Pattem Recorded for Rat #3 on Day 1.
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Figure 7-19 Voca.lizgn’on Pattern Recorded for Rat #¥on Day‘8.
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)Figure 7-20 Vocaljzation Patrern Recorded for Rat #3 on Day 9.
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Figure 7= 22:Surface plot of day 10 vocalizations for rat #3'

JOOUOCOO00000C

P

80




N
»
. N
¥ 'z
i
&0 -
-
! é
i
- : .
- » '
.
. .
.
Al < -
. - -
@
-
< e
.
o
2
.
)
.
)
.
.
. .
: -.- p
]
. r‘ .
L
N .

A o T
Figure 7-23 Vocalization Pattern Recorded for Rat #2 on Day 1.

81



'

NS gy

B30 LV, el

Loy

.17&.- Tt

. Figure 7-24 Vocalization Pattern Recorded for Rat #2 on Day 2. .



. .
r
- A .
-/
; n ) .
4 .
) -+
- - a2
/
. AN
. <Y
A ~
L]
\
. * ‘e ]
. . T
A o
‘l
/ oo
/
™~ . .
3 - N
¢
7
/
//‘ﬂ
. K%
N /
e
b, B
/”\ ) . "
N s SO -
NI
L7
J
s
. -
. / AR
; \ SNy
. ‘\\
LR \
s N
\ N
] AR
2 i : .
f
‘ >
A} ‘/ B
4,
. ‘

Figure 7-25 meliuﬁon Pattern Recorded foriRat #2on Day 3.



AP L

.
-t

4
"

\

.
R4
Y Sy

+

.
N
[£
’,

Figure 7-26 Vocalization Pattern Recorded for Rat #2 on Day 4.

=g



85

b

. o

Figure 7-27 Vocalization Pattern Recorded for Rat # 2 on Day 5.
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From ‘the gray plots, it is evident that rats #2 and #4 were influenced by the stressor to a much
greater extent than rats #1 and # 3. This can also be seen in terms of the net vocalization time of

each of these rats, listed in table 7-5.

Table 7-5 Stress Vocalization Times -

. \ AN
e : N AN
Rat # Training Period of stress call % 81 total recording
: minutes . time
# 1 2 weeks ‘ T 5.12 (2.90)! 1.73 (0.98).

#3 2 weeks 8.76 2.96
G2 1 week 15.82 | 19.78
#4 3 days’ 828 20.75

. \
When the frequency components of the datum sets were analyzed on a time interval basis,

interesting results developed. App]ying cluster analysis to the conglomeration of interval data
recorded d\iring the training periods resulted in the ident;‘ﬁcau’on of two disu’nctl vocalization
patterns, labeled pattern I and pattern II. Pattern I represents sessions which contain few streés_
vocalizations. These vocalizations occurred sporadically throughout the recording session. Pattern Il
represents sessions which contain significant stress call levels. The second pattern can be funher
subdivided into two groups, Ila and IIb. Pattern Ila encompasses sessions in which the incidence of
stress calls increases Bu;ing the initial time intervals and then decreases during the final 'u'me
intervals. Pattern IIb, on the oLherﬁén,d. encompasses recording sessions in which the majoxjty of
stress calls occur during the final time intervals. Even though each rodent exhibited a particular

vocalization pattem for the majority of its training session, the vocalization patterns may differ

L

¢ *The values within the brackets do not include the session in which the light schedule was altered

‘Rat #4 refused to run for the final two days of the training schedule



-

; 92

between the initial .\and final sessions (or between other sessions) due to the fact that th’c intensity of
the training regime increased as the trials progressed, -

Itis high!y indicative that the two major strdss call patterns correspond to the séven'ty with
which the rats were affected by the training regime. Rats vocalizing acco;ciing to pattern I perceived
the running situation as being only mildly stressful. These rats appeared to have no difficly
adjusting to ghe various training regimes. Pattern I vocélizations.‘howev‘cr, definitely elude to the
fact that some of rats experienced significant levels of stress during the running trials. Stress calls
present at the beginning of the pattern II vocalizations are most likely indicative of the initial
imell"pretation of the stressful situation. Many of the rats with the pattern IIb vocalizations were not
able 10 éuccessfull}y deal with the stressful situation and thus spent a great deal of time dn the shock
plaie. This inability to cope‘ with the stressor was reflected by their poor performance on the
treadmill; rats with pattern [la vocalizations performed much more favourably on the treadmill.

It is interesting to note that the female rat reacted much more favourably to the stress
situation then the males did. Stress vocalizations produced by the males usually resembled the
pattern Il vocalizations, whereas the female always vocalized according to pattern 1. The males did
not run nearly as well as their female counterpart and they usually appeared highly agitated during

the trials. For this reason, a special trial was set up in which rat # 10 was run for only one session at

“a speed of 30 m/min. for 120 -minutes. Vocalizations were recorded during the first 5 minutes and

the f’m‘al 55 minutes of the session. Only 1 of the 7781 recorded calls cor{tajned a frequency
component above 20 kHz, which substantiates the notion that the females were not severely
affected by the exercise training regime. However, due to the relatively small number of females
involved, it is difficult to assess the validity of the interpretation that the females were stressed 1o a
lesser extent than theiﬁr,male counterparts. Figure 7-33 depicts the frequency information recorded
from the two hour session. Figures 7-34 to 7-40 depict the frequency information recorded from

other sessions.
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Figure 7-37 Ero;quéncy Specirum Recorded for Rat #4
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e gumber of stress vocalizations would increase with increased turbulence, no concrete conclusions
$e " ’

101

2. Swimming Trials

k]

Figures 7-41 to 7-44 illustrate the vocalizations recorded during the swimming trials.

Judging from the relatively small number of stress vocalizations present in the figures, it appeafs

that swimming does not elicit nearly» the stress reaction that running does. In fact, no stress calls
wefe even recorded during trial #1. A partial explanation for the lack of stress call content may '
stem frém the fact thaf some of the rats devel;ped a drownproofing sequehce shorﬂypafter the trials -
began. This sequence required littie energy on tﬂe part of the rat and hence did not accurately
reﬂec? a swimmirig situation.

Swimming more than one rat at a time provided a solution to eliminating the

drownproofing sequence. Stress calls recorded during trials in which two rats were swimming at the

‘same time (trials #3 and #4) resembled pattern I vocalizations. The vocalizations were few in

number and occured sporadically throughout the recording session. -

As expected, loading greatfy increases the stress call content. Data recorded during trial #2

contained a significant number of stress vocalizations. These vocalizations occurred in large groups

-

towards the latter half of _the recording session. However, the nurhber_ of stress vocalizations (
recorded duririg this trial is small compared to the number recorded from stressed rats during the
running trials. ‘ |

Under mildly turbulent water conditions, very few stress calls were recorded._When the
water turbulence was increased, the extraneous noxse generated by the turbulent water was of

sxgmﬁmnt intensity to mask the stress vocalizations. Thus even though it is very likely that the

" can be stated.
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Figure 7-4] Swimming trial vocalization pattern recorded from Rat #5 (3% load)
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( Figure 7-42 Swimming trial vocalization pattern recorded from Rats #7 and #8
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Figure 7-43 Swimming trial vocalization pattern recorded from Rats #10 and # 11
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Figure 7-44 Swimming trial voc'alizhr.ion pattern recorded from Rat #11 (turbulent

- water conditions)
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3. Other Trials
Even' though the most intense vocalizations were produced by the rats stubjected to acute
exercise stress, vocalizations were also recorded under conditions in which no physical exercise

Stressor was present

a. Vocalization\‘s Recorded in Response to Stressed Animals
Stress calls were recorded from a large group of non-stressed rafs when stressed rats
(#2, #4) were alternatively placed in their irhmediate environment These calls were virtually
" .
identical to the calls produc\éd by the stressed rats. The calis occured spontaneously throughont
the inital time intervals of the recording session. Thus it is evident that the vocalizations play

N

an important role in communication between the rats.

b. Vocalizations Recorded From "Parter” Rats

At the completion of the treadmill training schedule, the rats were run for an
additonal session to facilitate the recording of vocaliutions' from the companion rats. The
, most intense stress vocalizations were recorded from rat #2 when rat # 1 was running and
from rats #4 and #5 when rat #3 was running. Since ranls #2 and #4 performed poorly
during the course of their training regimes, these vomlizationé may be indicant of the rats’

general predisposition to stress. -

¢. Vocalizations Recorded in Response to Treadmill Noise

At the completion of the treadmill training schedule, each participant rat was tested
for vomlizatiohs in response to noise g§nerated by the oeadmill. Two bf the rats (#2, #4)
emitied stress calls to a limited degree. These are the same two rats that performed poorly

. throughout the training sessions.

d. Vocalizations in Response to Artificially Reprpduced Stress Calls
Two s&sions were oonducfed in which rats were isolated from their respective cages.

The first session involved rats #6, #7, and # 8, with rat # 8 being isolated; the second session
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involved rats #9, xﬁo, and #11, with rat #11 being isolated. Psuedo stress calls were then
artificially generated at 24 kHi. and the remaining rats inwthe cage were monitered for
vocalizations. Stress calls were produced by only the male rats (#6, #7), however all of the

rats exhibited an orientating response in which the rats would stand up against the side of the

cage from which the vocalizations were originating.

D. Discussion

It is well docurﬁcmed that individuals cope with life events in a myriad of different ways.
Friedman and Rosenman [1974] have attempted to correlate differgnt cdpying styles with the
incidence of heart disease. They postulate that individuals can be classified into two distinct groups,
type A and type B, on the basis of their reactions to different stressors. Type A behavior is known
as coronary prone Behavior and is characterized by "an action-emotion complex that can be
obséwed in any person who 1&. aggresively involved in a chronic, incessant struggle to achieve more
and jmore in less time, and if required to do so, against the opposing efforts of other things or
persons”{Friedman&Rosenman, 1974]. Type B (noncoronary prone) behavior is identified by the
lack of type A behavior. However, is this classification restricted only to members of our own
species? The two distinct vocalization patterns recorded during the rump’ng trials exemplify the

individuality with which rats react to a stressful situation. Thus, it may not be farfetched to assigry

léouid be classified as type A. These rats consistently emitted ‘high levels of stress v
during the running u'iéls. Rats with pattern I vocalizations could be classified as tybe B in that they
were not adversely afTected by the forced running situation. |

‘ Throughout the body of the_ thesis, it has been successively stated that the high frequency
vocalizations can be used to assess the stress responsivenéss‘ of the rats. 0However, the exact
frequencies at whicl} the rats were vocalizing has not been discussed. It turns out that each rat
vocalized at a particular frequency that remained fairly constant over the course of its training

schedule. The frequencies at which each rat vocalized is given in table 7- 6.
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Table 7-6 Recorded Vocalization Frequencies i
Rat # . Mean Vocalization Frequency Comments

1 . 254 relatively few stress vocalizations

2 223 intense stress vocalizations

3 23.4 incidence of stress vocalizations increased towards
the latter sessions

4 ' 244 . very intense vocalizations, refused to run on
several occasions

S 22.3 sporadic vocalizations recorded during swimming
tnal

6 ' 25.3 intense vocalizations recorded during the first
session

7 : 26.4 running trials - intense vocalizations recorded
towards the end of the recording session

7 341 swimming trial - distinct stress vocalizations in
the middle of the session

8 34.1 " "

9 27.2 very few vocalizations scatiered between 21 - 35
kHz.

10 - no stress vocalizations were recorded for the
running tridl

10 223 sporadic stress calls were recorded during the
swimming trial '

11 223 " "

‘v\\

The 34 kHz. vocalizations produced by rats #7-and #8 are unique in that they are huch
higher pitched than the standard stress vocalizations found between 21 - 28 kHz. It may be that
these higher pitehed vocalizations are indicant of a distinct swimming distress call. However, why

would forced swimming elicit a distinctly different stress call from that of forced runhing?
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VomlizatiOns récor\ded from rat #7 during tﬁe'running trials fell within the standard‘frequency
. v L . .
- bandwidth for stress calls. A comprehensive 'prograrﬁ&involving the recording of »vocaliiations under

a number of different situations maygbe able to verify whether or not different stressors elicit

< .
L - v

o -yodliﬁﬁons.
¢




. VIIL Conclusion

v

The thesis could be considered‘as centering on two distinctly different themes:
1) an introducu'on to sta‘ndard cluste‘r analysis techniques and the development of |
the CLUSTREE routine as a v1able altematrve to these techmques
'2) the analysrs of ultrasonic vocalizations as a measure of stress levels expenenced by rats.

These two topics were linked by employmg the: CLUSTREE routme in the analysrs of the recorded
: - o %
; ,&lﬂ, :

vocallzauon parameters. RN
The CLUSTREE techmque was created due to the shortcormngs of the standard clustermg, -

techniques. In companson tests, it proved io be both an efﬁcrent and reliable counterpan to the-

-

standard techmques The CLUSTREE techmque was employed throughout al] of the analysrs o

phases and on the basis of the results 1t generated it can be stated that the - techmque is very

apphmble to btologrml measurements. However, the apphmbltty of the CLUSTREE rouune is not

limited to stnctly data analy51s funcuons It ‘can also be employed in the behavroral scrences asa -

tool for modeling thought processes Thts is accomplrshed by ﬁrst' srmulatmg the thought process m'
terms of a stream -of objects 'l'hese obJects are then mputted in such a manner that the tree 1s>.;
updated after every-k'th obJect enters the tree. ’Ihe tee structure obtamed :at each step is
representat;veof the changes elrcrted by the memory process. |

o One of the suongest points stated in this thesis 'vv.as that stress levels 'experienced' by rats
could be 'quanu'ﬁed in terms of their high frequency vocalizations. This is supported by many
researchers 'who' have recorded ultrasonic vocalizations in response to many different stress -
situatiOns. However, ho_w is one certain that thevomlizations are actually stIes,svcalls rather than
calls of some entirely different nature? In order to validate this, both physiological and vocalization
measurements should'be made in such a manner that they parallel each other. If the physiological
data correlate well with the vomlizau’on data, then there is a basis for ultrasonic vomlizau'ons tobe
used as a assessment of stress levels. Such a basis would have many repercussions m the field of

exercise physiology. Recording stress levels -in terms of . vocalizations would be ‘a noninvasive

- alternative to techniques presently employed. In addition, the intensity of the voealizations could be

110
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qipsc_{y;momtored such that if they exceed a certain'ievel. the As\tressor eliciting these vocalizations is
'removed. Thiswould permit research to bc carried out without inﬂicting unnecessafy cruelty on‘the
ammal which is a primaty concern in all realms of research that involve animals.

/  During the initial data analysis phase, it became eviaent that the stress vocalizations
~_er‘m'tted by the majority of the rats were cbntained witﬁin a narrow frequency bandwidth between
21 and 28 kHz. This corresponds wél] with frequeﬁcies recorded by many other researchers.
However, in some instances, vocalizations as high as 40 kHz. were recofdeci. Since the rats that
emitted these higher freguency vocalizations were the same rats that experienced much difficulty -

- with the training ;egime; it may be possible thé; these vocali?étions are indicé.m of the rats’ inability
to effectively cope with the stressor. Hence these calls may be sighifying that the rodent is, in a
sense, giving up. If this is the case, then the experimenter should use these vocalizations as a signal
to remove the stressor. However, due to the relatively sinall number of rats empléyed in the study,
it is difficult to quantify the statistical validity of the higher freq’uenc»:‘);'\l.vb\czli\z\atjons béing_
aswdated with only those rats experiencing rﬁuch difficulty with the traim;ng regime, \\‘

One of the mbst signiﬁcantﬂﬁndings was the distinct differeﬁce between the male and
female str;zss vomliiation patterns. Many researchers ;‘estrict themselves to using only male rats in
the be]iéf that the females’ estrous cycles may influence their results. However, on the basis of the
recorded stress vocalizations, 1t is- highly i.ndicmive that the stress levels experienced by the males
are more likely to contaminate results than the females’ estrous cycles. The males emitted

__censistently higher quantities of stress calls then their female counterparts. Again, it is difficult to
quantify the statistical validity of this finding due to the relatively small number ?f fexﬁale rats
employed in the study. |

Another interesting finding was the appareﬁt discrepancy between the vocalizations elicited
in response to rup’m'ng and those elicited 'in response to swimming.'On the basis ‘of the numbér of
stress vomlizgtions récorded during both the runm'qg and swimming trials, it appears that ru;ming

-is much more ph_ysiczlly demanding than sw1mmmg In fact, very fev&lr stress calls were re;:orded._

throughout the duration of the swimming trials. However, it seems logical that a significant number
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of stfess vocalizations would be emitted at some point of the swimnling.s'ession. Thus,-if the
durations of the sessions were increased unu'l'these stress vocalizations were recorded,‘the time
difference between the onset of stress vocalizations for"the‘running and »sw’imming sessions could be
employed as a measure of the relatJve mtensmes of the two IIammg Tegimes.

It should be noted that because of space limitations, all of the tnals took place in rooms
containing many rats Thus, there is a possibility that the rats not dlrectly exposed 1o any stressor '
may haveb_een : ;ed by the stressed rats and vice versa. For this reason, nn): future trials
should be conducted in such a manner that these possible interaction effects are ehmmated

The research conducted for this thesis has illuminated the need for further research to. be‘
carried out. Many possible research routes exist. Some of the research should be directed towards
quantifying both the gender differences and the training method differences stated in the thesis.
Resenich could also be directed towards examining the difference between vocalizations elicted
from both trained and untrained rats. In addition, ”e analysis of ultrasomc vocahzauons could
provide a mearns of’ evaluanng different training regimes.

: However. be‘fore any new workvis carried out, serious consideration should be given
towards redesigning the digital ultrasound recorder. Although the recerder nas more than Surpassed
its original design goals,- pr»oblems were encountered during the data aquisition sessions. In mnny
'mses the recorder’s storage buffer became saturated while the recordmg session was in progress.
Under such cxrcumstances data could no longer be recorded and thus the dxgna] recordmg system
must be reinitialized. This results m» the loss of data between the time the buffer became saturated
and the u'me the recorder is once again on line. The recording system employed ‘hin future studies
shouid be desxgned in such a manner that this problem can not p0331bly arise. Changes could also
be made to the method in which new mlls are labeled. The cﬁfent method requlres four numbers
to label new calls. By reducing the label to only one number, an increase in data transmission

a

efficiency is realized. ‘ , L.
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Appendix 1

Over the past several decades, a number of stress models have been formulated. These stress
models attempt to conceptualize the process(es) underlying the elicitation of the stress response.
Most of the stress models differ significantly from one another. This may be partly due to the
different treatments of the definition of the term stress. Since stress can encompass a wide variety
of meanings, fesearchers tend to concentrate their efforts towards specific areas of stress research,
and hence their models usually only apply to these spetiﬁc areas.

The following models represent the directions that many researchers are following in their

attempts to find the definitive stress model, if such one exists. -

Model 1. One of the first stress models was formulated by the studies of Alexander[1950],
Dunbar{1947] and Grinker and Spiegel[1945]. It is called the psychosomatic model of stress and is
based on the premise that the tensions that occur in one system bf the body often have detrimental
“consequences for other bodily systems. The psychosomatic model states that physiological.reacd‘q;lé
1o stressful stimuli occur when the organism’s responses are inappropriate. Also, the mode’l st‘";teg
that there are two possible methods in which a solvable conflict can be handled. It can be handled -
directly in which case the tension produced by the conflict will be externally- dissipated and
systemic damage will most likely not occur. Otherwise, if the tension can not be directly handled, it
will be internally dissipated in which case the likelihood of systemic damage is greatly increased. |
Anxiety or fear generated by serious conflicts can lead to either feelings of intense dread and
disc’omfort or alterations in basic physiologic processes. The psychosomatic model is characterized |
by a chain reaction of the following consecutive states: the altered feeling state, the bodily

adjustment state and the organic abnormality state (this state only occurs in situations in which the

organism'’s responses are inadequate to cope with the stressor).
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Model 2. Wolff{1953] formulated a stress model closely related to the psychosomatic
model. It is based around the concept of a protective reaction pattern . The model! states that the
body re§éts to physical stressors with q\compléx reaction (protective reaction pattern) aimed at first

[
isolating the area of immediate threat, and then eliminating it completely. Unlike the
psychosomatic model, Wolff's model states that altered feelings, bodily adjustment and behaviour

occur simultaneously. o
L]

Model 3. One of the best known models is the General Adaptation Syndrome formulated
by Selye[1950]. As previously discussed, Selye’s model is characterized by its nonspecificity in that
all stressors are always met with the same general feaction pattern. I.t can be called a biochemical

model in that it is concerned with' the analysis of stress at the ~hysiological and biochemical levels _

of human function.

. Model 4. Janis[1954] has formulated a model of stress that deals with the psychological
responses of individuals to Taumatic events. ThE ;iﬁdel contains three basic elements:e

- a disaster situation ’

- the psychological responses of individuals to disaster

- the situational determinants of these psychological responses‘

Janis also goes on to identify three major phases of danger found in all large scale disaster
situations. The first is the threat phase in which individuals realize that dahger is imminent but the
immediate environment is still free of this danger. The next p(hase is the danger impact phase
during which ‘individ‘uals'are confronted with the physical dangers.’ Lastly, in the danger of
victimization phase, individuals assess the the losses that they have sustained. Four types of
reactions are associated with these danger phases:

- apprehensive avoidance in which the individuals deny the existence of the situation

&
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4

- stunned immobility which involves the loss of motor and mental activity >

- docile dependancy in which individuals lack the ability to act independantly

- aggressive irr‘i\‘”bility in which inc‘iividuals verbally attack anyone that irritates them

LA ;
Even though L‘f actions usually produce different effects, they all result in a delpetion of
mental activity., . -

Two basic .factors determine which type of reaction will occur, namely the perceived

characteristics of the danger stimuli and the situational and predispositional determinants.

*

Model 5. Basowitz et al.[1955]) have developed a model in which Lhé relau’or;ships between
stress and anxiety are examined. The model defines anxiety as a conscious and reportable
expen'ence" of intense dread. These feelings are thought to arise when _the soundness of the
organism is threatened. Stress refers to the class of stimuli that are more likely to cause anxiety.
The model ranks a.II stressful stimuli on a continuum based on the anxiety producing potential that
the stimuliApossess. The stimuli are grouped 'acc,ording’ o théir potential for threat, not according to

~ the variety of responses that they could provoke.

Model 6. Dohrenwend’s[1956) model of stress involves the modification of Selye’s model
and is applied to the studies of mental disorders in the social environment. Dohrenwend bases his
model around five basic sets of factors that he believes are involved in stressful situations:

- external stressors that throw the organism into an imbalanced state *

- factors that mediate or relieve the effects of the stressor

- the experience of stress itself, which arises due to interactions between the stressor

and mediating factors
- the adaptive syndrome which consists of the organism’s attempt to cope with

the stressor
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- the organism’s response which may either be adaptive or maladaptive

The model piaces much emphasis on the role of mediating factors in the stress response.
Dohrenwend discriminates between two types of mediating factors, Ehose that detegni'ne the
amount of external constraint and those that determine the amount of internal constraint asociated
with suress. These factors in turn produce conditions of external and internal control. External
control occurs when force is directed towards activity of external events; internal control occurs
then :cu'vity demanded by the external events is inhibited in favou'r of activity demanded by

internal events. The model regards stress as any behaviour generated in response 10 pressures.

Model 7. Mechanic[1962] has formulated a mode! of stress around the social psychology. of
adaptation. In his model, Mechanic deﬁhcs stress as the discomforting responses experienced by
individuals in particular situations. Four factors determine whexher Or not a situation produces a
discomfortihg Tesponse:;

~ the ability of the individual

- the skills and limitations created by group practices

- the environmental resources available to the individual

; the norms that define any conditions associated with the use of the resources

The term reversibilty is used to define the successful rr;astcry of a situation and the feelings
that are aroused in the process. Mechanic’s model of stress applies to the social and

social~psychological levels of functioning in the organism.

1

Maodel 8. Th'e'_work by Mason([1971] does not actually formulate a new model of stress, but
instead re-evaluates the concépt of non~specificity and looks at new direcu:ons that s'tress research
should follow. Mason believes that we should consider discrete stimulj and_"look‘;"at the specific

effects that they produce. In doing so, Mason diminishes the need for~ stress concepts and
] . ) ) .

! T
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terminology, particularty the non-specificity concept. He emphasizes the need to depart from the
physiologcfxl oriented stress models in favour of a cognitive information processing design. Mason
points out t?lat " the primary mediator underlying the pituitary-adrenal cortical response to the
;

diverse ’}stIesS/ors‘ of early ’stress’ research may simply be the psychological apparatus involved in

N\~ \ |
emotional or arousal reactons to threatening or unpleasant factors in the life situation as a whole.”
On reviewing previous literature, Mason states that the roles of psychological processes in tl;e stress
response were usually not consi'dered. "There seems to be little doubt that the potency of
psychological influences in the régulau’on of corticosteroid levels was almost universally
underesdmateéj by’ ;;r;; workers in the ’stress’ field.” Mason’s efforts were directed towards

establishing stress as a psychological and behavioral concept, not just a physiological one as many

other resea;c_hers had previously labeled it

Model 9. Lamrus[1§71] has developed a stresé model - in which he emphasizes the
psychological mecpanisms underlying stress reacdong. In this model he states that the anticipation
of threat may elicit the same effects as the threat itself. Lazarus considers stress to be a general
term which encompasses the environmental agents which disturb structure and function as well as
responses to such agents. Thus a fundamental concept of stress is the relationship between the
organism and the enviironment. "To speak as something as falling within the rubric of stress
presumes a damaging u"ansactign‘betwe’en some spedﬁc type of organism and some particular
condition of the environment” (p 54]. Lazarus states that under conditions of harm or danger, the
body mobilizes in attempt to cope with these conditions. Two types of coping ﬁrocesses are
identified:

- physidogical in which the neural and endocrine s&stern§ respond

~ psychdlogical in whicﬁ tﬁe individual\ either pays selective attentidr to the

g
non-threatening aspects of the environment or denies that danger even exists.

(4
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Lazarus acknowiedges the existence of three' realms of stress: social, psychological and "

physiological. Accordingly, stress can be defined as any demands that tax the system (whether they -

Wy

be social,j;;ychological or ph ysidogical) and the response of that system. The model.states that

psychological stress depends upon the cognitive appraisal of a harmful, threatening or challenging

-

event. Thus, in order to understand the factors underlying psychological siIess a full understanding

of the cognitive processes medxatmg the stress response is reqmred In the case physmloglcal '

£

stress however, the condmon ‘of the ussues dxrecﬂy determines the presence of stress and thus the

cognmve apprmsal processes may be bypassed,

' Lazarus has dlI'CCth some of his efforts towards estabhshmg tlle relauonshxps between
stress and dxsease On a basm level, dxsease can be defined as some form of nssue damage or
disturbance 'Of ‘function, However, it is also reoognized that disease could refer to behavior
' dismrbances in y\lhich no relative tissue damage occurs ='Individuals are constantly coping t0 adapt to

Y

their environvenL If the copmg proeeSSes are insufficient, then. maladaptation can occur. Thus,
e :
disease can be thought of as a product of this maladaptauon

Lazarus[1974] subsequently extended his model m staung that " ... every ins_tance of
adanﬁvetcommerce between the ‘person and the environment is appraJsed Acogm'n've'ly‘as 10 its
significance for the person’s well being. Such appralsals underlie the ebb and ﬂow of emotional
‘states, their quality and mtensxty (italics added). Lazarus emphasxses the major role that emotion
plays in. illness. Emouon anses' from_ adaptive tIansa_cuons tha_t an individual has with his
- - environment. Lazafus linked emou'op with the lcognitive infornlau'on pfocessing scheme in the
v stIess response.” The cornerstone of this psychological analysis of emotions ls thus the,concept of
- cognitive appraisal which expresses the evaluation of the significance. of a Uansacuon for thve
. -o'erson’s well being and the .;)otentials fOT,- rﬁastery in the® continuous and constantly }changing
| 1\nterplay between the person and the enwronmental stimulus conﬁgurauon. Lazarus attends that

ey
the dlsease Pprocess may mvolve repeated emotxonal dxsturbances over a substannal penod of time.
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Model 10 A md;del developed malnly by Holmes and Rahe [1967] scaled various life

1 f

events on the basis of their threat value. In their study of stress, Holmes and Rahe admihistered
S

"tests® m which mdrvrduals were to rank life events in terms of the threat value t_hey elicited.
Holmes and Rahe stdted that 1nd1v1duals receiving hrgh scores on the ’tests’ were more likely to
become ill than those mdrvrduals,recervmg low scores, Subsequent research (Holmes & Masuda,
1973) attempted to establish the level of correlaﬁoh between "test’ results and disease.

in the process of their research, they noted that one common element was usually
associated with each hfe event. . This element was the deployment of adaptrve Or coping rnecharnsms

in response to the lrfe events Thus Holmes and Rahe v1ewed stress as anything that ehcrted the

coping mechanisms.

| Model 11. Dohrentvend and Dohrenwend[1972] have formulated a psychosoeial model of

stress which makes a distin'ction between a stressor'and the state of stress which is the immediate
reaction to the suessor(ﬁgure li)' However they mention that this state of stress is ttsually inferred
rather than observed. The model suggests that the events that follow the state of | /SIICSS depend upon
the medratron of situational (extemal) and personal (internal) factors These factors give rise to
three possible outcomes:

- psychological growth

- no su.bstamiali change in functioning

~ adverse change in functioning
The model mrefully points out that the occurence of 55 does not necesarilv imply the existence :
of stress. Changes in health and behavior can arise from other causes.” For example, if a person
vvho is a poor member of a disadvantaged ethnic group.develops pneumonia, it does not follow that

r
psychosocial stress must have been involved. Poor nutrition, heavy alcoho] consumption, and a hard

Syt sl
e

winter in ‘/unheated housing might well be sufﬁcrent_ In genetal, in the absence of evidence that a

person has already experienced one or more stressful life events, one cannot infer that his

¢ <
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dysfunctional behavior or iliness was induced by psychosocial stress”

Model 12. A recent model by Burchfield[1979] attends that all organisms are génetically
predisposed to accomodate stress. In the model, Burchfield states that the perception of an event is

necessary before it can be classified as a stressor. Once the event has been perceived, it may either

be consciously or unconsciously attended to. Purely physiml' stimuli are not regarded as stressors in

" the'definition formulated above. They may require ph)'\?siological adaptation, however psychological
functionihg is not affected. Burchfield observes that psychological ;hanges are usually accompanyed
by alterétions in physiological homeostatic responses.

Burchfield differentiates between three different types of stressors:
' .

- Chronic Ir;tennittent Stress which can be defined as ereat exposure to a discrete

stimulus for a specified amount bf time ‘&“a ' : )
- Chronic Stressin which the organism ié continuously exposed to a stimuius
i '_;?‘-'ﬁurchﬁeld concemns herself with chronic infermittent stress and the responses that it elicits.

Before formulating an explicit mode! of Stréss, Buichfield summarizes the Stress response as

follows:

»

the initial confrontation between the organism and a stressor elicits sympathetic

arousal and adrenocortical secretion

repeated exposure decreases the sympathetic arousal

rcpeéted exposure creates an orienting, anticipatory response .

- g » . £
after repeated exposure to one stressor, a new stressor will elicit the same response as

. # & o
the original occurence of the first stressor :

A

. \
after repeated exposure, the orienting response will start the response before the onset

of the stressor in such a manner that maximum response Occurs prior to stressor

- Acute Stress wﬁich can be defined as a short term event which does not frequently reoccur \

i
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exposure, instead of during it
From the above framework, it is possible to formulate a model for adaptation to chronic

intermittent stress. The model consists of the successful fulfillment of three goals:

1) maintenance of homeostasis
2) conservation of resources
3) effective defense against stress.

) 4
If all of these conditions are satisfied, then the organism is said to be maximally fit.
. Under cqnditions of acute stress, the org;nism can quite readily achieve all three goals with a
minimum usage of TESOUrCes. JHowever, the same response to condiﬁoné of chronic intermittent
stress would eventually result in the depléﬁon of available reséurces. In such a case, homeostasis
would be lost A nﬁore effective ‘résponse would involve a minimal usage of resources while still
maintaining adequate defense. In ordér.to facilitate such a response, the oiganism must learn to
anticipate the onset of stress and act accordingly. By initiating tﬁe response prior to the occurance

¢ . .
of any stressful stimuli, resources can be mobilized beforehand and the stressor may be effectively

controlied. : ~ ‘ '
. L . : AN .

Model 13. Weisfeld[1982] formulated a model by looking at Lhé existing models and
identifying the areas in which they are inadequate. Weisfeld re.‘fers to the General Adaptation
Syndrome as an explanation‘ of the stress résponse ona ph)"siologiéal oI proximate causétion level.
He states that Lhé current concept in which psychological factors mediate physiological responses to
a stressor can also be be veiwed as an expalanation on the same level. Weisfeld states that there is
another level of exp;anau'on, namely ultimate causation which refers to evdlutionary function. This:
level suggests that pﬁysiologiml systems and behavidral pattem; are‘ adaptive in that they facilitate

the organism’s survival and reproduction.
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Weisfeld disagrees with the G—A—p S in that he views death as occuring despite the
organsim’s comp"ensat(')ry processes. In the stage of exhaustion, Selye[1950] views deatﬁ as occuring
dﬁe to these coinpensatory proéesses. Weisfeld states that the G- A-S should be appreciated only in
terms of its adaptive processes. | |

Weisfeld also disagrees with Burchfield’s[1979] model. He argues that even if an organism
achieves all. the goals.required to be being maximally fit, it will.not necessarily b€ bidlogically fit.
"No matter how effectively an organism accomplished these metabolic goals, however, its biologicai
fitness wdﬁid be zero uniess it succeeded in performing the behaviors of feeding and reproduction.
These béhaviors do no.t‘neatly reduce to the metabolic level; they must be recognized as essential
on the organismic level” [p 82]. Thus Weisfeld states that the behavioral and physiological levels
must be integrated before an accurate fnodel of stress can be formulated.

% Weisfeld’s mociel is based on the contention that all ‘6rgém'srns must perform four functions

during their life spaﬁ:

1) defense

2) feeding

3) .rcproducirjon

4) rest

3 A4
Each of the fqnctions is essential for the existence of the organism.

The model views Teactions to Stressors as a temporary shift in biological priorities to the defense

function. The model is not considered to depict a homeostatic system, but rather a polystatic system

in which there is no normal testing state.



Appendix 2

Program CLUSTREE Jor T hree- Distance Clustering
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Appendix 4

SPSSx Routines

file handle test/name='-o°
data list file=~test record={ .
/1 num 6-9 inter 17-19 Qura 27-30 ampl 34-42 (4) freg 46-54 (4)
sd amp 58-66 (4) sd.frq 70-78 (4)
variable labels

num ‘call number '
inter ‘call interval ‘ ;
dura ‘call duration g )
amp | ‘ampli{tude of call ’ !
freaeq . 'frequency of call ’
sd.am ~ "~’stan dev of call ampl
sd.frq “‘stan dev of call freq '
pearson corr inter dura amp) freq sd.amp sd.frq
options 3 -
statistics 1,2
finish

A i
s
13
file handle testlog/name=’'-4° .
data list file=testlog record=\ .
/1 inter 6-9 dura 10-13 ampl 14-17 freq 18-21 num 22-25
variable labels
inter ‘time of call ' "
dura ‘duration of call )
amp ‘amplitude of call ' =
freq ’'frequency of call’ ’
num ‘numbar of calls in cell’ -
waight by num ’ o
hitlog!inear inter(1.15) dura amp! (1,4) freq (1,2) /
print = association / ) ; -
maxorder =4 / e Y "3

design /o ' R
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