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ABSTRACT

This thesis is composed of four essays addressing problems in the domain of information
systems (IS). In the first essay, we study methods for improving propagation of messages in
both consumer and enterprise social networks. We present the formal definition and analysis of
the problem, and use the hop-constrained minimum spanning tree (HMST) model to find cost-
effective seeds and possible new connections that result in networks with improved propagation
properties. Moreover, we present new heuristic algorithms that substantially improve the

solution quality for the HMST problem, as tested on both random and real-world networks.

In the second essay, we study the decision making of publisher websites in using third
parties. We propose a two-sided economic model that captures the interaction between users,
publisher websites, and third parties. Specifically, we focus on the effect of user privacy
concerns on information sharing behavior of publisher websites. We then analyze welfare
aspects and provide insights on the impact of industry regulations on stakeholders. The model is
validated using an exploratory empirical analysis of publisher websites’ third party sharing.
Following this topic, in the third essay, we examine the impact of user privacy concerns as the
self-regulatory mechanism that induces the website publisher to respect user privacy
concerns. We conduct experiments designed to test the impact of users’ privacy concerns, and
find that the privacy concerns do affect the sharing intensity of user information by the
websites. We analyze the effectiveness of passive “Do Not Track™ and active “AdBlock Plus”

privacy tools in a self-regulated environment. Interestingly, we find that the “Do Not Track”

il



request does not always serve its intended purpose, but is actually being used by many websites

as a signal to substantially increase the user information sharing intensity.

Finally, in the fourth essay, we examine a firm’s choice of information technology
supplier, where customers’ demand changes in response to adverse events or incidents that occur
at the firms. We specifically model the strategic choice of firms choosing between either a
shared supplier versus an independent supplier. In a symmetric duopoly setting, we show that
this choice depends on the customer demand reactions to adverse events as well as relative risks
of the suppliers. We also analyze the effectiveness of regulation and cooperation in improving

firms’ profit.
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CHAPTER 1

Introduction

The twenty-first century marks the dominance of a digital world where individuals connect,
socialize, and consume content using online social networks, and go online to get news and shop
among other activities. This online trend has summoned businesses and firms to propagate their
marketing messages and advertise in this remarkable marketplace. Firms and organizations rely
heavily on internet- and cloud-based infrastructure for their operations, making the stability and
security of these services vital to their success. It is now more important than ever to study the
different aspects of this online industry. This thesis is composed of essays addressing four
problems in the domain known as the information systems (IS) literature. In the first essay, we
study methods for improving propagation of messages in online social networks. In the second
essay, we study the decision making of publisher websites, and how it is impacted by privacy
concerns of users. The third essay extends this analysis by studying the impact of privacy tools
on third party usage in a self-regulated setting. Finally, in the fourth essay, we propose a
modelling approach for strategizing of firms who may want to jointly invest in security practices

of cloud-based infrastructures.

This thesis is organized in a paper-based format, with four essays provided in Chapters 2 to
5. In Chapter 2, we introduce the problem of social network propagation optimization, where
both seeds and connections in the network can be altered in order to improve propagation. The
problem is modeled as a mixed-integer linear programming (MILP) based on the hop-

constrained minimum spanning tree (HMST) problem. We provide effective and efficient



heuristics for solving this problem, and apply these methods to both random and real-world
networks. We posit the importance of manipulations in networks, and how they can affect the
performance of the social networks in terms of propagation of messages. This approach is a
result of online social networks trying to acquire strategic advantage through making the network
more useful for users, but also creating more monetization opportunities, usually through

advertising campaigns.

While Chapter 2 looks at the problem from the point of view of a social network and
advertisers who want to maximize performance of the network, in Chapter 3 we study how the
preferences of the users affect the decision making of online businesses. More specifically, we
investigate the effect of user privacy concerns on a publisher website’s decision of sharing user
information with third parties. We provide insights on how user privacy concerns drive the
website and third party industry. We further explore the social welfare implications of the
different parameters, and develop policy implications. The model is verified through an
exploratory analysis using real-world data and robustness check. Chapter 4 extends this analysis
by examining the impact of user privacy concerns as the self-regulatory mechanism, or “invisible
hand”, that induces the website publisher to respect user privacy concerns. We conduct
experiments designed to test the impact of users’ privacy concerns, and find that the privacy
concerns do affect the sharing intensity of user information by the websites. We analyze the
effectiveness of passive “Do Not Track™ and active “AdBlock Plus” privacy tools in a self-
regulated environment. Interestingly, we find that the “Do Not Track” request does not always
serve its intended purpose, but is actually being used by many websites as a signal to
substantially increase the sharing intensity. Our findings provide important directions for shaping

policy and future research in the domain of online privacy.



In Chapter 5 we explore the problem of information technology (IT) security investment
for firms in a supply chain setting. We consider two firms in a duopoly, where IT security
breaches affect the demands for both firms. Firms can choose to independently invest in
different security suppliers, or to share their investments in a single security supplier. We
provide several insights regarding firm strategies in different settings. Most importantly, we find
that the firms are better off sharing their resources when the competition is high among the firms.

Finally, Chapter 6 summarizes the findings of this thesis.



CHAPTER 2

Design Improvements for Message Propagation in Malleable Social Networks

2.1 Introduction

The use of enterprise social networks (ESN) (e.g., Tibbr, SocialCast, Jive, IBM Connections,
Socialtext, etc.) is becoming widespread among large and successful organizations (Deloitte
2013). ESNs not only include the network of a firm’s employees, but also the partners from the
firm’s supply chain. Additionally, consumer social networks (CSN) (e.g., Facebook, Twitter,
Google+, etc.) are the external equivalent to ESNs, allowing the firm to connect with customers
as well. ESNs support the transfer of innovative ideas and messages throughout an
organization's social network. ESNs enable network members to interact with each other and to
propagate knowledge and information. Employees, supply chain partners, and customers
represent extended human resources of the firm, and social networks allow its users to learn
about new information, ideas, and innovation from their peers, which can augment traditional

communication methods.

One of the crucial properties of social networks is their ability to propagate information,
ideas, and messages. Propagation starts with one or several “seed” users and spreads through the
network. Propagation in a network is realized because of the users’ willingness to transfer the
information to other users. Timely and reliable propagation is not only desirable, but is often the
main role of a network. Therefore, it is important to understand how the propagation of a
network is affected by different design improvements. This chapter specifically focuses on the

context of messages that are transferred in a cascade-style propagation in social networks.



Cascade-style propagation is the type of propagation where ideas and information
propagate from person to person through social network connections in an all-or-nothing fashion.
The propagation of ideas and information, also known as messages, does not depend on the
collective influence from many users in the network, but a single user alone may transfer the

message to her/his connections.

While some networks have pre-defined and fixed architectures (e.g., computer networks
and cell phone towers), and others are purely self-organized and not subject to external design
intervention (e.g., biological networks), we define malleable networks as networks in which new
connections can be intentionally formed. Note that while intentional interventions in the
networks may not be totally under control of the network administrators, these administrators
still have influence on alteration of network topology. Valente (2012) describes the four
different strategies for network intervention as (i) identifying the influential individuals (seeds),
(i1) segmentation, (iii) induction or excitation of network, and (iv) alteration of the network. We
are specifically interested in intervention types (i) and (iv). We posit that ESNs are especially
malleable, in that self-organized network structures and the propagation properties can be
augmented, or at least influenced, by managers through job assignments, corporate social
engagements, educational workshops, and other means. Moreover, in CSNs (e.g., Facebook,
Twitter), the network administrators can cooperate with firms (e.g., advertising campaigners) in
order to find improvements in the network that are beneficial to the cascade-style propagation of
the message. CSNs also take on these efforts so as to create groups of people with similar
interests that can be used as an effective audience for marketing purposes. This chapter adopts
the point of view of the network administrator of either malleable ESNs (an agent of the firm) or

malleable CSNs (e.g., Facebook, Twitter).



In this chapter, we are interested in the first and last of these network interventions as
categorized above (Valente 2012). In other words, in order to enhance network propagation, we
focus on the seeding of the message, and alterations in the structure of the network, mainly by
creation of new connections. While prior literature focuses mainly on message seeding to
improve propagation (e.g., Domingos and Richardson 2001; Kempe, Kleinberg, and Tardos
2003; and Ni, Xie, and Liu 2010), we argue that better results can be expected if seeding and
alterations are considered jointly. Several approaches have been proposed to make alterations in
topologies of the networks. In the ESN context; Cross, Borgatti, and Parker (2002) study
informal social networks in organizations, and provide examples of how managers can influence
these informal networks at individual and whole network levels. They use social network
analysis to find and promote effective collaborations within important individuals and groups. In
a real-world experiment, practical tools such as joint staffing of projects and mixed revenue
incentives are used to alter the network. The authors find that these actions not only alter
networks, but that they also have significant impact on the performance of the collaboration
network as a whole. In another study, Cross, Martin, and Weiss (2006) provide how network
analysis can help companies understand the potential points for improvement in their employee
collaboration network and act on it. On the other hand, in the CSN setting, network
administrators utilize different friend recommendation systems to find proper connections. These
systems aim at “suggesting suitable matches to people in a way that increases the likelihood of a
positive interaction” (Kim et al. 2012). Consumer social networks often utilize proprietary
recommendation systems, actively trying to alter and enhance their networks (Moricz et al.

2010).



Network intervention through seeding and alterations is costly. In the ESN context, the
seeding cost is due to finding the influential seeds and inducing them with a message or idea.
The new connection cost is the effort needed to develop a relationship between two employees or
sets of employees, such as in the cases provided by Cross et al. (2002) and Cross et al. (2006)
above. In CSNs, seeding cost includes the effort needed to identify the proper users for starting
the message in the network, and directly sending the message to the users. The new connection
creation cost includes search and recommendation effort to identify potential connections and

encourage them. These costs are further discussed in Section 2.2.

The problem of network intervention and improvement is important to operations
managers from a strategic point of view. Boyer, Swink, and Rosenzweig (2005) suggest several
theoretical perspectives to ground operations management research into firm strategy. Among
them is the resource based view (RBV) of the firm (Barney 1991), in which both supply chain
partners and customers are often considered to be extended resources of the firm (Ward, Rolland,
and Patterson 2005; Rolland, Patterson, and Ward 2009). This is especially true for customers
who are highly engaged with the firm's delivery of products or services (e.g., healthcare and
education), perhaps because they are substantially involved with product or service co-creation
(Rolland, Patterson, and Ward 2010). From the RBV perspective, the ability to effectively and
efficiently propagate ideas and knowledge to key human resources with ESNs and CSNs could
very well create a sustainable competitive advantage for the firm (Turban, Bolloju, and Liang
2011). Improved malleable social networks represent tangible infrastructure to propagate ideas
and messages not only within the firm, but also to supply chain partners and customers, thus

creating a sustainable competitive advantage, because it is valuable, rare, and difficult to imitate.



In this chapter, we specifically consider the problem of improving the message propagation
to a specific threshold at the minimum cost. In other words, the objective is to enhance an
existing network for propagation of a message to all nodes within a certain propagation
performance threshold at the lowest cost. Note that this is one possible formulation of
propagation improvement problem, and there are many other possible settings that can be
addressed, and fall outside of the domain of this chapter. Some alternative problem formulations

are discussed in the conclusions section.

We adopt the hop-constrained minimum spanning tree (HMST) MILP, and use the CPLEX
solver and meta-heuristic algorithms (which we collectively refer to as the HMST model) to
solve this problem. The HMST model allows us to find low-cost seeds and new connections in
the network, and at the same time, provide acceptable propagation performance. The benefit of
using the HMST in this context is that it can jointly find good seeds and new connections for
improving the propagation. We discuss in Section 2.3 that there is some evidence for how
propagation in social networks is constrained with hops, thus making the HMST an appropriate
model in this context. We argue that creating a hop-constrained spanning tree structure in the
network can guarantee a certain propagation performance. We further demonstrate this through

simulation analysis of network propagations.

The contributions of this chapter are twofold. First, we introduce the propagation
improvement problem, where the malleable social networks can be altered at a cost in order to
improve message propagation performance. We provide a framework for jointly finding
effective seeds, as well as identifying network alterations using the HMST model. Through
numerical experiments and simulation analysis, we demonstrate how creation of these new

connections can improve propagation in the network at a low cost. Moreover, we provide some



theoretical analysis on the tradeoff between seeding and connection cost, and how that affects the
structure of the solution. Second, from a methodological perspective, we provide new and
effective solution methods for the HMST problem. We demonstrate the efficiency of the
proposed methods through extensive computational experiments, with randomly generated data

as well as data based on real-world social network topologies.

The remainder of this chapter is organized as follows: In Section 2.2, we provide a
literature review of the message propagation problem, focusing on social network context. Some
concepts of the problem are also introduced in this section. In Section 2.3 we propose the model
for finding the seeds and alterations in malleable social networks that will improve propagation
at low cost. In Section 2.4 we propose efficient and effective heuristics for solving the model.
Section 2.5 provides the details of the propagation model that is used to study the improvement
of propagation performance in a network. Section 2.6 presents computational results, and

Section 2.7 concludes the chapter.

2.2 Message Propagation in Social Networks

There exists significant literature for modeling the propagation and diffusion of information in
social networks. Two of the most prominent model classes in this area are threshold (Kempe et
al. 2003) and cascade (Goldenberg, Libai and Muller 2001) propagation models. In the threshold
models, propagation depends on the collective influence of people on each other. In other words,
for a user to become active, the summation of influence from her/his connections should be
higher than a given threshold. This model is useful in propagation of information artifacts that
are dependent on network externalities. In contrast, cascade model message propagation does not
rely on the collective influence of network connections, and each person can propagate messages

to his/her connections with a given probability. In other words, the information is not spread by



the summation of connections, but by a single connection that may be sufficiently powerful,
trustworthy, or influential. The cascade model is useful for propagation of news, information,
ideas, viral messages, and rumors. In graph terms, propagation of information starts from one or
several “activated nodes” or “seeds”. At each stage, every activated node can in turn activate its
non-active neighbors with a certain probability. In this study, we consider a special directed
cascade propagation model where the propagation probabilities are determined by the type of

connection between the nodes. The propagation model will be described in detail in Section 2.5.

In this chapter, we consider two ways to improve propagation performance in networks:
identifying influential individuals, often referred to as seeding (Domingos and Richardson 2001),
and performing network alterations. Both seeding and alteration (creating new connections)
efforts are typically costly. In ESN context, seeding cost can be seen as the cost of conveying a
message to the influential employees, possibly through some form of training or education. In
our approach, we model seeding as connecting a “source” (or a root node) to another node in
order to enable efficient information propagation. In CSN context, the seeding is usually in the
form of advertising, which is typically costly. Moreover, the amount of direct advertising that
can be made is limited, as user attention will wane if too much advertising is presented, or worse,
the user might stop using the product entirely. Advertisers may have the option to specifically
choose the seeds for their advertising message (Facebook 2015a). There is a stream of literature
on seeding of messages in order to improve propagation, such as Domingos and Richardson

(2001), Nguyen and Zheng (2013), and Ni et al. (2010).

While seeding has an impact on message propagation, propagation may also be improved
by altering the network itself. While Valente (2012) suggested three different tactics that might

be considered for alterations (adding/deleting nodes, adding/deleting links, or rewiring existing
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links), our focus is on adding links. However, such alterations face two challenges. First,
identifying and executing an alteration is difficult and expensive. Second, there may be limits to
the number of meaningful connections that each user can have (Gongalves, Perra and Vespignani
2011). Utilizing Valente’s generic strategies, this chapter focuses on finding alterations in the
form of adding links, and at the same time locating the best seed nodes. Our approach is
motivated by practice. Both Facebook and LinkedIn engage in network topology alteration
strategies by suggesting new connections (links) in the networks. In fact, Facebook uses a
number of methods to create new connections (Udemy 2014). These include suggesting friends
of friends, suggesting users who search for a person to that same person, mining potential friends
from school or work, and analyzing online activities for commonalities such as tagged photos,
wall posts, likes, and comments. To determine the strength of connection, Facebook also allows
users to designate friends as “acquaintances” in order to better estimate the connection strength
(Udemy 2014). Facebook is also trying to connect people by showing content that users have

liked or not liked (Kosner 2013).

In order to illustrate our problem context, we provide an example of how designed network
alteration activities can take place in CSNs. Consider a professional software development
company that is interested in promoting their new business analytics software through word-of-
mouth marketing. They want to inform startup companies in the technology sector about their
product. A professional social networking website such as LinkedIn has a base network that
includes high-level managers in such companies, and is interested in business-to-business
advertising (Carter 2012). Users can be reached both by directly seeding the advertising
message to an individual, or by indirectly transmitting the message through word-of-mouth in a

user-to-user manner. For example, some advertising campaigns in LinkedIn advertise live
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discussions or messages that can attract a very special audience (Carter 2012). Facebook and
LinkedIn have recently started targeting users based on their network of friends (Facebook
2015b; LinkedIn 2015). Some other examples of potential applications include healthcare
education propagation (Amirkhanian et al. 2003), smoking cessation influence propagation

(Christakis and Fowler 2008), and trust and distrust propagation (Guha et al. 2004).

This study is related to the stream of literature on network propagation, especially
influence maximization, first introduced by Domingos and Richardson (2001). In the influence
maximization problem, the goal is to find the set of initial nodes that, by seeding a message to
them, will maximize the total number or proportion of influenced nodes in the network. Usually,
the total number of available seeds is given, which can be interpreted as a budget constraint.
Nguyen and Zheng (2013) provide a generalized version of this problem as the budgeted
influence maximization problem. Ni et al. (2010) have taken a slightly different approach where
they find the initial seed nodes that minimize expected complete influence time (CIT), and
consider the case where the number of initial nodes is given. In the Ni et al. (2010) approach,
CIT is defined as a measure of how long it takes to propagate the message to 100% of the

population. In this chapter, we use the CIT to measure network propagation performance.

Our study is also remotely related to the literature on social contagion (Burt 1987) and
influence networks (Friedkin and Johnsen 1990). The propagation mechanisms in influence
networks are different from what we study in this chapter. Here, we study propagation of

messages, that are not affected by externalities of the network or accumulation of influence.

The general propagation problem can be stated as follows: minimize the CIT of stochastic

message propagation in a malleable network while simultaneously minimizing the cost of both
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seeding and network modifications. In this chapter, instead of minimizing both CIT and costs,
we posit a constraint on CIT, and minimize the costs. This is different from the prior literature in
two key ways. First, we consider alterations in network connections in addition to seeding,
whereas in prior research, networks are considered static. Second, we do not constrain the
budget or the available number of seeds, but consider the cost to be a variable in the model. The

HMST problem, as will be shown in Section 2.3, is a simplification of this propagation problem.

2.3 Problem Formulation

We first provide theoretical analysis for the problem of reaching all nodes in a linear network
within a given hop constraint. We analyze networks with both unidirectional and bidirectional
propagation flows, and provide the optimal solution structures based on the costs of adding seeds
and new connections to the network. The details of the model are provided in Appendix 2.1. As
shown in the analysis, closed-form results can be obtained for specific cases. We find that for a
given set of non-dominated solutions with equivalent propagation performance, the optimal
solution in terms of cost of seeds and new connections, depends solely on the ratio of seed to
new connection cost. Moreover, we find that the structure of the optimal solution can contain all

seeds, one seed and all connections, or a combination of many seeds and many new connections.

For the bidirectional propagation flow problem of a linear network with N nodes and hop
limit of H, let Cs and C be the cost of seeds and new connections, respectively, utilizing N
seeds and N new connections. In order to find the lowest cost solution, we need to solve the

following problem (see Appendix 2.1 for how these equations are derived):

(N;, Ng) = AT‘gMin[COSt(NS, Nc) = N5CS + N(:C(:] (21)
N _ [Max{O,N-Ns(1+2(H-1))}
S.t. NS € {1, . [m]} (22) and NC = [ 1+2(H-2) (23)
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For the unidirectional propagation flow problem, the only difference is that the constraints

for Ng and N are altered as Ng € {1, - [ﬁ]}, and N, = [Max{O’N_NS(H(H_lD}

D) ] Solving
these problems gives the number of seeds and new connections for a given seeding and
connection cost. Finding all non-dominated solutions of the problem, the optimal solution
depends on the ratio of the costs (Cs/C). In our setting where the possible interventions in the
network are individual seeding and network alterations, this is an intuitive result. The reason is
that if the network administrator can choose between seeding and new connections, her/his
decision will depend on the relative costs of each of these actions. We find that the optimal

solution can have some combination of seeds and new connections, depending on the relative

costs. See Appendix 2.1 for complete analysis of these particular cases.

The closed-form solutions presented in (2.1), (2.2), and (2.3) are applicable only to two
very specific cases of linear networks. While illustrating that the solutions are dependent on
relative costs of seeding and new connections, as well as the network structure, closed form
solutions that apply to general networks are not possible. Next we seek to create a mixed-integer
linear programming (MILP) approach to create a solution methodology that applies to any
network structure. In the remainder of this section, we formulate the HMST problem for

malleable networks.

Assuming that new connections can be created in the network at a cost, the problem at
hand is to find the seed nodes and new connections to be created so that the expected CIT is
minimized at lowest cost. Ideally one would want to minimize both expected CIT and cost, but
this bi-objective problem is not easily solvable and might not have a single optimal solution. So

we propose a simplification to this problem. To obtain the HMST simplification, the CIT is
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treated as a constraint. The goal of the HMST is to create a minimum spanning tree network
where no path exceeds a pre-specified number of links, known as hops. We argue that the HMST
problem provides a suitable framework for finding the lowest cost seeds and connection
improvements that will result in a network with acceptable CIT. The hop constraint in the HMST
problem, which requires each node to be within A hops from the root node, limits the expected

CIT in the network. The HMST problem in graph-theoretic notation is defined as follows:

Let G = (V, A) be a directed network with node set V = {1,2,..., N} where node 1 is
defined as the root node, and 4 is the set of directed arcs (i, j) connecting nodes in V. A
positive arc cost C;; is associated with each directed arc. The HMST problem is to find a

minimum cost spanning tree (MST) of G, subject to a hop constraint. The MST is a
directed tree connecting every node such that every node other than the root node has
exactly one incoming arc, and the root node has no incoming arcs. The hop constraint in
the spanning tree limits the number of arcs on the unique path from the root node to any

other node to be no more than the given number H.

Note that while the problem formulation is given for a directed network, the methodology
can be used for networks with bidirectional connections as well. The important factor is that
while the network can be bidirectional, the propagation flows is in a single direction. The root
node in this problem represents the source of the information, and the nodes with direct
connections to the root node represent the seed nodes where the message is seeded. The hops in a
network represent the maximum allowable information degradation and/or transmission delay,

ie., CIT.
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The HMST problem was first introduced by Gouveia (1995) to describe telecommunication
networks with a guaranteed performance measure as dictated by the limited number of hops
between the root node and any other node in the network. In such networks, delay and reliability
are directly related to the number of hops that a message should travel until it reaches the
destination. This problem has found applications in multicommodity flow (Gouveia 1996) and
wireless network location (Clementi et al. 2005) problems. For a review on HMST problem
formulations and methods, refer to Dahl, Gouveia and Requejo (2006), and more recently to
Akgun (2011). The HMST problem creates a suitable framework for minimizing the cost while
constraining the propagation quality to an acceptable limit. Figure 2.1 is a graphical
representation of a 20 node HMST with a maximum of 3 hops in 100 by 100 Euclidean space.
Node 1 (root node) is located in the middle of the space and represents the information source.
Nodes directly connected to the root node are known as seeds. In the example given in Figure

2.1, there is only one seed node.
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Figure 2.1. Graphic Representation of a 20 Node, 3 Hop HMST

To the best of our knowledge, the HMST problem has not been considered in the social
network context. However, there is evidence showing that hop constraint also exists in social

networks. Research suggests that “under 5 is a realistic hop length in many social settings.
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Watts and Peretti (2007) provide several marketing examples for how many hops a marketing
message can travel in a network, and show how the message intensity is diminished as it reaches
outer nodes after hopping from node to node. Leskovec, Adamic and Huberman (2007) and
Leskovec et al. (2008) study the propagation of viral marketing messages and evolution of social
networks, respectively, to find that the majority of transmissions and connections happen within
a limited number of hops. Cha, Mislove and Gummadi (2009) find that viral messages are not
generally transmitted to nodes more than a few hops apart. Lv and Pan (2014) propose a special
cascade propagation model that is modified to take into account that messages do not travel more
than a given number of hops in order to represent word-of-mouth marketing. In the next section,
we propose an improvement heuristic method for finding less costly HMST solutions, compared

to methods that have previously been developed in the literature.

2.4 Solution Methods

The HMST problem is proven to be NP-hard (Gouveia 1995). Several heuristic algorithms have
been proposed for HMST that use solution techniques originally developed for the minimum
spanning tree (MST) problem, such as Prim’s (1957), Kruskal’s (1956) and Esau and William’s
(1966) algorithms. Clementi et al. (2005) modifies the Prim and Kruskal algorithms for the
HMST. The solution quality of these algorithms is not satisfactory when there are some non-
Euclidean perturbations in the data. Fernandes, Gouveia and Vol3 (2007) propose meta-heuristic
solution methods using “repetitive” and “pilot” heuristics with multiple starting-point solutions.
They use the Esau-Williams (EW) improvement algorithm in a repetitive algorithm to search for
better solutions. In section 2.6, we find that these methods perform poorly in terms of solution
quality and runtime for larger social network problems with perturbed and non-Euclidean costs.

Among exact methods for the problem, Akgun (2011) presents the most efficient mathematical
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programming formulation for the HMST to date. His novel formulation for the HMST problem
uses Miller—Tucker—Zemlin constraints and outperforms flow-based (Gouveia 1996) and hop-
indexed (Pirkul and Soni 2003) formulations both in terms of linear programming bounds and
runtime. However, we find that exact procedures, including Akgun (2011), are not
computationally efficient for solving large problem instances, especially for non-Euclidean

problems.

Our goal in this section is to present a computationally efficient heuristic to solve the
HMST problem. Here, we propose an improvement meta-heuristic technique that builds upon
methods from prior literature as starting point solutions. We have taken a hybrid approach to

solving this problem. As starting points, we use slightly modified forms of three techniques:

1. Prim: Prim’s (1957) technique subject to the hop constraint;

2. FGV: Heuristic proposed by Fernandes et al. (2007) called ILA; and

3. Akgun: Akgun’s (2011) formulation using CPLEX with time limited to 3600 seconds.

These algorithms are further described in Appendix 2.2. We next apply a series of heuristic
steps to each starting point solution. The first step is a 2-opt swap (labeled Swap) where we
search possible connections between any two nodes for a lower cost spanning tree. The second
step is local branch optimization and aggregation. We create branches based on the nodes’
number of hops in solution from the first step, optimize them using Akgun’s (2011) formulation
(using limited CPU time), and then aggregate the solutions into a single HMST. The third step is
a one-opt heuristic expansion, a simplified version compared to the original heuristic expansion
technique presented in Jayaraman, Patterson, and Rolland (2003). This one-opt heuristic

expansion technique creates sub-problems by additionally considering all arcs entering or exiting
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each node, one node at a time, and looks for improvements in the solution quality. Only one
pass of all nodes is performed and the best solution is retained. We use the abbreviation SLE for
the entire three-step improvement heuristic. Swap and SLE are both local optimization
techniques that consider many simultaneous changes to the current solution. This local
optimization process effectively drives towards improved solutions, all with reasonable
computational effort. The algorithm implementation interactively uses Akgun’s formulation to
generate sub-problem solutions in steps two and three of the algorithm. In the next section, we

discuss the propagation model that is used to calculate the simulated CIT in the networks.

2.5 Propagation Model

In this thesis chapter, we introduce the HMST problem as a method for finding seeds and
connections to enhance propagation in malleable networks with the goal of total penetration. In
order to analyze the propagation performance of the networks, we provide the details of our
propagation model in this section. This model will serve as the foundation for the computational
experiments, and enables us to analyze how the network alterations suggested by the HMST
solutions can affect the expected propagation performance of information in the network in terms
of CIT. The model is based on the cascade propagation model, as proposed by Kempe et al.
(2003). In the cascade model, propagation of information starts from one or several activated
nodes or seeds. The propagation occurs stage by stage, and continues until all nodes in the
network are activated. At each stage, every activated node can activate its non-active neighbors
with a certain probability. In our model, the probability is determined by the type of connection
between the two neighboring nodes. In this study, we consider a special directed cascade
propagation model where the propagation probabilities are classified into three sets as follows:

existing connections in the network (Q), altered or newly created connections (M), and weak
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connections (L). These probabilities are random variables in our simulation model. Let the
expected probability value be as follows: E(P(Q)) = E(P(M)) >> E(P(L)) > 0. These
sets correspond to connections that exist in the current network. Altered or newly created
connections are alterations that are suggested by HMST solution. We consider a very small
propagation probability for weak connections. As explained in Section 2.2, this is due to the fact
that social network users may be influenced by users who they are not directly connected to. In
ESN and CSN settings, this may happen through daily interactions or through internal or external
newsletters for example. Because of this, the propagation model is devised in a way that every
active node can potentially propagate to any non-active node at each stage, and thus complete
influence will eventually happen in the network. We use expected complete influence time
(CIT) as our propagation performance measure. The details of the propagation probability

calculations are given in Appendix 2.3.

In order to compare the propagation performance of the altered networks with non-altered
networks, we calculate CIT for the non-enhanced networks by employing both a random seeding
and a greedy seeding algorithm. The greedy seeding algorithm finds the initial seed set by
adding nodes that minimize the simulated CIT, and these nodes are added sequentially until the
desired quantity of nodes to be seeded are in the set. This algorithm is equivalent to the
algorithm provided in Ni et al. (2010) for the case where the target set includes all nodes. Refer
to Appendix 2.4 for a detailed description of the greedy algorithm. The random seeding follows
a similar algorithm, except that the nodes are added to the seed set randomly, without any

preferences based on CIT improvement.
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2.6 Computational Results

In order to test the impact of the HMST improvement heuristics, we study problems typical of
both real-world and randomly generated networks. We test both ESNs and CSNs using real-
world data. For ESN, we experiment on the Enron e-mail network. While the Enron data is now
more than a decade old, it provides a network structure that is similar to the organizations of
today. Moreover, while the organizational structures may evolve over time, the basic problem
that our modeling approach captures has not changed, and our model of message propagation
works for any network structure. For CSNs we use ego networks of Twitter and Facebook users,
and also two sets of randomly generated problems of the type that are usually used in HMST
literature in order to verify the efficiency of the proposed heuristic. Problem sizes included in
the tests range from small (10 nodes) to extremely large (up to 1,500 nodes; see appendices 2.7
and 2.8). These problem sizes are larger than prior HMST literature which is typically limited to
under 100 nodes. Moreover, these problem sizes are practical, as the networks that are being
analyzed in this study are created by a pre-processing step or involve work networks or
campaigns. We believe that the robustness of results from applying the methodology to different
types of networks verifies the HMST approach, and the proposed heuristic. The basic problem
that our modeling approach captures does not change over time or for different types of
networks. We test our improvement algorithm with the three initial HMST solution algorithms
discussed in Section 2.3. Prim, FGV, and Akgun represent the initial HMST solution algorithms
and Prim+SLE, FGV+SLE and Akgun+SLE are solutions after the proposed improvement
heuristic is applied to the three initial solution techniques. The hop constraints used in
computational results are H= 3, 4 and 5. These parameters are based on prior research related to

message propagation in various social networks. Specifically, Cha, Mislove and Gummadi
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(2009) found that for Flickr photos, 4 hops covered 36% of the entire network. Ye and Wu
(2010) found that for Twitter message propagation, 62.9% of the (re-tweeted) messages
propagated 3 or less hops, and 37.1% propagated four or more hops. As such, we conclude that
the range 3 to 5 hops is sufficiently appropriate and interesting. We can measure the propagation
performance of the network with different number of seeds using the propagation setting
described in Section 2.5. A random seeding (Random) and the greedy seeding method (Greedy)
from Ni et al. (2010) are used to measure the average CIT with different number of seeds in the
network without any network interventions. For a detailed description of problem generation
procedures refer to Appendix 2.5. Experiments are run on an IBM X Series 3550 machine using
1 of 8 Intel Xeon CPU X5460 @ 3.16 GHz processors with 32 GB RAM, running Matlab 7.8.0

and AMPL with CPLEX 11.0.1.

2.6.1 Enterprise Social Network Problems

In this section we provide the results of using the proposed methodology on the Enron e-mail
network released by the Federal Energy Regulatory Commission during an investigation on the
firm. The Enron e-mail corpus has been extensively studied in social and communication
network literature (Diesner, Frantz, and Carley 2005). Using the network implied by Enron’s e-
mail activity, we study how the proposed methodology can improve upon an existing ESN to
propagate cascade-style messages that may help improve collaboration, efficiency, and
innovation in the organization. The ESN representation is created using the internal e-mail data,
having number of e-mails communicated between each pair of employees as the tie strengths.
Multiple data sets are obtained by observing the cumulative e-mail history at different points in
time. Figure 2.2 provides the average CIT-Cost figure for an Enron network. The HMST-altered

solutions are provided for the three starting solutions (Prim, Akgun, and FGV) and the improved
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solutions by the proposed improvement meta-heuristic (SLE), for the three different number of
hops (H=3,4,5). For non-altered networks, Random and Greedy seeding methods are provided
for comparison. CIT is calculated using the propagation model from Section 2.5. Because the
CIT is an estimate of the expected value based on random simulations, we run 5 simulations for

each problem set to find the average CIT for each problem set.
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Figure 2.2. Average CIT-Cost for an Enron Network of Size N=111

By comparing the HMST-altered solutions to non-altered solutions of Random and
Greedy, it can be seen that the improved solutions provide significantly better CIT at lower costs.
While the HMST-improved methods for a given hop constraint have comparable CITs, the
solutions that are improved by the SLE heuristic generally have lower costs. We provide further

analysis of the Enron ESN problems in Appendix 2.6.

While the above analysis partially illustrates the performance of the proposed solution

methodology to improve CIT for ESNs at low cost, in the next two subsections we provide
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extensive experiments that will further validate the effectiveness and efficiency of the HMST

approach.

2.6.2 Consumer Social Network Problems

In this section we apply the proposed methodology to CSNs. Here we analyze Twitter and
Facebook ego networks (EN) from the dataset used in McAuley and Leskovec (2012). An EN is
the network of all individuals connected to a single person, known as the ego node. The ego
node itself is removed from the network for our analysis. We believe that, for the purposes of
testing propagation performance, an EN is a good representative of the structure of a network of
people with similar interests. The ego networks were collected from users in 2012, and represent
established connections of a user, as is shown by relatively large number of degrees in these
networks (Jure Leskovec, personal communication, June 11, 2015). The network calculations

are explained in detail in Appendix 2.5.

We analyze Twitter and Facebook networks with a wide variety of sizes. In this section,
other than the HMST-altered methods from Section 2.6.1, we also report the Prim+Swap
solution created by performing only the two-opt swap heuristic improvement (Swap) on the
initial Prim solution. This is the fastest of our HMST-altered solutions and can be calculated in
reasonable time even for extremely large problems. The HMST solution costs and computational
times are presented in Table 2.1. Solution values are presented as average percentage gap from
the best solution among all available solution techniques. We have aggregated the problems to 2
groups of small and large for presentation purposes, the complete tables can be found in

Appendix 2.7.
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Table 2.1. Average Gaps from Best Known Solutions and Times for EN Problems

Problem Set Average Percentage Gap from Best Known Solution Solution Times in Seconds
Network | Number of . Prim+ | Prim+ | Akgun | FGV+ . . .
Prim | Akgun | FGV Prim | Akgun FGV Prim+Swap | Prim+SLE Akgun+SLE FGV+SLE
Size Problems Swap| SLE | +5LE | SLE
10to 45 30 9.2 0.4 50.0 4.6 0.2 0.1 0.4 0.0 2,776.4 53.3 0.1 10,093.4 12,288.1 9,882.3
82to124 [ 754 23.2 182.6 | 319 31 1.7 1.0 12 3,601.1 114,036.9 6.7 56,956.0 47,980.3 161,029.6

It can be seen in Table 2.1 that Prim and FGV do not find any good solutions to the EN
problems, and while Akgun performs generally well for problems of sizes smaller than 45, its
performance deteriorates for larger problems. The SLE heuristic is able to improve all three
initial solutions close to the best known solution. The proposed heuristic improvement results in
substantial cost savings for EN problems, and the savings are increased as the problem size
increases. It can be seen that all three initial algorithms perform poorly overall, but that our
heuristic can greatly improve the solution quality. As the problem size increases, the

computational time becomes increasingly burdensome for all methods except Prim+Swap.

We next analyze the performance of the HMST solutions in terms of propagation
efficiency using CIT measure. Table 2.2 provides the summary of propagation results for the EN

problems. The complete table is provided in Appendix 2.7.

While there are some variations in the CITs for different methods, all of them are within
an acceptable range of CIT performance as compared to the respective hop constraints (H).
These results confirm that the HMST structure in the network has succeeded in effectively

propagating the message to all users within the hop constraint.
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Table 2.2. Average CIT for EN Problems

Problem Set Average Percentage Gap from Best Known Solution
Size Number of H Pri Akg FGV | Prim+5 Prim+SLE |Akgun+SLE| FGV+SLE
Range | Problems rim un rim+Swap |Prim un
3 2.4 2.3 2.1 2.3 2.3 2.3 2.3
10 to 45 30 4 2.8 2.5 2.7 2.8 2.8 2.5 2.9
5 2.9 2.8 2.8 2.8 2.8 2.8 3.0
3 3.0 2.8 2.5 2.9 3.0 2.8 2.6
82to 124 6 4 3.6 3.4 3.0 3.8 3.5 3.4 3.5
5 3.9 3.6 3.7 4.0 3.7 3.9 4.0

Using CIT-cost graphs, Figure 2.3 illustrates the tradeoff between CIT and cost of the
solution for a 96 node Twitter EN problem. The graphs for other problems exhibit roughly the

same behavior, so we present only one problem here.
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Figure 2.3. Average CIT-Cost for a Twitter EN Problem of Size N=96

Per visual inspection of Figure 2.3, we are able to confirm that while the Greedy seeding

performs better than the Random seeding method; the HMST-altered networks again dominate
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seeding-only methods in terms of both cost and CIT. Additionally, while all of the HMST-
altered solutions are within an acceptable CIT range, it is seen that there are big differences

among them in terms of cost. Further analysis of the ENs are provided in Appendix 2.7.

2.6.3 Randomly-Generated Social Network Problems

We have also studied randomly-generated problems. Two sets of problems were generated. In
the first set, the connection cost between a pair of nodes is the Euclidean distance between the
nodes that are randomly located on a square space, with root node (node 1) located in the center
(EC problem set). This type of problem is common in HMST literature. For the EC problems,
the previously available HMST solution techniques of Akgun and FGV perform well in finding
low cost solutions in reasonable time. In terms of propagation, as expected, all of the enhanced
networks have much better CITs compared to random and greedy seeding-only propagation. In
the second set, some connection costs of the EC problems are randomly set to zero to indicate
existing connections, and the costs of connections between disconnected nodes are recalculated
based on the number of their mutual connections (perturbed-EC problem set). In perturbed-EC
problems, the previously available HMST solution methods do not do so well in terms of
solution quality, but the proposed SLE heuristic can greatly improve the solutions. Because the
analysis on real-world ego network problems provides all the main results and discussions, for

brevity, we present the computational results of randomly-generated problems in Appendix 2.8.

2.6.4 Discussion of Computational Results

In summary, we illustrate that the use of HMST-based formulation and additional heuristics of
SLE and Swap have substantial benefits for improving propagation in malleable social networks.
Specifically, we find that the HMST structure in the network helps to propagate a message to all

users within the hop constraint. HMST-altered networks dominate seeding-only methods in
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terms of both cost and CIT, and they require much smaller number of seeds to propagate
effectively. In terms of the heuristic design, we have shown that our heuristic method, SLE, is
able to identify good solutions for larger networks where previously proposed algorithms do not
perform well. The SLE heuristic is able to improve on initial solutions in a variety of settings,

including Enron ESN, and Facebook and Twitter CSNs, and randomly generated networks.

2.7 Discussion and Conclusions

A common assumption is that networks, and especially social network structures, are evolving
naturally and cannot be manipulated by a network manager. However, we observe that whether
the social network is face-to-face or electronic, there is a rather long history of attempts to
modify the malleable network structure. Moreover, in organizational contexts we observe that
companies do try to create new connections among their employees and their supply chain
partners through ESNs, and with their customers through CSNs. In this chapter, we study how

these malleable networks can be intervened in order to enhance propagation performance.

The contributions of our study are two-fold. First, we propose the HMST problem as a
framework for finding low cost network enhancements having acceptable CIT within a hop
constraint. This framework can jointly determine which nodes should be targeted for seeding
and which connections should be created in order to improve propagation performance. Through
simulation of a cascade propagation model, we have shown how creating the HMST solution for
the network will improve the propagation as measured by CIT. Using the HMST approach on
the network greatly reduces CIT at a reasonable cost, as compared to seed-only methods in
randomly generated and real-world networks. Second, we show through computational
experiments that creating any HMST in the network can greatly improve the CIT, but a good

HMST solution is also more cost-effective. We propose the SLE improvement heuristic
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procedure that greatly reduces the costs of the HMST solutions. From a Design Science research
point of view, we advance the field through heuristic design improvements for the HMST. We
illustrate how the HMST problem can be applied to the cascade propagation problem. Thus, our

approach contributes to the theoretical development of Design Science research.

The clear (and most important) practical implication of our work is that social networks
can become more effective conduits for message propagation by simultaneously considering
network design changes and potential seeding points. Our work contributes theoretically by
combining two streams of literature on seeding and network alterations. We demonstrate that
combining these two components and considering them simultaneously can substantially

improve message propagation.

This study has important managerial implications for different types of networks, such as
social, collaboration, campaigns, and work networks. We empirically show that deliberate
network manipulation is a possible tool for improvement of propagation in malleable networks,
and can be possibly done using efficient heuristics. We demonstrate that use of active network
alterations through creation of new connections helps to improve reach at a lower cost as
compared to the seeding-only approaches. Such improvements can have substantial impact on
the effectiveness of social networks. In CSNs, improvements can result in groups of users with
similar interests, and this can improve marketing campaigns. In ESNs, the benefit is manifested

through higher efficiency in execution of tasks and improved collaboration and innovation.

It should be noted however, that network administrators should perform network

interventions with great care. If carried out poorly, user resistance due to improper or excessive
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manipulation efforts can occur. Moreover, attempts to alter the network structure may be risky

in terms of propagation improvement and costly.

Extending our work to consider threshold-style propagation is a viable and practical
avenue for future research. Other possible formulations of this problem can consider the nodes
or users as intelligent agents with utilities that depend on the amount of enhancement
recommendations and the usefulness of such efforts. The question in such a game-theoretic
research would be to examine system equilibrium and the impact of changes such as propagation

probabilities on a possible equilibrium.
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CHAPTER 3

How Much to Share with Third Parties? Users’ Privacy Concerns and

Publisher Website’s Dilemma

3.1 Introduction

Publisher websites enable users to obtain various services and information. These websites
outsource components of their websites, and present content and services provided by third party
providers on their pages. Thus, the user experience of visiting a publisher website involves
interactions with many third parties. Use of third parties is pervasive among top publisher
websites. Gopal et al. (2014) investigate 700 popular websites, showing that these publisher
websites utilize an average of 13.5 (and up to 70 in some cases) third parties. Since third parties
can and do obtain user information from publisher websites, it creates natural tension between

the use of third party components and user privacy. A U.S. Senate report states:

“A visit to an online news site may trigger interactions with hundreds of other parties that
may be collecting information on the consumer as he travels the web. The Subcommittee
found, for example, a trip to a popular tabloid news website triggered a user interaction
with some 352 other web servers as well. Many of those interactions were benign; some of
those third-parties, however, may have been using cookies or other technology to compile
data on the consumer. The sheer volume of such activity makes it difficult for even the
most vigilant consumer to control the data being collected or protect against its malicious

use.” (United States Senate 2014)
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The most familiar sharing mechanism involves the use of cookies, but other more
sophisticated approaches exist as well. This sharing of user information with third parties is
typically done without explicit user consent or appropriate disclosure mechanisms. For example,
policies regarding shared information are often hidden deep within complex privacy statements,
and users share readily via convenient one-click sign-up mechanisms such as “Sign up with your

Facebook, Google, or Twitter account”.

Reduction in cost of information storage and processing has enabled firms to collect and
utilize large amounts of user information. It has become extremely difficult, if not impossible, to
know who is tracking users online (Schoen 2009). Interestingly, the extent of collected
information is not limited to browsing data, and the data can be used for identification or re-
identification of individuals when used alongside other sources (Krishnamurthy and Wills
2009a). Privacy issues that arise from the increased usage of third parties and cookies is a public
concern, and is being investigated by authorities and policy makers such as the Federal Trade
Commission and the European Union (Mayer and Mitchell 2012). Turow et al. (2009) surveys
users in the United States to find that between 68 to 87 percent of them do not want to be tracked
for advertising purposes. McDonald and Cranor (2010) also find that only 20% of users prefer
targeted online advertising over random advertising. Mayer and Mitchell (2012) provide a
review of the policies and technologies surrounding web tracking. They note the fact that
regulation is lacking behind the fast-growing industry, and emphasize the importance of

discussions and debates on the topic.

Publisher websites can have a variety of revenue streams. Two main monetization
approaches are 1) subscription services, and 2) selling of user information for purposes such as

affiliate marketing (e.g., lead generation), targeting, and customization. Publisher websites
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utilize one or a combination of these approaches. For example, consider the news websites for
Financial Times (2015) and Washington Times (2015) depicted in Figure 3.1, highlighting
various visible third party components. While Financial Times requires readers to subscribe in
order to read articles, reading articles in Washington Times is free. Thus the Washington Times
website operation depends entirely on income from third parties that pay the publisher website to
obtain user information. We find that Financial Times shares with fewer third parties than

Washington Times (22 compared to 36). In some cases, sharing of user information can be quite

disconcerting.
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Figure 3.1. Two Sample Publisher Websites with Selected Third Party Content Highlighted

Most organizations involved with web publishing face a choice of using a variety of
financial models to derive revenue. For example, the New York Times simultaneously employs
both advertising and subscription revenues (New York Times 2016), including providing ads to
users with subscriptions (Singleton 2016). Somaiya (2015a, b) describes this dual strategic
approach by the New York Times. A mix of subscription and advertising revenues, which is
consistent with the New York Times strategy, is often observed. As a second anecdotal

observation, ads are presented in conjunction with mobile subscriptions by the Los Angeles
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Times. The advertising may possibly be altered with a subscription, but clearly a blending of

both revenue generation strategies is observed.

In the literature, some researchers have attested to the presence of several sources of
monetization. For example, Kumar and Sethi (2009) note “The accumulated evidence indicates
that pure revenue models, such as free-access models and pure subscription fee-based models,
are not sufficient to support the survival of online information sellers. Hence, hybrid models
based on a combination of subscription fees and advertising revenues are replacing the pure
revenue models.” Casadesus-Masanell and Hervas-Drane (2015) note “Firms compete for
consumer information and derive revenues both from consumer purchases as well as from
disclosing consumer information in a secondary market.” One important way for websites to
make revenue from third parties is through lead generation. Third parties involved in the
collection of user information for lead generation include advertisers and advertising agencies,
content providers, and data aggregators, among others. These third parties provide support and
information required for improved targeting of website ads and improved sales opportunities.
Similarly, behavioral targeting, which utilizes information shared with the many third parties,
tracks user behavior within and across websites (Helft and Vega 2010) to combine user data to
present the most relevant ads. We specifically consider the impact of user privacy concerns
resulting from the sale of user information to generate additional revenues for the publisher

website.

While the problem of information privacy in publisher websites is faced by many, it has
not received much attention in the academic literature. An extensive body of work has addressed
information privacy in the context of e-commerce where users willingly provide their

information to companies (Li 2012), but there is a gap in the literature concerning the use of third
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parties by publisher websites and the disclosure of personal information, along with publisher
website’s decision-making on deriving revenue from both users and third parties. In this chapter,
we address this gap by considering the issue of web traffic monetization versus information
privacy from an economic perspective. Using a two-sided stylized economic model, we analyze
how the publisher websites control monetization of both users and third parties through setting
user subscription prices and third party royalties. The analysis is provided for duopolistic
publisher websites, for many users and third parties. We find that user privacy concerns can
impact publisher websites’ monetization decisions. In asymmetric settings, we demonstrate that
publisher websites may choose drastically different business models, ranging from a focus on
privacy-sensitive users to price-sensitive users. We also provide welfare analysis, and analysis
of the impact of several practical regulatory tools that can be used to help improve the surplus of

the users, publisher websites, and/or third parties.

The contributions of this chapter are as follows. First, we provide a two-sided economic
model that describes the decision-making process of the publisher websites based on the privacy
concerns of the user, participation incentives of third party service providers, and the publisher
website’s own incentives to maximize profits. Second, we discuss the effects of privacy concerns
on the stakeholders, the impact on third party industry concentration, and implications for
policymaking. Third, we contribute to the two-sided market literature, and discuss the problem
where the two sides affect each other both positively and negatively. Finally, we provide an
empirical validation and partial support for several important aspects of the model. This
empirical validation also serves to illustrate the problems surrounding information privacy versus
publisher website monetization that publisher websites, users, third parties, and policymakers

face. The proposed model explains differences in third party sharing by publisher websites, and
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provides managerial and policy insights for publisher websites, policymaking organizations, and

governments.

The remainder of the chapter is organized as follows. Literature review is provided in next
section. We then present the analytical model and an extension dealing with asymmetry in user
privacy concerns. Subsequent sections present discussions on effects of privacy concerns on
market concentration, analysis of the third party market structure, and implications for public
policy and regulatory considerations. We conclude with the model robustness check, empirical

analysis and discussion of our findings.

3.2 Literature Review
This chapter is related to several streams of literature. First, it is relevant to the literature on third
party sharing in publisher websites. Second, there is the literature on online privacy and its

implications. Lastly, we contribute to the literature in two-sided markets.

Despite the omnipresent use of third parties in publisher websites, work that addresses
such third parties is sparse. Third parties do provide some benefit by providing additional
services to websites which can be inferred by the pandemic use of third parties in websites
(Mayer and Mitchell 2012). Adler et al. (2002) among others, have considered scheduling of
online advertising. This stream of literature considers more technical aspects of resource
management in publisher websites, but does not provide insights on the larger picture of
publisher website decision-making in presence of revenues from both users and third parties, and
when users have privacy concerns. Chen and Stallaert (2014) provide an economic analysis of
online behavioral advertising. They find the conditions for which the use of behavioral

advertising is better than traditional advertising for the publisher website. While their model can
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incorporate the privacy concerns of users in the form of opting out of the service, the authors
only consider the problem of choosing between traditional and behavioral advertising, and do not
consider the problem from a privacy point of view. Kumar and Sethi (2009) also consider the
problem of “online information sellers” and dynamic pricing in this context. Their study is one of
the few that consider both subscription and advertising revenues simultaneously, and they use

optimal control theory to dynamically price advertising and subscriptions.

There are many papers that study the effect of third parties on user information diffusion.
Krishnamurthy and Wills (2006) find that “the size of the privacy footprint is a legitimate cause
for concern”. They also find significant increase in privacy footprint over a six month period.
Krishnamurthy and Wills (2009b) show in a longitudinal study that the sharing and aggregation
of user information has been increasing, while the number of entities involved has been
decreasing as a result of acquisitions. One of the issues that arise as a result of privacy leakage is
discrimination among different users. Krishnamurthy et al. (2011) study websites that require
users to register and provide personal information, and find that 75% of the popular websites
studied leak sensitive user information to third parties. Mikians et al. (2012) and Valentino-
DeVries et al. (2012) among others, provide evidence for price and search discrimination in e-
commerce setting, which is based on user information on the web. Recently, there has been even
more concern about the implications of information sharing with third parties. Quintin (2015)
provides evidence for sharing of users’ health related and other information. This stream of
literature magnifies the importance of understanding how publisher websites operate and their
incentives in sharing user information. Malandrino and Scarano (2013) study how third party
sites collect and aggregate data, and build personal profiles of users. They provide an empirical

study on how user’s privacy can be undermined because of such privacy violations, and
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experiment with tools that can inform users and give them control over such activities. However,

these tools are only used by tech savvy users, and not by the majority of users.

Online information privacy has been studied by several researchers. While this literature
does not directly focus on third parties, many of the principles are applicable to information
privacy in third party sharing. Using an economic model, Chellappa and Shivendu (2007)
consider the personalization versus privacy tradeoff that users make when they reveal their
personal information online for more personalization. Smith et al. (2011) provides a review of
studies on information privacy. Li (2012) provides a comprehensive review of the extensive
online information privacy literature, and provides a framework for theoretical research on the
user’s privacy decision-making. They provide that user information disclosure in form of third
parties usage can be explained by theories such as privacy calculus theory, risk calculus theory,
and dual-calculus theory among many foundational theories. In this chapter, we argue that the
publisher website behavior cannot be viewed in isolation, as it is affected by both users and third
parties. The publisher website realizes that users factor privacy in their economic evaluation of
transacting with the publisher website. According to agency theory and utility maximization
theory and their application in information privacy (Li 2012), a publisher website sets decision

variables to maximize total profit from users and third parties collectively.

One of the more relevant studies to ours is Casadesus-Masanell and Hervas-Drane (2015),
where authors study how the competition between online firms is affected by the user privacy
concerns. This study is also one of the few considering the effect of privacy on publisher website
decision-making. Similar to our study, they consider online firms who derive revenue from users
via subscriptions and by “disclosing consumer information in a secondary market”, where

positive and negative cross-side network effects exist among users and third parties in the
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secondary market. They find that in competition, firms differentiate among themselves and focus
on one of the revenue sources. Our study is different from theirs in that we focus on the internal
decision-making of a publisher website. We consider the factors that affect the balance that
publisher websites must achieve between users’ desire for privacy and monetization of user
information, and the implicit privacy violations that monetization entails. Moreover, we focus on
the participation of users and third parties, as well as the impact of user privacy concerns on third

party industry.

This chapter is related to the significant literature on two-sided markets, where a platform
provider is affected by two markets that interact and create network effects. Rochet and Tirole
(2003) and Parker and Van Alstyne (2005) study the pricing strategies in such markets.
Anderson et al. (2013) consider the platform investment in quality in two-sided networks. Most
of the studies in this stream consider markets in which positive indirect network effects are
present among the two markets. Casadesus-Masanell and Hervas-Drane (2015) is one of the few
that consider both positive and negative cross-sided network effects. In this chapter, we model
the problem as a two-sided market, having users on one side and third parties on the other, both
contributing to the profit making of a publisher website. We consider both positive and negative
network effects among the users and third parties. While third parties enjoy having more users on
the publisher website, users do not appreciate third parties due to privacy concerns. This will be

discussed further in the Section 3.3 below.

3.3 Model
In this section, we propose an economic model in order to describe and analyze the problem of

third party usage in publisher websites. The notations are provided in tables 3.1 and 3.2.
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Table 3.1. Model Parameters and Variables

Notation Definition
y Location of a user in Hotelling’s model, 0 <y <1
t Hotelling’s fit cost or publisher website differentiation, 0 < t
X Intrinsic value of the publisher website for users, X > 0
U;(y) Utility of a user at location y for publisher website i. A user will use the publisher website
with higher utility when, Max{U;(y),U,(y)} =0 Vye€e|[01]
Ny, Number of users for publisher website i, Ny, > 0 Vi=12
v User’s perceived disutility from each third party or user privacy concerns, v = 0
My Total number of potential users in the market, My = Ny, Vi=12, My >0
1, Third party profit from publisher website i. A third party will join the publisher website i if
II p, = 0.
® Fixed cost of a third party, @ = 0
O] Maximum third party fixed cost, ® > 0
Np, Number of third parties on publisher website i, Np, = 0
My Total number of potential third parties in the market, M, = Np, Vi =12 Mp >0
Rp Third party’s net revenue from each user’s information, R, = 0
Iy, Publisher website i’s profit, [Iy, >0 Vi =12
Zy Total user surplus, total utility surplus for all users from both publisher websites
Zp Total third party surplus, total profit of all third parties from both publisher websites
Table 3.2. Model Decision Variables
Notation Definition
Ry, Publisher website i’s per user royalty (paid to the publisher websites by third party),
0<Ry, <o
Py. Publisher website i’s price per user (paid to the publisher website by user), 0 < Py, <

13
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3.3.1 Base Model

We consider a two-sided market model involving three sets of players: two publisher websites,
publisher website users, and third parties. The publisher websites are seen as the platforms where
users participate to get a certain utility, and third parties participate to get access to user
information. The analysis is provided for two publisher websites, and for multiple third parties
and users. The model employs a duopolistic price-maker with royalties and subscription prices as
publisher websites’ decision variables, and it incorporates the two-sided network effects of users

and third parties.

In our model, the third parties can make revenue from the users on the publisher website. It
is assumed that more users result in more information for the third party to collect. On the other
hand, we assume that third parties provide no additional benefit to the user. While in many
instances third parties do provide some utility to the user, here we consider the case in which the
publisher website is considering whether or not to outsource a service on the publisher website,
where the third party is a substitute for the publisher website’s own service. In this setting the
third party brings only disutility to the user with no additional benefit to the user than what they
already receive from the publisher website in terms of an intrinsic value X. There are many
studies that provide evidence for the negative utility of third parties for users (Krishnamurthy and
Wills 2006; Turow et al. 2009). Moreover, Krishnamurthy et al. (2007) found that blocking of

third parties does not significantly affect the usability of publisher websites.

In the duopoly setting, the two publisher websites compete for users. Users will choose
exactly one of the two publisher websites (the user market is covered by two publisher websites),
but third parties can participate in either of the publisher websites, both, or not participate at all.

The publisher websites are symmetric in terms of the users’ intrinsic valuation for the publisher
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website, user privacy concerns, and the revenue that third party makes from user information. In

Section 3.4.2, we relax the user privacy concern symmetry assumption.

A Hotelling model is used to differentiate users’ utility from either publisher website.
Publisher website one is located at location 0, and publisher website two is located at 1, with fit
cost of t. Users are uniformly located between locations 0 and 1. If a user at location y decides to

go with publisher website 1, her utility is modeled as:
Ui(y) =uy — ty, u; =X —Npv— Py, (3.1)

where Np, is the number of third parties on the publisher website 1, Py, is the price of using
publisher website 1. v is user’s disutility from each third party, or user’s sensitivity to privacy
violations. From now on, we call this parameter user privacy concerns. The argument ty is the
user fit cost to use publisher website 1. Similarly, utility of user for the second publisher website

1S:
U, (y) = up —t(1 —y), U, = X — Np,v — Py, (3.2)

where Np, and Py, are the number of third parties on the publisher website 2 and the price of
using publisher website 2, respectively. Users will choose the publisher website that yields
higher utility. Thus, using the two utility functions, the location of the indifferent user between

two publisher websites, J can be calculated as:

t+(ND2_ND1) v+ (PWZ_PW1)
2t

U —ty=u —t(l-y)=>9= (3.3)

Assuming that the total number of potential users in the market is My, the number of users

for each publisher website i, Ny, is calculated as:
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t+(ND_i_NDi) v+ (PW_i_PWi)

Ny, = My 2t

>0 (3.4)

We assume that the third party pays per user royalties Ry, to each publisher website i that
they participate in. This is especially the case for the advertising and lead generation third
parties, which pay the publisher website per impression or per click on ads, and this is directly
correlated with the number of users on the publisher website. The business model of the third
party is a form of revenue sharing, where the third party generates revenue from the service
and/or lead generation on the website, and then shares some of their profit with the website. Per
user royalty, or simply royalty, is set by the publisher website as a decision variable. While in
practice royalties may be set by the third party, here we consider the case where the website sets
the royalty. Doing so enables us to analyze and provide insights on how the publisher website
balances the needs of users and third parties. The publisher website controls the number of third
parties, and thus the total effect of user privacy concerns in their utility, by setting royalties. For

a third party with the fixed cost of ¢, the profit from each publisher website i is calculated as:
Ip,(¢) = Ny, Rp — Ny, Ry, — @ = Ny, (Rp —Rw,) — ¢ (3.5)

where Rj is the net revenue that the third parties can obtain from each user’s information, or
simply third party revenue from user information. Third parties have a fixed cost for their
operations, which is assumed to be uniformly distributed over [0, ®@]. The fixed cost of a third
party that is indifferent between joining or not joining a publisher website i is characterized by

@, = Ny, (Rp — Ry,). The third parties having ¢ < @, will join the publisher website i. The

ratio of third parties that will provide the service to publisher website i is calculated as %.
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Assuming that there are overall M, number of potential third parties in the market, the number of

third parties that will join the publisher website i, N, is calculated as:

Ny; Rp—Rw,) >

Np, = Mp———">0 (3.6)

For the number of third parties to be positive, we need to have R, — Ry, = 0, Vi =12.

This is the third party participation constraint.

It can be seen that cross-sided network effects are present among the number of users and
number of third parties. However, the network effects are not positive in both ways as we see in
the majority of two-sided market literature. Instead, the externalities are positive in one direction
(users to third parties) and negative in the other (third parties to users). In other words, third
parties prefer a higher number of users, but users prefer a lower number of third parties. The
duopolistic publisher website benefits from both, as they provide revenue for the publisher

website.

Solving for Ny, and Np, in (3.4) and (3.6), we can calculate the number of users and third

parties for each publisher website i as:

v Ot +@(Pw_,~Pw)+ MyMpv (Rp—Rw _))
Ue = U 20t +MyMpv((Rp—Rw)+(Rp—Rw _,))

Vi=1,2 (3.7)

My(Rp—Rw ) (Pt +P(Pw_,—Pw )+ MyMpv (Rp—Rw_}))
P29t +MyMpv((Rp—Rw)+(Rp—Rw_))))

NDi = MD VL = 1,2 (3.8)

As stated earlier, the publisher websites decide on subscription price and royalties. Profit

for each publisher website i is calculated as:

HWi = NUiPWi + NDi NUi RWi Vi = 1,2 (39)
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Note that in this setting, the publisher website generates revenue from only two sources:
users paying a price in exchange for access to the website, and third parties paying a royalty in
return for user information. In reality, the website can also generate revenue from third parties
without providing them with user information. An example for this is advertising where third
parties only have access to information regarding the content of the publisher website, and not
the users themselves. While this additional revenue source can be easily added to the model, we
do not consider this for three reasons. First, the focus of this chapter is mainly on the privacy
tradeoft that the users make by going to websites with third parties who collect information
about users. Second, our experiments on the publisher websites (in Section 3.6) show that
publisher websites predominantly provide third parties with user information. Third, a model
with added revenue from third parties that do not collect user information (e.g., traditional
advertising) provides the same major insights as the model without such added revenue, and

therefore we omit these third parties for parsimony.

By substituting for Ny, and Np, from (3.7) and (3.8) in the publisher website profit
equation (3.9) we obtain the formula for publisher website profit. Each publisher website decides
on its royalty and price, independently of the other publisher website. Using the first and second
order conditions, we can calculate the optimal royalties and price of each publisher website, as is
given in Lemma 3.1. In this case, the two firms set symmetric prices and royalties. The proofs
for lemmas and propositions are provided in Appendix 3.1. We note from the discussion above
and the discussion in Appendix 3.1 that our assumptions include that the publisher website profit
is continuous and twice differentiable with respect to website price and royalties, there is a
maximum profit (the profit function is concave with respect to both subscription price and

royalties), and there exists a positive number of users and third parties.
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Lemma 3.1 In equilibrium, the duopolistic publisher websites choose the following symmetric

royalties and publisher website prices

__ Rptv
T2

Vi=1,2 (3.10)

__ 4 ®t-MpMy(Rp—v)?
- 40

=0 Vi=1,2 (3.11)

In order to have positive prices, we need to have 4® t — Mp M, (R, — v)? > 0. Using
Lemma 3.1, Proposition 3.1 provides the effect of model parameters on the decision variables of

the publisher websites.

Proposition 3.1 The optimal publisher website royalty (Ry,”) and optimal publisher website

price (Py,”) in equilibrium satisfy the following:

(i) Ry " increases with user privacy concerns (v) and third party revenue from user information

(Rp).

(ii) Py, increases with user privacy concerns (v) and publisher website differentiation (t). Py,”
decreases with third party revenue from user information (Rp), total number of potential users

(My), and total number of potential third parties (Mp).

Proposition 3.1 provides several important insights. As seen in part (i), when users’
privacy concerns are high, publisher websites set a high royalty price resulting in decreased third
party participation and user information sharing. The royalty price, in this sense, is a lever for
the publisher websites to manage the number of third parties. For a publisher website whose
users are more concerned about their privacy, or who have sensitive information, the publisher

website reduces the amount of privacy violation through increase in royalties. This demand
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control mechanism can be observed when publisher websites charge higher prices for presenting

fewer ads (Moss 2014).

On the other hand, when the revenue that the third party can make from user information
increases, the third parties will be willing to pay more royalty to participate on the website. For
example, the expected value of a purchase referral for an automobile sale increases when the
purchase intent certainty is higher. When a user searches on publisher websites such as
Edmunds.com, it is a very good indication that the user is on the market for an automobile, and
the publisher website can charge the third party a high price for this lead generation. This lead
generation phenomenon can also be observed in advertising keyword pricing such as Google’s
AdWords, where insurance, loans, and mortgage keyword searches demand high prices

(Wordstream 2011).

From part (ii), we observe that the publisher websites increase the price as users’ privacy
concerns increase. The reason for this is that as we see in part (i), an increase in user privacy
concerns will cause the publisher website to reduce third party usage through increased royalties.
This causes fewer third parties to participate on the website (as is shown in Proposition 3.2). On
the other hand, because of the lower number of third parties participating on the publisher
website, users enjoy higher utility and thus have a higher willingness to pay. So the publisher
website can increase its subscription price. This describes a natural phenomenon wherein if the
publisher website cannot make profit from third parties, it needs to increase the user subscription
price, which reduces the publisher website’s user base. This can be seen with publisher websites
that require a payment in order to remove advertisement from their page. For example, The
Washington Post, Forbes, and Wired Magazine ask users who use ad blockers to either pay a

certain fee or subscribe in order to be able to use the websites’ services (Barr 2016). This can
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also be construed as the fee for not having user’s information shared with advertising third

parties.

The price also increases with publisher website differentiation (measure by Hotelling’s fit
parameter, t). This is intuitive, because as the differentiation increases, publisher websites move
towards monopolies, and can charge higher prices from the users. The implication of this is that
when publisher websites operate in markets without real competitors, they can set high user
subscription prices. As the market expands and new competitors enter the market, the business
model of the publisher website transforms to no-fee subscription, and it focuses on revenue from

the third parties.

The publisher website’s optimal user subscription price will decrease if the third party’s
revenue from users increases. In this case, the third party can obtain higher revenue from user
information, thus the third party is willing to pay higher royalties to the publisher website. At
the same time, more users are willing to use the publisher website if the price is lower.
Essentially, the publisher website increases user participation by dropping its prices, and
monetizes the users through third parties. The example of valuable advertising keywords
(Wordstream 2011) applies to this case as well, where high expected value of user information,

may enable publisher website to forgo the subscription fee, for higher returns from the third

party.

The effect of dropping the price of one side to monetize the other side is previously seen in
two-sided market models where positive network effects are present among both sides, and is

known as cross-sided network effect (Eisenmann et al. 2006). Here, we find that the effect is
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also present in a two-sided market model with both positive and negative cross-sided network

effects.

The publisher website price decreases with the total number of potential users in the
market. Based on this, we expect that publisher websites with a specialized and small user base
would set high subscription prices. In contrast, publisher websites with more generalized appeal
and larger audiences would set low (or zero) subscription price, and rely on lead generation and

revenue from third parties instead. Figure 3.2 summarizes the findings in Proposition 3.1.

User privacy concerns (v)

Optimal publisher website
royalty (Ry")

Third-party revenue from
user information ( Ry )

Website differentiation (f)
Optimal publisher website
price (£5")

Total number of potential
users in the market (M)

Total number of potential
third-parties in the market
(Mp)

Figure 3.2. Effect of Model Parameters on Optimal Publisher Website Decision Variables

3.3.1.1 Number of Third Parties

By substituting the optimal formula for Ry, and Py,* from Lemma 3.1 into equations (3.7) and
(3.8), optimal number of users and third parties on publisher websites can be obtained. For the
number of users, the assumption is that the market is covered, and each user in the market is

served by exactly one of the two publisher websites. Thus, the sum of number of users on two
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publisher websites is equal to the total number of users, that is', Ny,* + Ny_,* = My, and we

have:
NUi* = NU .* = NU* = (312)

On the other hand, third parties can participate in none, one, or both websites. The

following proposition provides the effect of model parameters on the number of third parties.

Proposition 3.2 The optimal number of third parties on publisher website i, NDi* is calculated

as follows:

Np,' = Np_' = Np" = Mp B2 > g, (3.13)

The following results hold for the optimal number of third parties on the publisher website:

Ny" decreases with users’ privacy concerns (v) and maximum third party fixed cost (®), while it
increases with third party revenue from users (Rp), the total number of potential users in the

market (My), and the total number of potential third parties in the market (Mp).

Note that in (3.13) we assume that R, — v > 0, and we further assume that R, — v > 0, so
that there are positive number of third parties present on the publisher website. Additional third
parties pose risks to user privacy being violated and user information being misused. Thus,
publisher websites that deal with sensitive user information would tend to do most of their

operations themselves, rather than engaging third parties. We would expect publisher websites

! The subscript notation i and —i for NUl.* and Nu_i* where —i is read as “not i can also be interpreted as i = 1 and
—i = 2. We utilize the current to maintain consistency with prior literature.
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dealing with sensitive content to work with substantially fewer third parties. Figure 3.3

summarizes findings in Proposition 3.2.

User privacy concerns (v)

Third party revenue from

user information ( 8y) +

- Optimal number of third parties
Maximum third party fixed on publisher website ( V")
cost (P)

+
Total number of potential + Optimal number of users on
users in the market (M) publisher website (N ;")

+

Total number of potential
third parties in the market
(Mp)

Figure 3.3. Effect of Model Parameter on Optimal Number of Users and Third Parties

3.4 Results and Analysis

3.4.1 Effect of User Privacy Concerns on Stakeholders

In this section we discuss how the model parameters affect the third party usage behavior.
Proposition 3.3 examines the effect of privacy concerns on publisher websites, users, and third
parties. An extension of this proposition which considers the effect of other model parameters on

stakeholders is provided in the Appendix 3.2.

Proposition 3.3 In equilibrium, the duopolistic publisher websites set the optimal royalty (Ry,”)
and optimal price, (Py,") so as to maximize their profit, which yields optimal publisher website

profit (TIly,"), user surplus (Zy"), and third party surplus (Zp") as follows:
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_ My(B8dt—-MyMp(Rp—3v)(Rp—v))

My =My " =" o (3.14)

7y = cD(4X—5t)+MU1\:[‘)b(RD—ZU)(RD—U) (3.15)
« _ My?

Zy" =2 (R )’ (310

The following holds for optimal publisher website profit (Iy,"), user surplus (Zy"), and third

party surplus (Zp ")

. 2 . . . . .
(i) When v < ERD profit for each publisher website (Il ) increases with user privacy concern

2 . . .
(v) and when ERD < v < Ry, it decreases with user privacy concern (v).
.. 3 * . . 3
(ii) When v < ZRD user surplus (Zy") decreases with user privacy concern (v) and when ZRD <
v < Ry it increases with user privacy concern (v).
(iii) Third party surplus (Zp") decreases with user privacy concern (v).

Figure 3.4 provides the effect of model parameters on the stakeholders.

Optimal publisher website profit ( IIy")

o
M\

User privacy concerns (v) - then + Total user surplus (Z,." )

Total third-party surplus ( Z," )

Figure 3.4. Effect of User Privacy Concerns on Stakeholders
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Part (i) of the Proposition 3.3 provides that when the privacy concerns of users are
relatively small (relative to the revenue that third parties make from user information), then
publisher website profits increase as user privacy concerns increase. However, above a
threshold, the profit decreases with increase in privacy concern. This implies that it is beneficial
for the publisher website to have users with a moderate amount of privacy concerns. When user
privacy concerns are too high, then the publisher website may not have the option of selling user
information to the third parties, due to possible backlash from users. For example, Quintin
(2015) reported that Healthcare.gov shared very personal information such as user “zip code,
income level, smoking status, pregnancy status and more.” When this was uncovered and
published by a privacy watchdog, there was a backlash from users who demanded that the
practice be stopped, and Healthcare.gov quickly discontinued the user information sharing. On
the other hand, when user privacy concerns are on the low side, then users may not be willing to
pay for publisher website subscription fees. From (ii) it can be seen that when user privacy
concerns are relatively low, then the user surplus actually decreases with privacy concerns.
However, when user privacy concerns are relatively high, then it is beneficial for users to have
higher privacy concerns. In other words, the user surplus is convex with respect to user privacy
concerns. The implication of this finding is that it is best for users if their privacy concerns are
either very low, or very high. The results from (77i) is intuitive, as the third parties utilize user
information, and if the users are concerned about this, the publisher website’s response would be

to cut the third party usage, and this would hurt the third parties.

3.4.2 Asymmetry in User Privacy Concerns
Until now, we have considered symmetric publisher websites. In reality, publisher websites may

face different user privacy concerns, perhaps as a result of differing brand reputations or
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sensitivity of user information. In this section we numerically examine the asymmetric version
of the base model with respect to privacy concerns. The details of the asymmetric model are
provided in Appendix 3.3. We assume that the privacy concern for publisher websites 1 and 2
are v; and v,, respectively. Here, we analyze the effect of changes in one publisher website’s
user privacy concerns on royalties and prices, the number of users, the number of third parties,
and profit for each publisher website. We analyze these for a numerical example in Figure 3.5,
where the privacy concern for publisher website 1 varies over the range 1 to 9, while the privacy

concern for publisher website 2 is held constant at v,= 4.

As shown in Figure 3.5.a, the publisher website 1’s royalty increases as privacy concerns
of their users increase, but is unchanged for publisher website 2. Figure 3.5.b provides that
publisher website price is a non-linear combination of both websites’ user privacy concerns.
Publisher website 1 will charge higher prices as user privacy concerns increase. Changes in
publisher website 1°s user privacy concern also affects publisher website 2’s prices, as publisher
website 2’s price initially increases and then decreases as website 1°s user privacy concerns

increase.

As seen in Figures 3.5.c and 3.5.d, the optimal number of users and third parties declines
for publisher website 1 and increases for publisher website 2 over the entire test range. The
combined effect of changes in both price and quantity is illustrated in publisher website profit, as
presented in Figure 3.5.e. When website 1’s user privacy concerns increase, its profit declines.
However, publisher website 2’s profits are also impacted by increases in website 1°s user privacy

concerns, as their profits initially increase, and then decrease.
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Vi

a) Optimal publisher website royalties

¢) Optimal number of users

j

e) Optimal publisher website profits

Vi

b) Optimal publisher website prices

4!

d) Optimal number of third parties

Publisher Website 1

Publisher Website 2

Figure 3.5. Effect of Changes in v; when v, = 4 on the Two Publisher Websites

Sufficiently asymmetric user privacy concerns result in two different business models for

the publisher websites. When website 1’s user privacy concerns are high, publisher website 1

has a smaller niche market of customers willing to pay high publisher website prices in exchange



for privacy protection. Publisher website 2, which faces relatively lower user privacy concerns,
has a larger mass market of customers who are willing to have their privacy violated in exchange
for lower publisher website prices. The key insight is that different user privacy concerns faced
by firms cause different business models to be adopted. In this sense, business model adoption
can be seen, at least in part, as a reaction to the user privacy concerns each firm faces in the

environment.

3.4.3 Effect of User Privacy Concerns on Third Party Market Concentration

Regulators are concerned about high industry concentration within third parties, especially with
respect to concentrated user information and the possibility of re-identification. In a similar
situation of concentrated user information, although in a different context, the Office of the
Privacy Commissioner of Canada (OPC) ruled that Bell Canada’s tracking of users’ smartphone
activity on an opt-out basis, rather than on an opt-in basis, was a violation of users’ privacy due
to inadequate consent (Dobby 2015). We can see from the Bell Canada case that high industry
concentration of users’ information, especially without their knowledge or adequate consent,
would be of great concern to regulators and privacy watchdogs. A more comprehensive user
profile is more valuable in terms of the potential to exploit users through the publisher website’s
improved ability to re-identify users and combine user information. Thus, higher industry
concentration as a result of user information being sent to a few third parties from many
publisher websites, constitutes a serious privacy concern. In this section, we analyze the effect of

privacy concerns on third party market concentration.

In studying the third party market concentration, we consider two cases: 1. third parties
with homogenous shares of the market, and 2. third parties with non-homogenous shares of the

market. We use the Herfindahl-Hirschman Index (HHI) as a recognized measure for market
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concentration. Here, we report only the main result of the analysis, and the details of the
calculations are provided in Appendix 3.4. We find that for the homogeneous market share case,
the market concentration increases with user privacy concerns. We also find that higher barriers
to entry, such as an increase in the minimum allowable privacy and security level of the third

parties, will also result in fewer third parties (by definition) and higher industry concentration.

Next, we reconsider the asymmetric model described in Section 3.4.2, where user privacy
concerns for the two websites are not necessarily equal. We use the number of third parties on
the two publisher websites to calculate the third party market shares. In analyzing the findings in
Appendix 3.4, we note that the HHI in the non-homogeneous case is affected by two factors.
First, HHI depends on the number of third parties, consistent with the homogenous case. As it
can be seen from Figure 3.5.d in the previous section, the net effect of an increase in publisher
website 1’s user privacy concerns is that the total number of third parties decrease, and thus the
HHI would increase as website 1’s user privacy concerns increase. Second, HHI also depends on
the market share of third parties, and this is impacted by the differences in the number of
websites that each third party serves. We find that the HHI is maximized when the number of

third parties on two websites are slightly different.

3.4.4 Implications for Policymakers: Taxation

In this section we consider the effect of regulatory organizations that can force taxes on users or
third parties. We consider symmetric taxes, that is royalty and price taxes that are the equal for
both publisher websites. We model this by performing the following transformations in the base
model. The changes are made to the user utility equations (3.1) and (3.2) and third party profit
equation (3.5), but not to the publisher profit equation (3.9). Taxes on royalties and on prices are

shown by Ty, and Tp,,, respectively.
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Ry, = Ry, (1 + Tg,), Vi=1,2 1< Ty, <1 (3.18)

The taxation can represent risk reserves that might be set by policymakers to be used in the
case of an adverse incident, or can be seen as setting standards on information handling that
might make the transactions harder and more costly. The taxations can also take negative values,
meaning that the policymaker can take action to make the processes easier or less costly through
subsidies. Lemma 3.2 provides the optimal publisher website royalty and price when these

taxations are included in the base model.

Lemma 3.2 When taxations are possible, the publisher websites in duopoly choose the following

royalties and publisher website price in equilibrium.

Rp(1+T +v(1+T
_ _ _Rp(+4Tpy)+v(1+TRy,) >0 (3.19)
-t 2(1+TPW+TRW+TPWTRW)

_ 4®t(1+Tpy,, ) (1+TRy,,)~MpMy(Rp(1+Tp,)~v(1+TRy,))?
4¢(1+TPW)2(1+TRW)

>0 (3.20)

The proof for this Lemma follows the proof for Lemma 3.1, and by making transformation
(3.17) in user utility equations (3.1) and (3.2), and transformation (3.18) in third party profit
equation (3.5). Using Lemma 3.2, Propositions 3.4 provides the effect of taxations on the

publisher website decision variables of optimal publisher website royalty and price.
Proposition 3.4

(i) The optimal royalty price (Ry,") decreases with taxation on third party royalties (Tg,,) and

publisher website price (Tp,,).
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(ii) The optimal publisher website price (Py,) increases with taxation on third party royalties

(Tr,,) and decreases with taxation on publisher website price (Tp,,).

Proposition 3.4 yields several interesting insights. The publisher website will decrease the
royalty price as a response to taxation on user revenues. The intuition for this is that taxation on
the subscription price will reduce the number of users on the publisher website. In order to
maximize profit, the publisher website increases number of third parties on the publisher website
by reducing the royalties, and this increases the publisher website’s profit from third parties.
Similarly, the publisher website will decrease the royalty price as a result of taxation on third
party revenues. Due to reduced third party interest because of taxation, publisher website
increases third party incentives to join the publisher website by decreasing the royalties. The
publisher website tries to regain the lost demand due to taxation on user revenues through user
price reductions. However, the publisher website will increase price as taxation on third parties
increases. This is because taxation on third parties decreases the publisher website revenue from
third parties, and publisher website tries to replenish this by increasing the user price. Figure 3.6

provides the effect of taxations on optimal publisher website royalty and price.

Taxation on royalties (Tp_ ) ) Optimal publisher website
+ royalty (Ry")
Taxation on prices (75, ) - Optimal publisher website
price (Py")

Figure 3.6. Effect of Taxations on Optimal Publisher Website Decision Variables

We next study the effect of taxations on website profit, user surplus, and third party surplus

in Propositions 3.5 and 3.6.
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Proposition 3.5 When the publisher website chooses royalty (Ry,") and the optimal publisher

website price (Py,") so as to maximize profit, then:

. Rp 1+Tp . . . . . .
(i) When v < NG 1+TR;/V publisher website profit (Ily,") increases with taxation on royalties (T R/

Rp 1+Tp
and when = —%

Vi 1+Th, < v < 1it decreases with taxation on royalties (Tg,,).

.. Rp 1+TPW * . . .
(ii) When v < V2 1+Th, user surplus (Zy") decreases with taxation on royalties (Ty,,), and when

Rp 1*Tey

Vi 1iTn, < v < 1itincreases with taxation on royalties (Tg,,).

(iii) Total third party surplus (Z,,") decreases with taxation on royalties (T, Ry/-

It can be seen from (i) that the taxation on royalties can increase or decrease the publisher
website profit and user surplus, and this depends on the privacy concerns of the users. When
users are not very concerned about their privacy, taxation can improve publisher website profit.
However, if users are concerned about their privacy, then taxation would decrease publisher

website profit.

The effect of taxation on users is the opposite of its effect on the publisher websites.
Taxation is beneficial for users with high privacy concerns, and is detrimental for users with low
privacy concerns. Moreover, there is no range for privacy concerns in which the taxation on
royalties can increase both publisher website profit and user surplus. Thus the regulator needs to
decide which player they want to benefit, and what is the cost of doing that on the other player.

Taxation on royalties always decreases the third party surplus.
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Proposition 3.6 When the publisher website chooses royalty (Ry,") and the optimal publisher

website price (Py,") so as to maximize profit, then:

(i) Publisher website profit (Il,*) decreases with taxation on price (Tp,,).

.. Rp 1+Tp . . . .
(ii) When v < le) o7 ©user surplus (Zy") increases with taxation on price (Tp,,), and when
Ry

Rp 1 Tey

Vi 1t7r,, < v < 1it decreases with taxation on price (Tp,,).

(iii) Total third party surplus (Zy,") increases with taxation on price (T Pu/-

It can be seen that the price taxation decreases publisher website profit. Interestingly, price
taxation can either increase or decrease user surplus. It increases user surplus when user privacy
concerns are low, and it increases user surplus when user privacy concerns are high. Thus while
taxation on price does not benefit the publisher website, it does benefit users when their privacy
concerns are low. Therefore, price taxation is a viable tool for benefiting the users when their

privacy concerns are relatively low.

Figure 3.7 provides the summary of results from propositions 3.5 and 3.6.

Optimal website profit ( IT;")

Taxation on royalties (Tz, )

Total user surplus (Z;.")

Taxation on prices (77, )

Total third-party surplus (Z")

Figure 3.7. Effect of Taxations on Stakeholders
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3.4.5 Implications for Policymakers: Collusion on Royalties

In this section we study the effect of collusion among publisher websites on the stakeholders.
When firms collude in order to increase profits, they can set royalties and prices other than their
equilibrium values. Since the duopoly market is covered in our model, analyzing collusion in
prices does not provide interesting insights, and here we only study the effect of collusion in

terms of royalties.

In order to analyze the effect of setting royalties other than their equilibrium values, we
analyze the profits that publisher websites can obtain with and without collusion. For the case
when collusion is not possible, we consider that publisher websites set royalties to its equilibrium
value. For the case of collusion, we consider both publisher websites can collaboratively decide
on the royalties. The details of the calculations are provided in Appendix 3.5. The profit curves
for the publisher websites with respect to royalties with and without collusion for a numerical

example are provided in Figure 3.8.

.........................................................

Profit with collusion
----- Profit without collusion

Figure 3.8. Publisher Website Profit with and without Collusion with respect to Royalties

The dashed line is the profit for publisher websites, when one of the publisher websites

sets the equilibrium royalties, Rwg,. and the other publisher website sets royalties to Ry,. The
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profit in this case is maximized at the equilibrium point, RWEq_- However, if the publisher

websites can collude and set identical royalty Ry, then they will decrease their royalty to Ry,

where both firms make higher profits (I, ) than the equilibrium profit (11, ). It can
Rweor, fWq,

analytically be shown that these results hold irrespective of the parameters (refer to Appendix

3.5). In other words, the following hold:
Rwgy > Rwey, (3.21)

My, <y

Eq. RWCol.

(3.22)

Ry

The collusion among publisher websites results in lower royalties overall, and thus is also
beneficial for the third parties. This collusion however, is not beneficial for the users, as they will
be exposed to more third parties due to decrease in Ryy,. Intuition behind this can be explained as
follows. The competition among the two publisher websites for attracting users, drives them to
increase the royalties, as increasing royalties benefits user utility through reduced number of
third parties (and hence lower privacy concerns for users). If both publisher websites can
simultaneously reduce royalties through regulation or collusion (which simultaneously reduces
user utility), then publisher website profits can be maximized and third party surplus will
increase. The role of a regulatory organization who is interested in increasing user surplus would
be to prevent such collusion, possibly by setting minimum required royalties. Note that this
regulatory mechanism behaves differently than royalty taxation in terms of the effects on

publisher website profit, third party surplus, and user surplus.
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3.5 Robustness Check
In this section, we test the robustness of the model that was presented in the chapter. We
compare the base duopoly model to a duopoly model with a nonlinear utility function for users,

and to a monopoly version of the model.

3.5.1 Duopoly Model with Nonlinear Utility Functions
Here, we test a non-linear utility function for users, and transform the user utility functions (3.1)

and (3.2) as follows:
U,(y) = uy — ty, u; =X —Np,>v— Py, (3.23)
U,(y) = up —t(1—y), U, =X—ND2217_PW2 (3.24)

This is the case when the users get quadratic disutility from presence of third parties on the
publisher website. Solving the problem with nonlinear utility function is not tractable, however,
it can be solved numerically. We use numerical analysis to test if the main results that were
derived from the duopoly model hold for this model as well. We report the key results from the
analysis, and provide the details of the numerical results in Appendix 3.6. We find that the
publisher website decision variables of royalties and prices in the model with nonlinear utility
behave similarly to the base model. Specifically, the optimal publisher website royalties increase
with user privacy concerns and third party revenue from user information, and the optimal
publisher website prices increase with user privacy concerns and decrease with third party
revenue from user information. Similar to the base model, the number of third parties decreases

with user privacy concerns and increases with third party revenue from user information.
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The two models however, differ in terms of the effects on publisher website profit, and
user and third party surplus. Generally, the two models yield similar results for the higher range
of user privacy concerns, however the nonlinear model does not account for the effects on

publisher website profit and user surplus for small values of user privacy concerns.

Overall, we conclude that the base model is robust, in that the main findings are unchanged

when modeling with a nonlinear utility function.

3.5.2 Monopoly Model

We have also compared the monopoly and duopoly cases. In the monopoly, there is no
Hotelling’s fit cost (t), instead, the users are differentiated based on their intrinsic utility for the
publisher website, x, assumed to be uniformly distributed between 0 and X. The details of the
monopoly and its comparison with duopoly are provided in Appendix 3.7. Comparing the
monopoly model to the duopoly, we find that the decision-making behavior of the publisher
websites in both models are similar, in that the effect of user privacy concerns on the royalties
and prices are similar to the base model. Number of third parties on the publisher websites also
behave similar to the duopoly model. For the number of users, while in the duopoly the market is
covered, it may not be covered in the monopoly, and thus the results differ. The duopoly model

enables us to study the effect of competition through the Hotelling’s fit cost parameter.

The results on publisher website profit, user surplus, and third party surplus between
duopoly and monopoly models are different, yet consistent in behavior. Similar to what we saw
with the model with nonlinear utility function, the monopoly model does not account for effects

on publisher website profit and user surplus for small values of user privacy concerns.
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3.6 Empirical Analysis

We find partial support for the proposed model by empirically examining the number of third
parties utilized by different categories of publisher websites, as well as the industry concentration
of third parties. We carry out an exploratory validation study on the 100 most-visited publisher
websites from each of seven different subject categories (news, arts, shopping, kids and teens,
health, business, and adult) for a total of 700 publisher websites. We record the third parties
utilized on each website. To better capture the structure of the third party industry, we profile the
third parties and divide them based on the industry sectors. The three industry sectors are
targeting/advertising (7/4, e.g. advertising presentation and analytics), functionality (F, e.g.,
password security, social media integration, video hosting, chat and forum services, and payment
services), and performance (P, e.g., backup service, publisher website security, and
responsiveness tools). Appendix 3.7 provides the details of empirical analysis and model

validation.

Many outcomes of the model are not empirically observable in our validation study. We
can, however, make predictions regarding user privacy concerns in different publisher website
subject categories, and observe and compare the number of third parties and industry
concentration among these categories. If the empirical study is consistent with our a priori
expectations from the model, then we can conclude that the model is partially validated. Figure

3.9 illustrates our expectations regarding empirical observations based on the analytic model.
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User privacy concerns (v) - Optimal number of third-
parties (No*) on website

Low third- High third-
party industry party industry
concentration concentration

Figure 3.9. Outline of Conjectures for Empirical Validation

Noting that information sensitivity and user privacy concerns likely vary among different
content subject categories, we expect the sharing behavior to differ for publisher websites with
different subject categories. Comparing the three industry sectors, we find that the number of
third parties used in the 7/4 industry sector to be significantly higher than both F and P. The F
sector has significantly higher sharing than P in 3 out of the 7 subject categories, and overall.
The 7/4, F, and P sectors comprise 60, 20, and 15% of all third party connections. Thus, sharing
across different third party sectors varies. The results suggest that user information is falling into
the hands of many companies who use the information for targeting, lead generation, and
advertising purposes, which provides credence to concerns raised in the literature (e.g.,

Krishnamurthy and Wills 2006, Mikians et al. 2012, and Valentino-DeVries et al. 2012).

In terms of publisher website subject categories, news is the category that shares with most
number of third parties. Note that while the publisher website’s business model is beyond the
scope of this study, it may also influence the use of third parties. In the case of news, the
industry has a history of revenues coming from both advertising and subscription fee business

models, and in many cases, publisher websites such as the Los Angeles Times and the New York
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Times employ a mixed, or freemium, model (e.g. 5 free articles per month for the Los Angeles
Times and 10 free articles per month for the New York Times). On the other hand, the adult
subject category has the least average sharing, followed by business and health for all three
industry sectors (7/4, F, and P). Specifically, health websites obtain sensitive information
(Quintin 2015), which is typically associated with higher privacy concern for users. These
observations support the findings of the model that predicts that sharing should be lower for
publisher website categories where users’ privacy concerns and information sensitivity are

greater.

We also examine the third party market concentration using Herfindahl-Hirschman index
(HHI). We find that the 7/4 sector has the lowest HHI concentrations, followed by P, and then
by F for all subject categories analyzed separately. There are relatively fewer third parties in F
and P sectors, and analysis of the HHI values indicate that these industry sectors have higher
number of large dominant third parties. The market concentration results are also in tandem with
findings of the model, where categories with higher privacy concerns are found to have higher
HHI. We do not find evidence for the popularity of publisher websites (as measured by monthly

unique visitors) to have any significant effect on third party sharing.

The 7/A sector is clearly dominant in terms of number of third parties involved. One
reason behind this is that the information involved in 7/4 sector is perhaps less sensitive than the
F and P sectors. Publishers tend to stick with smaller number of third parties in the " and P
sectors. It is safe to assume that privacy concerns play an important role in the sharing behavior
within each sector. Another reason could be that more money is potentially available for 7/4

versus F and P.
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3.7 Conclusions and Directions for Future Research

In this chapter, we present a two-sided economic model to explain and analyze the decision-
making of publisher websites who must balance user pricing and privacy. The publisher website
needs to maintain their user base to increase profits. However, they have a secondary source of
profit from third parties. A publisher website must balance this with monetization through third
party information sharing and the subsequent personal privacy violations that result from this
sharing, along with the associated declines in the user base due to third party monetization, on
the other hand. The model describes how user privacy concerns drive publisher website
decision-making and third party market structures, with higher privacy concerns driving higher
industry concentration. We also explore the effect of competition and asymmetry among
publisher websites, and provide insights on the different publisher website business models that
arise. We also provide several policy and welfare implications, and analyze the effect of

regulatory decisions such as taxation and setting minimum royalties on the stakeholders.

This chapter makes several important contributions to our understanding of the publisher
website third party sharing problem. An important implication is that firms facing different user
privacy concerns can be driven to one of two business models: 1. Low publisher website price
and high user privacy violation for the firm facing low user privacy concerns, and 2. High
publisher website price and low user privacy violation for the firm facing high user privacy

concerns. Empirical results are consistent with this finding.

We also show how increased user privacy concerns decrease the number of third parties
utilized by publisher websites, and how this in turn can lead to substantially higher third party
industry concentration. These higher industry concentrations represent an irony with respect to

the impact of user privacy concerns on publisher website third party usage. When privacy
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concerns are relatively high, such as for the health and business categories, the publisher website
uses fewer third parties. This is shown to cause higher industry concentration among the third
parties. Thus, if a user visits multiple publisher websites in a category with high privacy
concerns, then the user’s data is more likely to be aggregated at these fewer number of third
parties. This concentration of information sharing constitutes a privacy threat in its own right,
due to concerns regarding re-identification and aggregation of data. We validate some key
outcomes of the model with an empirical validation study which confirms these key model

outcomes regarding user privacy concerns, third party utilization, and industry concentration.

In the empirical study, we find that user information is being shared extensively among
third parties by publisher websites, and the actual third party usage behavior is consistent with
the predictions of the model. Due to privacy concerns and potential for re-identification, the
extent of third party sharing is of strong interest to policy makers and regulatory organizations.
Also, from the publisher website administrator’s point of view, sharing generates ad revenue and
potentially better service. However, too much sharing will violate user privacy and reduces
usage. We see these market forces being reflected in sharing levels and industry concentration

measures between industry sectors and subject categories.

We examine the impact of two government taxation policies (taxation on royalty revenues
and taxation on subscription revenues), and find that the impacts of a sales tax on the activity
between the user and publisher website differ from a tax on the third party activity. Profit and
welfare impacts of these two taxation policies are examined. We find that the impact of such

actions, depend on the level of user privacy concerns, and the goal of the policy makers.
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We contribute to the two-sided market literature by considering the case where one side
has a negative cross-sided network effect. Traditionally, with the exception of Casadesus-
Masanell and Hervas-Drane (2015), cross-sided network effects are positive for both sides (e.g.,
Eisenmann et al. 2006, Rochet and Tirole 2003, Parker and Van Alstyne 2005, and Anderson et
al. 2013). In two-sided markets where cross-sided network effects are positive for both sides, a
common strategy is to drop the price to one side in order to monetize the other. We illustrate that
this strategy remains effective when one side has a negative cross-sided network effect as well.
In our problem, where users have negative cross-sided network effects from third parties, the
publisher website can decrease the revenue from users in order to monetize the third parties.
Conversely, the publisher website’s strategy could be to decrease the third party privacy

violations, which decreases the revenue from third parties, and increases the revenues from users.

There are several limitations to this research. Note that different business models may
dominate one publisher website category versus another. The concern is that differences in third
party sharing may be due to differing business models, rather than users’ privacy concerns
related to the nature of the publisher website subject. While we try to avoid this issue by
considering the decision-making only from the privacy point of view, focusing on both the
business model and privacy concern can be a good avenue for future research. We also recognize
the limitation in the exploratory validation study with respect to the business model issue. The
impact of business model design on third party utilization is beyond the scope of this study, and
thus our economic model is limited to the impact of privacy concerns on third party information

sharing.

In the case of advertising third parties, the third parties are often the ad serving companies

such as Google and Yahoo, and not the advertisers whose ad is being shown. So while the
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publisher websites do not select the advertisers, they select the third parties that manage these
ads. Our model does treat all third parties equally, but in reality not all third parties are identical
in their level of advertising or their amount of abuse of user privacy. Treating all third parties
identically is a simplification for the model, but we believe this simplification does not impair
the current analysis. The treatment of third parties as non-homogeneous remains a topic for

future research.

Additionally, this study only examines direct information sharing and selling. User data is
sold and resold, potentially making the problem much worse than what is modeled in this
chapter. Because we do not consider the interaction effect between third parties, our essay
represents a lower bound on the problem, with the likelihood that results found with the model
are understated. We leave the interaction among third parties for future research. Another
avenue for future research would be to consider third parties that provide some service to users,

and thus would actually increase user utility to some degree.
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CHAPTER 4

Use and Abuse of User Privacy Preferences: Experiments on

Effectiveness of Passive and Active Privacy Tools

4.1 Introduction

People spend a big portion of their time on the web. Some reports state that U.S. adults spend as
much as 18% of their daily time online, and this does not include the time spent with mobile
devices (eMarketer 2014). Websites provide a variety of information and services to their users
(or visitors). However, not all of the information and services are provided by the website itself,
but are instead outsourced to other “third party” entities. The third parties cover a wide variety of
services including advertising, providing content, hosting media, and providing security and
performance tools. The third parties gather user information from these websites. The scope of
collected information is not limited to browsing data; for example, Quintin (2015) finds that
Healthcare.gov, the U.S. governmental healthcare website, shared very sensitive user
information with multiple third parties, and Krishnamurthy et al. (2011) find that most of the

popular websites that have registered users leak sensitive user information to third parties.

To further aggravate the situation, there is evidence that user information sharing and
aggregation is increasing over time, causing these concerns to escalate. Krishnamurthy and Wills
(2009b) show in a longitudinal study that sharing and aggregation of user information has been
increasing over time. Discrimination is another concern of the user information leakage,
Mikians et al. (2012) and Valentino-DeVries et al. (2012) provide evidence for price and search

discrimination on the web. Authorities and policy makers such as Federal Trade Commission
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and the European Union are investigating these concerns and are looking for solutions (Mayer
and Mitchell 2012). However, the speed of technological advancements and the disparity and
span of the industry, makes it hard for such efforts to become effective. Moreover, while there is
some evidence for the ineffectiveness of self-regulation by publisher websites (Culnan 2000), it

is not clear if regulation can be more effective than self-regulation (Jamal et al. 2005).

An important question surrounding the privacy issues on the websites is whether or not
self-regulation is effective in moderating the third party usage and making websites respect user
privacy concerns, or if further regulation and intervention is required. More specifically, in this
chapter, we empirically examine the following question: What is the impact of passive privacy
tools such as “Do Not Track” (DNT) on third party usage? We will examine the impact on
sharing of DNT in comparison to the active privacy tool AdBlock Plus (ABP, adblockplus.org),

as well as the condition where the user is silent regarding privacy, which we call no restriction

(NR).

4.2 Literature Review

Despite the importance and the extent of the issue of information privacy in websites, the impact
of privacy tools on self-regulatory behavior has not received proper attention in the

literature. Pavlou (2011), Smith et al. (2011), and Bélanger and Crossler (2011) provide
comprehensive reviews of information privacy literature, as well as recommendations for future
research. There is some research on information privacy in the e-commerce environment and
user self-disclosure (Li 2012), but there is a gap in the literature on issues surrounding the use of

third parties by websites and how it may be impacted by privacy tools.
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Some literature has recently studied issues related to the use of third parties. Gopal et al.
(2014) provide an experimental study on the extent of third party usage among popular websites.
They examine the extent of third party usage and find that different categories of websites have
varying levels of third party usage. Gopal et al. (2015a) provide an economic model for
explaining and predicting the effect of user privacy concerns on the website’s decision to share

user information with third parties, and provide some policy-making and welfare analysis.

Within the literature on self-regulation of privacy in online settings, Jamal et al. (2005)
provides an empirical analysis of the state of online privacy in the UK and US. While the UK
imposes regulation on e-commerce privacy as opposed to the free market of the US, the authors
do not find significant differences between UK and US firm behaviour. Bowie and Jamal (2006)
study the privacy issues around e-commerce to analyze the state of self-regulation in the United
States, and compare it to the regulatory environment of the European Union (UK). They focus on
the privacy policies, disclosures, and effectiveness of opt-out mechanisms, and more specifically,
on the self-regulatory effectiveness of webseals. They find some evidence for the effectiveness
of webseals as a self-regulation mechanism. However, they conclude that some change is
required in the webseals in order for them to maintain their purpose. This chapter differs from
Jamal et al. (2005) and Bowie and Jamal (2006), in that we consider the privacy concerns as
evidenced by third party sharing rather than by violation of stated privacy policies. This chapter
is also a more general approach to online user privacy, as it considers a wide range of websites
(rather than e-commerce only). We consider what happens when a user initially visits a website,

rather than the self-disclosed information of registered users.
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4.3 Experimental Design and Data Description

In this section we present our experimental methods. The data is collected within the first three
seconds of visiting a website. The number of third parties, the number of cookies, and the
proportion of secure connections utilized by the website is collected. The presumption is that an
increase in the sharing intensity (e.g., sharing with more third parties and the use of more
cookies) is a direct measure of privacy violation. We use 7 out of 17 website subject categories
as identified by Alexa.com list of the top websites in each category, consistent with the pilot

study (Gopal et al. 2015b) for this chapter.

There is currently a significant global debate with respect to how best to honor users’
need for privacy (Electronic Frontier Foundation 2015). We study the effect of DNT requests on
third party sharing intensity. DNT is a simple mechanism in the HTTP language that sends a
request to the website to not track that user in that website or across other websites. DNT is
supported by most major browsers, and was initiated in late 2010. It is a passive tool available to
users, but the websites do not face regulatory pressure to obey these user-stated
preferences. Websites can respond to these requests in three different ways: decrease third party
usage, do nothing, or increase third party usage. We define active management as changing the
third party usage (either decrease or increase) in response to a DNT request. In order to better
understand the different responses that websites can have to the DNT requests, consider the

categorization in Figure 4.1.

Figure 4.1 presents a conceptual model of the amount of third party sharing and attitude
toward active management with respect to different DNT browser settings. On the left side of
the figure, the reduction of third parties in response to DNT request may be due to the website

respecting the user’s request. Alternatively, it may be the fact that the number of third parties is
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reduced, but more abusive third parties are used. The opposite can also occur as can be seen on
the right side of the figure. That is, while the number of third parties may decrease, this does not
essentially result in higher tracking of user information, as less abusive third parties may be
utilized. While we acknowledge these interesting nuances, we do not have access to the actual
information that is being shared with third parties, and the only available information is if a
connection was made with a third party, how many cookies were used, and the proportion of

secure connections.
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Sharing Intenslty
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Figure 4.1. Conceptual Model of Response to DNT Request

4.3.1 Experimental Setting

There is no regulation in Canada with respect to DNT, and thus Canada provides an appropriate
environment in which to conduct this study. We carried out the experiments on the 100 most-
visited publisher websites from each of the 7 subject categories of websites from Alexa website
rankings: Adult, Arts, Business, Health, Kids and Teens, News, and Shopping. These 7
categories were selected because they are expected to provide differences based on differing
users’ privacy concerns. The Alexa top 100 list was created in May 2014. The data collection

was conducted on January 30 and 31, 2016 as follows. An automated script orders the browser
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to go to the pages of all top 100 publisher websites in a single subject category, sequenced from
most visited to least. The pages are loaded one by one, and each page is visited for the page
loading time plus a 3 second wait. The connections that are made from each publisher website to
the third parties are collected using Lightbeam for Firefox (Windows). The cookies and history
are cleared at the start of the experiment for each subject category. ABP, an active privacy tool,
is used as a baseline measure to obtain the set of relatively safe and privacy-friendly third party

connections used by the website. The experiments are carried out in three scenarios:

1) without use of any privacy tools, which we call “no restriction” and label as NR;

2) having DNT enabled, labeled as DNT; and

3) having ABP enabled, labeled as ABP.

4.3.2 Measuring User Information Sharing

In this chapter, we are interested in analyzing the amount of user information being shared with
third parties. However, information sharing of user data is not directly observable. We use
several observable variables related to user information sharing to define factors (or components)
of user information sharing. In our data, we have access to four main variables linked to the user
information sharing for each website: number of third parties, number of cookies, number of
connections, and number of secure connections. Number of third parties is the number of
individual third parties that have been utilized by the website. Number of connections is the
number of links that the website has with all the third parties, and there may be more than one
connection to each third party. Number of cookies is the number of cookies that are placed on
the browser computer when a website is visited. Number of secure connections is a measure of

how many of the connections are secured using the https protocol. Instead of individually using
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the number of connections and number of secure connections, we create a composite variable by
combining these two variables as the proportion of secure connections to the total number of

connections.

We use factor analysis to generate factors that describe the user information sharing. First,
we normalize the data for each variable. Using the three variables, number of third parties,
number of cookies, and proportion of secure connections, we are able to find two components

that best describe the data. Table 4.1 provides the rotated components.

The first component (C1) is sharing intensity and focuses on the number of third parties
and number of cookies, while the second component (C2) is sharing security and gives most of
the weight to the proportion of secure connections. There is a small negative correlation between
the two components (-0.127). These two components account for approximately 90% of the

variance in the data (Table 4.2).

Table 4.1. Factor Analysis Components

Components | C1: Sharing C2: Sharing

Variables Intensity Security
Number of Third Parties 0.917 -0.053

Number of Cookies 0.916 -0.064

Proportion of Secure

, -0.064 0.998
Connections

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
Rotation converged in 3 iterations.

Table 4.2. Variance Explained by the Components

Total Variance Explained

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings

Component Total % ofWariance  Cumulative % Total % ofWariance  Cumulative % Total % of Variance  Cumulative %
C1 1.726 57.533 57.533 1.726 57.533 57.533 1.685 56.183 56.183
c2 862 32,077 89.611 862 32077 89.611 1.003 33428 89.611
Femainder el el 10.389 100.000

Extraction Method: Principal Component Analysis.
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In the component loadings, we disregard the loadings with magnitude of less than 0.1 for
simplicity. As a result, component 1 is a linear combination of normalized number of third
parties and normalized number of cookies with loadings of 0.917 and 0.916, respectively.
Component 1 describes the sharing intensity of the publisher website. For component two, we
round the loading to 1 for the proportion of secure connections, thus the second component is
simply the proportion of secure connections. Component 2 describes the sharing security.
Throughout this chapter, we use these two components, along with the number of third parties as

primary variables of interest for analysis.

4.4. Data Analysis and Results
In this section we report the results from the experiments. We use the data from the raw

variables as well as the components created in Section 4.3.2.

4.4.1 Differences in Sharing Behavior Between Subject Categories

The primary focus of our work is on analyzing sharing intensity (C1). Figure 4.2 provides the
average sharing intensity among different subject categories and their 95% intervals with no
restriction (NR). The significance of the differences under condition NR is provided in Table
4.3. The reported p-values are for two sided, two-sample t-tests of whether the sharing intensity
between category pairs are significantly different. Figure 4.2 and Table 4.3 illustrate that sharing
intensity is significantly higher in websites where we would expect there to be lower privacy
concerns (e.g., News websites would be expected to have lower user privacy concerns than Adult
websites). This provides an indication that the privacy concerns are effective in moderating the

sharing intensity, at least to a certain degree.
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Component 1: Sharing Intensity
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Figure 4.2. Average Sharing Intensity (C1) by Subject Category

Table 4.3. Statistical Comparison of Sharing Intensity (C1) between Subject Categories

. Kids and .
Arts Shopping Health | Business | Adult
Teens
News 0.001%* | D.000%* | 0.000%* | 0.000%* | 0.000%* | D.000%*
Arts 0.077% 0.109 0.006%* | 0.000%* | D.000**
Shopping D.548 0129 | 0.001** | 0.000**
Kids and Teens 0.331 | 0.038** | 0.000**
Health 0.203 0.000**
Business 0.000%*
*Significant at p=0.1, ** Significant at p=0.05

4.4.2 Sharing Intensity Differences Between Browsing Options

Here we analyze the differences in sharing intensity with different browsing options (NR, DNT,
and ABP). We presume that sharing using ABP is benevolent. Significant increases in sharing
intensity, comparing ABP to NR and DNT conditions, would indicate that users’ privacy is being
violated. Significant decreases in average sharing intensity would indicate that users’ privacy is,
on average, being respected more for a particular category. As shown in Table 4.4, the average
sharing increases in 5 of 7 categories when DNT is invoked, compared to NR. Only News
shows a significant increase in average sharing intensity at the 0.10 level. We also compare the
publisher websites’ sharing intensity before and after use of DNT and ABP through a paired t-

test. These results are provided in the third portion of Table 4.4. In the paired comparison of NR
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and DNT, the Kids and Teens category also shows significant difference, however, there is a

decrease in sharing intensity with DNT in this case.

Average sharing intensity is significantly higher for NR compared to ABP in 5 out of 7
categories considering the average sharing intensity, and in all 7 categories considering the
paired comparison. Comparing DNT to ABP, the results are the same except that Adult category
also significantly decreases the average sharing intensity with ABP. Thus, we can conclude that
in all categories, there is significantly higher sharing intensity for both NR and DNT compared to
ABP. Additionally, we observe that there are no significant changes in sharing intensity for any
category when comparing NR to DNT other than the News category, which experiences a

significant increase in sharing intensity with DNT.

Table 4.4. Statistical Comparison of Sharing Intensity (C1) within Subject Categories between

Website Browsing Options

] Kids and .
News Arts  (Shopping Health |Business| Adult
Teens
. NR 0.486 0.343 0.287 0.281 0.248 0.216 0.132
Average Sharing

Intensity DNT 0.570 0.345 0.289 0.265 0.240 0.218 0.137
ABP 0.246 0.202 0.247 0.160 0.172 0.186 0.107

P-Value for MR vs DNT | 0.0709* 0.963 0.941 0.675 0.780 0.945 0.786
Average MR vs ABP | 0.000%* | 0.000%* 0.055* 0.000** | 0.001** 0.121 0.108
Difference DNT vs ABP | 0.000%* | 0.000%* | 0.047** | 0.000%* | 0.002%* 0.121 0.071*

P-Value for MR vs DNT | 0.001%* 0.862 0.698 0.017** 0.145 0.862 0.349
Paired NRvs ABP | 0.000%* | 0.000** | 0.000** | 0.000%* | 0.000** | 0.000** | 0.002%*
Difference DNTvs ABP | 0.000%* | 0.000%* | 0.000"* | 0.000** | 0.000%* | 0.002** | 0.001**

* Significant at p=0.1, ** Significant at p=0.05

Next we examine pairwise differences between categories and between browsing
options. The change in average sharing intensity for the two browsing options are compared
between different categories. For example, the 0.006 value for the NR-ABP comparison

between Health and Business subject categories in Table 4.5 indicates that the reduction of
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sharing intensity using ABP as compared to NR in the Health subject category is significantly
different from reduction of sharing intensity using ABP as compared to NR in the Business
subject category. This analysis shows that the way in which websites react to ABP and DNT
varies across categories. In Table 4.5, we observe that 16 of 21 pairwise comparisons of NR
versus ABP are statistically different at the 0.05 level, and a 17th comparison is significantly
different at the 0.10 level. Comparing DNT to ABP, we observe that 15 of 21 pairwise
comparisons of DNT versus ABP are statistically different at the 0.05 level, and a 16th
comparison is significantly different at the 0.10 level. Comparing NR to DNT, we observe that 8
of 21 pairwise comparisons of NR versus DNT are statistically different at the 0.05 level, and a
9th comparison is significantly different at the 0.10 level. This analysis provides strong evidence
that subject categories, in pairwise comparisons with other subject categories, show different

reactions to ABP and DNT conditions.

Table 4.5. Statistical Comparison of Sharing Intensity (C1) Changes between Subject Categories

between Website Browsing Options

. Kids and .
Arts Shopping Health | Business | Adult
Teens
News 0.003** 0.002%* 0.000%** | D.000** 0.002* 0.003**
Arts 0990 0.158 0.418 0935 0.785
Shopping 0.027% | 0166 0.991 0.622
NR vs DNT [—;
Kids and Teens 0.342 0.117 0.015%%
Health 0.367 0.090*
Business 0.736
News 0.005%% | 0.0D0** | 0.001%* | 0.000%* | 0.000%* | 0.0D0**
Arts 0.000%* 0.534 0.013** | 0.000%* | D.000%*
Shopping 0.000%* | D.022** | 0.326 0.128
MR vs ABP [—
Kids and Teens 0.084% | 0.000%* | 0.000%*
Health 0.006%* 0.002%
Business 0.620
News 0.000%* | 0.000** | 0.000%* | 0.000%* | 0.000%* | 0.0D0**
Arts 0.000%* 0.212 0.003** | 0.000%* | 0.000%*
shopping 0.003* | 0061* | 0.401 0.277
DNT vs ABP |—
Kids and Teens 0.129 0.001** | 0.000%*
Health 0.025%* | D.014%*
Business 0.889
*Significant at p=0.1, ** Significant at p=0.05
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4.4.3 Effect of DNT on Sharing Behavior

Figure 4.3.a presents the proportion of websites each category that increase, decrease, or do not
change their third party usage when DNT is requested. An interesting observation is that when
users turn on the DNT feature, it does not always cause the websites to decrease their sharing. In
fact, websites with lower privacy concerned users such as News are much more likely to actually
increase the number of third parties when DNT is turned on. In fact, we find that in the News
category, 45% of the websites increase their number of third parties when DNT is turned on, but
63% decreased the number cookies, resulting in 31% of News websites increasing sharing
intensity, 64% decreasing it, and 5% with no change. Compare this to the Adult category where
only 6% of the websites increase their number of third parties when DNT is turned on and 84%
are unchanged, but 11% decreased the number cookies, 68% are unchanged and 21% increased
the number of cookies, resulting in 11% of Adult websites increasing sharing intensity, 23%

decreasing it, and 66% with no change.

One plausible reason for increases in sharing intensity is due to the signaling phenomenon:
website advertisers may be more interested in the users who are concerned about their privacy
and use DNT. Websites with more information sensitivity and higher privacy concerns generally
tend to not change their third party usage when DNT is requested. Figure 4.3.b provides the
changes in sharing intensity in websites that either increase or decrease their sharing intensity

with DNT. All of the reported changes are significant at the 0.001 significance level.
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Figure 4.3. Effect of DNT on Sharing Intensity by Subject Category

Next we examine the ratio of the websites that change the number of third parties in
response to a DNT request. We first examine the websites that experienced a net increase in
third party sharing. Figure 4.4.a breaks the ratio into two components: 1) the firms that both
added and dropped third parties in response to the DNT request, and 2) the firms that only added

third parties, but did not drop any third parties, in response to a DNT request.
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Figure 4.4. Different Behaviors among Websites with Respect to DNT

We contend that websites that only add third parties when given a DNT request are clearly

abusive toward users, and would clearly be characterized in Figure 4.1 as websites that “Exploit
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user DNT requests”. As shown in Figure 4.4, 26.3% of all News websites in the study only
added third parties when given a DNT request. The ratios for the other categories are 4.4% for
Health, 9.3% for Business, 14.3% for Shopping, 12.6% for Arts, 10.8% for Kids and Teens, and
2.2% for Adult. Thus, every category showed at least some amount of user abuse for DNT
requests. As shown in Figure 4.4.c, there are websites that decreased their sharing with third
parties when presented with a DNT request. In Figure 4.4.c, this seemingly benevolent behavior
is broken into 2 parts: websites that both add and delete third parties in response to a DNT
request, versus websites that only delete third parties from their original sharing list. The latter,
where the website strictly reduces the number of third parties, might be characterized as websites
that “respect user DNT requests” in Figure 4.1, especially if they also decreased the number of
cookies. In Table 4.6, we explore the differences seen in Figure 4.4.a. Note in Table 4.6 that
11.6% (78 out of 675 websites) were found to strictly add third parties in response to DNT. That
number was 26 out of 99 for News (26.3%). Table 4.6 illustrates that a substantial segment of
websites actually abuse user privacy by strictly increasing the number of third parties that
information is shared with when the user presents with a DNT request. Additionally, the
behavior of strictly increasing the number of third parties is clearly impacted by the subject

category.

With respect to abuse of user privacy, we are uncertain regarding websites that added some
third parties, yet removed more than they added. Websites that both add and remove third
parties may or may not be benevolent towards the users’ DNT request for privacy. In Table 4.7,
we further examine the magnitude of the addition and subtraction of third parties by websites
that have a net increase in the number of third parties. It can be seen in News, for example, that

the average number of third parties dropped was 1.13, compared to the 10.56 average number of
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third parties that were added. The 26 firms that only added third parties were clearly more
abusive with respect to privacy, but a strong argument can be made that all 45 News websites
that increased the number of third parties on average by a net of 9.42 were abusive toward
users. The maximum increase in the number of third parties was 62 new third parties when the
user presents with a passive DNT request, and the smallest maximum among all 7 categories is

15 new third parties.

Table 4.6. The Number of Websites that Added or Dropped Third Parties in Response to DNT

(Compared to NR) among Websites that Increased Number of Third Parties

Added Third Also Dropped Strictly Added
Parties Third Parties Third Parties
Mews 45 19 26
Arts 23 13 12
Shopping 18 4 14
Kids and Teens 13 3 10
Health 9 5 4
Business 13 3 10
Adult o] 4 2

Table 4.7. Increased Sharing for The Websites that Increase Number of Third Parties with DNT

Websites that Increase Number of Third Parties with DNT

Dropped Third Parties Added Third Parties Net Change
Count | Mean | Min Max STD | Count | Mean | Min Max STD | Count | Mean | Min Max STD
News 19 113 ] 13 264 45 10.568 1 60 1366 45 942 1 58 13.06
Arts 13 2.04 o 3 2.68 25 896 1 52 1319 25 592 1 45 11.36
shopping 4 0.83 o 5 1.65 13 5.00 1 20 594 13 417 1 20 538
Kids and Teens 3 092 o 8 229 13 3.38 1 15 3.86 13 2465 1 7 176
Health 5 100 0 4 132 9 556 1 18 554 9 456 1 18 564
Business 3 0.46 ] 4 113 13 731 1 62 16.67 13 6.85 1 62 16.76
Adult a4 3.50 0 11 476 6 617 1 15 6.49 6 2.67 1 7 225

4.4.4 Sharing Security

A priori, for sharing security, component C2, we expect to find significant differences between

subject categories based on the need for secure connections with third parties. Differences
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between subject categories stem from the different website business models. For example, a
bank, which falls under the Business category, will have very a secure website due to the
business model need to provide financial security. In contrast, News websites advertise heavily
but do not process credit card data. Thus, we would a priori expect a News website’s business
model to need less security than a Business or Shopping website. We pose the question “Do
subject categories that should have more security in fact have more security?” The answer is that

we find security needs seem to vary in response to apparent business model considerations.

Figure 4.5 presents the average sharing security values by website subject category along
with the 95% confidence intervals. Table 4.8 presents a statistical comparison of sharing security
between subject categories. As seen in Table 4.8, there are 8 pairwise comparisons where the
difference between the subject categories are statistically significant at the p=0.1 level, but the
remaining 13 pairwise comparisons are not significantly different from each other. Analyzing
Figure 4.5 and Table 4.8 in conjunction with each other, we can separate the subject categories
into three levels of sharing security. The highest security level includes Business and
Health. The middle security level includes two categories: Shopping, and Kids and Teens. The

lowest security level includes News, Arts, and Adult.

Component 2: Sharing Security

0.45

0.4

il

News Arts Shopping Kidsand  Health  Business Adult
Teens

a

Average Sharing Security

Figure 4.5. Average Sharing Security (C2) by Subject Category
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Table 4.8. Statistical Comparison of Sharing Security (C2) between Subject Categories

. Kids and .
Arts Shopping Health | Business | Adult
Teens
News 0.295 0.056% 0.050% 0.007*% | 0.001%* 0627
Arts 0.351 0.337 0.089*% 0.021%* 0.679
Shopping D.992 D.482 D.196 D.214
Kids and Teens 0481 0.193 0.203
Health 0.544 | 0.051%
Business 0.012%
* Significant at p=0.1, ** Significant at p=0.05

In Table 4.9, for the average sharing security, we observe that there are no statistically
significant differences in sharing security within any subject category due to the choice of
website browsing option (NR, DNT, or ABP). However, when comparing the differences in a
paired t-test, we find that ABP has significantly lower sharing security than both NR and DNT in
5 out of 7 categories. It seems that the list of third parties that are blocked by ABP, on average,
have a higher sharing security (use a higher proportion of secured connections) than the rest of
the websites. Therefore, when these third parties are blocked by ABP, the sharing security is
decreased. This effect cannot be observed through comparing the averages, due to the high
variations in the data. This analysis lends support to the idea that sharing security is driven by the
business model transactional needs of the website category, and is not driven by differing user
privacy concerns with respect to the subject area content. It is the need for security surrounding
the transactions performed on the website, such as executing credit card purchases versus reading
a news article, which we believe to be driving differences observed in website security behavior

between categories.
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Table 4.9. Statistical Comparison of Sharing Security (C2) within Subject Categories between

Website Browsing Options

. Kids and .
News Arts  (Shopping Health [Business| Adult
Teens
. NR 0.208 0.245 0.287 0.287 0.321 0.352 0.220
Average Sharing
Security DNT 0.216 0.250 0.288 0.284 0.311 0.362 0.217
ABP 0.185 0.231 0.277 0.266 0.299 0.358 0.227

P-Value for NR vs DNT 0.200 0.892 0.974 0.939 0.836 0.850 0.946
Average NR vs ABP 0.504 0.733 0.843 0.659 0.645 0.913 0.873
Difference DNTvs ABP| 0.363 0.637 0.822 0.715 0.797 0.937 0.821

P-Value for NR vs DNT 0.052 0.152 0.629 0.359 0.259 0.201 0.057

Paired MR vs ABP | 0.002** | 0.015* 0.001** | 0.004** | 0.024** 0.506 0.187

Difference DNT vs ABP| 0.000** | 0.008** | 0.005%* | 0.023** | 0.021** 0.348 0.083
* Significant at p=0.1, ** Significant at p=0.05

Combining the analysis of sharing intensity with sharing security, we can make broader
statements. News and Arts both have the lowest sharing security levels and are very abusive
with respect to privacy. Adult is extremely poor with respect to sharing security, but this
category is very respectful with respect to privacy. Shopping and Kids and Teens are both in the
middle area with respect to both privacy and security. Business and Health score well in terms
of both security and privacy. Therefore, overall, we can call News and Arts the worst offenders
of privacy and security, and Business and Health the best defenders of privacy and security. It is
important to reiterate that no subject category comes close to the level of privacy exhibited by

the Adult subject category.

4.5. Discussion and Conclusion

In this chapter, we study the impact of user privacy concerns as a self-regulatory mechanism to
control the sharing intensity (number of third parties utilized and the number of cookies) by
websites. Experimental analysis of sharing intensity among websites in different subject

categories is performed, where user privacy concerns are believed to vary between subject
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categories. We find some evidence that user privacy concerns do have a self-regulating effect on
the sharing intensity. Websites in subject categories such as Health, Business, and Adult, which
are expected to have users with higher privacy concerns, tend to have lower levels of sharing
intensity. In contrast, websites in categories with a priori expectations of low privacy concerns,
such as News and Arts, have higher sharing intensity. Our results indicate that the sharing
intensity is rather low for subject categories with high privacy concerns. High sharing intensity

is more common in subject categories with low privacy concerns.

We also find the effectiveness of DNT as a privacy protection tool in controlling the
sharing intensity by website publishers is mixed. A significant proportion of websites in the
subject categories with low privacy concerns abuse users’ privacy by increasing sharing intensity
when DNT is requested. For website subject categories with low user privacy concerns, the self-
regulatory mechanism is not strong enough to prevent significant and abusive sharing
intensity. The original intent for DNT is to provide a means for privacy-concerned users to ask
websites to reduce their third party sharing. We find that sometimes third party sharing is
reduced, but we also find that sometimes even more abusive sharing occurs when DNT is
requested. This additional sharing suggests that the information from DNT users provides some
benefit to publisher websites and third parties. The results from this study illustrate that privacy
concerns are an input to a self-regulating mechanism for sharing intensity, at least to a certain
degree. This indicates some optimism in that the market has some self-regulating
abilities. However, the results from the effects of DNT suggest that there are challenges. The
widespread existence of websites that increase their sharing intensity when DNT is requested by
the user among the popular websites is particularly alarming. We believe that there is a lack of

transparency between websites and users with respect to the number of third parties and cookies
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used, and the lack of transparency may alter the self-regulatory mechanism of user privacy
concerns. We speculate that the lack of transparency of website sharing behavior may lead to
abusive sharing behavior. Our empirical analysis in a relatively regulation-free environment
indicates that without regulation or transparency with respect to third party sharing, the DNT
signal is often being used to abuse customer privacy - the exact opposite reason for its

existence. Our analysis indicates that relatively few websites are ignoring the DNT request when
NR sharing intensity is substantially higher than ABP sharing intensity. Additionally, the
proportion of websites that do not react to the DNT request is dependent on the subject category,

which is likely to vary with respect to users’ privacy concerns.

Further study is required to explore the consequences of sharing intensity when user
privacy concern is low. To the extent that regulation is warranted, regulatory policy should
incorporate those aspects of self-regulation that do work to enhance overall effectiveness and
protect consumers. Developing an optimal portfolio of self- and government-regulation is

worthy of further investigation.
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CHAPTER 5

Information Security & Cloud Suppliers: How Customer Demand Reaction

Shapes Supplier Choice Strategies

5.1 Introduction

With the proliferation of cloud computing and software-as-a-service platforms, firms are
changing their information and communication technology (ICT) infrastructures significantly.
Cloud services provide an inexpensive and scalable strategic advantage, particularly for small
and medium sized firms. However, the role of inherent risks that such ICT suppliers place on the
firm’s performance and how those risks impact firms’ decision-making has mostly been

neglected.

The recent Experian breach affecting 15 million T-Mobile customers highlights the
dependence that firms have on their partners for protecting information assets (Malik 2015).
While a firm may have developed excellent in-house security practices, it must still be aware of
the practices of all its supply chain partners. When a wide range of firms make use of the same
supplier, a single breach has the potential to affect all of these firms and their customers. Cloud
computing is an emerging source of this form of shared risk of security breaches and other
adverse events that occur at the supplier or business partner level. Thus, supplier selection is an

important decision for many firms, and especially so in the cloud services context.

When choosing a software-as-a-service (Saas) cloud provider, there are two major models

of operation; single- versus multi-tenancy. In a single-tenancy model, the applications and data
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storage services are provided in individual, distinct instances for each client of the service
provider. The single-tenancy design provides a layer of insulation between the client firms in the
event of attacks and adverse events. In contrast, all clients share a single instance of application
and data storage (e.g., shared database) in the multi-tenancy model. The appeal of the multi-
tenancy model is cost savings through shared hardware, software, maintenance, and security
(Ramakrishnan 2014; Bezemer and Zaidman 2010), although attacks and adverse events are
more likely to affect all multi-tenant clients (Bezemer and Zaidman 2010). As an example,
cloud service providers such as VMware provide both single- and multi-tenant cloud solutions.
In 2014, a vulnerability affected the multi-tenant environment of VMware, where important
proprietary organizational information was exposed for other tenants to view (Lennon 2014). On
the other hand, an argument can be made that multi-tenancy could create opportunities to obtain
better security resources compared to what would be available to the firm in a single-tenant
environment. Thus, firms face the question of which type of supplier; either single- or multi-
tenant, they should choose. Note that choosing either single- or multi-tenant options is equivalent
to choosing a supplier that is either independent from the competitor’s supplier, or sharing a
single supplier. In this chapter, we study this problem based on competition among firms and

different levels of risk that the suppliers may impose onto the firms.

While a shared multi-tenant cloud provider is one way in which adverse events may
become synchronized across firms, there are others. Any use of common software, whether
hosted locally or through an outsourced provider, provides a common means of compromise. For
example, compromised automatic update servers of the Korean software company, ESTsofft,
spread malware to its customers, resulting in a data breach affecting 35 million South Koreans

(Hee-jin 2011; Hyung-eun 2011; The Register 2011). Further, a vulnerability in software such as
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Adobe Acrobat Reader potentially impacts all users of the software (Adobe 2016; Brook 2015).
Still, partnerships can provide much needed flexibility. High-tech or other highly dynamic
industries may want to obtain capabilities through partnerships rather than in-house development
(Barney 1999), even though sharing a supplier may expose firms and their competitor to some
risk, negatively affecting an entire industry (Cleeren et al. 2008; Dyer and Singh 1998;
Parmigiani et al. 2011; Wu et al. 2015). Another example of synchronized risk coming from a
shared partner came in 2011 when the Epsilon breach exposed customer names and email
addresses for a wide range of client organizations including Chase, Kroger, and Best Buy
(Bradley 2011; Horowitz 2011; Schwartz 2011). Risk synchronization of data security events
have parallels in the physical product environment. For example, when a shared supplier
provided tainted peanut butter to two competing brands, research showed that not only were
sales for both brands affected, but also sales across the entire product category declined (Cleeren
et al. 2008). Thus, synchronization of adverse events between competing firms (and even
competing brands within the same firm) is a very common and important phenomenon that

affects a wide variety of strategic supply chain decisions.

The risk of failure (or success of attacks) in single- versus multi-tenant cloud computing
environments is different. It will take only a single successful attack against the application to
compromise all clients in a multi-tenancy model, whereas each instance would need to be
independently compromised in a single-tenancy model. Thus, while moving corporate data
outside the firm’s boundaries requires the firm to trust the abilities of its supplier(s), the potential
synchronization of attacks with the firm’s competitors (e.g., through a shared, multi-tenant
provider) may further complicate the choice of providers (we use the terms provider or supplier

to describe the business service partner). In this work, we set out to examine when there are
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advantages to choosing a shared, multi-tenant provider with a firm’s competitor, and when there
are not. In particular, we use game-theoretic modeling to illustrate conditions of risk and
customer demand reactions to incidents that affect the strategic choice to synchronize these risks,
or not, with competitors. In many cases, firms can strategically choose their suppliers, but these
suppliers are likely to have different security programs and there will be different levels of risk
associated with partnering with one supplier versus another. This chapter examines supplier
choice under different customer demand reactions to these adverse events. We examine the
equilibrium expenditures with a service provider to reduce adverse event realization and
maximize firm profits. We compare the case when two firms in a duopoly setting synchronize
their risk with a competitor (through a shared service provider) to the case where the firms

reduce risk synchronization with a competitor (through an independent service provider).

The chapter is organized as follows. In Section 5.2, we present prior research in this area.
In Section 5.3, the game theoretic duopoly model is presented, along with the modeling
framework for both cases of firms investing in independent suppliers and firms investing in a
shared supplier. Section 5.4 provides the comparison between the shared and independent
supplier strategies along with analysis of the effects of model parameters on supplier choice.
Section 5.5 illustrates how the results change when the adverse events are correlated. Section 5.6
examines the impact of coordination among firms on supplier choices. In Section 5.7, we look
into asymmetric suppliers and asymmetric firms, and analyze how asymmetry impacts the firm’s

decision making. Section 5.8 concludes this chapter.

5.2 Literature Review
Supply chain risk literature tends to focus on risks that would disrupt the delivery or quality of

manufactured goods (Tang 2006). In these settings, risk pooling has been shown to be beneficial
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for inventory management under demand uncertainty while risk diversification is preferred under
threat of supply chain disruption (Mak and Shen 2012). In this chapter, we are also interested in
the strategic decision of supply chain design to minimize risk, although our perspective is that of
risk due to unintended exposure of valuable corporate data housed at or managed by a cloud

service provider.

Shared supply networks have emerged in some industries (Sturgeon and Lee 2004) where
generic products or services provided to the industry allow a supplier to transfer knowledge,
gained through their relationship with one lead firm, to attract additional firms in the same
industry. The industry benefits from such capacity pooling; however, there remains a risk that
core intellectual property may leak between client firms (Sturgeon and Lee 2004) or that a
tainted ingredient makes its way into competitor products (Cleeren et al. 2008). Information
sharing in the supply chain network is also a popular topic. However, the focus in this literature
stream is generally on information sharing between partners to improve supply chain efficiency
(e.g. Cachon and Fisher 2000; Ha and Tong 2008; Kelle and Akbulut 2005; Ojala and Hallikas
2006; Tsung 2000; Zhou and Benton 2007). Anand and Goyal (2009) discuss how competitors

acquire information through either sharing or leakage.

When information assets reside outside of the direct control of the firm, any firm-
developed innovation could be used to the benefit of its competitors. In the case of a managed
security service provider (MSSP), the supplier learns from providing service to one firm and this
naturally accrues to other clients of the MSSP (Cezar et al. 2010). Benefits have been found for
sharing information about IT security across an industry as it enables better investment decisions
(Gal-Or and Ghose 2005; Gordon and Loeb 2003; Hausken 2006), but it may also reduce the

competitive advantage for any one firm.

98



Where cloud services are considered, most of the research is in the context of computing
science with a focus on how to build robust infrastructure that facilitates multiple users in both
single and multi-tenant environments (Bezemer and Zaidman 2010; Demirkan and Cheng 2008).
Such work takes the perspective of the provider in addressing the technical design side of the
problem. The impact of adverse security events on the choice of Application Service Provider
(ASP) or cloud service provider has received scant attention in the literature. Garg et al. (2013)
proposes a method to qualitatively rank cloud providers based on key performance indicators in
an attempt to help firms select an appropriate partner. However, much of the work in this
business area is focused on properly defining and enforcing service level agreements (i.e.
contract negotiation and monitoring). The impact of information security needs on pricing
decisions of cloud service providers is examined by August et al. (2014). Our approach considers
the impact of customer demand reactions to information security leakages (breaches) on the
supply chain design decisions of organizations - a decision to be made even before considering

the pricing or other characteristics of various supply chain partners.

Kolfal et al. (2013) analyze the impact of customer demand changes in response to adverse
IT security events, and the impact customer demand reaction to adverse IT events has on security
investments. In their chapter, the security investment could be coordinated between firms, but
could only be invested in the firm’s own security. We build upon the work in Kolfal et al.
(2013) to analyze the impact of customer demand changes in response to adverse IT security
events on the supply chain design choice and the resulting effects on customer demand this

choice has with respect to realized information security risks.
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5.3 The Model

We consider a game-theoretic approach with two symmetric profit maximizing firms (duopoly)
which have two strategic choices for their suppliers. Firms determine the supply chain
configuration by choosing either independent suppliers or sharing a single supplier. Given a
supply chain configuration, a firm can adjust the security or safety of their supplier by increasing
their spending at the supplier. The probability of supplier ending up in either good or bad state is
affected by its level of vulnerability and the amount that firms will spend on supplier security.
When an adverse event occurs at a supplier, there is a probability that it will affect the firm(s)
that utilize that supplier. Firms that are directly affected by an incident at the supplier suffer loss
of demand. Moreover, their demand is indirectly affected, either positively or negatively, by
incidents that occur at the competitor firm. These demand reactions are further explained later in
this section. Figures 5.1 and 5.2 (in Sections 5.3.1 and 5.3.2 below) provide the graphical
representation of the firms and suppliers in independent and shared cases, respectively. The
model variables and parameters are provided in Table 5.1, and the details of the model and

representative calculations are provided in Appendix 5.1.

Spending at the Supplier and Adverse Events: We assume each firm invests in the security of the
one supplier it is using. We denote firm i’s spending on its supplier (per unit of demand) by c;,
where i = 1,2. The supplier security or reliability is characterized by a vulnerability parameter v,
defined by Gordon and Loeb (2003) as “the probability that a threat once realized (i.e., an attack)
would be successful.” Note that while the definition for vulnerability is given in the context of
security breaches, the concept may be extended to apply to any adverse event or incident that

may affect a supplier.
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Table 5.1. Model Parameters and Variables

Notation Definition
C; Firm i’s spending on its supplier per unit of demand, ¢; = 0
S Set of joint supplier states
F Set of joint firm states
f A joint firm state, f € F
Pi Cascade probability for an incident at a supplier to carry through to firm i

which utilizes that supplier

P Probability of firms being in joint state f
D; ¢ Firm i’s demand when firms are in joint state f
Zip Firm i’s direct-risk elasticity of demand, 0 < Z; , < 1
Zic Firm i’s cross-risk elasticity of demand, -1 < Z; . < 1
E(II;) Firm i’s expected profit
T Firm profit per unit of demand (excluding the spending on supplier), T = ¢;
v Vulnerability of the suppliers, 0 < v < 1

Supplier State Probabilities: Each supplier can be in either good (G) or bad (B) state. Therefore,
the set of joint supplier states are provided as S = {G, B} in the case with one shared supplier,
and S = {GG, GB, BG, BB} in the case with two independent suppliers, where, for example, GB

represent the case with supplier 1 (2) being in good (bad) state.

Firm State Probabilities: We assume that an effective incident at a supplier will carry over to
each firm using the service from that supplier, with a fixed probability. More specifically, we
assume that if an incident is realized at the supplier level, there is a cascade probability p; that

the firm i which is using this supplier is also affected. For now, we assume symmetry, where
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p1 = p, = p. We are only interested in cases where p > 0. Each firm can be in either good (g)
or bad (b) state, and the set of joint firm states is provided as F = {gg, gb, bg, bb}. We denote

the probability of being in each of these states as Fy g, Pyp, Ppg, and Ppp.

Demand: The adverse events that carry over to firms will affect the demand for both firms. An
adverse event at a given firm has a negative effect on its demand, and can have negative or
positive effect on the other firm's demand. Without loss of generality, we normalize the firm's
demand for the good state to be 1 unit. The normalized demand for firm i when the firms are in

joint state f is denoted by D; ¢ and is calculated as:

Digg =1 fori =12 Dipy=1—Zip—Zc,fori=12

Di,gb =1- Zi,C: fori = 1,2 Di,bg =1- Zi,D’ fori = 1,2 (51)

where Z; p is is the change in demand due to an adverse event in one’s own firm, or the direct-
risk elasticity of demand, and Z; . is the change in demand due to an adverse event in the other
firm, or the cross-risk elasticity of demand. It is important to note the difference between the
direct-risk elasticity of demand versus the price elasticity of demand. While the price elasticity of
demand is the change in demand due to change in price, the direct-risk elasticity of demand is the
change in demand due to change in the risks or incidents associated with the product or service.
A similar analogy exists between the cross-risk elasticity of demand and the cross-price elasticity

of demand.

In our model, demand cannot be negative and we assume that an adverse event affecting a
firm cannot increase its demand, thus Z; , € [0,1]. We also assume that the cross-risk elasticity

of demand effect on one firm, when an adverse event affects the other, cannot exceed the direct-
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risk elasticity of demand effect for that firm in magnitude, thatis Z; . € [—Z; p,Z; p]. Moreover,
we only consider the cases with Z; , + Z;c < 1 and Z; , + Z; ¢ = 0 which ensure that 0 <

D; pp < 1 holds. In this section, we assume symmetry, thus Z, p = Z,p = Zpand Z,c = Z, ¢ =
Z. and we drop the firm denoting subscript, i. Following Kolfal et al. (2013), we use the terms
substitutes in loss, unaffected by loss, and complements in loss for the cases of Z, < 0, Z, = 0,

and Z; > 0, respectively.

Expected Profit: 1t is assumed that the per unit profit excluding investment in suppliers, 7, is

known and fixed. Firm’s marginal profit is = — c;, and we require = — ¢; > 0 as a participation
constraint. The profit for firm i when firms are in joint state f (with probability Py) is D; r (7 —
¢;). In this chapter, we consider firms that maximize their expected profit. The expected profit

for firm i is given as:

E[I;] = Xfer Pr Diy (m — ¢;) = (BygDigg + PogDipg + PgnDigp + PopDipp) (T —c;) (5.2)

In the remainder of this section, each supply chain structure alternative we consider:

independent suppliers case and shared suppliers case, is discussed in detail.

5.3.1 Independent Suppliers Case
In the case of independent suppliers, each firm works with its own independent supplier. The two
suppliers are independent of each other, in the sense that adverse events at one supplier do not

impact the other supplier. The model setting is illustrated in Figure 5.1.
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Figure 5.1. Model Setting for Two Firms with Independent Suppliers Case

Each supplier is affected by incidents according to its vulnerability v, and the amount of
supplier spending by the client firm. Following the periodic model from Gordon and Loeb

(2003), supplier state probabilities can be calculated as:

v v
P.- =(1—- 1-— Ppp =
o6 = ( 1+ cl)( 1+ cz) BB (1 + cl)(l + cz)
v v v 5‘3)
Pop = (1 - Pyg = 1- (
oz = ( 1+ cl)(l + cz) Ba (1 =+ cl)( 1+ cz)

When an incident occurs at a supplier, it may carry over to the client firm with a certain
cascade probability p. Using the supplier state probabilities in (5.3) and the cascade probability,

the firm joint state probabilities are calculated as:

Pyg = Pse + Pep(1 — p) + Ppc(1 — p) Py, = Pgp p°
+ Ppp(1—p)?
Pyp = Pgg p + Pgg p(1 — p) Pyg = Pgp p + Pgpp(1 —p) (5.4)

By substituting joint firm probabilities from (5.4) and demand functions from (5.1) in the

profit function (5.2) we obtain the firm’s expected profit in the independent case as:
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_ pv(Zp(1+cp+Zc(1+cy))—-(1+c)(1+¢))
- (1+c)(1+c))

E[I1;] (m—c¢;) fori,j=12,andj #i (5.5)

We use (5.5) to calculate the equilibrium spending for both firms. The only equilibrium

supplier spending in this case is symmetric:

¢, =%<pvzc+ \/pv(4ZD (1+7t)+vaC2)—2> fori = 1,2 (5.6)

which yields the expected equilibrium profit of:

2pvZpl4pv ZCZ—ZC\/p v(4 Zp(1+m)+p v Zc?) +ZZD<1+7r+pv ZC—J4p v Zp(14m)+p v ZCZ)

E[I1;°] = (5.7)

2Zp

We provide the details of the calculations as well as some of the properties of equilibrium

supplier spending in Appendix 5.1.

5.3.2 Shared Supplier Case
The other strategic option for the firms is for each to spend on a shared supplier. The model

setting for this case is provided in Figure 5.2 below.

Incident

'

- Supplier
Supplier mmden_t may Supplier incident may
carry over to Firm 1 carry over ta Firm 2

Investment

Firm 1 Firm 2

~ A

Cross-risk elasticity
of demand

Figure 5.2. Model Setting for Two Firms with Shared Supplier Case
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In this model setting, both firms spend on a single supplier, and the supplier state

probabilities can be calculated following the periodic model from Gordon and Loeb (2003) as:

v v (58)
Pp=1———— Pp=—————
G 1+4c¢, +c, B 14c, 40

Using supplier state probabilities in (5.8), firm state probabilities are calculated as:

2-=p)pv p%v
P,=P,+Ps(1-P)=1—-—"2"— =pP.pl=—=>r -
ag = Po + Pa( c) 1+c+c Pop = Pap 14+c¢+c,

1-p)pv (5.9)
Pgb=Pbg=PB(1_Pc)Pc=1_{_(:1_i_c2

By substituting the joint firm state probabilities from (5.9) and demand functions from

(5.1) in the profit equation (5.2) we obtain the firms’ expected profit in the shared case as:

1+citcj—pv (Zp+Zc)

E[II;] (m—c¢;) fori,j =12, andj # i (5.10)

1+Ci+Cj

which can be used to calculate the equilibrium spending for both firms. The only equilibrium in

this case is symmetric:

¢ =§(pv(ZD +2Z¢) +Jpv(ZD +Zc) (16w + 8+ p v(Zp + Z)) —4> G.11)

which yields the expected equilibrium profit of

E[Mf =n+=(4+5pv (Zp+2c) =3 [pv(Zp + Z)(16 T+ 8+ pv(Zp + Z()) | (5.12)
8
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5.4 Comparing Shared Supplier versus Independent Supplier Cases

In this section, we compare the two strategic supply chain design choices of independent
suppliers versus a shared supplier to find out the conditions for which each option yields higher
profit for the firms. Because the two models differ only in the supplier structure (independent or
shared suppliers), we can directly compare the profit from these two choices by examining the
equilibrium expected profits from sections 5.3.1 and 5.3.2. Lemma 5.1 provides the conditions

for each of the strategic choices to be optimal.

Lemma 5.1 The independent supplier choice is optimal when L > 0, the shared supplier choice

is optimal when L < 0, and the two choices are equal when L = 0, where:

1
L= g<4pv(ZD2 +2ZpZc+27Zc%) - 42 Zp + Zc)\/P v(4Zp(1+m) +pvZc?)
D

+7Zp (4 —5pv(Zp + Zo) + 3Jpv(ZD + Z)(8+ 16w + pv(Zp + Z¢)) ))

While the analytical form of the regions where each of the two choices are optimal is
provided, the closed-form equations for these regions are not tractable. Instead, we numerically
analyze the difference between the equilibrium expected profits of two supplier choices. The
findings regarding conditions of direct- and cross-risk elasticities of demand when each strategic

choice is optimal are provided in the following observation.

Observation 5.1 Comparing independent suppliers versus a shared supplier based on the
direct- and cross-risk elasticities of demand, there are two possible regions for the optimal
supplier choice. Firms will choose independent suppliers when both direct- and cross-risk

elasticities of demand are sufficiently low and will choose the shared supplier when
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(i) direct-risk elasticity of demand is sufficiently high, or

(ii) cross-risk elasticity of demand is sufficiently large in magnitude, or

(iii) conditions (i) and (ii) both hold.

The regions in which each of the two options is optimal for a particular combination of
direct- and cross-risk elasticities of demand is provided in Figure 5.3. The union of the shared
supplier and independent supplier regions outlines the feasible region as presented by the dotted
lines. The feasible region is characterized by the demand requirements Zp, < 1, Z; < Zp, Z, =
—Zp,and Z. + Zp < 1. Considering both elasticities in conjunction, a clear pattern emerges as

described in Observation 5.1.

1.0

T
Substitutes in Loss Complements in Loss

Figure 5.3. Optimality Regions for Independent Supplier versus Shared Supplier Cases

(m=2,p=09,v=0.8)

Additionally, the decision to choose independent or shared suppliers also depends on the

other factors of supplier vulnerability v, cascade probability p, and firm per unit profit m. We
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discuss the effect of these parameters on the independent versus shared supplier choice in the

remainder of this section.

Assuming that the vulnerabilities of shared and independent suppliers are equal, we find
that increased (decreased) supplier vulnerability v, would expand (contract) the region where the
shared supplier choice is optimal. In other words, when suppliers are more vulnerable, firms
choose the shared supplier case over a wider range of direct- and cross-risk elasticities of
demand. The intuition for this observation is that when suppliers are less secure, firms would
rather pool their resources into one supplier in order to improve that supplier’s security and
reduce the impact of adverse events on themselves. This preference results in a larger region in
which the shared option is preferred by the firms. We find the cascade probability to have a
similar effect to that of supplier vulnerability. That is, when the cascade probability p is high
(low), firms choose the shared supplier over a wider (smaller) range of direct- and cross-risk

elasticities of demand.

Upon examination of how the firm’s per unit profit  affects the decision to use a shared or
independent supplier, we find that the shared supplier region expands as the firm’s per unit profit
increases. This implies that in industries with high profit margins, firms would share suppliers
with competing firms over a wider range of direct- and cross-risk elasticities of demand. On the
other hand, in industries with tight profit margins, independent suppliers would be utilized over a

wider range of direct- and cross-risk elasticities of demand.

5.5 Correlated Arrivals
Until now, we considered incidents at different suppliers to be independent for the independent

suppliers case. However, when the incidents have a common source, it is reasonable to argue
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that incidents may be correlated across suppliers. Here, we explore the impact of adverse event
correlation on the decision-making of firms. We use a correlation parameter, y = 0, which is an
increasing function of the correlation between the incidents. The parameter y represents the
likelihood that both firms go to the bad state simultaneously (bb). On the extreme, when y =0,
the model is reduced to the basic model without correlated arrivals. The mathematical details of
how the parameter y impacts correlation of adverse events are provided in the Appendix 5.2, and

here we report the results.

We analyze the effect of correlation on supplier decision-making. Figure 5.4 shows this

effect for a representative numerical example with two different values for y.

Boundary Curve for =0 .
v I Boundary Curve for 7 = 0.4
e
1.0
0.8

A Shared Supplier
B Independent Suppliers

02

0.0l R . R R . .
1.0 0.5 0.0 0.5 1.0

Z
Figure 5.4. Optimality Regions for Various Adverse Event Correlations

(m=2,p=09,v=0.6,y ={0,0.4})

From our numerical examples, we observe that the increase in correlation favors the shared
supplier, as the region for the shared supplier increases as adverse event correlation increases.
When the incidents are more likely to happen simultaneously for both firms, it makes sense for

them to pool their resources as a response strategy.
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5.6 Effect of Firms’ Spending Coordination on Strategic Supplier Choice

In this section, we examine the effect of coordination of spending on supplier by both firms
using the cases described in Section 5.3. Coordination could occur when a parent company owns
two competing brands, or when regulation and industry cooperation allow two firms to
coordinate spending on suppliers, regardless of whether independent or shared suppliers are
selected. Note that coordination is not the same effect as pooling resources. In some cases,
companies may be able to coordinate to increase or decrease the spending on suppliers
(compared to the equilibrium spendings) for increased profit. In other cases, a minimum

required spending, or regulated spending, may be set on each firm’s security investment.

Here, we provide the analysis for the case where firms can coordinate to choose the
amount of spending. The numerical analysis results are provided here, and the details of the
analysis are provided in Appendix 5.3. If the firms can coordinate their spending to a given
amount, then the regions of direct- and cross-risk elasticity of demand over which the shared and

independent choices are optimal is as shown in Figure 5.5.

0.8

0.6+

Zp

0.4

0.2 . .
IL: Indifference Line "

005 "Zo0s oo ‘ 0.5 ' 10

Figure 5.5. Independent versus Shared Choices under Firm Spending Coordination

(m=2,p=09,v=0.7)
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Similar to the results in Section 5.4, the model parameters of vulnerability, cascade
probability, and per unit profit affect the optimal choices of independent and shared suppliers

when firms coordinate. Observation 5.2 summarizes these findings.

Observation 5.2 Comparing independent suppliers versus a shared supplier when firms

coordinate, we find that:

(i) as the vulnerability of the suppliers v increases, the shared supplier region expands (the

indifference line IL in Figure 5.5 moves to the left).

(ii) as the cascade probability for an incident to carry over to the firms p increases, the shared

supplier region expands (the indifference line IL in Figure 5.5 moves to the left).

(iii) as firm per unit profit (excluding the spending) T increases, the shared supplier region

expands (the indifference line IL in Figure 5.5 moves to the lefi).

In terms of the spendings, we observe that in the shared supplier choice case, the
equilibrium spendings when coordinated are always higher than the equilibrium spendings
without coordination. For the independent supplier choice case, when firms are complements in
loss (Z; > 0), the equilibrium spendings with coordination are higher than the equilibrium
spendings without coordination. However, when firms are substitutes in loss (Z; < 0), then the
equilibrium spendings with coordination are lower than the equilibrium spendings without
coordination. These results are shown for a numerical example in Figure 5.6. The darker
(lighter) shaded region in Figure 5.6 describes the area where there is an increase (decrease) in

equilibrium spending with coordination.
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Figure 5.6. Effect of Firm Spending Coordination on Equilibrium Spendings

(m=2,p=09,v=0.7)

Since consumers are negatively impacted by incidents at the firms, it can be expected that
when spendings on suppliers increase, the consumer welfare would also increase. Using this
argument, it can be seen from Figure 5.6 that when firms are substitutes in loss and they decide
to go with independent suppliers, then the coordination negatively impacts consumers.
However, in all other situations, coordination of firm spendings may actually be useful for the
consumer. This result has important implications for regulators, in that regulators should only
prevent coordinated spending among firms when they are substitutes in loss and there is benefit
for them to use independent suppliers. In other words, this implies that when increased spending
benefits the consumers, regulators could persuade firms to create alliances when there is high
competition among the firms. There are many regulatory acts related to anti-competitive
behavior (e.g., The Competition Act 1998, United Kingdom) which could be interpreted to
prohibit these beneficial shared supplier strategies, especially when there is high competition
between firms. When it comes to supplier selection, regulators should be careful to allow supply

chain coordination that will benefit the consumers.
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5.7 Analysis of Asymmetry
In this section we analyze the impact of asymmetry on the strategic supplier choice decision. We
analyze the asymmetry with respect to two aspects: asymmetry of suppliers (see Section 5.7.1)

and asymmetry of firms (see Section 5.7.2).

5.7.1 Asymmetric Shared and Independent Suppliers Cases

In this section we analyze how the asymmetry among shared and independent suppliers impacts
firms’ decision to go with either of these choices. We consider asymmetric shared and
independent cases, where the two models may have dissimilar vulnerabilities, per unit profits,
and cascade probabilities. The results in this section are based on our numerical test suites, and

the results are consistent among all of the parameters tested.

Asymmetric Supplier Vulnerabilities: We consider the vulnerability of each of the independent
suppliers to be v; and the vulnerability of the shared supplier to be vg, and then compare the

decisions when these parameters are not necessarily equal. The relative vulnerability ratio is

provided as R, = ? We would expect that increase in R,, would favor the independent
1

suppliers, as it means that the shared supplier is more vulnerable. Figure 5.7 illustrates in a
numerical example that as the ratio R,, increases, the region in which the shared supplier case is
optimal shrinks. Note that in this figure, consistent with Figure 5.3, the area outside the boundary
curves (A) shows where the shared supplier is optimal, and the area inside the boundary curve
(B) shows where the independent supplier is optimal. As an increase (decrease) in R,, indicates
that the vulnerability in the shared case increases (decreases) compared to the independent case,
and the independent suppliers become desirable over a wider (smaller) range of direct- and cross-

risk elasticities of demand. In Figure 5.7, the interior of the boundary curve is optimal for the

114



independent supplier case, and the exterior of the boundary curve is optimal for the shared

supplier case.
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Figure 5.7. Optimality Regions for Various Relative Vulnerability Ratios

(m=2,p=09,v,=0.7, vg = {0.63,0.7,0.77})

Asymmetric Per Unit Profits: Consider the case where the per unit profit of the firms depend on
the type of supplier they choose. This may be the case when the cost of using shared and
independent suppliers are not equal. Let the per unit profit of the firm from using independent

supplier and shared supplier cases to be m; and g, respectively. The relative per unit profit ratio

is provided as R;; = ? Figure 5.8 illustrates in a numerical example how the independent and
1

shared regions are affected by different ratios of R;;. It can be seen that as R, increases, the

shared region expands.
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Figure 5.8. Optimality Regions for Various Relative Per Unit Profit Ratios

(m; = 2,mg = {19, 2, 2.1}, p = 0.9, v = 0.7)

Asymmetric Cascade Probabilities: We consider cascade probability for the independent
suppliers to be p; and the cascade probability for the shared supplier to be pg, and then compare

the decisions when these parameters are not necessarily equal. The relative cascade probability

ratio is provided as R, = %. Figure 5.9 illustrates in a numerical example how the independent
1

and shared regions are impacted by the relative cascade probabilities. It can be seen that the

relative cascade probability ratio has a similar effect to the relative vulnerability ratio.
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Figure 5.9. Optimality Regions for Various Relative Cascade Probability Ratios

(r=2,p, =09, ps = {0.81, 0.9, 0.99}, v = 0.7)
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5.7.2 Asymmetric Firms

Until now, we have considered firms that are symmetric. In this section, we discuss firms with
asymmetric parameters, including asymmetric customer demand reactions (direct- and cross-risk
elasticities of demand), and cascade probabilities. We analyze this in a numerical test suite for a
range of parameters, and present a representative numerical example here. These results are
consistent among all of the parameters that we tested. We find the effect of asymmetry in direct-
and cross-risk elasticities of demand, and cascade probabilities to be similar to each other.
Therefore, for brevity, here we provide analysis for only one of these parameters (cross-risk
elasticity of demand), and the rest of the analysis is provided in Appendix 5.4. Also note that the
asymmetric cascade probabilities considered here are different from what we analyzed in Section
5.7.1. In this section, the firms, irrespective of the supplier they choose, have asymmetric
cascade probabilities, whereas in Section 5.7.1, cascade probabilities are attribute of the suppliers

(i.e., the asymmetric cascade probabilities belong to the suppliers).

Asymmetric Cross-Risk Elasticities of Demand: When firms are asymmetric in cross-risk
elasticities of demand, we find that in both cases of shared and independent suppliers, the firm
with lower cross-risk elasticity of demand spends less on IT security and gains a higher profit
than the other firm. Figure 5.10 provides the two different scenarios that may arise in a
representative numerical example. Figure 5.10.a illustrates the change in profits when cross-risk
elasticity changes for Firm 2 and is fixed for firm 1 (at Z; c = 0.3). In this example, the shared
option is optimal when the cross-risk elasticities are symmetric at Z; = Z, = 0.3. Figure
5.10.b shows an example in which the independent option is optimal when the cross-risk

clasticities are symmetric at Z; 0 = Z, ¢ = 0.1.
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Figure 5.10. Effect of Changes in Cross-Risk Elasticity of Demand for Firm 2 on Profits

It can be seen from Figure 5.10 that asymmetry in the cross-risk elasticities of demand

would decrease the profits from the shared supplier design choice for one of the firms more than

it would decrease the profit from independent supplier design choice. The insight from this is

that the asymmetry encourages firms to choose independent suppliers since one of the firms has

less incentive to choose the shared supplier. Because it is necessary for both firms to prefer the

shared supplier for that option to become viable, asymmetry in the cross-risk elasticities of
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demand makes the shared option less desirable. If, in asymmetry, the shared supplier option is
the optimal choice for the firms, then as firms grow more different (become more asymmetric) in
cross-risk, there is a region in which they will still prefer the shared supplier choice. However, if
the cross-risk of the two firms becomes too different, there is no longer incentive for them to
share suppliers (Figure 5.10.a). When the optimal decision for symmetric firms is independent

suppliers, then asymmetry would not change this decision (as illustrated in Figure 5.10.b).

In some cases, it might be possible for a firm to make transfer payments to the competitor
firm in order to make the shared option viable for them as well. For example, if both firms are
run by a common parent company, the parent company may be interested in maximizing the
combined profit from both firms. Figure 5.11 provides a numerical example of the sum of

profits for both firms in the two scenarios presented in Figure 5.10.

In the first scenario (Figure 5.10.a), where symmetric firms would choose the shared
supplier, if firms were able to make transfer payments, there can be a case where, while one
firm’s profit using the shared supplier is less than when using the independent supplier, the
transfer payment should induce it to choose the shared supplier (Figure 5.11.a). In the second
scenario (Figure 5.10.b), where firms would choose to use independent suppliers in the
symmetric case, we see that a shared supplier may be preferred when firms are exceedingly
different (Figure 5.11.b). In this case, the firm with the lower cross-risk elasticity could make a
transfer payment to its competitor as an incentive to pool their resources through a shared

supplier.
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Figure 5.11. Effect of Changes in Cross-Risk Elasticity of Demand for Firm 2 on Aggregate

Profits

An interesting finding here is the effect of transfer payments on the decision making of the
firms. When transfer payments are not possible, we see that the asymmetry among firms is in
favor of the independent supplier option (Figure 5.10). However, when transfer payments are
possible, it is possible that two firms that would not share suppliers in the symmetric case, would

share suppliers in the asymmetric case (Figure 5.11.b).
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5.8 Discussion and Conclusions

Adverse IT security events may impact customer demand in different ways, depending on the
direct- and cross-risk elasticities of demand. In a duopoly setting, this chapter presents an
analysis the strategic choice of supply chain design by considering the impact of IT security
breaches on customer demand. Firms must choose between selecting the same supplier as their
competitor or looking for an independent supplier. We show how this choice affects the
dynamics of the game, as well as how different customer demand reactions to adverse events
affect the supply chain structure. To make an optimal decision, the relative differences in
adverse event arrivals between supplier alternatives must be considered in conjunction with the

direct- and cross-risk elasticities of demand.

Summarizing the parameters’ effects on the strategic choice of independent or shared
suppliers, we find the following. Direct-risk elasticity of demand, when low, will favor
independent suppliers. As direct-risk elasticity increases, all things being equal, then the shared
option becomes preferred. Cross-risk elasticity of demand, when large in magnitude, will favor
the shared supplier design. However, if direct-risk elasticity is very large, then the shared choice
becomes optimal for all values of cross-risk elasticity. Correlation of incidents generally favors
the shared supplier option for the supply chain. Cooperation on security spending significantly
changes the dynamics of the decision. If cooperation on spending is possible, then the shared
option is optimal only at simultaneously large magnitude direct- and cross-risk elasticity of
demand. Asymmetry in firm characteristics (such as cross-risk elasticity differences) largely
favours the use of independent suppliers even for small differences between firms. However, we
find that allowing for transfer payments between firms can, in fact, make shared suppliers more

attractive for firms with greater differences.
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This work provides a tool to aid managers in the strategic decision regarding choice of
cloud service suppliers. Estimating the necessary parameters for different vendors is challenging.
Certain parameters, such as the cascade probability, are firm-specific, depending on the firm’s
own security capabilities. Others, are industry-specific (eg. direct- and cross-risk elasticities) and
will rely on the manager having a good feel for the level and type of competition. Finally, some
parameters will be supplier- specific; a manager will need to gather information through careful
reading of both supplier responses to the firm’s request for proposals (RFPs) and public
information about the supplier. When selecting suppliers for such important business functions, it
is common to undergo an RFP process. As such, the proposals returned by vendors form an
important component of information gathering for the manager. Evaluating the various responses
to the call for proposals will be necessary to extract the data needed to estimate parameter values
in our model, such as the cascade probability. Additional public information regarding vendor
security performance can be used to estimate the likelihood of a breach or adverse event

occurring.

Our results with respect to IT supply chain design both support and extend the analysis of
Gal-Or and Ghose (2005), who find that cooperation and information sharing regarding IT
security problems between firms is greater in competitive markets (highly negative cross-risk
elasticities of demand in our model). Additionally, our results demonstrate that when the relative
adverse event arrival rates for the shared supplier move downwards toward parity with the rate
for independent suppliers, even firms that are complements in loss become increasingly
motivated to share suppliers. This chapter illustrates the interplay between direct-risk elasticity,
cross-risk elasticity, and relative adverse event arrival rates on the strategic supply chain design

decision. We show that regulation and cooperation can be beneficial to the firm profits in many
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cases, and generally, enhances profits in the shared supplier case. Although cooperation between
competitors is often viewed negatively by regulatory agencies, results show that cooperation
among competing firms with respect to spending on supplier security, if allowed, may in some

cases benefit customers.

123



CHAPTER 6

Summary of Findings

With the growing number of people using online social networks and websites, the opportunities
and challenges in this online industry are increasing. One the one hand, there are ample
opportunities for the online services to monetize their platforms through advertising and selling
of user information to third parties and by improving the performance of their networks, and on
the other hand, users are concerned about their privacy when using such services. Chapters 2, 3
and 4 of this thesis address these respective issues. On another level, businesses and companies
are vitally dependent on internet- and cloud-based services provided by suppliers, and need to
strategize on maximizing the security of such services through investing in either independent or
shared suppliers. We discuss this issue in Chapter 5. Here, we summarize the findings from

these four essays.

In Chapter 2, we define the problem of improving propagation in malleable social
networks. We propose the HMST as a framework for finding low cost network enhancements
with acceptable CIT performance within a hop constraint. This framework can jointly determine
nodes that should be targeted for seeding and connections that should be created in order to
improve propagation performance. We propose the SLE improvement heuristic that greatly
reduces the costs of the HMST solutions. The most important practical implication of this
chapter is that social networks can become more effective conduits for message propagation by
simultaneously considering network design changes and potential seeding points. This study

also has important managerial implications, in that it shows how deliberate network
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manipulation can be a potent tool for improving propagation in malleable networks, and provides

an efficient method for accomplishing this.

In Chapter 3, we propose a two-sided economic model to explain and analyze the decision-
making of publisher websites. We illustrate how a publisher website must balance the user
information monetization through third party information sharing versus the subsequent personal
privacy concerns that result from this sharing. We also study the effect of competition and
asymmetry among publisher websites, and provide insights on the two different publisher
website business models that arise: 1. low publisher website price and high user information
sharing for the firm facing low user privacy concerns, and 2. high publisher website price and
low user information sharing for the firm facing high user privacy concerns. In the empirical
analysis, we find that user information is being shared extensively among third parties by
publisher websites, and the actual third party usage behavior is consistent with the predictions of
the model. Due to privacy concerns and potential for re-identification, the extent of third party
sharing is of strong interest to policy makers and regulatory organizations. We examine the
impact of two government taxation policies, and find that the impacts of these regulatory actions
on profit and welfare depend on the level of user privacy concerns. This chapter also contributes
to the two-sided market literature by considering the case where one side has a negative cross-
sided network effect on the other, as opposed to having positive cross-sided network effects for
both sides, as is the case in the literature. We find that in such markets, the subsidy strategy

where one side is subsidized in order to monetize the other, can still be useful.

In Chapter 4 we study the impact of user privacy concerns as a self-regulatory mechanism
to control the sharing intensity by websites. We find some evidence that user privacy concerns

do have a self-regulating effect on the sharing intensity. Websites in subject categories with
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higher user privacy concerns, tend to have lower levels of sharing intensity. In contrast, websites
in categories with a priori expectations of low privacy concerns higher sharing intensity. We
also find the effectiveness of DNT as a privacy protection tool in controlling the sharing intensity
by website publishers is mixed. A significant proportion of websites in the subject categories
with low privacy concerns abuse users’ privacy by increasing sharing intensity when DNT is
requested. Our empirical analysis in a relatively regulation-free environment indicates that
without regulation or transparency with respect to third party sharing, the DNT signal is often

being used to abuse customer privacy.

In Chapter 5, we study the decision making of firms when security attacks and incidents
may impact firm’s demand. Such incidents may impact customer demand in different ways,
depending on the direct- and cross-risk elasticities of demand. In a duopoly setting, we analyze
the strategic choice of firms in supply chain design by considering the impact of IT security
breaches on customer demand. Firms must choose between selecting the same supplier as their
competitor or an independent supplier. We show that different customer demand reactions to
adverse events affect the supply chain structure by encouraging firms to invest either in
independent suppliers, or to share a single supplier. To make an optimal decision, the relative
differences in adverse event arrivals between supplier alternatives must be considered in
conjunction with the direct- and cross-risk elasticities of demand. We find that when direct-risk
elasticity of demand is low, firms will favor independent suppliers. As direct-risk elasticity
increases, the shared option becomes preferred. On the other hand, when cross-risk elasticity of
demand is large in magnitude (either positive and negative), firms will favor the shared supplier.
However, if direct-risk elasticity is very large, then the shared choice may become optimal for all

values of cross-risk elasticity of demand. We also study the impact of correlated incidents and
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cooperation among firms, and find the optimal decisions for each case. This chapter provides a

useful tool to aid managers in the strategic decision regarding choice of cloud service suppliers.
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Appendix 2.1: Theoretical Model of Network Structure-Cost Tradeoff

In this appendix, we provide generalized theoretical results for linear network topologies with
both bidirectional and unidirectional propagation flows. First, we consider the linear network
topology case with bidirectional propagation with N nodes. The propagation spreads in both

directions. Figure A.2.1.1 shows the linear network structure for the case with N = 25 nodes:

*—r—r——0—0 0000000000000

_-—
Propagation Direction

Figure A.2.1.1. Linear Network of Size N=25 with Bidirectional Propagation Flow

Assume that there is a hop constraint of H for reaching out to every node in the network,
i.e. there is a message that needs to be sent to every node within A hops. In order to achieve this
goal, it is possible to seed the message to nodes, or create new connections among the nodes. For
any particular combination of N and H, there are a certain number of non-dominated solutions
available that consist of a combination of seeds and new connections. Depending on the cost of
seeds and new connections, one or many of these solutions will be optimal in terms of cost of
seeding and creating new connections. The following lemma provides the solution combinations

and optimal solutions in the general case.
Lemma A.2.1. Bidirectional Propagation

There needs to be at least one seed in the network for a message to propagate. The number of

seeds can be between 1 and N. However, because each seed can propagate to 2(H — 1) nodes on

N

its sides, where Ns € {1,..., | ;50—

]} is the number of seeds in the solution, N2™S = 1 is the
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minimum number of seeds needed, and N2%*S = [ ] is the maximum number of seeds

142(H-1)
needed. For the whole network to be covered by either seeds or connections, if we have less that
] number of seeds, there are either zero or N — Ng(1 + 2(H — 1)) nodes that are not

[m

reached. In order to reach all nodes, we need additional new connections.

Let N be the number of new connections in the non-dominated solution. Then:

NC:

(A2.1.1)

[Max{O,N—N5(1+2(H—1))}
1+2(H-2)

Let Cs and C be the cost of seeds and new connections, respectively. The cost of a

solution with Ng seeds and N, new connections is thus calculated as:
COSt(Ns, Nc) = N5CS +NCCC (A212)

In order to find the lowest cost solution, we need to solve the following problem:

(N2, N2 = ArgMin[Cost(Ns, Ng) = NgCs + NeCe] (A2.1.3)

S.t.

Ne € {1 [ N ] A2.14

s €L | ) (A2.1.4)
_ [Max{0,N-Ns(1+2(H-1))}

N, = [ T (A2.1.5)

Solving this problem gives the solution for a given seeding and connection cost. The
optimal solution depends on the ratio of the costs (Cs/C), and for different values of this ratio,
we might have different optimal solutions. We first find all non-dominated solutions of the

problem. The following provides the general structure of these solutions:
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MaxS _ N
Npaxs = [ (H_l))] (A.2.1.6)

k k N
Ny NS =B > [m] vk, € Qy = {qi, .., MaxS — 1} (A2.1.7)
k k
NSZ + NCZ = BZ > Bl sz € QZ = {qkz’ ""qkl - 1}, qkz < qkl (A218)
NT+Nf"=B. 2B,y Yk, €Qr={qup Qs — 1} Qi, < G, (A.2.1.9)

NS + NS™ =B 2 By Vi € Qp = {MinS, ..., qy,. . — 1}, MinS < q,._, (A.2.1.10)
where:

k., is the index of number of seeds and new connections for the set of solutions with total of B,

number of seeds and new connections.

MaxS is the index for number of seeds and number of new connections of the solution with

maximum number of seeds.

MinS is the index for number of seeds and number of new connections of the solution with

minimum number of seeds.
B, is the total of the number of seeds and new connections in each solution set Q,..

Q. 1s the set containing the indexes for all solutions with total of B, number of seeds and new

connections.
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qk, is the solution with least number of seeds in the set of solutions with the total of the number
of seeds and new connections of By, that is the set @, = {qx,, .., qk,_, — 1}, qx, = MaxS$, and

dx,, = MinS.

So there are m types of solutions available in this case. The optimal solution space is as

follows:

Max{O,N—N§1(1+2(H—1))}
1+2(H-2)

|t | ~Ns™

} Optimal Solution

(NMaxs NMnS = o) (A2.1.11)

[Max{O,N —NA(1+2H - 1))}‘

1+2(H-2) C
if <=
[L] — Nk Ce
1+2H-D| s
Max{0,N — N*(1+2(H - 1))}] [Max{0,N — NS (1 + 2(H — 1))}
1+2(H-2) B 1+2(H-2)
< N — Nl
s — s
Optimal Soluti
L (N, Ny (A2.1.12)
Max{0,N — NS (1+2(H - 1))}] [Max{0,N — NS (1 + 2(H - 1))}
_ 1+2(H-2) B 1+2(H-2) Cs
i Z— ST
Ny — Ng c

Max{0,N — N (1 + 2(H - 1))}] _ [Max{O,N — NS (1+2(H - 1))}]

T+ 2(H —2) 1+2H-2)
< Nkr _ NkT+1
S S
Opti L Soluti
Optimal Solution (qukr’Ngkr) (A.2.1.13)

144



Max{0,N — NS (1+2(H - 1))}] [Max{0,N — N¥"S(1 + 2(H — 1))}
S —

1+2(H-2) 14+2(H-2) Cs
if MinS km-1 < C_
N o Ns ¢

Optimal Solution (NMInS = 1, yMins) (A.2.1.14)

We next provide an illustrative example of the above lemma. Let’s consider the case

where N = 25 and H = 5. These three non-dominated solutions can be represented as follows:

A. 3 seeds and zero new connections:
o—o—o—o—@—o—o—o—o—l—o—o—o—o—@—o—o—o—o—l—o—o—o—o—@—o—o
B. 2 seeds and 1 new connection:
C. 1 seed and 3 new connections:
According to the lemma, we have NY**S = N = [1+22(§_1)] = 3 and for the next set of

problems, we have Nsk1 = 2 and Né‘l = 1; and Nsk2 = 1and Ngz = 3.

We can now analyze this problem by divide the solution space into four parts based on the

Cs/C ratio. We have:
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25 _ s
1+2(5—1)]‘

NéwaxS=N53=[
ky ki _ o _ _
Ne pNf =3 =3 vk, € Qy = {2)

N2+ N2 =4>3 Vk,€Q,={1}, 1<2

So, based on the lemma, the optimal solution is as follows:

I [Max{0'25_2(1+2(5_1))}] Optimal Solution .
if C_s < 1+225(5—2)_ =1 (NSMaxS’NéVImS) = (3,0)
¢ [1+2(5—1) 2
Max{0,25-1(1+2(5-1)}] [Max{0,25-2(1+2(5-1))}
Cs 1+2(5-2) - 1+2(5-2)
if 1<—< =2

Ce 2-1

Optimal Solution
—— (NN) = @D

. CS Optimal Solution . .
if 2 <. (NS, NS ) = (1,3)

In Figure A.2.1.2, the optimal solution is presented with respect to the cost ratio between
seeds and connections. As is shown, there is a range of relative costs over which various

solutions are optimal.
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Solutions

1 Seeds, 3 Connections == ®
2 Seads, 1 Connaclions = [ — Lowest Cost
Solution:
3 Seads, 0 CONNGUoNS  —je—
| [ "
! 2 Cs/Cc

Figure A.2.1.2. Optimal Solution Structure with Respect to % for a Linear Network of Size
c
N=25

Next we consider the linear network topology case with unidirectional propagation with N

nodes. The propagation spreads from left to right. Figure A.2.1.3 shows the network connections

for the case with N = 25 nodes:

—r—a—8—0—0—0—0—0—0—0—0—0——00——0—0———0—0——s
—.,.
Propagation Direction

Figure A.2.1.3. Linear Network of Size N=25 with Unidirectional Propagation Flow

Lemma A.2.1.2. Unidirectional Propagation

This case is similar to the bidirectional lemma, with the difference that each seed can propagate
to H — 1 nodes (instead of 2(H — 1) nodes) and each new connection can propagate to H — 2
nodes (instead of 2(H — 2) nodes). In this case the lowest cost solution is answer to the

following problem:
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(N;, N&k) = ATgMin[COSt(Ns, NC) = N5CS + Nccc] (A2115)

S.t.
N
Ns€{1,..., [1+2(H—1)]} (A.2.1.16)
_ [Max{0,N-Ng(1+(H-1))}
N¢ = S (A.2.1.17)
The following provides the general structure of these solutions:
MaxS _
NpaxS = | — = 1))] (A.2.1.18)
NS+ NS =By 2 [— Vi, € Qy = {qy., .., MaxS — 1}
L= |14@-1) 1 1 kys e
N¥ + N =B, = B, Vky € Q2 = {Qryr o Qs — 1} Gk, < Gy (A.2.1.19)
NT+NS=B. 2B,y Yk, €Qr={qup Qe — 1} Gk, < Gy, (A.2.1.20)

N™ + Nf™ =B 2 By Vhkm € Q= {MinS, ..., q,_ — 1}, MinS < q,,_. (A2.1.21)

So again in this case, there are m types of solutions available in this case. The optimal solution

space is as follows:

Max{o,N—N’;f1 (1+(H—1))}
1+(H-2)

|l Ns®

‘ Optimal Solution

(NMaxS | NyMinS — () (A.2.1.22)
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Max{0,N — N*'(1 + (H — 1))}
1+ (H-2)

=]~ CC

Max{0,N — NS*(1 + (H - 1))}] B [Max{O,N — NS (1+ (H-1)}

T+(H-2) 1+(H-2)
< Nkl Nkz
s s
Optimal Soluti
M (N;Ikl’Ngkl) (A.2.1.23)

Max{0,N — NS (1+ (H-1D)}] [Max{0O,N — N (1 + (H - 1))}
’ T+(H-2) N T+ (H-2) _G
i Cs

T kr
Ng™™* — Ny Cc

Max{0,N — NS (1 + (H — 1))} ‘ [Max {0,N — NS (1+ (H - 1))}‘

1+ (H-2) 1+ (H-2)
< kr+1
Optimal Soluti
ptimal Solution (N;,Ikr,Ngkr) (A2124)

Max{0,N — NS™*(1+ (H - 1))}] _ [Max{O,N — N™S(14+ (H-1))}

1+(H—2)) 1+(H—2)) CS
if MinS km-1 < C_
Ng - Ns ¢

Optimal Solution (NSMinS —1 Ng,lins) (A.2.1.25)

The structure of the optimal solution in the lemmas provides that the lowest cost solutions

that can propagate to all nodes within H hops can be either at the extreme solutions of all seeds
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or one seed and all new connections, or at an intermediate solution with a combination of seeds
and new connections. The optimal solution depends on the ratio of seeding cost to new

connection cost.

We know that both propagation performance and cost of network manipulations are

important to the network administrator, and the profit of the network depends on them:

I =y * Propagation Performance — Costs

Where vy is a parameter that determines the relative importance of propagation performance
with respect to costs. Assume that the propagation performance measure is the probability of
reaching all the nodes within H hops. Moreover, assume that the probability of the seeding,
connections, and new connections are all equal to a probability 0 < P < 1. Then the propagation
performance measure is equal for all different solutions and is equal to PY. In other words, the
propagation performance of all these solutions is equal to each other, and the only difference is

in the costs of these solutions.

While these lemmas are defined for very simple linear networks, there are some interesting
findings in them. The lemmas state that the optimal solution can contain any number of seeds
and new connections, depending on the trade-off between cost of seeding and cost of new

connections, and the optimal solution is not always an extreme point.

We next discuss how the optimal solution structure changes in more complicated linear
networks, where the linear communication structure is broken in one location. Figure A.2.1.4

figure provides a network with a disconnect at the last node:
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Figure A.2.1.4. Linear Network of Size N=25 with a Disconnect

Such a disconnected network has lower propagation performance than the fully connected
network. The number of seeds and new connections in the non-dominated solution set, with the
same propagation performance objective of reaching all nodes within H hops, is greater than or
equal to the fully connected linear networks. In other words, a disconnected network never
decreases the cost of creating a network, while maintaining the same propagation performance

objective.

We have analyzed the effect of having a disconnect in the network at each of the 24
different locations in the 25 node linear network for both bidirectional and unidirectional
propagation flow. The location of the disconnect does affect the cost structure of the optimal
solution. However, there is no identifiable trend as to how the disconnect location affects the
cost, and this must be analyzed case-by-case. There are cases where the disconnection results in
the same solution as the fully connected linear case. We can make a series of generalized

theoretical observations that are, for the most part, stating the obvious:

Observation A.2.1.1 Having more starting connections and/or more seeds cannot increase cost

of creating a network where message propagation occurs within H hops.

Observation A.2.1.2 Having fewer starting connections and/or fewer seeds cannot decrease

the cost of creating a network where message propagation occurs within H hops.
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Observation A.2.1.3 The lowest cost solution for propagating a message to all nodes within H
hops is dependent on the exact configuration of the starting network topological design and the

relative costs of creating additional seeds versus additional connections.

Observation A.2.1.4 For any given network structure, the lowest cost solution for propagating
a message to all nodes within H hops may, depending on the relative cost of seeds versus
connections, consist of a) all seeds, b) one seed and all connections, or c) some combination of
multiple seeds and one or more connections. Additionally, for some network structures, only the
extreme points of a) all seeds, or b) one seed and all connections, exist as non-dominated lowest

cost solutions.
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Appendix 2.2: Initial Solution Algorithms

In this appendix we provide further explanation on the three initial solution techniques described

in Section 2.4.

A.2.2.1 Prim

This technique is simply the Prim’s algorithm for minimum spanning tree, where a constraint is
added so that the number of hops from the root node to any node is not higher than a given

number. The flowchart for this algorithm is as described in Figure A.2.2.1.

Begin

l

Input: A non-empty connected
weighted graph

¥

Initialize empty sets of utilized

nodes and utilized arcs, and

add the root node to the set of
utilized nodes

}

Of the non-utilized arcs that
connect the utilized nodes with
non-utilized nodes, find the arc  f¢———

with minimum weight which does
not violate the hop constraint

¥

Update the sets of utilized
nodes and utilized arcs to No
include the new node and arc

Are all nodes utilized?

Yas

End

Figure A.2.2.1. Prim’s Algorithm for HMST
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The only difference for the case of HMST as compared to the MST is addition of the
constraint on hops. We can see that this is a very crude algorithm, and does not search further in

the space to find possibly better solutions, but provides a very fast solution.

A.2.2.2 FGV

FGYV is the heuristic proposed by Fernandes, Gouveia, and Vof3 (2007) called ILA for the HMST
problem, which utilizes the Esau-Williams’ (EW) algorithm. The EW algorithm works as

described in Figure A.2.2.2 below.

Begin

)

Input: A non-empty connected
weighted graph

Initialize a star solution, where
all nodes are directly
connected with the root node

|

Find the arc swap that would
resultin the largest cost
improvement and does not
violate the hop constraint

s a positive
improvement
possible?

Update the current solution
to include the change

Figure A.2.2.2. EW Algorithm for HMST

A flowchart of steps of the FGV heuristic is provided in Figure A.2.2.3. The FGV
technique starts with the Esau-Williams’ (EW) heuristic. EW is an improvement heuristic which
starting from a given solution, searches for changes that can be made to the tree so that the cost

can be reduced. The FGV then proceeds by iteratively applying the EW heuristic to a subset of
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the graph, which is created by inhibiting a set of arcs that can be used. If a better solution is
found by using the inhibited arcs, then these arcs are permanently inhibited and the heuristic
proceeds to next candidates. In order to reduce the amount of computational time, a pilot method

is used for finding the candidate arcs in a directed manner.

Begin

!

Input: A non-empty connected
weighted graph, denote the set of
all arcs as A

'

Initialize a starting solution with
EW algorithm and set it as
best solution (B5). Initialize an
empty set of inhibited arcs S={}

!

Inhibit the first arc a; from set A,
S8+ am ), m=1

!

Use EW to construct a solution,
with only non-inhibited arcs. L
Denote the setofarcs inthe [+ Updale the inhibited set: L

solution as W, and record cost of 5=5+ am }, where m=m+1
bestinner solution (B1)

!

Inhibit the first arc w ; from set W,
S5 Wy ), k=1

|

Use EW to construct a solution, with
only non-inhibited arcs, A- 5" |« UNPC‘QIE the inhibited set: |,
Denote the solution as ES S"=5" { wy }, where k=k+1
v BI=ES,
‘Bs —w 55"
[+]

Have all arcs in set W
been considered
for inhibition?

BS=8I,

fBl<BS as —w 5-5'

Have all arcs in set A
been considered
forinhibition?

Figure A.2.2.3. FGV Algorithm for HMST
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A.2.2.3 Akgun

We use Akgun’s (2011) formulation to solve the HMST problem in CPLEX solver. We use the

following set, decision variable, and data parameter notations.
Set definitions:

V ={asetof nodesV|i,j €V,

wherei,j =1,..,N,N = |V|,and i = 1 is the root node}
A = {aset of arcs A|(i,j) € A,wherei,j €V}
Decision variable definitions:

Y. = {1 if arc (i,j)is used in the solution
Y0 otherwise

u; = hop number for node i, where u; € [0, N]
Data parameter definition:

Cij = cost of using arc (i, )

{1 if arc (i,)) already exists

b
H 0 otherwise

H: Maximum allowable number of hops,where H € [1,N]

Here, we repeat the HMST problem defined in the chapter, and then provide the
formulation proposed by Akgun (2011). Let G = (V, A) be a directed network with node set V =
{1,2,...,n} where node is 1 defined as the root node, and 4 is the set of directed arcs (i, j)

connecting all nodes in V. A positive arc cost C;; is associated with each directed arc. Some arcs
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already exist, and so there is no cost for using them in the solution. For these arcs we have b;; =
1. Note that the data parameter b;; is added for clarity, but could be omitted by adjusting C;; to
zero when b;; = 1. The problem is to find the HMST in the network. The HMST is a minimum

cost spanning tree with each node being at most H hops away from the root node.

To formulate the problem, binary variable X;; is defined for each arc, denoting whether
the arc (i, j) is used in the solution or not. The objective is to minimize the total cost of using the

arcs in the solution, so the objective function is defined as:
z" =min Z(i,j)EA,i-'#l CUXU(]‘ - bl]) (A221)

To address the hop constraint and eliminate the possibility of a sub-tour in the solution, a
hop number variable u; is associated with each node i. The hop number variable determines the
distance from each node to the root node in terms of number of hops. Hop number for the root

node (node 1) is set to zero. The constraints from Akgun (2011) are defined as:

u =0 (A222)
w21, Vievizl (A2.23)
YievjeiXij =1 VjeV,i#1 (A.2.2.4)
w—w +NX;<SN—1, V(i )EAj#Li+] (A225)
w<H VieV,i#l (A22.6)
X;;€{01}, V(€A (A22.7)
u; =20, VievV (A228)
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Constraints A.2.2.2 and A.2.2.3 determine that the hop number for the root node is set to
zero and that other nodes’ hop numbers are equal to or higher than 1, respectively. Constraint
A.2.2.4 ensures that each node has one and only one outgoing arc, and constraint A.2.2.5 is the
sub-tour elimination constraint. Finally, constraint A.2.2.6 is the hop constraint. Constraint
A.2.2.7 is the binary constraint on X;; and constraint A.2.2.8 is non-negativity constraint for the

hop number.

It is known that Akgun’s (2011) formulation is able to find good solutions in short
amount of time for small to medium size problems, but finding the optimal solution even in
medium size problems is not possible in a timely manner. However, this formulation is useful
for finding “good feasible solutions in a short time” (Akgun 2011). A time limit of one hour is
set for the solver when using Akgun’s formulation. Figure A.2.2.4 shows the flowchart for this

initial solution method.

Begin

l

Input: A non-empty connected
weighted graph

!

Use CPLEX solver to search
for the optimal solution of the
prablem using Akgun's
formulation

Found optimal
solution in
3600 seconds?

Use current
best solution

Yas

End

Figure A.2.2.4. Akgun Algorithm for HMST
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Appendix 2.3: Propagation Model

The setting for the propagation model is as follows:

1. Seed (initially active) nodes: For the seed nodes, we use the nodes that are directly
connected to the root node (node 1) in our HMST solution.

2. Propagation Probabilities: P;; shows the probability of an activated node i activating a
non-active node j in a single step, determined by the connection type:

ArclypeQ:Pij =PQ+(1—PQ)*Tand

where Py is the parameter for the existing connections, and rand is a

random number between zero and one.

Arc type L (we test the three following distributions for probabilities of type L):

L. Pij = (Cnax — Cij)/(Cmax — Cmin) * P
where C;; is the connection cost between two nodes, Cpy;n, and Cipy gy are

the minimum and maximum of all connection costs respectively and P; is

a parameter of the model.

ii. Let R; be a set of |R;| randomly chosen nodes from a uniform distribution
of the set S;, where S; is the set of non-active nodes at time step ¢ and
R; € 5;,S; € V,and |R;| ~ Poisson with rate A. Node i will activate all

nodes in set R;. In this case P;; at time step 7 is calculated as follows:

[Stl

P;j = z p(IR;| = B) * p(activate node j | |R;| = B)
B=0
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1il.

where p(activate node j ||R;| = B) is the conditional probability that
nodej is activated given that there are f number of nodes to be activated
in that step, and is calculated as:

(55 s

5)

where f = 0,1, ..., |S¢|. The first part of the argument in formula for P;;

p(activate node j | |R;|=B) =

provides the probability that node i activates 8 nodes. Because |R;| ~

Poisson with rate A, this can be calculated as:

)LBe

(Rl =p) =
where f = 0,1, ..., |S¢|.

So for each time step ¢ we have:

[Sel

B2
Z( = |St

Same as for the Poisson distribution, except that in this case |R;| is

distributed as the floor (largest previous integer) of a Power-law
probability distribution with lower bound y,,;, = 1 and rate @ = 5. In this

case, the first part of the argument is defined as:
+2 a-1 _
(Rl = B) = [}, ) dy

y= Ym

where f = 0,1, ..., |S¢|. So for each time step # in this case we have:
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P Z((f o G)GE) g

Arctype M: P;j = Py + (1 — Py) *x rand
where Py, is a model parameter.

For the model parameters we use P, = 0.9 and Py, = 0.8. Based on a pilot study using
HMST solutions for all EC and perturbed-EC problems, we find that the distribution of
propagation probability for type L arcs does not affect the overall CIT propagation behavior of
the model as long as the parameters are within an acceptable range. Thus, we present the results

for this type of arcs using a Poisson distribution with rate of A = 0.01.
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Appendix 2.4: The Greedy Seeding Algorithm

We use a greedy algorithm to intelligently select initial seeds for propagation. This greedy
algorithm performs as a benchmark for showing the effects of network enhancements on
propagation. In the influence maximization literature, some researchers have formulated the
problem of finding initial seeds that maximize propagation for different types of propagation
models (Domingos and Richardson 2001; Kempe et al. 2003; Kimura et al. 2009 and Even-Dar
and Shapira 2011). The influence maximization problem is applicable in case of networks that
are not fully connected. In these networks, complete influence is not guaranteed when
propagation starts with any set of initial nodes and each set of initial nodes will result into a
certain penetration in the network. In the problems discussed in this chapter, because of the
characteristics of the propagation model, the penetration will always be 100% if sufficient time is
given to propagate. In other words, “given any nonempty initial target set of nodes, all nodes in
the network are ultimately influenced, i.e., the complete influence is achieved” (Ni et al. 2010).
Ni et al. (2010) propose another approach based on minimization of expected CIT that is more
relevant to our problem. The idea behind this greedy algorithm is to find nodes that minimize the
expected CIT and add them to the set of initial seeds one-by-one. So our algorithm relies on
simulations of propagation to find the lowest expected CIT for the sets. The algorithm works as
follows: for finding a set of initial nodes with size k we incrementally build the set by adding
nodes that give the best expected CIT one at the time. This expected CIT is calculated by
averaging over several propagation simulation runs. Note that the efficiency and effectiveness of
this algorithm relies on the number of propagation runs and thus there is a trade-off between
computational time and quality of solution. The addition of the nodes continues until we have all

k number of nodes in the set.
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The greedy algorithm is equivalent to the algorithm provided by Ni et al. (2010) where
the target set includes all the remaining nodes. Because of this, there is no need to use a heuristic
for finding the nodes to be put in the target set as their algorithm does. Another difference is in
the “distance network” that should be created out of the original network that is based on a
weighting method. We have used the same cost structure introduced in Section 2.6 as the weights
of the distance network. This type of weighting follows the general purpose of the weighting
method in Ni et al. (2010) where costs are a measure of distance between the nodes. Note that the

costs in our problems also represent the social distance between the nodes in the network.
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Appendix 2.5: The Problem Generation Procedure

A.2.5.1 Enron Work E-mail Networks

The Enron data includes all of the e-mail communications that exist between employees.
Cumulative pairwise numbers of e-mails are counted at various points in time. The number of e-

mails sent is considered the tie strength, T;; being the tie strength of the connection (i, j). The

costs for using the links is calculated as follows:

1 Max[MaxTies, T;j]

C. . =
Y MaxTies

where MaxTies is a parameter. This implies that the cost of using a connection with a tie
strength of higher than MaxTies is zero. The parameter is set to 100 in our calculations. The

seeding cost is calculated similar to the Facebook and Twitter ego networks, that is:
Cy =In(m)
A.2.5.2 Twitter and Facebook Ego-networks

Twitter and Facebook data consists of directed ego-networks (EN) with data from their circles.
The EN represents an existing network for which the cost of using those connections are
assumed to be zero. The cost of the other arcs are calculated according to the number of mutual
connections, and cost of connecting directly to the root node is set to /n(N), the natural log of the

size of the network.

There has been some research on estimation of connection benefits in the employee
productivity literature. Hoffmann (2010) and Wu et al. (2009) have associated higher e-mail

connectivity with higher financial productivity. While this line of research focuses on how new
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connections improve network performance, it is silent on the cost to create a new connection.
We found no previous research exploring the cost of creating new connections in an existing
social network. Because the data does not include information on closeness of disconnected
users, we use the concept of mutual connections as the proxy for the cost of connecting two
nodes. The assumption here is that the more mutual connections two nodes have, the easier it is
to create a connection between them and thus the lower the cost. The cost of creating new
connections includes the effort needed for the administrator in order to create a new connection
between a pair of users. The cost can also be attributed to the acceptance probability of a new
connection suggestion, that is, the cost of creating a connection when there is high acceptance
probability is lower than when there is low acceptance probability. In the social recommender
systems literature, there is a body of literature that studies the factors that affect the success rate
of such friend suggestions. For example, Moricz, Dosbayev and Berlyant (2010) study the friend
recommendation system in MySpace. They find that “closeness of users’ friend networks,
common user interest with friends and recommended friend(s), [and] common geographical

region” are the significant factors that improve the conversation between recommended users.

The set of nodes and directed arcs between nodes i and j are given in the dataset. We use
the circles to select our subset of nodes and existing arcs for the HMST testing. A new node 1,
the root node, is added to the set of. The existing arcs are identified by a binary variable b;;,

where b;j = 1 if the arc from node i to j exists in the dataset, and b;; = 0 otherwise. We have:

Cijiz1j21 = 01f by =1

165



Next, the directional cost of all arcs where b;; = 0 is calculated. Let k be the number of
mutual incoming or outgoing connections (excluding node 1) shared by nodes 7 and j, such that

for allnodes p € V,wherep # 1,p #i,p # j:
if (bj, = L orb,; = 1)and (bj, = 1 orb,; = 1), then f = f + 1.
Otherwise, f = 0.

Thus, the cost of non-existing arcs is calculated as follows:

1
f+elii

Cijiz1,j#1 = Vb;; =0, wheree = 2.71828.

The cost of connecting each node i directly with node 1 is:

Cip =In(n)

Because node 1 is the root node, C;; does not exist.

A.2.5.3 Euclidean with Root Node in the Center (EC)

We utilize randomly generated problems to test our improvement heuristic. The problem sets are
created by placing n-7 nodes randomly in a 100 by 100 space. Node 1, the root node, is placed
in the center of the space at location (50, 50). The cost for each arc between any two given

nodes is calculated as the Euclidean distance between the two nodes.
A.2.5.4 Perturbed Euclidean with Root Node in the Center (Perturbed-EC)

In this case a similar setting to previous section is created. We then randomly create the arc costs
in a two-step process. In the first step, the number of outgoing connections for each node i # 1,

0;, 1s randomly chosen integer from a uniform distribution in range [0,n/10]. Node i is
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connected to the nearest 0; nodes as measured in Euclidean distance D;;, where D;; is the

ijs
Euclidean distance between the two nodes i and j. The existing arcs are identified by a binary

variable b;;, where

ijs
b;j = 1 if the arc from node i to j exists, and b;; = 0 otherwise.

For these existing arcs, the cost is set to zero:
Cijiz1,j2=1 = 01fb;j =1

In this case, the costs of non-existing connections (where b;; = 0) are altered as follows. Let f
be the number of mutual incoming or outgoing connections (excluding node 1) shared by nodes i

and j, such that for all nodes p € V, wherep # 1,p #1i,p # J:
if (b, =1orb,; =1)and (bj, = 1orb,; =1),thenf = f + 1.
Otherwise, f = 0.

Thus, the cost of non-existing arcs is calculated as follows:

1

——=xD
f+e Jt

Cijiz1,j#1 = ij Vb;j =0, where e = 2.71828 and Djjis the Euclidean distance

between the two nodes.
The cost of connecting each node i directly with node 1 is:

Cip =In(n) * Dy;

Because node 1 is the root node, C;; does not exist. All the cost data are truncated to the

third decimal point.
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Appendix 2.6: Improved Enron Networks

We have analytically shown in Section 2.3 and Appendix 2.1 that different seeding to new
connection cost will result in different optimal number of seeds and connections in a specific
linear network. Here we discuss the same issue in an Enron network example. Based on Enron's
e-mail activity, Figure A.2.6.1 provides a snapshot of existing Enron ESN of size 111 with the
unconnected root node (node 1) in the center. This network depicts the internal e-mail activity of
Enron from May 11, 1999 to December 10, 2000. We then use the proposed methodology to

create an HMST in the network.

Figure A.2.6.1. An Enron Network Example of Size N=111

Figure A.2.6.2 provides the same network, with added seeds and new connections in it,

showing only the connections used in the HMST solution with hop of H = 5.
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Figure A.2.6.2. Improved Enron Network of Size N=111, H=5

It can be seen that in the above network, all nodes can be reached from the root node
within H = 5 hops for the HMST solution. Note that the specific network improvement is
dependent on the seeding to new connection cost ratio, as is expected from our theoretical
results. In this example, we have considered the seeding cost to be high. This is the case where
the direct seeding might not be an effective approach for propagation, for example in the case of
organizational culture, peers can have a better influence on each other rather than corporate
emails. Due to high seeding costs in this example, there is only one seed, but many new
connections. Next we consider different scenarios that may arise based on the different cost

structures for seeding and new connection creation.

Figure A.2.6.3 provides an initial Enron network snapshot with size of N = 59. This

network depicts the internal e-mail activity of Enron from May 11, 1999 to February 24, 2000.
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Figure A.2.6.3. An Enron Network Example of Size N=59

We then use the HMST approach to improve on this existing network. Figure A.2.6.4

provides the HMST-improved network.

Figure A.2.6.4. Improved Enron Network of Size N=59, H=5

This network is for the case where the seeding cost is higher than the new connection
cost. We then provide several other cases with different seeding to new connection cost ratios.
Figures A.2.6.5 through A.2.6.7 provide alternative improved networks where seeding cost is

equal to new connection cost for hop constraints of 3, 4 and 5.
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Figure A.2.6.5. Improved Enron Network of Size N=59 with % = 1 and H=3
Cc

I

B

——
7

Figure A.2.6.6. Improved Enron Network of Size N=59 with % = 1and H=4
Cc

L A\

= S

Figure A.2.6.7. Improved Enron Network of Size N=59 with % =1 and H=5
Cc
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It can be seen that there are more seeds than new connections in the case where the cost
of seeding is the same as cost of adding new connections. In fact, in this case, there are many
solutions that have equal total cost, that is, there is no difference between having a seed or a
connection connecting the nodes. So the network cost of the Figure A.2.6.4. is the same as the

network cost of Figure A.2.6.7, and also for Figure A.2.6.8 below.

Figure A.2.6.8. An Alternative Improved Enron Network of Size N=59 with % = 1and H=5
Cc

Next we provide some numerical results for the Enron problems. We use two networks
from different time epochs in the lifetime of the Enron Company. Table A.2.6.1 provides the
costs and solution times of the different methodologies. The 59 node network depicts the internal
e-mail activity of Enron from May 11, 1999 to February 24, 2000, and the 111 node network

depicts the internal e-mail activity of Enron from May 11, 1999 to December 10, 2000.
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Table A.2.6.1. Average Gaps from Best Known Solutions and Times for Enron Problems

Averag Percentage Gap from Best Known . . .
Problem Set . Solution Times in Seconds
Solution
Prim+ | Prim+ | Akgun+ | FGV+ Prim+
N H Prim | Akgun| FGV ke Prim| Akgun FGV Prim+SLE | Akgun+SLE| FGV+SLE
Swap | SLE SLE SLE Swap
3 17.0 5.1 275 7.3 0.0 0.0 0.0{| 0.2 36007 959.2 0.9 74.5 3,672.9 1,031.5
59 4 10.0 0.0 5.0 0.0 0.0 0.0 0.0{| 0.2 36007 2,400.1 0.8 84.5 3,773.2 2497.1
3 10.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 36008 2,937.0 0.8 4,247.2 29,838.0 22,0542
3 50.4 13.6 113.9 40.3 0.0 0.0 0.0l 1.2 36015 17,1018 5.5 58,737.8 59,667.3 72,489.8
111 a 559.2 16.4 124.3 244 0.0 0.0 0.0]| 1.2 3,601.6 30,6642 5.3 58,801.1 60,8329 859,402.7
3 48,7 11.2 98.3 26.2 0.0 0.0 0.0l L2 36016 75111.6 53 57,3850 60,848.5 133,907.3

It can be seen from the table that the proposed HMST heuristic is again able to improve the

solution quality of the existing methods. This is especially observable in the larger problem of

size N = 111.

We next use the propagation settings from Section 2.5 to estimate CIT propagation

measure for these problems. The average CIT measures for the Enron network problems are

provided in Table A.2.6.2.

Table A.2.6.2. Average CIT for Enron Problems

Problem Set Average CIT
N H Prim Akgun FGV | Prim+5LE | Akgun+5SLE |FGV+5SLE
3 2.6 3.6 2.4 3.0 3.4 3.2
59 4 2.8 3.4 3.2 3.2 3.4 3.4
5 2.4 4.8 4.2 3.4 4.4 A4.6
3 2.6 3.0 2.8 3.2 3.2 3.0
111 4 3.2 3.4 3.2 3.6 3.8 3.6
5 4.0 4.8 4.2 4.8 4.6 4.8

It can be seen that the CIT estimation for the HMST-improved solutions are within the hop

constraint, and comparable to each other.
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Appendix 2.7: Computational Results on EN Problems

The complete computational results for EN problems from Table 2.2 is given in Table A.2.7.1.

Table A.2.7.1. Average Gaps from Best Known Solutions and Times for EN Problems

Problem Set Averaqg Percentage Gap from Best Known Solution Solution Times in Seconds
N hll;::‘l:jl.:n‘f H Source || Prim | Akgun | FGY ';:':; Ps"L'E' “';!'L‘I'_:'" Fsli"l::' Prim | Akgun | FGY Z:':; Prim+5LE | AkgunsSLE | FYs5LE
7 — 71 a8 43 7100 00 13| o8 04 RN E] 0 ]
1 2 4 ; M1 on A 71 oo oo ool oo 53 ol oo 1% 7 27
g Faebockll] Al 00 84 71 13 00 19|| oo 267 0 0o 22 283 26
CEE——— T2 00 T8 6z 00 08 0b|| 00 3 NN 30 1z i
1 4 s ; 27 00 00 00 o0 00 oof| oo e o1 0o ] Gl 50
g Faoebook@lN) 5% n pp om0 oo 00 ool 00 fdd 0l 0o Bl 204 Bni
3 00 00 W00 08 B0 00 ob| | 00 463 TSR] 7z G N
1 1 ¢ Tuiter [1 00 00 00 00 a0 00 oo|| 00 2505 0z 0 135 27576 175
5 00 00 00 0p o0 0o oo|| 00 3g003 0z 0o \izE £7278 13852
7 ——" 75 00 el 48 00 00 00| 00 @62 13 00 2 041 35
" 3 4 : 3 00 00 0b o0 00 oo|| 00 2EMa 03 0o 5477 52664 Y
g Faceboakll 0.0 00 00 00 on 00 on|| oo sene 04 00 2778 EM42  20M9
3 $6 00 Bir 46 00 00 00| | 00  m0E TERT] 734 4555 BB E
i 2 £ Twitter[2) 2 00 zr 27 o0 00 oo|| o0 3gm7 04 00 34576 0935 T
5 2700 27 a7 o0 00 oo|| 00 3g007 05 00 EDEES 96496 BOSOT
7 £4 00 4 &4 00 00 00| | 00 1004 R 725 ] 3
% z £ Titter[2) 50 00 00 G0 o0 00 oo|| 00 1355 08 00 &m0 G858 3122
5 50 00 00 22 22 00 oof| 00 3g003 U 00 45086 162 38070
R 72 00 3 72z 00 00 00| | 00 24ME TERT] G TA4Ed T
7 3 4 ' 3 00 15 15 o0 00 oo|| 00 3470 05 00 B3075 93374 K454
g Facsbook(] 15 00 15 15 00 on|| oo 3e00r W00 77e54 0243 78076
3 —_— BE 0B 5 BE 00 00 00| 0B 15778 B0 00 BEEES B34 BS0T
2 2 bk 83 00 28 56 o0 00  oo|| 00 3g00s 23 00 BS54 0622 EETE
5 §3 00 28 B o0 00 oo|| 00 3g008 i4 00 B0 03537 T
3 — 07 00 §35 07 00 00 00| | 00 13083 3901 G20E8 £828 G038
i 2 4 ; 00 00 00 00 o0 00 oo|| 00 3g003 %2 01 B5E3 1165 g7
g Faebockll] 0.4 00 00 00 on 00 on|| 00 36004 90 01 857EE IE54  BEN3
3 WA 18 48 53 00 00 00| 0B GE00s 7 0z 45017 THESE 4532
3 1 £ Facsbook (1 48 00 48 00 o0 00 oof| o0 2g003 B 02 8022 276 fmM24
5 00 00 48 00 o0 00 oof| 00 3g004 34 01 1805 2227 13447
3 73 04 831 2§ 00 00 0b|| 00 3g004 AT 01 BiBd B3 0T
w2 2 £ Twitter[2) 04 00 504 04 o0 00 oo|| 00 3g004 452 01 1BO0EE 208835 (4003
5 04 00 04 00 o0 00 oo|| 00 36008 453 0 18880 HETD  WOEES
7 %5 00 M2 @B 00 00 08| 00 26003 727 02 B4 BUEE 1Es
e 1 & Fasbook(l|| ®3 oo T3 B3 00 00 00| b se0nz #E 01 B5BS 2465 HO7as
5 00 00 33 00 o0 00 oof| 00 3g003 329 01 1952656 23195 195594
3 00 00 00 80 B0 00 00| | 01 3E003 Bl 02 TeTs  ZaTBE Bt
% 1 £ Facsbook (1 00 00 00 00 o0 00 oof| 01 3g004 235 02 2061 2418 2427
5 00 00 00 0b o0 00 oo|| 01 3g00s 3 0z 086 M7 MRS
7 e WE B8 26 00 00 00| 01 38003 38 02 73923 9354 85933
1 1 ¢ Fasbook(|| 28 00 w00 00 o0 00 00| o1 3005 B3 03 11530 A 1ERLS
5 00 00 892 00 o0 0o oo|| 01 3g003 992 0p 220320 256353 rrias
7 96 00 2000 E5 00 00 00| | 01 g2 106 04 Zn06h7  ZEEGA  IREAd
40 1 4 Tuitet (1] 00 00 2000 00 o0 00 oo|| 01 3g00z 57 0p 230737 ZGEITA Z30R25
5 00 00 moo 00 oo 00 oof| 01 gm0z 785 03 23108 EE1 23,0995
3 52 04 TE6 45 00 04 0d|| 01 GE003 @73 05 &80 10023 153780
4 1 s Tuiter (1 75 00 sss 18 o0 00 oo|| 01 3g003 51 05 200278 46266 213776
5 B0 0B $87 83 70 00 70|| 01 3e00s w31 U5 S4DB5 283313 214533
7 A = I I I I ) | BE 08 aEE  WEaz  rEld
45 1 4 Tuite [1 64 06 B0 137 00 06 03|| 01 36003 4383 05 36408 257335 224903
5 #2339 22 03 00 23 63|| 04 3e003  E959 05 250477 256395 226302
7 T4 00 925 227 00 00 0B|[ 07 E00E  4i87 34 REE BBLE WIET
8 1 & Facsbook {1 00 00 460 00 o0 0p  ob|| 0§ 36007 8UEZ 23 4diHE 479080 G2l
5 00 00 460 o0 o0 o0 on|| 07 36008 1025 21 44047 7AM4 643888
3 w2 Bt W78 BE  BE 00 4E|| 08 8012 7AEE 55 EmeHZ  TEEH5 390995
25 1 s Tuiter (1 489 00 1R 88 00 00 00|| 08 36007 0970 35 44182 46INE G408
5 02 0F ®E5  W2  00 00 00| 08 56008 58l 23 45748 433853 674439
7 e 8Lz W3 M2 00 27 &7|| 09 6007 7EId4 40 45200 497l 5RO
8 1 & Fasbook(l|| 73 13 am7 o 00 00 00| & aE0s  W7EsT 38 46B7S 4930 Gesie
5 20 w8 799 #E 129 77 00|| 09 36007 GEIE 42 4EIMT 499226 62918
7 W04 Bz 2858 707 00 3 12 M 3608 TA7I0 74 Wa6lZ 134263 G530
%2 1 4 Tuiter (1 w78 BB8 2033 &2 07 00 00| 14 3E23 0803 W03 R85 283M5  IPT985d
5 w4 75 #8E W1 00 13 45 U 60D ZEETEES 77 472797 ATH688 270033
3 Wz W W4 EE 00 UZ  UB|| 13 36010 0962 &5 GIZ0Z0 47635 TLG028
9% 1 4 Titter (1 2 0 w2 74 00 00 00| 1z R0  MEEE0  BE  EI2M8  G406E  BA8MT
5 80 20 151 34 16 o0 43|| 12 3EM1 G277 67 GBI B4S5 112408
3 WAz 6eh W70 W3E 38 BB 00|| 25 3806 753984 139 E54925 B0z M34509
124 1 ¢ Fasbookif)|| 472 4w = w2 06 00 07| 25 3ems 72235 ME  emesr 60068 Falsmt:
5 2 51 440 1 o0 00 00| 27 36015 E954529 151 G546 GBS1E  BEA0RAT

174




Table A.2.7.2 provides the complete results for the average CIT in EN problems.

Table A.2.7.2. Average CIT for EN Problems

Problem Set Average CIT
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5 5z ] Y Y =T z8] 5z
E] a0 z4] 26| 28]  z& zz] 2k
&5 1 Twiter (1 [ 4 Gz 36| 200 40  as 36 4.0
5 ZE 32| 36| =8 4z 20| 4.4
E] EX] zz| 20/ =8 a0 z8]  z&
&6 1 Facebook(ll [ & X 36| 200 36 &z 54| a4
5 2.0 42| 32| 4z 40 0] 4.z
E] EX] 38| 2.8 32| a4 EE ED
5z 1 Twiter (1 [ 4 9z 36| a4] a2z 44 EE]EE)
s 50 74| 50| 48] 4z 78] 44
£ 30 z8| 32| 28 a4 32| 28
6 1 Twiter (1 [ 4 X 34| =0/ 38| a0 EE L
s X 38| 52| 38| a2 72| 4z
E] 30 z8| za| 30| z& z8| 24
24 1 Facebook (1l [ 4 34 30| 26| =8 =0 34| a0
5 4.0 32| 40| 4z a4 34| a4

Other than cost, the decision-makers may also be interested in the number of seeds, i.e.
number of direct connections to the root node. While a proportion of this is taken into account in

the total cost, direct analysis of the number of seeds can also be beneficial. The CIT-number of
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seeds graphs for an EN problem of size N=96 in Figure A.2.7.1 below. For the number of seeds,
random and greedy seeding methods require much larger seed sets in order to reach the same
CIT as compared to enhanced networks. So these methods are not acceptable when there are

limitations on the total number of direct connections available.
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Complete Influence Time

MNumber of Seeds

Figure A.2.7.1. Average CIT-Number of Seeds for a Twitter EN Problem of Size N=96

The analysis for CIT presented in the body of the chapter is based on the time to reach
100% penetration. A question that comes into mind is whether various methods propagate
differently over time as they reach 100% penetration? To answer this, we analyzed the average
penetration graph, provided in Figure A.2.7.2. This figure provides the average penetration
percentage graph for all EN problems for each method. We observe that all of the methods reach
100% penetration at roughly the same time step. Moreover, the overall propagation trend is
roughly the same for all methods, and that changing the propagation measurement from CIT to a

less than 100% influence does not substantially change the results.
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Figure A.2.7.2. Average Penetration Graph for All EN Problems

We next provide analysis on large EN problems. It is not practical to find SLE solutions
for extremely large problems, but Prim and Prim+Swap solutions can be easily found. The
enhanced networks of Prim and Prim+Swap still demonstrate big improvements over random
and greedy seeding algorithms in large problems. Table A.2.7.3 below provides Prim and
Prim+Swap HMST solution quality and times, and CIT results for these problems. HMST
solution quality is provided as percentage increase in cost over the baseline. It can be seen that
Prim+Swap completely dominates the Prim solutions in terms of cost quality. However, there is

no clear distinction between the two methods in terms of CIT.
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Table A.2.7.3. Results for Large EN Problems

Percentage HMST
Complete Influence Time [CIT) Improvement in CIT Increase in Cost Computational
Over Baseline Over Baseline Times in Seconds
N ‘ Source | H Prim | Prim+5Swap |Improvement || Prim Prim+Swap Prim | Prim+5Swap Prim | Prim+Swap
3 30 32 0.2 12 10 260.5 1403 6.5 437
171 Facebook q 34 32 0z 0.8 10 155.4 EO.Z2 6.4 419
S 4.0 4.2 10.2] 0.2 0.0 49.5 0.0 6.4 43.9
3 32 32 0.0 1.6 16 427 160.9 g1 568
11 Twitter 4 4.0 4.z 0.2 0.3 0.6 2289 50.3 8.2 5E.8
5 4.8 4.8 0.0 0.0 0.0 1230 0.0 8.3 56.4
3 30 32 0.2 16 14 433.9 1615 127 34.5
all Twitter 4 4.2 4.4 0.2 0.4 0.z 1825 284 129 3.7
5 4.4 4.5 0.2 0z 0.0 55.0 0.0 12.9 3.3
3 30 28 0.z 1.0 12 1277 835 153.5 G7.1
221 Facebook 4 36 3.0 0.e 0.4 10 gE.2 550 13.3 BE.S
5 4.0 4.0 0.0 0.0 0.0 5.5 0.0 13.7 GE.5
3 30 3.0 0.0 1.0 10 1577 283 15.0 103.4
2z2e Tuwitter 4 38 4.0 0.2] 0z 0.0 575 12 151 105.5
5 4.0 3.6 0.4 0.0 0.4 429 0.0 5.5 103.2
3 30 3.0 0.0 1.6 16 244.7 TE.0O 5.5 0.9
225 Twitter q 4.0 34 0.6 0.6 12 m.3 127 159 2.8
5 4.6 4.2 0.4 0.0 0.4 3596 0.0 15.9 2.7
3 32 3.0 0.2 12 14 1373 TE.S 5.5 5.3
226 Twitter 4 4.0 3.8 0.2 0.4 0.6 455 0.6 6.0 1z.4
5 4.2 4.4 0.2 0z 0.0 47.2 0.0 16.3 4.0
3 30 32 0.2] 1.0 0.8 5.2 4.2 161 .4
27 Tuwitter 4 X 36 0.2 0.6 0.4 296 0.0 5.6 0.2
5 4.0 4.0 0.0 0.0 0.0 214 13 16.1 G1.4
3 30 34 [0.4] 18 14 3788 183.4 18.5 1318
23T Tuwitter 4 4.6 4.z 0.4 0z 0.6 113.0 41.5 15.6 132.9
5 4.4 4.8 10.4] 0.4 0.0 353 0.0 151 130.0
3 30 34 [0.4] 1.0 0.6 103.2 4.5 ir.2 6.0
238  Facebook 4 36 3B 0.0 0.4 0.4 47.4 0.3 17.8 855
S 4.0 4.0 0.0 0.0 0.0 33.9 0.0 17.9 ne.7
3 30 32 0.2 14 12 345.2 135.4 201 |27
243 Twitter 4 4.2 3.4 0.5 0.z 10 165.3 F5.5 18.5 133.6
5 4.4 4.4 0.0 0.0 0.0 135.4 0.0 19.6 0.2
3 30 3.0 0.0 1.0 10 45.0 e 20.9 105.5
245 Twitter 4 3.4 3.2 0.2 0.6 0.5 3.5 0.5 213 7.4
5 4.0 4.0 0.0 0.0 0.0 2.2 0.0 211 133.2
3 30 30 0.0 14 14 1088.2 3996 56 1030.5
4831  Facebook 4 4.0 4.0 n.ao 0.4 0.4 235.5 T9.E 143.1 1013.4
5 4.2 4.4 10.2) 0.2 0.0 ES.7 0.0 2.6 TOE.T
3 30 3.0 0.0 1.0 10 846.6 1331 470.3 3345.8
711 Facebook q 38 32 0.6 0z 0.8 103.5 5.8 4721 3248.2
S 4.0 4.0 0.0 0.0 0.0 47.1 0.0 4504 3253.8
3 30 3.0 0.0 14 14 436.7 245.6 55951 42016
770 Facebook 4 4.0 38 0.z 0.4 0.6 386.2 335 5ar.2 4168.7
5 4.2 4.4 10.2] 0z 0.0 45.5 0.0 555.2 Z370.4

In order to compare the available HMST solutions to the seeding only methods, we graph
the solutions from Prim and Prim+Swap along with random and greedy seeding solutions.
Figures A.2.7.3 and A.2.7.4 provide average CIT-Cost and average CIT-number of seeds graphs

for an EN problem from Facebook with size N=481.
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Figure A.2.7.4. Average CIT-Number of Seeds for a Facebook EN Problem of Size N=481

There is quite a difference between improved and unimproved networks, and the seeding-
only methods require a lot more initial seeds to reach the propagation level of the improved
networks. On the other hand, it can be seen that the greedy method is not performing better than

the random seeding for EN problems of this size. It seems that the greedy algorithm cannot find
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nodes that can improve the CIT without causing the total cost to be higher than the random seed

selection.
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Appendix 2.8: Computational Results on Random Problems

A.2.8.1 Random Euclidean Problems

For the random Euclidean problems with root node in the center (EC), the costs are simply the

Euclidean distance between nodes located randomly on a 100 by 100 space, where node 1 is

located in the center at point (50,50). The settings of the experiments are similar to those of EN

problems in Section 2.6. For the randomly generated problems, the network sizes (number of

nodes including the root node) tested are N = 10, 20, 30, 40, 50, 70, 90. The HMST solution

costs and times in EC problems are summarized in Table A.2.8.1. Solution quality is presented

as the percentage gap from the best known solution. The results in the table are averages over

the 5 test problems for each N and H combination.

Table A.2.8.1. Average Gaps from Best Known Solutions and Times for EC Problems

Percentage Gap From Best Known Solution

Solution Times in Seconds

N|H| Prim |Akgun|FaV ::: P;'L":* ”;‘L"E“ F:: Prim | Akgun EGV | PrimsSwap | Prim+SLE | Akgun+SLE| FGVsSLE
3| 53| oo] 00| os| oo oo o0o]| ool 0.12 0.33 001| 338 175 195
10/a] so| oo| oo 04 02| o0 oo|| o000 0.12 0.32 000| 230 1.70 181
5 0.0 00| 0.2 0.0 0.0 00| 00 0.00 0.12 0.39 0.00 183 161 1.80
3 17.2 00] 21 4,1 0.4 00| 0.7 0.01 0.42 11.28 0,04 5.92 4,38 14,83
20[a] 174] oo| 08| 0| 11| 00| oo|| oo1 0.83 15.43 004| 592 273 18.80
s| o8| oo] 08 42| 11 oo oo]| ool 0.45 14.80 D03| 558 427 18.28
3] 362 o00] 21] 57] 10| oo 05|| oos 5.66 57.27 018| 7.79 1435 104.23
30(4 306 00| 1.7 -1 1.2 00| 05 0,04 132.30 136.95 0,14 214 135,99 14382
5| 1a4] 00| 06| 26| 08 00| 03]| o0o0s 528 153,01 016| 815 1283 160,00
3| 6a1] 00| 27| 182] 10| 00| 07]| 0o08]| 229722 508,88 046 | 1505 | 231200 52152
a0la] 458| 00| 32| 84 13| 00| 03|| oos8| 181209 738.35 043 | 1539 | 192577 751.16
5 321 03] 25 7.1 20 02 09 008 | 1,583.66 910.65 041 1435 | 158725 923.20
3| 908 o2 35| 222 12[ oo 16|[ 016360057 187985 085]| 2470] 362376 190207
sola| seal 01| 27 138 16 01| 09|| 0.16] 3.60062] 369358 082 | 2357 | 362347 371561
s| 460 02| 19| 00| 29 oo o01]| 0.16] 360074 484206 089 | 2364 | 362334 486392
3| 1068 11] 31| 249] 15| 05| 01]| 044] 360060 15,600.30 254 | 5568 | 3,653.26| 1565065
70(4] 1057 09 31| 241 19 0.3 1.2 044 | 360067 29,702.11 2.62 55.20 | 3653.55 29,752.61
s| 778 o09] 25| 137] 13| 05| o02|| 043] 360071 4856496 292 | 5489 | 365417 | 4861450
3| 1638 36| 32| 336] 08| 03| 07|| 09a| 360083 | 9038548 540 | 10935 | 3704.45| 9048530
so0la] 1118] 18| 19| 180] 14| 00| 06| 094 360085 | 182,895.09 491 | 10751 370458 | 182998.09
5] 107.1 12| 12| 164 1.7 07 03 093 | 360084 | 300,200.75 657 | 10898 | 370558 | 300.299.94
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In the Euclidean problems, Akgun and FGV algorithms perform well and we can see that
they are on average very close to the best known solution. However, our improvement heuristic
does find improvements for larger problems and the additional computational time is small. The
improvement heuristic is also able to improve the bad solution of Prim to a few percent of the

best known solution.

In order to better present the improvements, in Table A.2.8.2 we compare the algorithm
results to the best of all previously known techniques (i.e., we compare to the best solution from
Prim, FGV and Akgun). Negative values in parenthesis in Table A.2.8.2 show solutions that are

worse than the best of all previously known techniques.

Table A.2.8.2. Average Improvement Over Best of Known Solutions for EC Problems

Percentage Improvement (Deterioration)

M H |Prim+Swap | Prim+SLE | Akgun+SLE | FGW+SLE
3 (0.49) 0.00 0.00 0.00

0| 4 (0.40) [ 0.40) 0.00 0.00
5 0.00 0.00 0.00 0.00

3 (4.11) (0.36) 0.00 [0.67)

20| a4 (6.00) [1.08) 0.00 [0.01)
5 (4.18) [1.06) 0.00 [0.03)

3 (9.71) (0.99) 0.00 [0.53)

30| 4 (B.57) [1.22) 0.00 [0.49)
5 [2.55) (0.94) 0.00 [0.32)

3 {18.15) {1.03) 0.00 (0.72)
40| 4 (B.38) {1.32) 0.00 [0.33)
5 (6.78) [1.68) 0.04 [0.60)

3 [21.76) (0.B2) 0.35 (1.23)

50| 4 [13.74) (1.45) 0.02 (0.71)
5 (9.B8) [2.71) 0.10 0.00

3 (23.89) (0.68) 0.30 0.66

7o a4 {23.53) (1.37) 0.21 (0.75)
5 (12.74) (0.44) 0.24 0.57

3 (20.67) 1.40 1.95 1.60

90| 4 [16.37) 0.00 1.41 0.82
5 (16.03) (1.30) (D.30) 0.01

Using propagation model from Section 2.5 and computational settings in Section 2.6 we
run propagation simulations to find the average CIT for the networks. For the random problems,

we run 5 simulations for each of the 5 problems for each combination of N and H, so each
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reported number is an average of these 25 propagation runs. Table A.2.8.3 provides the average

CIT values for the EC problems.

Table A.2.8.3. Average CIT for EC Problems

Average CIT

N | H | prim | Akgun | Fov Prim+ | Prim+ | Akgun+ | FGV'+
Swap | SLE SLE SLE

3 2.7 2.7 2.7 2.6 2.8 2.6 2.7
10| 4 3.4 3.4 3.4 3.4 3.4 3.4 3.4
5 3.8 3.7 3.5 3.7 3.7 3.7 3.7

3 32 32| 32 3.2 3.2 31 31
20| 4 4.0 4.0 349 3.6 40 38 38
5 47 52 5.0 4.8 49 51 50

3 32 32 30 32 30 32 29
30| 4 4.4 4.2 4.2 4.2 4.2 4.2 4.0
5 57 54 5.2 55 54 55 54

3 36 33 33 3.2 33 34 33
40| 4 4.4 4.2 41 4.2 4.4 4.3 43
5 59 55 5.3 5.2 57 56 55

3 36 34 3.3 31 33 33 35
50| 4 4.6 49 45 45 46 45 45
5 5.8 55 5.8 5.6 5.6 5.6 5.6

3 3.8 3.4 3.7 3.3 3.5 3.5 3.6
JOo| 4 4.9 4.6 4.6 4.2 4.8 4.7 4.6
5 5.8 5.4 5.6 5.6 59 55 5.6

3 3.7 3.6 3.6 3.2 3.7 3.8 3.5
oo 4| 48 48| 48 45 4.8 50| 47
5 5.0 56 5.1 5.6 549 5.0 58

Figures A.2.8.1, A.2.8.2 and A.2.8.3 provide the CIT-cost, CIT-number of seeds and
penetration graphs for Euclidean problems. We can see from the graphs that the HMST-altered
solutions have much better quality in terms of both cost and CIT. Moreover, the solutions of the
heuristic, while having lower cost, propagate faster as well (have lower CIT). However, this is
not always the case. Another trade-off is in that the solutions with lower hop constraint have

better CIT, but also come at a higher cost.
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Table A.2.8.4 summarizes the results for experiments on larger EC problems.
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Table A.2.8.4. Results for Large EC Problems

Percentage HMST

Complete Influence Time [CIT) Improvement in Increase in Cost Computational
CIT Over Baseline DOver Baseline Times in Seconds
N H Prim (Prim+5wap| Improvement Prim |Prims+5wap Prim |Prim+5Swap Prim |Prim+5wap
3 38 2B 12 22 34 2063 01 12 7.
100 4 b4 42 12 0.k 1.8 132.8 151 12 7.
5 E.0 b4 0E 0.0 NE 267 0.0 1.2 7
3 4.0 24 16 22 38 3325 E45 36 B34
200 4 h.2 4.0 12 10 22 2486 135 9K E2.9
b E.2 b2 10 0.0 1.0 186.5 0.0 35 306
3 38 28 12 30 42 a4 hhA 325 260
300 4 b4 44 10 14 24 a201 174 323 2.2
b E.8 b4 14 0.0 14 28500 0.0 323 273
3 42 3.2 10 24 34 i TET 769 Eh3.2
400 4 5.0 38 12 1E 28 2032 KL R 763 ERY.D
5 BB b4 12 0.0 1.2 2855 0.0 7653 2021
3 38 30 0. 24 32 4214 BB 1509 10114
B0 4 48 4.0 n.s 14 22 fcx ! 134 1503 12878
5 E.0 E.2 [0.2] 0.2 n.a 3273 0.0 150.4 1,361
3 4.0 2E 14 22 3E 3998 474 2608 17514
B0 4 4k 38 n.s 1E 24 3RE4 2E0 2E0.5 17765
5 E.2 44 1.8 0.0 1.8 3608 0.0 260.0 17944
3 4.0 30 10 2k 3E 4363 E04 4145 38387
L] 4 bE 36 20 10 3n 4155 335 4127 27343
5 E.B 4.4 1.8 0.0 1.8 3867 0.0 4121 35905
3 4.0 28 12 2k 38 4224 KE) E1E.3 41432
a0 4 b8 4.0 18 0.4 28 3931 34 E16.0 53834
] E.B 5.0 1E 0.0 16 k22 0.0 E15.1 42835
3 38 30 n.s 20 28 4261 E0E a74e 7h4ED
00 4 44 42 0.E 10 16 4350 413 2809 B 1445
] b8 5.0 0.3 0.0 0.3 4654 0.0 EERT E,2011
3 34 30 0.4 32 3E E12.3 24 12025 32629
1000 4 44 42 0.E 18 24 5191 36 1.200.4 s423y
] E.B b 10 0.0 1.0 BI2E 0.0 1.202.9 10,5556
3 38 30 0.4 28 3B E343 853 1606.8 10,9823
o 4 b2 44 0. 14 22 B00.3 46.3 16008 11.254.3
5 EE b2 14 0.0 14 BE4.3 0.0 15991 14,5695
3 4.0 30 10 20 3n 4305 B2 20800 14,3243
1200 4 44 38 10 12 22 4966 261 20y 14,5501
5 E.0 5.0 10 0.0 1.0 4430 0.0 20734 18,8083.7
3 42 2B 16 18 34 5059 463 26637 18,2904
1300 4 5.0 34 12 10 22 4369 181 2E52.1 13,1971
5 E.0 5.0 10 0.0 1.0 4042 0.0 2h43.2 244220
3 46 30 16 14 30 4302 473 3T 227743
1400 4 b 4k 10 0.4 14 4515 243 330949 23,8330
5 E.0 b2 0.2 0.0 02 4223 0.0 22030 299332
3 4.0 28 12 22 34 B4E.3 1493 40314 281631
1500 4 5.0 4.0 10 12 22 7an4 Ty 40724 2897
b E.2 bE 0. 0.0 0k Gl 0.0 40635 ATATTE

A.2.8.2 Random Perturbed-Euclidean Problems

In perturbed-EC problems, the cost structure is based on Euclidean distance between nodes that

are randomly located in a 100 by 100 space, and there are some perturbations as follows. The
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costs of up to 10% of randomly selected closest arcs to a node are set to zero. The connection
cost between any two disconnected nodes is recalculated based on the number of mutual
connections that they have. The cost of directly connecting to the root node is calculated as the
Euclidean distance times the natural logarithm of size of the network (/n(N)), so the seeding cost
is on average higher than connection costs. Details of the problem generation were previously
described in Appendix 2.5. The experiment settings are similar to those of EC problems
introduced in the last subsection. The HMST solution costs and times in perturbed-EC problems

are summarized in Table A.2.8.5.

Similar to the results for EN problems, it can be seen that for the perturbed-EC problems,
the proposed heuristic improvement results in substantial cost savings for problems with
perturbed-EC data, and the savings are increased as the problem size increases. Akgun’s
formulation is able to find good solutions for problems of size 30 and smaller, and FGV finds

good solutions for networks of size 10 only.
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Table A.2.8.5. Average Gaps from Best Known Solutions and Times for Perturbed-EC

Problems
Average Percentage Gap From Best Known Solution Average Solution Times in Seconds
N |H| Prim Akgun FGV Prims |Prim+| Akgun= | FGV+ Prim Akgun FGV Prim= Prim+5LE | Akgun+5SLE | FGV+SLE
Swap | SLE SLE SLE Swap
3 5.0 0.0 0.8 24 0.0 0.0 0.0 0.01 0.13 0.18 | 0.02 175 1.57 1.74
10 |2 26 0.0 08 12 0.0 0.0 0.0 0.00 0.15 0.13 | 0.00 156 160 1.51
5 3.0 0.0 04 14 0.0 0.0 0.0 0.00 0.14 012 | 0.00 2.35 154 143
3 10.3 0.0 BB 3.2 0.0 0.0 0.3 0.01 12.45 275 0.04 6.16 16.01 6.46
2014 10.2 0.0 7.1 27 0.3 0.0 0.5 0.01 78877 440 | 0.05 5.80 793.67 B.17
5 9.3 0.0 15 2.3 0.2 0.0 0.2 0.01 71.01 587 | 003 6.33 7457 938
3 146 0.1 164 45 0.2 0.0 0.3 0.04 | 3,509.74 23.80 | 0.20 1548 3,521.50 36.80
30 |4 16.2 04 107 45 04 0.0 0.4 0.04 | 3,600.33 3338 | 0.1B 2007 3,616.61 55.69
5 185 0.0 74 54 0.1 0.0 0.1 0.04 | 1,786.62 4342 0.15 1441 1,798.76 60.72
3 16.3 1B 254 3.7 0.0 0.1 0.3 0.08 | 3,600.28 103.01 | 0.39 62.17 3,650.58 160.86
40 14 285 15 214 53 0.3 02 0.8 0.08 | 3,600.27 18567 | 041 157.36 3,719.28 343.40
5 216 1.0 27.1 52 0.2 0.1 0.4 D.0B | 3,600.28 26860 | D41 1,038.90 4457 56 1,814 59
3 278 41 274 6.2 0.0 04 0.5 0.16 | 3,600.28 67411 | 0.78 693.53 4 560.54 2,296.94
50 |4 220 6.1 302 6.0 04 0.5 0.5 0.16 | 3,600.30 87332 | 0.B0 | 1372403 | 17,475.00 1443447
5 217 3.8 30.1 57 0.1 0.2 0.5 0.16 | 3,600.30 09314 | 053 | 1943661 | 1B, 78563 20,439 62
3 326 9.9 423 6.3 0.2 11 0.8 0.43 | 3,600.38 688782 | 251 | 2884051 | 26,19459 31,835.99
70 [ 4 405 93 450 73 0.0 13 16 044 | 360044 | 10,265.13 | 241 | 38,105.70 | 4041395 48,044.26
5 740 142 B46 107 | 0.0 16 3.9 045 | 360046 | 1216877 | 273 | 37972189 | 40,933.29 49.763.52
3 33.2 96 302 31 04 ] 10 091 | 360068 | 3394936 | 523 | 48,035.25 | 49,2871 B0,113.81
90 |4 36.0 B9 318 40 0.3 0.6 0.8 091 | 360069 | 5750475 | 527 | 48,147.77 | 51,727.58 | 105,638.16
5 459 15.0 58.1 5.0 0.8 2.6 2.0 090 | 360071 | 7432241 | 550 | 4817850 | 51,743.84 | 122 46406

Table A.2.8.6 provides the propagation results for the perturbed-EC problems. The
settings are similar to those of EC problems introduced in previous subsection. While there is
some variation in the CITs for different methods, all of them are within an acceptable range of
CIT performance as compared to the respective hop constraints (H). These results confirm that
the HMST structure in the network has succeeded in effectively propagating the message to all
users within the hop constraint. Figures A.2.8.4 and A.2.8.5 provide the average CIT-cost and

CIT-number of nodes for perturbed-EC problems.
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Table A.2.8.6. Average CIT for Perturbed-EC Problems

Average CIT

Prim+ | Prim+ |Akgun+| FG\+

N | H | Prim | Akgun| FGV
Swap | SLE SLE SLE

24 26 24 24 24 26 25
3.7 34 31 3.4 3.1 3.4 3.4
37 37| 40 34 4.0 38 37
2.8 27| 25 29 2.5 2.8 2.7
3.9 37| 36 33 3.6 3.7 349
47 46| 45 45 45 45 4.8
3.0 30l 24 29 24 31 3.0
3.8 3ql 34 37 34 40 40
5.1 49| 44 47 4.4 5.0 449
31 28| 24 3.0 24 31 3.1
41 3ql 34 4.0 34 43 42
5.0 49| 43 49 43 50 52
3.0 3.1 27 3.1 2.7 3.0 3.2
4.4 3al 32 40 32 38 39
5.4 51| 42 4.8 42 5.0 5.0
3.0 29l 24 31 24 33 3.1
42 40 31 39 31 43 39
47 46| 40 49 4.0 42 47
3.0 28l 286 3.0 26 32 3.1
4.2 38| 32 37 3.2 4.0 41
438 44| 38 45 3.8 47 46
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Figure A.2.8.4. Average CIT-Costs for Perturbed-EC Problems of Size N=70
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Figure A.2.8.5. Average CIT-Number of Seeds for Perturbed-EC Problems of Size N=70

Figure A.2.8.6 provides the average penetration graph for the perturbed-EC problems. It
is observed that although all of the methods reach complete penetration at roughly the same time
step, the FGV initially penetrates much faster and Prim penetrates much slower than the other
methods. The reason for this is that FGV method generally produces solutions with higher
numbers of seeds, and that Prim generally has fewer seed nodes than the other methods (see

Figure A.2.8.5). However, the overall trend is again roughly the same for all methods.
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Figure A.2.8.6. Average Penetration for Perturbed EC Problems (All N and all H# combined)
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All of the prior analysis was performed on problem sizes from /0 to 90 nodes (note that
90 nodes is slightly higher than the very high end of all prior HMST testing in the literature).
But how can we extend the analysis to extremely large problems and find how the HMST
solution impacts propagation in those problems? In order to find the answer, next we provide
results on 15 very large perturbed-EC networks with sizes of 7100 to 1500 nodes, generating
solutions for H = 3, 4 and 5 for each problem. Finding HMST solutions for extremely large
problems is not viable using Akgun, FGV and our 3-step improvement heuristic, but solutions
can be found using Prim and Prim+Swap within a reasonable amount of time. Table A.2.8.7
provides the HMST cost and computational times along with propagation results for these

extremely large networks using Prim and Prim+Swap solutions.

In Table A.2.8.7, we report results for comparative improvement between the three levels
of hop constraints. The baseline for CIT improvement comparisons is the worst CIT (highest)
for the same problem over the three hop constraint levels, and the baseline for cost improvement
comparison is the best cost (lowest) for the same problem over the three hop constraint levels. A
good solution has high improvement in CIT and low percentage increase in cost over the
baselines, and a bad solution would obtain little or no improvement in CIT at substantial cost.
We observe that the Prim+Swap method provides substantial improvements in terms of cost in
every case. Additionally, in terms of propagation, Prim+Swap yields better solutions than Prim
in terms of CIT in 22 out of 45 cases, the same CIT in 17 cases, and a worse CIT in only 6 cases.
We conclude that Prim+Swap is better than Prim in terms of both cost and CIT. Larger
improvement in CIT is found in 100 node problem (improvement of 2 time steps) as compared to
the 1500 node problem (improvement of 1 time step). Comparing across the three hop constraint

levels for the Prim+Swap method, we can see that the cost increases compared to the baseline for
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all cases, but this increase is more pronounced for the smaller (thus, harder to achieve) values of
hop constraint. While cost of improving the complete influence time by only one step is very

high, this substantial trade-off may be well-justified in certain cases.

Table A.2.8.7. Cost and Propagation Results for Large Perturbed-EC Problems

Fercentage HMST
Complete Influence Time [CIT) Improvement in Increase in Cost Computational
CIT Over Baseline Over Baseline Times in Seconds

] H Prim |Prim+Swap| Improvement Prim |Prim+Swap Prim |Prim+Swap Prim | Prim+Swap

3 a0 a0 n.a 20 2.0 1,7E0E 2456 12 .7

00 4 4.0 3.8 nz 1.0 12 382 a2 12 a7
5 5.0 5.0 n.n n.n 0. 17549 n.n 12 4.k

3 a0 a0 oo 12 12 22495 2927 ar E14

200 4 40 3R 04 nz 0E 1024 6 az.0 a7 Ta.1
5 iz iz n.a 0.0 0.0 7h38 n.a a7 B0

] a0 a0 oo 1E 16 44805 3923 2.8 2096

200 4 40 3R 04 0E 1.0 1,7E1E 154.0 326 265.2
i 12 1k [0.4] 0.4 0.0 EEE.7 0o 324 3211

3 an an oo 18 18 41704 2111 774 5014

400 4 40 20 10 0.z 18 258073 227.0 TR 500.7
5 44 44 0.4 0.0 0.4 1,187.8 0.0 772 4455

3 a0 a0 n.a 14 14 74174 46349 152.2 aTia

5oa 4 4.0 4.0 oo 04 0.4 2,702 17r.4 1516 124349
5 14 42 nz n.n nz 122549 n.n 150.9 1,2415

3 a2 20 nz 1.0 1.2 7I7E2 2EA.1 2BA.1 1,715.0

EO0 4 3R a2 04 0E 1.0 54114 1583 2640 17182
5 iz 4.0 nz 0.0 0.z 16826 n.a 2618 21587

] 3.2 a0 nz 1.0 12 12,8496 4304 4203 27084

Taon 4 40 3R 04 nz 0E 51023 3836 4174 26860
i 4.0 12 [0.2] 0z 0.0 2,326.3 0o 415.0 34151

3 an an oo 12 1.2 125772 4528 E28.0 40384

ann 4 40 20 10 nz 1.2 &E224 A2 E2R.2 40247
5 4.0 42 [0.2] 0.z 0.0 2,052.3 0.0 E22.1 40355

3 a2 a2 n.a 14 14 21,0075 E914 2963 52087

300 4 4.0 3K 0.4 0E 1.0 70005 4263 887 B,806.3
5 4k 12 0.4 n.n 0.4 17947 n.n aa4E 82,9176

3 20 20 n.a 12 1.2 14148 2224 1,227.3 20262

000 4 40 an 10 nz 12 45636 12058 12167 2,034.1
5 4.0 iz [0.2] 0z 0.0 34312 n.a 1212.8 10,0633

] a0 a0 oo 12 12 12,9423 2754 16324 10,68E.49

1an 4 40 a0 10 nz 12 47363 2243 1,620.2 10,6532
i 4.0 12 [0.2] 0z 0.0 36458 0o 1,615.2 10,6899

3 an an oo 12 1.2 23,EE7.0 A2a4 21153 17.518.2

1200 4 40 24 0k nz s 10,7032 A0ZE 21025 14,060.7
5 4.0 42 [0.2] 0.z 0.0 24741 0.0 2,092.8 21,196.2

3 a0 a0 oo 1.0 1.0 27,2035 E449.3 26888 17 4649.0

1300 4 4.0 38 nz 0o nz 94,3948 4017 2E71.2 22,3304
5 4.0 4.0 n.n n.n 0. 1,9EE.2 n.n 2,658.5 22.dee.8

3 24 20 0.4 0E& 1.0 30,0814 Raz8 33652 212226

00 4 40 an 10 oo 1.0 34,0344 A04.2 33371 2221A
5 4.0 4.0 n.a 0.0 0.0 3,816 n.a 3,336.4 28,0914

] a0 a0 oo 12 12 21529.4 3EE.% 41355 26,9301

1500 4 40 a0 10 nz 12 14,0505 2681 41208 ey
i 12 4.0 0z 0.0 0.z 38625 0o 4,091.1 27,2600
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Figure A.2.8.7 provides the CIT-cost graphs for Prim, Prim+Swap, and greedy and
random seeding only solutions for an extremely large problem of size N=500. Figure A.2.8.7
illustrates that the Prim+Swap method is superior to seed-only methods in terms of both cost and
CIT. Note that the initial Prim solution is only superior to the “Greedy” seed-only method for
the 100 node problem. Figure A.2.8.8 provides the average CIT-number of seeds graphs for this
large problem. Figure A.2.8.8 shows that similar to the case of smaller problems, greedy and
random seeding-only methods require much larger initial seed sets to reach the CIT level of

HMST solutions, and are thus not good solutions in this aspect.
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Figure A.2.8.7. Average CIT-Cost Graph for a Perturbed-EC Problem of Size N=500
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Overall, our analysis on larger problems reveals the same behavior we observed for
smaller problems of size N=10 to 90 and it shows us that using the HMST solution to enhance
network connections can greatly improve propagation in the network. The drawback for the
large problems is that it is not easy to find HMST solutions with low cost using the algorithms
that are available for smaller size problems, but slightly less cost-effective methods such as Prim

and Prim+Swap can be used.
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Appendix 3.1: Proofs

A.3.1.1 Proof for Lemma 3.1
The optimal publisher website royalties Ry,,", i = 1,2 and prices Py,,", i = 1,2 satisfy the first

order conditions:

olly, x « . . ally, . . . .
aRWi (RW1 ,PW1 'RWZ ,PWZ ) - apwll (Rwl ’PW1 ’RW2 ’PW2 ) =
dllyy * * * % oMy " N . .
aRWj (RW1 JPW1 )RWZ JPWZ ) = aPWj (RWI FPW1 'RWZ 'PWZ ) =0 (A311)

By simultaneously solving these equations, Ry,” = Ry,” = Ry," and Py, * = Py, = Py’

are calculated as given in Lemma 3.1. To ensure that profit is maximized, the second order

conditions must hold:

O*Mw; _  ®My(8%t —MyMp(Rp—3v)(Rp—1)) <0 (A3.12)
Py .2 220t +MyMpv(Rp—v))>2 T
w; uMpv(Rp
0%y, _ MpMy®(4®t +MyMpv (Rp—v) )(4dt +MyMpv (3Rp-v)) <0 (A3.13)
ORw,? 8D (2Dt +MyMpv (Rp—v )2 e
0%My,; 0%My,; 0% My, 4AMyMy3 (2t +MyMpv(Rp—v))?

det(Hessian) = 5 (A.3.1.4)

_ 2 _
RWl.Z aPWi2 (aPWiaRWi) 16(2dt +MyMpv(Rp—v))*

We also need the optimal number of users Ny,” = Ny,"(Ry, ", Py,”) and number of third

parties Np.* = Np,"(Rw,”, Py, ") to be positive. So we need to have:

N _M (I)t +CD(PW_1_PWL)+ MuMDv (RD_RW_i) > O
Ui U 20t + MyMpv((Rp —Rw,) + (Rp —Rw_))
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My(Rp—Rw ) (Pt +®(Pw_,—Pw )+ MyMpv (Rp—Rw_}))
PPt +MyMpv((Rp—Rw;)+(Rp—Rw_))))

Np, = Mp >0

= Rp — Ry, =0 Vi=1,2 (A.3.1.6)
Throughout the chapter, we assume (A.3.1.2), (A.3.1.3), (A.3.1.5), and (A.3.1.6) to be true.

(A.3.1.4) is always true. m
A.3.1.2 Proposition 3.1

(i) By taking the derivatives of Ry~ with respect to v and R, we have:

ORw" _ 1
S =3>0 (A3.1.8)

It is clear from the formula for Ry," in Lemma 3.1 that it is independent of the other

parameters. m

(ii) We have Rp — v > 0 and

d Pw" _ MpMy(Rp—v)

i D) 5 ¢ (A3.1.9)
62?* =1>0 (A.3.1.10)
OPw' _ _ MpMy(Rp=v) _ g (A3.1.11)
dRp 20

* —1\2
OPw' _ _MyRp-)? _ (A3.1.12)
d Mp 4P

* —1\2
dPw’ _ _MpRp=v)® _ (A3.1.13)
d My 4P
u
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A.3.1.3 Proposition 3.2

Using the formula for optimal number of third parties in (3.13), we have:

ONp" _ __ MpMy

2= 2 <0 (A3.1.14)
ONp" _  MpMy(Rp-v)

e = VR <0 (A3.1.15)

dNp* _ MpMy
2 _ Mol (A3.1.16)

dNp* _ My(Rp-v)
My~ 40 >0 (A.3.1.17)

dNp* _ Mp(Rp-v)
T >0 (A.3.1.18)

A.3.1.4 Proposition 3.3

(i) Profit of each publisher website is calculated by substituting the optimal royalties and price
equations (3.10) and (3.11) from Lemma 3.1 into the publisher website profit equation, and is

given in equation (3.14) in Proposition 3.3. We have:

8 My" _ MpMy?(2Rp—3v)

av = (A.3.1.19)

D . 2 . . 2
which is positive when v < ERD and is negative when ERD <v.m

(ii) We calculate the user surplus from each publisher website as follows:
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(t+U(ND2 —ND1)+PW2—PW1)/2t
f (X —Np, v— Py, —ty)dy
0

1
ZU=

2

| (X = Np, v— Py, — t(1— ) dy
(t+‘U(ND2—ND1)+PW2 —PWl)/Zt

ZU = ZU1 + ZUZ

Solving the equation by substituting the optimal publisher website royalties and prices, we

have:

ZU* — MuMD(RD—ZU)E}Rg—U)-i-‘D(‘l-X—st) (A,31,20)
Taking the derivative with respect to v we have:
9zy” _ _ MyMp(3Rp—4v) (A3.1.21)
v 4 B

L . 3 . "y 3
which is negative when v < " Rp and is positive when " Rp<v.m

(iii) Here we calculate the third party surplus from each publisher website as follows:

Ny, (Rp—Rw,) 1 5 )
Zp, = j (NUl(RD - Rwl) —@)de = ENul (Rp — Rwl)

0

Ny,(Rp—Rw,) 1 5 )
Zp, = j (NUZ(RD - RWZ) —@)de = ENUZ (Rp — RWZ)

0
ZD = ZD1 + ZDZ

Solving the equation by substituting the optimal publisher website royalties and prices, we
have:
Zp' = =My2(Rp — v)? A3.1.22
D—16U(D V) (A.3.1.22)
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Taking the derivatives, we have:

aZp*
v

= —éMUZ(RD —v) <0 (A3.1.23)
which is always negative. m

A.3.1.5 Proposition 3.4

0 Ry” _ Rp

dTr,  2(1+Tgy)? <0 (A3.1.24)
dRy" _ v
dTp,,  2(1+Tp,,)> <0 (A.3.1.25)

3 Pw" _ MyMp(Rp*(1+Tpy,)2-v2(14TRy,)?)
d TRW 4¢(1+TPW)2(1+TRW)2

_ MyMp(Rp(1+Tpy)+v(1+TRry,))(Rp(1+Tpy, ) -v(1+TRy,))

40 (14Tpy,, )2 (14 TRy, )? >0 (A.3.1.26)
9 Pw" _ 20t(14Tpy,, ) +MyMpv(Rp(1+Tpy,, ) —v(1+TRy,)) <0 (A3.127)
9 Tpy, 20(1+Tp,,,)?

A.3.1.6 Propositions 3.5 and 3.6

(i) Using the transformations (3.17) and (3.18), the optimal profit for the website is calculated

as:
My(8 ® t (1+Tp,,)(1+Tgy,,)~MyMp(Rp(1+Tp,,,)—3v(1+T Rp(1+Tp,, ) —v(1+T
M, = u( (1+4Tp,, )(1+TRy,) UlaDq(p(lii: pvzl,) v(14TRry,,)) Rp(1+Tpy,)~v(1+TRy,)) (A3.1.28)
Pw) (1+TRw)
Taking the derivative of profit with respect to the taxations we have:
o My, _ My?Mp(Rp*(1+Tp,,)? =302 (1+Tgy,,)%) (A3.1.29)

a TRW 16 CD(1+TPW)2(1+TRW)2
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R_D 1+TpW R_D 1+TPW

which is positive when v < , and is negative when

V3 14Tg, V3 14Tgy,
a My,* My(4dt(1+T MyMpv(2Rp(1+Tp,,,)—3v(1+T
wi _ u(4®t(1+Tpy, ) +MyMpv(2Rp(1+Tpy,,)—3v(1+TRy,,)) <0 (A.3.1.30)
dTpy, 8®(1+Tpy,)3

(ii) User surplus when taxations are possible is calculated as

ZU* _ ¢(4X—5t)(1+TPW)(1+TRW)+MUMD(RD(1+TPW)—217(1+TRW))(RD(1+TPW)—U(1+TRW)) (A.?" 1 .3 1)

4 ¢(1+TPW)(1+TRW)

and we have:

* MpMy(Rp?(1+Tp,,,)2—2v%(1+Tg,, )?
ai - _ D U( D ( + Pw) v ( + Rw) ) (A.3.1.32)
TRy, 4 D(1+4Tp,,) (1+Tg,,)2

14T 14T
which is negative when v < Bo "W and is positive when 22w
V2 14Tg,, V2 1+Tgy,

*  MpMy(Rp2(1+Tp,,)?—2v%(1+Tg,,,)?
0zy" _ Mp u(Rp®(1+Tpy, )" —2v°(1+TRy,)") (A3.1.33)
) Tpy, 4P (1+TPW)2 (1+TRW)

14T 14T
which is positive when v < B0 ZPW and is negative when Sp 7 Pw
V2 14Tg,, V2 1+Tgy,
(iii) Third party surplus when taxations are present is calculated as
« _ My?

7y = 1‘6’ (Rp(1 + Tp,,) — v(1 + Tg,,))? (A.3.1.34)
and we have:

* My? v (Rp(1+Tp,,,)—v(1+T
0zp" _ My vRpQHTry)v(+TRy)) _ (A.3.1.35)
0 TRy, 8 (1+TPW)2

* My?Q+T Rp(1+Tp,,)—v(1+T
9Zp" _ v“(1+TRy,) v (Rp(1+Tpy,) V(+RW))>0 (A.3.1.36)
dTpy, 8 (1+Tpy, )3
|
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Appendix 3.2: Extension of Proposition 3.3

In the body of the chapter, we have analyzed the effect of privacy concerns on publisher website
profit, third party surplus, and user surplus in Proposition 3.3. Here, we expand the analysis to
consider other model parameters. Propositions A.3.2.1, A.3.2.2, and A.3.2.3 provide these
results. We do not provide the proofs for these propositions, are straightforward and can be
calculated by taking the derivatives for equations (3.14), (3.15), and (3.16) for optimal website

profit, user surplus, and third party surplus, respectively.
Proposition A.3.2.1: Effect of parameters on publisher website profit

(i) When v < %R p profit of each publisher website (Il,,") decreases with third party revenue

. . 1 . . ,
from user information (Rp) and when ERD < v < Ry it increases with third party revenue

from user information (Rp).

(ii) When v < %RD profit of each publisher website (Il,") increases with third party costs (®)

and when gRD < v < Rp it decreases with third party costs (®).

(iii) Profit of each publisher website (Ily,”) increases with differentiation between two publisher

websites (t).

(iv) Profit of each publisher website (Ily,") increases with total number of potential users in the

market (My).

(v) When v < %RD profit of each publisher website (I1,,”) decreases with total number of

potential third parties in the market (Mp) and when ERD < v < Ry, it increases with total

number of potential third parties in the market (Mp).
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Figure A.3.2.1 summarizes the Proposition A.3.2.1.

Third party revenue from user
information ( Rp)

Third party maximum fixed cost
(®)

Optimal publisher website
profit (IT;*)

Website differentiation ()

Total number of potential users
on the market (Af,.)

Total number of potential third

parties on the market (A, )

Figure A.3.2.1. Effect of Model Parameters on Publisher Website Profit

Proposition A.3.2.2: Effect of parameters on user surplus

. 2 . . . . .
(i) When v < ERD user surplus (Zy") increases with third party revenue from user information

2 . . . . :
(Rp) and when 3 Rp < v < Ry it decreases with third party revenue from user information

(Rp).
(ii) When v < %RDuser surplus (Zy") decreases with third party fixed costs (®) and when

%RD < v < Ry, it increases with third party fixed costs (P).
(iii) User surplus (Zy") decreases with publisher website differentiation (t).

. 1 ) . .
(iv) When v < ERD user surplus (Zy") increases with total number of users in the market (M)

and total number of third parties in the market (Mp), and when %RD < v < Rp it decreases
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with total number of users in the market (M) and total number of third parties in the market
(Mp).

Figure A.3.2.2 summarizes Proposition A.3.2.2.

Third party revenue from user
information (Rp)

Third party maximum fixed cost

(D)

Website differentiation (1) Total user surplus (Z,." )

Total number of potential users
on the market (1,,)

Total number of potential third

parties on the market (11, )

Figure A.3.2.2. Effect of Model Parameters on User Surplus
Proposition A.3.2.3: Effect of parameters on third parties
(i) Third party surplus (Zy") increases with third party revenue from user information (Rp)
(ii) Third party surplus (Zp") increases with total number of users in the market (M)

Figure A.3.2.3 summarizes Proposition A.3.2.3.

lTI1.i rd pall’ty revenue from user +
information ( Rp)

Total third party surplus
+ (Zp")

Total number of potential users

on the market (M)

Figure A.3.2.3. Effect of Model Parameters on Third Party Surplus
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Appendix 3.3: Asymmetric Model

In the asymmetric model, the two firms are asymmetric in terms of user privacy concerns. The

user utility for websites in this case is as follows:

Ui(z) =u; —ty, u; =X — Np, v, — Py, (A.3.3.1)
Uy (2) =u, —t(1—y), U, =X — Np,v, — Py, (A.3.3.2)
The user who is indifferent between websites 1 and 2 is calculated as:

t+(ND2v2_ND1v1)+ (PWZ_PW]_)

Uy —ty=u,—t(l—-9y)=>y= > (A.3.3.3)
and the number of users for each publisher website i is calculated as:
Ny, = My o= o0 P Cwo 7w o (A33.4)

2t

The third party profit and website profit equations as well as the equation for number of
third parties in this case are similar to the base model. The number of users and third parties with

respect to the parameters are calculated as:

N _ ot +¢‘(Pw_i—PWi)+ MyMp v_; (RD_RW_i)
Ui = U 20t +MyMp((Rp—Rw)vi+(Rp—Rw_;)v—i)

(A.3.3.5)

My(Rp—Rw ) (Pt +®(Pw_,—Pw )+ MyMp v_; (Rp—Rw_}))

Np, = Mp 20t +MyMp((Rp—Rw )vi+(Rp—Rw_)v_))

(A.3.3.6)

Using these equations along with the website profit function, the optimal royalties and

prices of the websites can be calculated as follows:

R, = Rpt¥ (A3.3.7)

t 2
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p * (2¢t+2¢PW_i+MDMU v_i (Rp—v_;{))(4dPt+MpMy (RD(vi+v—i)_v—i2_RD2))
wi — 2cI>(8CI>t+MDMU(2RD(vi+v_i)—2v_i2—vi2—RD2))

>0  (A33.8)

Note that the website prices are calculated based on the price from the other website, and

the equilibrium price in analytically intractable when Py, * can differ from Py,_". It is clear from

(A.3.3.8) that the publisher website i’s price is nonlinear in v; and v_;. The results from the

numerical analysis are provided in the body of the chapter.
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Appendix 3.4: Effect of Privacy Concerns on Market Concentration

In studying the third party market concentration, we consider two cases: 1. third parties with
homogenous shares of the market, and 2. third parties with non-homogenous shares of the
market. We use the Herfindahl-Hirschman Index (HHI) as a recognized measure for market

concentration. The HHI is generically calculated as follows:

HHI = 32, 57 (A.3.4.1)

where s; is the market share of j third party.

A.3.4.1 Third parties with Homogenous Market Shares

In the symmetric duopoly model, because the publisher websites set identical royalties and
prices, the third parties either participate in both publisher websites, or do not participate at all.
In the homogeneous market share case, the total number of third parties on a particular publisher
website i is Np = Np, = Np,. When all the third parties have equal share of the market, the
market share of each third party j is simply calculated as s; = 1/Nj. The HHI is then calculated

as:
HHI = %72, (1/Np)? = Np(1/Np)? = 1/Np (A3.42)

By inserting the optimal number of third parties from Proposition 3.2, we have:

My(Rp-v)
4D

]=—22 (A.3.4.3)

MpMy(Rp—v)

HHI = 1/Np = 1/[M,

It can be seen that HHI is increasing in v. In other words, the market concentration is

increasing in the user privacy concerns.
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To include the effect of barriers to entry, we rewrite the total number of potential third
parties, M, to be as Mp /B, where B is the level of barrier. This means that higher barriers will

reduce the number of potential third parties. We can rewrite the HHI formula as:

4P
MpMy(Rp-v)

HHI = 1/Np = 1/[(M/B) 282~ = B (A3.4.4)

It can be seen that HHI is increasing in the entry barrier level, so the market concentration
is increasing in the level of barrier to entry. The level of barrier to entry is higher for the third
parties that operate in areas with high privacy concerns and high information sensitivity. In
practice, privacy is one reason that third parties need to invest more in information technology
(IT) security. These IT investments lead to higher sunk cost of entry, and are a major barrier to

entry.
A.3.4.2 Third parties with Non-Homogeneous Market Shares

While previously we assumed the market shares to be homogenous for all third parties, this is not
realistic in most cases. It results in a market concentration measure that is only dependent on the
number of third parties utilized by the publisher websites. We now reconsider the asymmetric
model described in Section 3.4.2, where v; varies and v, is held constant, using the number of

third parties for the two publisher websites to calculate the third party market shares.

Let the number of third parties on publisher websites 1 and 2 be Njp, and Np,, respectively.
Note that since the third parties are differentiated only based on their costs, if a third party
participates on the publisher website with higher privacy concern (and higher royalty), then it
will also participate on the publisher website with lower privacy concerns (and lower royalty).

Thus, there are a total of Max{Np_, Np,} unique third parties active in the market. Out of these
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third parties, Min{Np,, Np, } of them participate in both publisher websites, and the rest,
Max{Np,,Np,} — Min{Np_, Np,} of them participate in only one publisher website (the one with
lower privacy concerns). Let J; be the set of third parties who participate in only one publisher
website, and J, be the set of third parties who participate in both publisher websites, where J; N
J2 =@. Thesize of ] is |J;| = Max{Np,,Np,} — Min{Np_ , Np,}, the size of J, is |J;| =
Min{Np_ ,Np,}, and J; U J; is the set of all third parties which has a size of |J; U J,| =

Max{Np,, Np,}. Third parties that are present on both publisher websites have a market size that

is twice as much as those that participate in only one publisher website. For simplicity and
without loss of generality, we assume the following market sizes for each third party. The

market size of each third party j (q;) depends on how many publisher websites they serve:
qgj=1 VjeE] (A.3.4.5)
qgi=2 Vj€E], (A.3.4.6)

Let S be the total market size, which is calculated as the sum of relative market share for

all third parties. We have:
S= 2je]1,]2 qj = ZjE]l 1+ Zjejz 2 (A347)

The market share of each third party (s;) is calculated as the ratio of their market size to the

total market size, that is:

5 = Vj €], (A.3.4.8)

s;== Vj€J, (A.3.4.9)
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Now that the total market size and share of each third party is known, we calculate the HHI

as follows:
1 2
HHI = -2=Z—2 Z—Z
2 5 =)@ )R
J€J1.)2 J€J1 JE€J>2
) 1 ) 2
= (Max{Np ,Np,} — Mm{NDl,NDZ})(E)2 + Mm{NDl,NDZ}(E)2 (A.3.4.10)

which can be calculated as

Max{NDl,NDZ}+3Min{NDl,ND2}
(Max{NDl,NDZ}+Min{ND1,ND2})2

HHI =

(A3.4.11)

Without loss of generality, let's assume that N, > Np_ . It can be shown that HHI will be

Max

maximized when Np, = % Figure A.3.4.1 provides the effect of change in number of third

parties on HHI values for a numerical example.

Figure A.3.4.1. HHI Values with respect to Np, when Np, = 10

It can be seen in the example that the HHI is not maximized where v; = v,, where the two
number of third parties are equal (Np, = Np, = 10), but at Np,_ Max ? =~ 3.33. Thus market

concentration is at its highest when the number of third parties in two publisher websites are
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different from each other. Next we will see how this factor directs the way market concentration

is affected by user privacy concerns.

As we saw in Figure 3.5.d, Np, " decreases as user privacy concerns for publisher website 1
increase. Even though website 2’s user privacy concerns is held steady at v, = 4, NDZ* will be

affected by changes in v;. Here we study how these changes in number of third parties
determines the market concentration. Figure A.3.4.2 provides the effect of user privacy concerns

of one publisher website on HHI when the user privacy concerns of the other publisher website is

fixed.

Symmetric

= v2=1

0.015 — e V28

Figure A.3.4.2. HHI with respect to v; when v, is Fixed

The orange line in Figure A.3.4.2 represents the homogeneous case where both publisher
websites are symmetric, and Np, = Np,. The other lines represent asymmetric cases where v, is
fixed while v, varies. By comparing the homogeneous case to any non-homogeneous case, it can
be seen that the HHI is initially higher for the symmetric case (or equal to in when v, = 1). As
v, increases while less than v,, then market concentration for the asymmetric cases can become
higher than the symmetric HHI. At v; = v, the two lines cross, for v; > v,, again the HHI for

the symmetric case is higher than the asymmetric case.
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Appendix 3.5: Collusion

The calculations for collusion are provided for the case where one of the publisher websites sets

the equilibrium royalties (RWEq.) and the other sets royalties to Ry,. The profit in this case is

maximized when the the royalty is set to its equilibrium point, Ry, - However, if the publisher
websites can collude and set identical royalty (Ryy . , ), then they can increase their profits to the
collusion equilibrium (HWRWCOL)’ where both firms make higher profits. From the Lemma 3.1,

Rp+v

we know Ry, = Ry" = and the equilibrium profit (Proposition 3.3) is given as:

_ My(@B®t-MyMp(Rp—3v)(Rp—v))

*
Iy = Iw 16 ®

RWEq.

(A.3.5.1)

For the collusion case, in the publisher website profit equation (3.9) the prices are set to

their optimal values, and both publisher websites’ royalties are set to Ry,. The profit is calculated

as:
_ 2 2,2
My, = My(4 ® t -MyMp(Rp*+2Rw*+v*—2Rp(Rw+v)) (A3.5.2)
w 8 d
which is maximized at Ryy,, = "2 for which the profit is
— 2_ 2
I _ My(8®t-MyMp(Rp“—4Rpv +2v%)) (A.3.5.3)

WRWCol. 16 P

It can easily be shown using the formulae above that the phenomena that collusion
royalties are lower than equilibrium royalties and collusion profits are higher than equilibrium
profits are analytical results and hold irrespective of the parameters. In other words, the

following hold:

Rwy, > Ruwe, (A3.5.4)
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My. <y (A.3.5.5)

RWEq. RWCol.

This collusion results in setting lower royalties overall, and thus is also beneficial for the

third parties, as presented in the third party surplus curve in A.3.5.1.

Third Party Surplus

Figure A.3.5.1. Third Party Surplus with and without Collusion with respect to Royalties

When collusion is possible, the following formula provides the effect of Ry, on the user
surplus when prices are set to their equilibrium values (we do not consider firms colluding on

price but rather only royalties), and publisher websites set equal royalties (CSg,,,):

2_ —_—
CSRW — MpMy(Rp“—4Rp v +:EDZ Ry +v))+P(4X-5t) (A356)

Taking the partial derivative of the user surplus with respect to Ry, we have:

dCSry, _ MyMpwv (A.3.5.7)

d Ry 20

The collusion is thus not beneficial for the users, as they will be exposed to more third

parties due to decrease in Ry,. This can be seen for a numerical example in Figure A.3.5.2.
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— User Surplus

Figure A.3.5.2. User Surplus with and without Collusion with respect to Royalties
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Appendix 3.6: Duopoly with Nonlinear Utility Function

For the duopoly with nonlinear utility function (NL Duopoly), the transformations (3.23) and
(3.24) are made in the base model. We then analyze the behavior of the model variables with
respect to the different variables. The tables A.3.6.1, A.3.6.2, and A.3.6.3 present the comparison
of the behavior of parameters and variables between the base duopoly model versus the duopoly

model with nonlinear utility function.

In Table A.3.6.1, it can be seen that while the behavior of some of the parameters are
different in the duopoly model with nonlinear utility compared to the base model, the main
results of the model in terms of user privacy concerns (v) are consistent with the base model. In
Table A.3.6.2, we can see that the behavior of the number of users and third parties are entirely
consistent between the two duopoly models. As described in Table A.3.6.3, the NL Duopoly
model mostly picks up the effect of higher range user privacy concerns seen in the duopoly
model for the publisher website profit. While we see some discrepancy among the two models,
the overall conclusion is that the results for the duopoly and NL duopoly models are consistent.

This is especially true for the key results with respect to user privacy concerns (v).
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Table A.3.6.1. Publisher Website Decision Variables

Changes With
Respect To

Duopoly

NL Duopoly

Publisher Website
Royalty
Ry"

0 Ry”
av)

(

Ry (G

d Ry”

()

Independent

d Ry”

My G

Independent

d Ry

My (G

Independent

d Ry

t ()

Independent

Independent

d Ry”

Try G720

3 Try,

d Ry
()

Publisher Website
Price
Py’

o Py”

)

dPy”
T

Rp

a Py”

> G

a Py”

My (G

0 PW*)
d Mp

My (

a Py’

t ()

aPy”
Ty Groo)

w
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Table A.3.6.2. Impact on Number of Users and Third Parties

Changes With Duopoly NL Duopoly
Respect To
(6 N U*) Independent Independent
dv
dNy"
R, ( : Rz; ) Independent Independent
@ (3 N u*) Independent Independent
a®
aNy* I I
Number of Users M, (a Ml; ) ndependent ndependent
Ny*
aNy"
M, (a Ml; ) Independent Independent
¢ (6 Ny ) Independent Independent
at
dNy” Independent Independent
Tgy, ( 3 TRW) p P
INy” Independent Independent
Tp,, ( 3 TPW) p P
dNp* - -
L)
N + +
Rp (A2
dNp* - -
® (T
dNp” + +
Number of Third | Mv Gy )
Parties U
* + -
Np My (G52
¢ (6 N D*) Independent Independent
at
dNp - -
Try (G72)
i) ND* + +
Tow (G7)
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Table A.3.6.3. Publisher Website Profit, User Surplus, and Third Party Surplus
Changes With Duopoly NL Duopoly
Respect To
0 my” +  then - -
v (5,0
0nw” - forlowwv +
R
b Gry) +  forhighv
o (a nw*) +  for lgw v -
o - forhighv
Publisher Website
Profit 9 ny” + +
0w’ - for low v +
M
> Gy +  for high v
0w + +
t ()
0 w” +  forlow v -
T
R G TRW) - forhighv
a ny” - -
TPW (a TPW)
0zy" - then + +
v (5,0
9zy +  forlow v -
R
o Gy - for high v
® (a Zu*) - for lgw v +
o +  forhigh v
User Su*rplus M, (Z Z u*) +  for lgw v +
Zy u - for high v
0zy” +  forlow v -
M i
p G MD) - forhighv
azy” - -
t ()
0zy” - for low v +
T, -
R g, +  for high v
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0zy” +  forlow v
T
w G, - for high v

dZp*

) )

Independent

dZp* +
My ()

Third Party

SurplusZ,”

aZp*
M, L2 Independent

¢ ( 2t ) Independent

(7] TPW
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Appendix 3.7: Monopoly Model

The following table compares the effect of model parameters on the key variables in the model,
as well as on the publisher website profit, user and third party surplus. Tables A.3.7.1, A.3.7.2,
and A.3.7.3 present the comparison of the behavior of parameters and variables between the base
duopoly model versus the monopoly model. In Table A.3.7.1, it can be seen that the decision
variables of royalties and prices behave similarly in the monopoly and duopoly models. Addition
of the Hotelling’s parameter in the duopoly model enables us to see the effect of competition on
the prices. The higher the differentiation between the two publisher websites (higher t), the
higher the prices. In other words, competition would decrease the prices for the publisher

websites.

In Table A.3.7.2, we can see that the behavior of the number of users in the monopoly
model is different from the duopoly model, because the key assumption in the duopoly model is
that the market is covered. Thus, the number of users in the duopoly model is independent of the
parameters. For the number of third parties, we see that the behavior of the monopoly and
duopoly models are similar. In Table A.3.7.3, the publisher website profit, user surplus, and
third party surplus are presented. The monopoly model picks up the effect of higher range user
privacy concerns seen in the duopoly model for the publisher website profit. For user surplus,
the monopoly model picks up the effect of the lower range of user privacy concerns seen in the
duopoly model. While we see two different effects in the duopoly model, the pattern of results is
consistent between the two models. Thus, our overall conclusion is that the results for the
duopoly and monopoly models are not inconsistent. This is especially true for the key results

with respect to user privacy concerns ().
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Table A.3.7.1. Publisher Website Decision Variables

Changes With
Respect To

Duopoly

Monopoly

Publisher Website
Royalty
Ry"

0 Ry”

)

Independent

Independent

Independent

Independent

Independent

Independent

Independent

N/A

Publisher Website
Price
Py’

N/A
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Table A.3.7.2. Impact on Number of Users and Third Parties

Changes With Duopoly Monopoly
Respect To
(i’ N U*) Independent -
ov
INy* +
R, (a Rl; ) Independent
dNy* -
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MD (a Ml;) nacpen ent
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hw Gl
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Tow ()
dNp + +
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Table A.3.7.3. Publisher Website Profit, User Surplus, and Third Party Surplus

Changes With Duopoly Monopoly
Respect To
o ly” + then - -
ey
0 mw” - forlow v +
R
o G Rp ) + for high v
o (a ”W*) + for lgw v -
oo - for high v
Publisher Website
Profit o ny” + +
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M
> Gy + for high v
0 Ny + N/A
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T
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R
T - for high v
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o® + for high v
User Surplus M (6 Zu*) + for low v +
Zy" v tomy - for high v
9zy” + for low v +
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T, (aZu*) + forlow v +
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(22
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9zp” + +
Third Party My (a MU)
SurplusZ,” -
M (3 Zp ) Independent +
b Yamp
¢ (3 Zp ) Independent N/A
Jt
azZp* - -
TRW (a TRW)
9zp” + +
TPW (a TPW)

223




Appendix 3.8: Empirical Analysis

We find partial support for the model by empirically examining the number of third party
participants utilized by publisher websites, as well as the industry concentration of third parties.
Alexa Internet provides rankings for publisher websites within 17 different subject categories.
We carry out an exploratory validation study on the 100 most-visited publisher websites from
seven (7) of these subject categories (news, arts, shopping, kids and teens, health, business, and
adult) provided and ranked by Alexa website rankings. These seven categories were selected
with the intention of finding subject categories for which users might reasonably be expected to
have different intentions to disclose personal information and browsing behavior due to the
nature of the subject content. For the study, an automated browser accessed a publisher
website’s home page, and the connections made from the publisher websites to third parties were
recorded. We used page loading time plus a 3-second window to collect data gathered using a

residential internet plan and using Lightbeam for Firefox (Windows) to record these connections.

To better capture the structure of the industry, we profile the third parties and separate
them based on the industry sectors as classified by Cookiepedia.co.uk. The three industry sectors
are targeting/advertising (7/4), functionality (F), and performance (P). For those third parties
that are not profiled in Cookiepedia.co.uk, we make a judgment using available information.
1893 third party websites are identified in total, with 568 7/4, 487 F, 627 P, and 211 classified as
unknown (U). Using different domain finder services®, multiple third party websites in each

sector owned by the same company are treated as a single third party for analysis, entailing 1066

2 Alexa.com/topsites/category. The Alexa list of website categories is consistent with the Open Directory
Project categories found at rdf. DMOZ.org/rdf/categories.txt.

3 This study uses whois.domaintools.com, whois.net, and who.is.
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unique owner companies comprising 442 7/4, 336 F, and 340 P, with some owner companies
providing services in multiple categories. The number of connections made and number of
cookies used follow a similar pattern to number of third parties, and so we provide the analysis
based on number of third parties only. Table A.3.8.1 provides a summary of descriptive

statistics of the data on number of third parties.

Table A.3.8.1. Descriptive Statistics for Number of Third Parties Used Among Websites

i Targeting/Advertising Functionality Performace
Subject Category| N - - -

Min | Max | Avg. | StDv | Min | Max | Mean | 5tDv | Min | Max | Mean | StDv
News 100 1 65 | 168|117 1 10 45 2.3 1 10 3.4 2.0
Arts 100 1 55 |115|100( 1 10 3.9 2.1 1 7 2.8 15
Shopping 100 1 51 94 | 9.2 1 8 2.9 1.6 1 8 2.7 1.6
Kids and teens [100| 1 58 88 | 115| 1 7 2.7 14 1 7 2.3 15
Health 100 1 70 82 | 113 1 7 2.9 1.6 1 7 2.4 15
Business 100 1 60 69 | 9.2 1 7 2.4 1.6 1 7 2.4 14
Adult 100 1 34 3.2 | 5.2 1 9 2.2 15 1 7 1.7 1.0

A.3.8.1 Observations

Noting that information sensitivity and user privacy concerns likely vary among different
publisher websites, we expect the sharing behavior to differ for publisher websites with different
subjects. Figure A.3.8.1 provides the sharing behavior for the top 100 publisher websites in each

subject category and industry sector.

Average number of third parties Maximum number of third parties
80 4
70 4
60 -
a0 -
40 -
30 A
20 4
10

& 433%

k)
&

Figure A.3.8.1. Third Party Usage by Subject Categories and Industry Sectors
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Table A.3.8.2 provides the statistical test results for number of third parties on different
categories of websites. Since the variances are different among the categories, we use the
Welch’s two-tailed t-test for testing if the means are different among these websites. It can be
seen from Table A.3.8.2 that the number of third parties are significantly different for most of the
categories. Especially, in the 7/4 sector, news and adult categories are statistically different

from other categories.

Table A.3.8.2. P-Values for Testing if Number of Third Parties Used in Different Categories of

Websites are Statistically Different

News Arts Shopping |Kids & Teens| Health | Business
News
Arts 0.001
Shopping 0.000 0.125
T/A Kids & Teens | 0.000 0.082 0.700
Health 0.000 0.027 0.290 0.670
Business 0.000 0.001 0.056 0.191 0.393
Adult 0.000 0.000 0.000 0.000 0.000 0.001
News
Arts 0.064
Shopping 0.000 0.001
F Kids & Teens | 0.000 0.000 0.299
Health 0.000 0.000 0.704 0.522
Business 0.000 0.000 0.012 0.106 0.032
Adult 0.000 0.000 0.002 0.024 0.006 0.551
News
Arts 0.019
Shopping 0.006 0.568
P Kids & Teens | 0.000 0.023 0.099
Health 0.000 0.061 0.210 0.690
Business 0.000 0.036 0.147 0.796 0.877
Adult 0.000 0.000 0.000 0.001 0.000 0.000

Table A.3.8.3 provides the statistical test results for number of third parties on different
sectors of the industry. It can be seen from Table A.3.8.3 that the number of third parties used in

the 7/4 industry sector is significantly higher than for both F and P.
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Table A.3.8.3. P-values for Testing if Number of Third Parties Used in Different Industry

Sectors are Statistically Different

T/Aa F
T/a
News F 0.000
P 0.000 0.001
T/a
Arts F 0.000
P 0.000 0.000
T/A
Shopping F 0.000
P 0.000 0.286
T/A
Kids and Teens F 0.000
P 0.000 0.067
T/A
Health F 0.000
P 0.000 0.051
T/a
Business F 0.000
P 0.000 0.925
T/a
Adult F 0.080
P 0.007 0.0038

We also examine the third party market concentration measure, using Herfindahl-
Hirschman index (HHI) based on publisher websites’ average monthly unique visitors in the
United States for a single year period ending in March 2014 as provided by compete.com. The
7/4 sector has the lowest HHI concentrations, followed by P, and then by F'. In terms of
publisher website categories, we see that news and arts have the lowest industry concentration,
with adult having the highest industry concentration. The HHI results are provided in Figure

A3.8.2.
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Figure A.3.8.2. HHI for Third Party Industry by Subject Categories and Industry Sectors



Appendix 5.1: Model Details

A.5.1.1 Independent Suppliers Case

We first derive the best response functions for firms' spending at equilibrium. By substituting
firm state probabilities (5.4) and demand functions (5.1) in the expected profit function (5.2) we
obtain the firm’s expected profit as in (5.5). From the first-order conditions, we can find the best

response of firm i, ¢;*, to be

« _ PV Zc—(1+cy) +/pvZp (1+m)(A+cj)(1+cj—p v Zc)
- 1+cj—pv Zc

fori,j =12, andj # i

i

Using best response functions, the equilibrium spendings can be calculated. The only equilibrium
spending for both firms is symmetric in this case, as is provided in (5.6). Lemma A.5.1 below

provides sensitivity results for equilibrium spending with respect to some model parameters.

Lemma A.5.1 In the independent suppliers case, equilibrium spending of the firms c;, is
increasing in per unit profit m, direct-risk elasticity of demand Zp,, cross-risk elasticity of

demand Z, supplier vulnerability v, and cascade probability p.

Proof: These findings can easily be proven by taking the derivative of equilibrium spending
(5.6) with respect to the corresponding model parameter. We omit these proofs for the sake of

brevity.

While the model used in this chapter is different, the results from the independent case are
similar to that of Kolfal et al. (2013). For the independent suppliers case, the best response

function of the two firms for some special cases is given in Figure A.5.1.1.
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Substitutes in Loss

Figure A.5.1.1. Best Spending Response Function for Firms with Independent Suppliers

(7 =100, p = 0.75,v = 0.8, Z, = 0.5, Z, = {—0.3,0,0.3})

As it can be seen from Figure A.5.1.1, in the unaffected by loss case Z, = 0, the two
firms are independent of each other in terms of demand. In the substitutes in loss case Z, < 0,
firms increase their spending with the other firm’s spending. In the complements in loss case
Z¢ > 0, firms decrease their spending with the other firm’s spending. By substituting the
equilibrium spending c;® from (5.6) into the firm’s expected profit (5.5), we calculate each firm's

expected profit in equilibrium as provided in (5.7).

A.5.1.2. Shared Supplier Case

The expected profit function in this case is provided in (5.10). Using the first order conditions,

best response functions are calculated as:

¢ =\pvZp+Z)A+c+m)—(1+¢) fori,j =12, andj # i

which can be used to calculate the equilibrium spending. The equilibrium in this case is again

symmetric, and the spending for both firms is provided in (5.11).

The Lemma A.5.2 provides sensitivity results for equilibrium spending with respect to some

model parameters.
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Lemma A.5.2 In the shared supplier case, equilibrium spending of the firms c{, is increasing in
per unit profit i, direct-risk elasticity of demand Zy,, cross-risk elasticity of demand Z, supplier
vulnerability v, and cascade probability p. In the shared supplier case, Figure A.5.1.2 provides

the best response functions for some special cases.

------ Complements in Loss
- = - . Unaffected by Loss

S Substitutes in Loss

=2

Figure A.5.1.2. Best Spending Response Functions for Firms with Shared Supplier

(7 =100, p = 0.75, v = 0.8, Z, = 0.5, Z, = {—0.3,0,0.3})

From Figure A.5.1.2, it can be seen that best response functions when there is one shared
supplier are quite different from when firms have their own independent suppliers. In this case,
if the other firm reduces its equilibrium spending, then the equilibrium response is to increase
your own spending to make up for that difference. By substituting the equilibrium spending c;®
from (5.11) into the firm’s expected profit (5.10), the expected profit at equilibrium can be

calculated as in (5.12).
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Appendix 5.2: Correlated Incidents

The parameter y > 0 is added to the model by using the following transformations in firm state

probabilities:
Fog' = Fag> Pog' = Pog =V Pgp' = Pgp =V, Py’ = Ppp + 2y (A-52.1)

For each firm, we define probabilities P; 4 and P, firms 1 and 2 being in the good states,
respectively. Note that Py = By + Py and P,y = Fy; + Ppg. The effect of parameter y on the

correlation is presented next. Considering each firm’s state as a random variable following a

Bernoulli distribution that is dependent on the other firm’s state, we calculate the (Pearson’s)

E(XY)—E(X)E(Y)

VoX)ya(¥)

correlation coefficient. The correlation coefficient is defined as: r = where X and
Y are Bernoulli random variables representing the state of the firms as follows:

X = {1 If firm 1is in good state Y = {1 If firm 2 isin good state
— W If firm1lisinbad state — W If firm2isinbad state

Pgg—P1gP>
99 929 To

The correlation coefficient can thus be written as: r =
\/Plg(l_Plg)\/PZg(l_PZg)

illustrate the effect of correlation parameter y, we substitute the transformations in (A.5.2.1) into

the correlation coefficient formula above. We have:

ng’_Plg’PZQI _ Pgg—(P1g=Y)(P2g—V)
\/P1g,(1—P1g,)\/P2g,(1_P291) \/(Plg_V)(l_P1g+V)\/(P2g_V)(1_P2g+y)

r= (A.5.2.2)

We are interested in cases with positive correlation among the incidents at two firms. In

order to have 0 < r < 1, we need to have:

Png]/,Png]/,]/Splg: gb+RggaVSP2g:Pbg+ng
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In (A.5.2.2), it can be shown that when P, > 2/3 and P,4 > 2/3, then the correlation

coefficient increases with y. In our setting, the above assumptions are fairly realistic, in that

firms are in the good state most of the time.
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Appendix 5.3: Coordination in Spending

Here we discuss the mechanism for the cooperation in spending. We analyze how the firm profits
change when the firms can set their spending to the optimal spending value R that maximizes
firms’ profits instead of the equilibrium spendings. We analyze several numerical test suites to
provide insights on how coordination impacts the firms’ strategic decision making. Based on
these analyses, we find that the coordination of spending can either increase or decrease firm
profits. In Figures A.5.3.1 and A.5.3.2 we provide a representative numerical example of when
each of these scenarios may occur. In these figures, the black dots are equilibrium points, and
the gray dots indicate points for the optimal R value. Figure A.5.3.1 illustrates that for the case
of independent suppliers, firm profit can increase under coordination in both complements in loss
and substitutes in loss cases. Note that in the complements in loss case, firms should spend more
on security than the equilibrium spending in order to gain higher profits. This is consistent with
the findings from Kolfal et al. (2013). In the substitutes in loss case, firms should spend less on
security than the equilibrium spending to gain higher profits. While these observations are based
on numerical examples, we find that they are consistent among the range of parameters that we

are interested in.

It can be observed that in the independent case, when firms are substitutes in loss, they
have an incentive to reduce spending on suppliers to increase their profits. On the other hand, for
the complements in loss case, there is room to increase profits by increasing spendings on

suppliers.
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Optimal Spending (With Coordination)

Figure A.5.3.1. Expected Profit with Respect to Spendings in the Independent Case

(7 =100, p = 0.75,v = 0.8, Z, = 0.5, Z, = {—0.3,0,0.3})

In the case of shared supplier, we find that coordination of spending between firms can

increase profit over all values of cross-risk elasticity, as illustrated in Figure A.5.3.2.

- = =

Hl No Coordination
With Coordination

............

------ Complements in Loss

r = = = - Unaffected by Loss

——  Substitutes in Loss

ol @® Equilibirum Spending (Mo Coordination)
Optimal Spending (With Coordination)

Figure A.5.3.2. Expected Profit with Respect to Spendings in the Shared Case

(I = 100, p = 0.75, v = 0.8, Z, = 0.5, Z, = {—0.3,0,0.3})

It can be seen from Figure A.5.3.2. that firms can always improve their profits over the

equilibrium profit by improving their spending on security.
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We now provide the proof for how the indifference line in the cooperative case (Figure
5.5) moves with the model parameters. First, we need to calculate the profit when both firms
spend R in the suppliers. We can calculate the expected profit for each firm by substituting R for

both c; and c,. In the independent case (5.5), the substitution results in the following expected

profit function:

E[ni]l — E[n]l — 1+R-pv (Zp+Zc) (77.' _ R) fori = 1’2 (A531)

1+R

The maximum value is calculated as:

Maxgp =n+1+pv (Zp+Zc) —2/pv (Zp+Zc) (1+m) (A.5.3.2)

For the shared case (10), the substitution results in the following expected profit function:

E[Hi]s — E[n]s — 1+2R—f+172;ZD+ZC) (T[ _ R) fori = 1’2 (A533)

The maximum value is calculated as:

1+p v (Zp+Zc)-2/pv (Zp+Zc) (1+27)

. (A.5.3.4)

MaxE[H]S =T +

The difference between the maximum values for the independent and shared cases is as

follows:

lef = MaxE[n]I - MaxE[n]S

1+p v (Zp+Zc)—4/pv (Zp+Zc) (1+m)+2/p v (Zp+Zc) (1+2m)

= . (A.5.3.5)

By taking the derivative of the difference with respect to vulnerability v, cascade

probability p, and per unit profit r, we have:
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aDiff_pv(ZD+ZC)_\/pv(ZD+Zc)(\/4‘+4TC—\/1+2TC)<0
ov 2v

aDiff_pv(ZD+ZC)_\/pv(ZD+Zc)(\/4‘+4TC—\/1+2TC)<0

ap 2p
IPUT _ _puz +Z)< - - 1 ><0
5, ~ PvUptic Jev(Zp+Z)(A+m) Jpv(Zp+Zo)(1+2m)

All of the derivatives are negative, meaning that the independent region shrinks (or the

shared region expands) as either of these parameters increase.
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Appendix 5.4: Asymmetric Firms Analysis

A.5.4.1 Asymmetric Direct-Risk Elasticities of Demand

When firms are asymmetric in direct-risk elasticities of demand, we find that in both cases of
shared and independent suppliers, all else being equal, the firm with lower direct-risk elasticity
of demand spends less in IT security and gains a higher profit than the other firm. We compare
the shared and independent supplier options to study how the asymmetry of direct-risk
elasticities of demand affects supplier choice. We analyze a range of numerical examples, and
provide one representative example here. The observations provided here are consistent among
all of the examples tested. Figure A.5.4.1 provides different scenarios that may arise. Figure
A.5.4.1.a illustrates the change in profits when direct-risk elasticity changes for firm 2 and is
fixed for firm 1 (at Z; , = 0.4) for positive cross-risk elasticity of demand (Z; c = Z, ¢ = 0.2).
In this example, the shared option is optimal when the direct-risk elasticities are symmetric at
Zyp =Zpp = 0.4. InFigure A.5.4.1.b, profits are shown for the case where the cross-risk
elasticity of demand is negative (Z; ¢ = Z, ¢ = —0.2). In this case, when the direct risks are

symmetric at Z; = Z, p = 0.4 the independent option is optimal.

It can be seen from Figure A.5.4.1 that asymmetry in the direct-risk elasticities of
demand would decrease the profits from the shared supplier for one of the firms more than it
would decrease the profit from independent supplier. In other words, one of the firms has less
incentive to go with the shared supplier choice. Since it is necessary for both firms to prefer the
shared supplier for that option to become viable, the asymmetry is only making the shared option
less desirable. If in asymmetry the shared supplier option is the optimal choice for the firms, then

as firms grow more different (become more asymmetric) in direct-risk, there is a region in which
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they will still prefer the shared supplier choice. However, if the direct-risk of the two firms
becomes too different, there is no longer incentive for them to share suppliers (Figure A.5.4.1.a).
When the optimal decision in asymmetry is to use independent suppliers, then asymmetry would

not change this decision (as illustrated in Figure A.5.4.1.b).

a0
Equilibrium profitfor firm 1 using shared supplier
BED

70 gy Equilibrium profit for firm 2 using shared supplier

Prafit

--ﬁ---a-.m_*__ﬂ

&0 Equilibrium profitfor firm 1 using independent supplier

=0
= = = Equilibrium profit for firm 2 using independent supplier
40

o 0.z 0.4 0.6 0.E 1

Direct-risk elasticity of demand for firm 2
a) Case in Which the Symmetry Shared Option is Optimal

(T =75p=08 v= 0752, =04, Z. = —0.2)

110

100
Equilibrium profit for firm 1 using shared supplier
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£ =t od =y e 4= i =gy Equilibrium profit for firm 2 using shared supplier

Profit
a

60
50

Equilibrium profit for firm 1 uwsing independent supplier

40 ==t = Equilibrium profit for firm 2 using independent supplier
30

20
0.z 0.4 0.6 0.8 1

b) Case in Which the Symmetry Independent Option is Optimal

(T =75p=03 v= 052, =04 Z = 0.1)

Figure A.5.4.1. Effect of Changes in Direct-Risk Elasticity of Demand for Firm 2 on Profits

In some cases, it might be possible for a firm to make transfer payments to the competitor
firm, in order to make the shared option viable for them as well. For example, if both firms are
run by a common parent company, the parent company may be interested in maximizing the
combined profit from both firms. Figure A.5.4.2 provides a numerical example of the sum of

profits for both firms in the two scenarios discussed in Figure A.5.4.1.
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In the first scenario, where symmetric firms choose the shared supplier, if firms were able
to make transfer payments, there can be a case where while one firm’s profit using the shared
supplier is less than when using the independent supplier, because of the transfer payment, it
would still go with the shared supplier. It can be seen in Figure A.5.4.2.a that the sum of profits
for both firms using the shared supplier is consistently higher than the sum of profits using

independent suppliers.
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140 :?k_._.*._.

135 -"."'—-..__. —&— zum of Profits using Shared Supplier

130 —-#——sum of Profits using Independent Suppliers

125

sum of profits for both firms

120
0 0.2 [ o6 0.8 1

Direct-risk elasticity of demand for firm 2

a) Sum of Profits for Case Where the Symmetry Shared Option is Optimal
(T =75,p=08 v= 0752, =04 Z = 02)

E 145
= 1445
B,
o 144
-1
= 1435 5 . -
2 243 e sum of Profits using Shared supplier
2 -
S 1425
o 142 = === sum of Profits using Independent Suppliers
P
E 1415
a 11 Bt

1405

o 0.2 0.4 .6 0.8 1

Direct-risk elasticity of demand for firm 2

b) Sum of Profits for the Case Where Symmetry Independent Option is Optimal

(T =75p=03 v= 052, =04 Z = 0.1)

Figure A.5.4.2. Effect of Changes in Cross-Risk Elasticity of Demand for Firm 2 on Aggregate

Profit
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Figure A.5.4.2.b provides the sum of profits for both firms when they choose the
independent supplier in the symmetric case. It can be seen that as firms move away from the
symmetry (they become more heterogeneous in terms of direct-risk elasticity of demand), then
there might be opportunities for the firm with lower direct-risk elasticity of demand to make
transfer payments to the other firm in order to make them retain the shared supplier. This case

occurs at the extreme asymmetry cases, where firms are very different from each other.

A.5.4.2. Asymmetric Cascade Probabilities

Here, we discuss firms with asymmetric cascade probabilities. We find that in both cases of
shared and independent suppliers, the firm with lower cascade probability spends less in IT
security and gains a higher profit than the other firm. We compare the shared and independent
supplier options to study how the asymmetry affects the supplier choice. We again use a set of
numerical examples to analyze the effect of asymmetry, and provide a representative example
here. These findings are consistent among all of the test suites. Figure A.5.4.3 provides the
different scenarios that may arise. Figure A.5.4.3.a., illustrates the change in profits when
cascade probability changes for firm 2 and is fixed for firm 1 (at p; = 0.5). Figure A.5.4.3.b.
illustrates the change in profits again when cascade probability changes for firm 2 and is fixed
for firm 1 (at p; = 0.5), but cross-risk elasticities are changed to Z, = 0.3. In this example, the

independent option is optimal when the cascade probabilities are symmetric.

It can be seen from Figure A.5.4.3 that asymmetry in the cascade probabilities would
decrease the profits from the shared supplier for one of the firms more than it would decrease the
profit from independent supplier. The insight from this is similar to what was discussed in the

previous sections.
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Figure A.5.4.3. Effect of Changes in Cascade Probability for Firm 2 on Profits

We also examine the transfer payments for this case. Figure A.5.4.4 provides a numerical

example of the sum of profits for both firms in the two scenarios discussed in Figure A.5.4.3.

These results from combined firms are similar to those in Section 5.7.2. In the first
scenario, where symmetric firms choose the shared supplier, if firms were able to make transfer
payments, there can be a case where while one firm’s profit using the shared supplier is less than
when using the independent supplier, because of the transfer payment, it would still go with the

shared supplier.
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Figure A.5.4.4. Effect of Changes in Cross-Risk Elasticity of Demand for Firm 2 on Aggregate
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