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ABSTRACT 

Panelized construction has been recognized as a promising approach to residential 

construction. However, its full potential in terms of productivity improvement has 

not yet been realized due to the absence of an automated production planning and 

control system. This research thus conceives an integrated production planning 

and control system for a prefabricated panelized home production facility. The 

proposed system consists of four primary modules: (1) a real-time data acquisition 

module, which is employed in this study to collect time and location information 

of building panels from the production floor in real time; (2) a scheduling module, 

which generates an optimized building panel production schedule with the 

objective of minimizing the production lead time and material waste on the basis 

of detailed job information from a 3D BIM model; (3) a discrete-event simulation 

(DES) module, which is developed based on the historical data from the data 

acquisition module in order to provide a performance benchmark; and (4) a 

financial module, which provides total labour cost for every job as well as unit 

labour cost for each workstation. These four modules are seamlessly integrated 

through a central database in order to generate the production schedule, real-time 

location tracking, simulation-based performance evaluation, and cost control. The 

proposed system is implemented and validated in a panelized wall production 

facility at ACQBUILT, Inc., a prefabricated home builder in Edmonton, Canada.  
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1 Introduction 

1.1 Background and Motivation 

Prefabricated home building has become a popular construction method among 

homebuilders due to the associated improved productivity, reduced waste, and 

increased quality. The prefabricated construction process known as panelized 

construction reduces waste and construction time compared to traditional stick-

built construction (National Association of Home Builders 2009). This system 

breaks down a building into wall, floor, and roof elements, which are 

manufactured in a plant and are then shipped to site to be installed. As the 

majority of activities in the panelized approach are performed in a factory setting, 

the controlled environment makes it possible to greatly improve productivity. 

This system provides a high level of flexibility, and wall, floor, and roof panels 

can be custom manufactured based on the project requirements.  

The Canadian prefabricated housing market is currently in a state of steady 

growth. According to the Canadian Manufactured Housing Institute, the total 

production of manufactured single-family housing in 2013 was approximately 

16,020 units, accounting for 14% of all single-family housing starts in Canada in 

2013 (Canadian Manufactured Housing Institute 2013). In the residential housing 

industry, the most commonly built houses include the single-family home (with 

attached or detached garage), the condo, the townhome, the duplex, and the 

bungalow (as shown in Figure 1.1). These homes vary in size and shape, and 
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involve different processes in the production line. Furthermore, each type of 

house has a different base model with various customization options for clients, 

making each house model unique. Since various house models are produced on 

the same production line, the building production line is deemed a mixed model 

assembly line (Liker 2004).  

Town-home

Attached garage Detached garage

Duplex

Figure 1.1: Different types of house models 

In the wall production line, wall panels travel through various workstations, 

spending different amounts of time at each station based on the parameters of the 

given panel. Despite the fact that single-wall panels can be merged into 

multipanels in order to reduce material waste and increase machine utilization (as 

shown in Figure 1.2), the majority of multipanels are still unique due to the 

variation in stud size and location, window/door opening, as well as wall height 
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and thickness. As such, the cycle times spent at each workstation vary. These 

variations in cycle time may increase the amount of time a panel remains idle 

between stations. Furthermore, the prefabrication process involves work at 

manual workstations, which poses a challenge to production managers seeking to 

obtain accurate production data without an automated data collection system. The 

lack of sufficient production data forces production controllers to base their 

decision making upon their experience, which leads to human error, lack of 

communication between production floor and controller, and production delays. 

Furthermore, the managers have to rely on a manual reporting system for daily 

progress, thereby rendering their planning efforts time-consuming and error-

prone. 

Single Panel Multipanel
 

Figure 1.2: Multipanel generation from single-wall panels 

As shown in Figure 1.3, the volume of work needed to produce a wall panel can 

vary significantly depending on the wall type. Interior walls require only framing 

and loading, while exterior walls require framing, sheathing, insulation, siding, 

window/door installation (if needed), and loading. This variation can cause line 

imbalance, resulting in waiting time in the production line. Proper sequencing of 
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wall panels can minimize this effect and can reduce waiting times and delays. 

However, due to the complex nature of wall panel production, where multipanels 

and single-wall panels are produced on the same production line, it is challenging 

to optimize panel sequencing and balance the production line with reasonable 

model runtime. This panel sequencing is a classical combinatorial optimization 

problem, which is proven to be non-deterministic polynomial-time hard (NP-

hard), and is also known as a flow shop scheduling problem. Furthermore, each 

station cycle time has stochastic elements such as delay and waiting time, and this 

randomness makes this a probabilistic flow shop scheduling problem. 

 

Figure 1.3: Work load for different wall types 

Currently, production performance for panelized construction is not standardized. 

The regular performance indicators are ft
2
/day, linear ft/day and cost/ft

2
. 

However, given that production time largely depends on the type of wall panel 

and other attributes, such as the number of windows and the area to be insulated 

with spray foam, these indicators do not reflect the actual performance. For 

example, a wall panel with three windows takes more time than a wall panel with 

no windows, even if the total square footage is similar. As a result, a simulation 

model that takes into account the appropriate factors that have an impact on 

productivity and/or cost can be a useful tool for managers, since they will be able 
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to accurately predict the performance of production lines in consideration of the 

complexity of the manufactured elements. 

Moreover, in conventional home building production, jobs are quoted based on 

labour hours for framing, finishing, and so on. However, in a manufacturing 

facility, different parts of the house are being built separately in different 

locations. For example, the framing of a house is divided into wall framing, stair 

building, floor framing, and roof framing. The costs associated with these areas 

also vary. And as different jobs are mixed during production to increase 

efficiency, it is a challenge to quote the customer accurate labour costs associated 

with individual jobs as well as to have an effective cost control tool for the plant.  

In order to address these issues, an integrated production planning and control 

system, based on discrete-event simulation (DES) and a radio frequency 

identification (RFID) system, is proposed. Specifically, the RFID system is 

utilized for the purpose of real-time production data collection. A DES model is 

integrated with the RFID system and optimization model for automated 

production scheduling and real-time performance evaluation. The cost control 

module is developed for the prefabricated home building facility using the RFID 

system. 

1.2 Research Objectives 

The proposed research is built upon the following hypothesis: 
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“An integrated production planning and control system with an RFID and 

simulation will level the process and improve the productivity of the 

prefabrication of panelized homes.” 

In order to test this hypothesis, the following research objectives are pursued: 

(i) Design a data collection system using RFID technology for a prefabricated 

wall production facility. 

(ii) Develop a method to utilize production data collected from the RFID 

system for the purpose of performance monitoring and simulation 

modelling.  

(iii) Develop a framework to simulate the panel production process. 

(iv) Develop a simulation-based optimization model for the purpose of 

production scheduling. 

(v) Develop a cost control module for prefabricated home building facilities. 

1.3 Thesis Organization 

This thesis consists of five chapters. Chapter 1 provides the background and 

motivation of the work and outlines the research scope. Chapter 2 presents an 

overview of the literature describing prefabricated home building, applications of 

DES in construction industry, production planning and control, flow shop 

scheduling methods, application of RFID technology and simulation model 

verification and validation. Chapter 3 reviews the methodology of the four 

modules—formulation of the scheduling model, data collection module design 

using RFID system, DES model development and simulation-based optimization 
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model for scheduling, and cost control module. Chapter 4 presents the 

implementation results of the proposed methodology at ACQBUILT’s 

prefabrication plant, and Chapter 5 outlines the summary of the thesis and the 

academic and industrial contributions of the work. 
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2 Literature Review 

The literature review focuses on the following research areas: (1) prefabricated 

home building; (2) application of discrete-event simulation (DES) in construction; 

(3) production planning and control; (4) the flow shop scheduling problem; (5) 

application of RFID technology; and (6) simulation model verification and 

validation. An in-depth literature review is conducted in order to support 

understanding of the current practice, existing studies, and research opportunities. 

2.1 Prefabricated Home Building 

Prefabrication is emerging as a popular method of housing construction. Garza-

Reyes et al. (2012) have compared manufactured home construction with the 

traditional stick-built method and have summarized several advantages of 

manufacturing-based construction over traditional construction, such as better 

inventory control, higher utilization of workers, easier implementation of new 

technology, and controlled working environment. The researchers have conducted 

time studies to evaluate the manufactured home production line, and have used 

simulation to find the optimum balance for every stage in the home production 

process. Hammad et al. (2002) have developed a simulation model for the 

manufactured housing process to improve both productivity and the quality of the 

product. Jeong et al. (2011) have proposed a product mix and sequence 

optimization model for the manufactured housing industry; they have created a 

new supply chain management framework, including market demand planning, 
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facility location, layout planning, inventory planning, and production planning. 

They have developed an optimized product mix model based on linear 

programming to maximize the profit, as well as the optimal product sequence 

model using the just-in-time (JIT) goal chasing approach. The optimization model 

has provided better space utilization, labour utilization, and has maximized the 

profit per day. Senghore et al. (2004) have developed a simulation model for 

manufactured housing in order to improve the production process. Two 

manufactured housing plants in northern Indiana were used as case studies to 

develop the simulation model. The authors combined process mapping, time and 

motion studies, and simulation modelling to develop the model. Four different 

“what-if” scenarios were performed to demonstrate the possible improvement in 

the production process. Shewchuk and Guo (2012) have utilized the concept of 

lean manufacturing to optimize prefabricated wall panel stacking and sequencing 

in residential construction. Their approach reduces the number of panel stacks as 

well as walking distances for workers carrying the panels. Several studies have 

been carried out focusing on improving the production process at a panel 

prefabrication facility in Edmonton, Canada. Yu (2010) has developed a lean 

production approach for the home building industry; Xie et al. (2011) have 

developed a simulation model of the panelized production line; and Shafai (2012) 

has described a methodology to improve the panelized home production process 

through lean principles and simulation tools. Although some researchers have in 

separate studies focused on panel sequencing, product mix design, and simulation 

modelling, this study proposes integrating production sequencing, RFID based 
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real-time location system, simulation based performance analysis, and cost 

control by developing a simulation-based planning and control system for 

panelized home production. 

2.2 Application of Simulation in Construction 

The simulation model has been utilized as a planning tool in various sectors of the 

construction and manufacturing industry. Its application can improve the 

understanding of a complex system and can be a useful decision support tool. 

Many researchers have used simulation models in construction and production 

planning in order to schedule activities, perform “what-if” analysis, allocate 

resource, and implement layout optimization. Halpin (1977) has introduced 

CYCLONE, a simulation environment that created the foundation for the progress 

of construction simulation. AbouRizk and Hajjar (1998) have proposed a 

framework for the application of simulation in construction, specifically focusing 

on construction practitioners. They have presented the concept of special-purpose 

simulation (SPS), which is a computer-based environment specially built for 

experts in the area, the advantage of this environment being that the user does not 

need to have knowledge of simulation. AbouRizk and Mohamed (2000) have 

introduced Simphony.NET, an integrated environment to model construction 

activities. This simulation software supports both DES and continuous simulation. 

It can provide different model outputs, such as standard statistical averages, 

resource utilization, standard deviation, minima and maxima, and charts such as 

histograms, cumulative density functions (CDFs), and time graphs. Al-bataineh et 

al. (2013) have presented a case study in which a simulation model for a tunneling 
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project in Edmonton, Canada was developed in Simphony.NET as a decision 

support system for the project management team. Alvanchi et al. (2012) have 

developed a DES model of the steel girder bridge fabrication process for the 

purpose of providing a solution for the complex process of planning off-site girder 

bridge construction. Lui et al. (2015) have introduced a SPS template for the 

panelized construction process and linked the simulation model with building 

information modelling (BIM). Lu et al. (2008) have developed an automated 

resource-constrained critical path analysis using DES and particle swarm 

optimization (PSO). Based on their study, simulation modelling enables engineers 

to precisely examine different approaches in order to complete the project. 

Performing this type of analysis in advance yields reduced costs, improved 

quality, and improved productivity (AbouRizk 2010). In this study, the simulation 

model is developed in the Simphony.NET platform, and is integrated with an 

optimization algorithm for the purpose of providing an optimal production 

schedule that is also integrated with a real-time data collection system to develop 

a simulation-based production monitoring system. 

2.3 Production Planning and Control 

As the construction industry moves toward factory-based construction, it is 

important to apply the knowledge of operations and production research for the 

purpose of production planning and control. There has been ample research on 

production planning and control focusing on different types of manufacturing. 

Researchers have used DES, radio frequency identification (RFID) data, lean 

principles, and optimization algorithms to develop planning and control as a 
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decision support system. Peters and Smith (1998) have presented a simulation 

control system developed at the Texas A&M Computer Aided Manufacturing 

Laboratory (TAMCAM). The authors used this control system to evaluate on-line 

simulation for process control. Online simulation links the information system 

with the simulation model to provide actual production performance. The authors 

have concluded that an online simulation-based real-time control system can be 

very useful for flexible manufacturing systems. Mirdamadi et al. (2007) have also 

presented a DES-based real-time shop floor control system using on-line 

simulation. Azimi et al. (2011) have presented an integrated project control and 

monitoring framework, implemented in a steel fabrication project. Their study 

applied RFID technology to collect real-time data and integrate it to the control 

system framework, along with DES and visualization, as a decision support 

system. This system helps the project manager to detect deviations in the 

production line and to help mitigate the problem. AlDurgham and Barghash 

(2008) have summarized the literature on simulation applications in 

manufacturing and have presented a framework for the application of simulation 

in different decision areas—manufacturing strategies, material handling, layout, 

sequencing and scheduling policies, and manufacturing processes and resources. 

Meyer et al. (2011) have presented an intelligent product-based control and 

monitoring system; the researchers have proposed a decentralized control system 

to deal with all types of disturbances, including small delays that had been 

ignored in previous studies. In a decentralized system, a lower level component 

operates on local information to achieve global goals. The system detects every 
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disturbance from the intelligent products labelled with auto-ID technologies 

(RFID/barcode), and also proposes solutions to the appropriate person. They 

validated the framework using simulation experiments, concluding that a 

centralized system serves better for planning purposes while a decentralized 

monitoring and control system provides more robustness. Mönch (2007) has 

described simulation-based benchmarking approaches for complex manufacturing 

systems. The author used the DES technique to emulate the complex 

manufacturing system and its stochastic nature. The characteristics of a complex 

manufacturing system include a large number of products with changing product 

mix, sequence-dependent set-up times, unrelated parallel machines, and a mix of 

different process types, including batch processing, internal and external 

disturbances, and so on. The paper identified advantages over static benchmarking 

process such as real world scenarios, and that stochastic behaviour can be treated 

accordingly and can consider dynamic situations. Long simulation model runtime 

is identified as the main disadvantages of the system. Son et al. (2003) have 

formulated a simulation-based shop floor control system by developing a resource 

model, a coordination execution model, and a simulation model. Altinkilinc 

(2004) has used simulation to generate a layout plan for a manufacturing plant in 

order to improve production performance. Serrano et al. (2008) have developed a 

methodology, based on multiple case studies, which uses value stream mapping—

a lean production tool—as a graphical tool for the purpose of redesigning a 

manufacturing system. Dengiz and Alabas (2000) have used a simulation model 

together with a tabu search to find the optimum number of kanbans in a just-in-
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time (JIT) system. Rezg et al. (2004) have proposed a methodology of combining 

simulation and GA to optimize maintenance and inventory control policies. 

However, there has not been any research focusing on the development of a 

planning and control system for the prefabricated home building industry that is 

unique in its nature due to the product variability and the prefabrication process. 

This study thus utilizes the RFID system as the data collection module and uses 

simulation and optimization models to generate the cost control module, and a 

real-time production tracking system. 

2.4 Flow Shop Scheduling Problem 

The flow shop scheduling problem has been a key area in the field of operations 

and production research. In a flow shop situation, all the jobs go through a set of 

machines sequentially. The sequencing of all jobs through a set of machines in the 

manufacturing line is a combinatorial optimization problem which is proven to be 

a non-deterministic polynomial-time hard (NP-hard) problem (Baker and 

Trietsch, 2009). To keep computational time to what is practically reasonable 

(especially when dealing with large problems), researchers have developed 

different heuristic rules to address this problem (Burns and Daganzo, 1987; 

Emory, 1983; Johnson, 1954). Several studies have been conducted which have 

sought to optimize job sequences in a flow shop configuration using simulation, 

genetic algorithm (GA), particle swarm optimization (PSO), tabu search, 

simulating annealing, and ant colony (Cagnina and Esquivel 2004; Leu and 

Hwang 2002; Li et al. 2004; Liu et al. 2010; Lu et al. 2008; Tasgetiren et al. 

2004). Taha et al. (2011) have optimized job sequences and factory layout using a 
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GA for a job shop manufacturing plant. The optimization models were integrated 

with simulation to generate a virtual production line. Völker and Gmilkowsky 

(2003) have presented a method of creating a reduced simulation model to 

perform simulation-based optimization for medium term production scheduling. 

Liker (2004) has presented the concept of production levelling which is known as 

Heijunka in lean theory. According to Heijunka, the products are not produced 

based on actual customer order, but it takes all the orders for a period and 

generates a product mix in order to level the production. 

However, these studies have focused on solving the flow shop scheduling 

problem with fixed activity time. In reality, uncertainty is an inherent part of the 

production process and few previous studies have tried to solve the scheduling 

problem with variable station cycle time. Beck and Wilson (2007) have developed 

a framework to solve the probabilistic job shop scheduling problem with branch-

and-bound search and Monte Carlo simulation. They also used constraint 

programming and tabu search to solve deterministic scheduling and evaluated the 

solution candidates with Monte Carlo simulation. Wu et al. (2009) have 

represented the single-machine scheduling problem with variable processing time 

as a constraint model, and have developed three different models to minimize the 

risk of exceeding the mean flow time. Ranjbar et al. (2012) have used two branch-

and-bound algorithms to optimize parallel machine scheduling in a stochastic 

environment. The current literature on this subject has not addressed the 

probabilistic flow shop scheduling problem for a large scale manufacturing 

project consisting of several machines in a series configuration. This thesis 
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investigates different optimization techniques in conjunction with discrete-event 

simulation (DES) to provide practical solutions to the flow shop scheduling 

problem in a stochastic environment for prefabricated home building industries. 

2.5 Application of RFID Technology 

The RFID system has been used for the purpose of real-time data collection in the 

construction industry and manufacturing operations. RFID technology is a 

wireless sensor technology that can detect an electromagnetic signal for the 

purpose of proximity identification and data transaction. A typical RFID system 

includes an antenna, a reader, and a tag which is electronically programmed with 

unique identifier (Domdouzis et al. 2007). RFID has a similar concept to bar 

coding; however, it is superior in terms of non-optical proximity communication, 

information density, and two-way communication ability (Roberts 2006). RFID 

technology, and in particular its components (i.e., tags, reader, antenna) has been 

a prime focus of academic research in recent years, and more academic literature 

is expected on the industrial application of the RFID system (Ngai et al. 2008). 

Ferrer et al. (2011) have evaluated the use of RFID technology in a large 

remanufacturing job shop. The authors provided a framework for adopting the 

RFID system for the identification of components in the manufacturing process. 

Jaselskis et al. (1995) have presented the potential construction application of 

RFID technology, including concrete processing and handling, cost coding for 

labour and equipment, and material control. The authors have developed a 

conceptual design system for these applications and have concluded that RFID 

can save time, money, and effort in operational procedures and it is important to 
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learn about the technology prior to its implementation and also to involve the end 

users into the development process. Montasir and Moselhi (2012) have presented 

a method to automatically track the earthmoving operation using RFID 

technology. The method provided a practical and easy approach to estimate the 

productivity of the earthmoving operation. Guo et al. (2015) have proposed an 

RFID-based decision support system for production control and monitoring in a 

distributed manufacturing environment. RFID technology was used for real-time 

data acquisition and an optimization model was used to generate the production 

schedule. Huo et al. (2010) have proposed an RFID-based just-in-time (JIT) 

production system. This system can improve the Kanban system by increasing 

accuracy. Ngai et al. (2012) have described an RFID-based manufacturing process 

management system and implemented it in a garment manufacturing company. 

This type of system can help improve production line visibility, efficiency, and 

effectiveness. Arkan and Landeghem (2013) have presented an RFID-based 

RLTS (real-time location system) solution for multi-item work-in-process 

manufacturing facilities. The paper identified that the RFID-based RTLS system 

can provide up to date, automatically collected, rich and detailed shop floor data 

compared to traditional measurement tools. Ghanem and AbdelRazig (2006) have 

proposed an RFID-based model to track the progress of completed work on a 

construction site. Goodrum et al. (2006) have used RFID technology to develop a 

tool tracking and inventory system for construction job sites. Zhong et al. (2013) 

have presented an RFID-enabled real-time manufacturing execution system where 

RFID devices are installed on the shop floor to track the products and collect real-
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time production data. In another work, Zhong et al. (2015) have used RFID 

technology to collect production shop floor data to obtain precise and reasonable 

estimates of advanced production planning and scheduling (APPS) model 

parameters such as arrival of customer orders, and standard operation times. In 

this thesis, RFID technology has been used to develop a real-time location system 

(RTLS) for a panelized wall production line, and to obtain production data in real 

time. The shop-floor data is used for simulation input modelling as well as model 

validation. 

2.6 Simulation Model Verification and Validation 

Verification and validation are essential parts of the simulation modelling process. 

Simulation models are used as a decision support tool by replicating the real 

world scenario. Without verification and validation, though, the simulation model 

result cannot be reliable for decision-making purposes. According to Whitner and 

Balci (1989), errors in a simulation model can arise from a number of areas in the 

process, including input data, conceptual model, simulation model 

(implementation phase), and simulation model development environment. These 

errors can be identified and eliminated by the process of verification and 

validation. Carson (2002) has defined verification as the process of finding and 

fixing model errors—creating a properly functioning model based on the agreed 

upon assumptions and specifications. The validation process involves the model 

developer and others with knowledge of the real system working together to make 

sure the model represents the real system. Sargent (2010) has proposed the 

definition of model verification as “ensuring that the computer program of the 
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computerized model and its implementation are correct”, and model validation as 

“substantiation that a computerized model within its domain of applicability 

possesses a satisfactory range of accuracy consistent with the intended application 

of the model” (Sargent 2010, page 166). The primary goal of the verification 

process is to identify the errors that can occur in the model building process, such 

as logical errors, syntax errors, data errors, experimental errors, and bugs within 

the simulation environment (AbouRizk et al. 2015). Several verification 

techniques can be used, such as animation/visualization of the model, trace logs, 

entity counter, integrity check, investigation of input-output relations, and 

sensitivity analysis (AbouRizk et al. 2015; Sargent 2010). AbouRizk et al. (2015) 

have also outlined several validation approaches such as face validity, comparison 

to other models, degenerate tests, event validity, and historical data validation. 

The simulation model validation process is similar to the hypothesis testing in 

traditional research studies. This process attempts to demonstrate that the model is 

valid in its application domain. Sargent (2010) has also referred to this process as 

operational validity. In order to obtain a high degree of confidence in a simulation 

model and its results, it is important to perform both the verification and 

validation of the model. In this research, the simulation model is verified using 

input output analysis, static and dynamic testing to ensure an error free simulation 

model. Then the simulation model has been validated using actual data collected 

from the RFID. 
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3 Methodology 

Figure 3.1 shows the overview of the proposed planning and control system for a 

prefabricated home building facility, including input parameters, main process, 

criteria, and model outputs. The main process consists of four modules: (1) a 

scheduling module (SCH); (2) a data collection module (RFID); (3) a simulation 

module (SIM); and (4) a financial module (FINC). These four modules are 

integrated in a central database to provide production scheduling, performance 

benchmarking, panel processing time, job cost, and other outputs based on the 

model inputs and criteria.  

 

Figure 3.1: Overview of the proposed method 
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3.1 Scheduling Module 

Formally, each of the four modules can be viewed as a vector-valued function 

which outputs a vector containing the information relevant to the module of 

interest. For instance, the scheduling module may be formalized as,  

       
JJJ NiJiJMiJiMiJi SPfQSeqMPSCH

,,2,1,,,2,1,,,2,1, ,,:
 


 

(1) 

Where
 

JNiJiSP
,,2,1,   is the set of single-wall panels corresponding to job J  

whose characteristics, (e.g., length, width, number of studs, etc.), are extracted 

from the 3D BIM model; 
 

JMiJiMP
,,2,1,   is the set of multipanels obtained by 

concatenating selected single-wall panels; 
 

JMiiSeq
,,2,1   is the (optimal) sequence 

for assembling the multipanels; and JQ
 is the quantity of material required for 

project J . To ensure utilization of the assembly stations, subsets of 
 

JNiJiSP
,,2,1,   

are selected and combined (or concatenated) to form a multipanel object to be 

constructed as it moves along the assembly line. Multipanel objects are defined 

as,  

JkJkJkJk n
SPSPSPMP ,,,, ||||||

21


 and such that 
  max, LMPL Jk 

 (2) 

In which the operator || represents the operation of concatenation of selected 

single-wall panels, JkJkJk n
SPSPSP ,, ,,,

2,1


, subject, however, to a maximum length 

 JkMPL ,  not exceeding maxL
 (representing the length of the assembly table). In 

addition to the set of multipanels, the scheduling function also outputs the optimal 
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multipanel assembly sequence 
 

JMiJiSeq
,,2,1,   allowing bottlenecks to be avoided. 

This aspect is of particular importance since the stations of the assembly line do 

not have buffers that could prevent the propagation of a bottleneck. As in 

panelized home construction, the objects being processed are too voluminous; it is 

not practical to add a buffer line due to space constraints. The simulation-based 

production schedule optimization is presented in detail in later sections of this 

chapter. 

3.2 Data Collection Module 

The data collection/RFID module is dedicated to collecting data, i.e., time stamps, 

allowing the productivity of the assembly stations to be monitored. For this 

purpose, each wall panel is equipped with an RFID tag used to record the 

timestamps as it enters a station, cf. Figure 3.2.  

 

Figure 3.2: Timestamps collection for wall panels at consecutive stations 

From the timestamps collected for each panel as it moves along the assembly line, 

idle time, i.e., the time during which a given station is in a starvation mode, can 

be calculated satisfying Equation (3),  

,2,1,1,,1,   pttIT npnpnp  
(3) 
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where npIT ,  is the idle time associated with panel p  at station n ; npt ,1 and 1, npt

are the timestamps corresponding to panel 1p  entering the station and the 

previous panel (i.e., p ) leaving it for station 1n , cf. Figure 3.2. At this 

juncture, it is important to note while idle time (i.e., starvation mode) can easily 

be calculated from the times indicating when each panel enters the workstations, 

the waiting time npWT ,  (i.e., the time a panel needs to wait because of a delay at 

the next station) cannot be directly calculated from the timestamps. To circumvent 

this difficulty, a filtering procedure is applied to the data collected at each station. 

However, because processing time varies based on the structural complexity of 

the wall panels, these are first clustered into categories based on the following 

attributes: (1) type (i.e., exterior, interior, or mechanical), (2) length, (3) width, (4) 

number of studs, (5) number of windows, and (6) number of doors. For instance, 

the processing time at station #1 for a set of mm2476mm10976   exterior walls 

with similar attributes led to the data shown in Figure 3.3.  

 

Figure 3.3: Processing time for a set of similar exterior wall panels at workstation no. 1 
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According to Figure 3.3, it is clear that the processing times fluctuate around 

some constant value similar to a (constant) signal which contains a noise 

component. This can be written as, 

,2,1,,

Pr

,,1,

Re

,   pNPTttPT np

oductive

npnpnp

al

np  
(4) 

where 
oductive

np

al

np PTPT Pr

,

Re

, ,
 and npN ,  are, respectively, the measured processing 

time, the part of this time used to create value and the noise component (i.e., non-

productive time) for panel p  at station n . Given the similarity between the data 

in Figure 3.3 and the measurements of a noisy signal, filtering techniques from 

the field of digital signal analysis may help extract from the stations’ data, the 

productive processing time. Furthermore, since data acquisition for this research 

was made in a real production setup, it was impossible to build a schedule which 

would indicate when data for a given panel type would be available, since the 

demand for panels is driven by homebuyers’ orders. In this context, the most 

appropriate filtering method is probably the Kalman filter because it proceeds 

iteratively as measurements are collected. Rather than going into the general 

equations of Kalman filtering, it is more instructive to limit ourselves to the case 

at hand and provide the formulas associated with filtering a constant signal (the 

processing time at a given workstation in the context of this work) which satisfies 

Equation (4),  







 

nk

oductive

nknk

nk

oductive

nk

oductive

nk

vPTz

wPTPT

,

Pr

,,

,

Pr

,1

Pr

,

            
 

(4) 
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The first equation, known as the evolution equation, describes the (productive) 

processing times (i.e., the signal) 
oductive

nkPT Pr

, over time, which are essentially 

expressed as a difference equation contaminated by Gaussian noise nkw , . As for

nkz , , it represents the measurement of 
oductive

nkPT Pr

,  contaminated by a Gaussian 

noise nkv ,  (i.e., the timestamps varying because of waiting times). In essence, the 

Kalman filter tries to extract the productive processing times 
oductive

nkPT Pr

,  by 

correlating the (noisy) predictions of the signal with the (noisy) measurements 

nkz ,  in such a way as to minimize the error (or equivalently, the root mean 

square). From a computer implementation perspective, Kalman’s approach is built 

upon two sets of equations (i.e., prediction and correction) satisfying Equation 5,  



















QPP

PTPT

nknk

nknk

,1,

,1,

    

      

                            

 
 

 




















          1    

        

,,,

,,,,

1

,,,

nknknk

nknkknknk

nknknk

PKP

PTzKPTPT
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(5) 

where


nkPT ,  is an estimate of 


nkPT ,  which represents the filtered (or corrected) 

evaluation of 
oductive

nkPT Pr

, . Similarly, 


nkP ,  is the estimation of the corrected value

nkP , , which is used to define the Kalman gain nkK ,  chosen in such a way as to 

minimize the error between the measurements nkz ,  and the predictions. As for Q  

and R , they represent the variances of the Gaussian noises contaminating the 
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predictions and the measurements. These values are often selected empirically 

and adjusted to fine tune the filter. For instance, in the case where 
2)1.0(R  and 

0.0Q , the data shown in Figure 3.3 is transformed into that of Figure 3.4,  

 

Figure 3.4: Application of the Kalman filter to noisy processing time data 

According to Figure 3.4, after 35 iterations, the corrected (true) processing time 

obtained from the Kalman filtered data is approximately 10.45 minutes. Note that, 

even though a few of the data points in Figure 3.4 may appear as (extreme) 

outliers, their presence could be indicative of potential (lengthy) waiting times 

and their presence did not notably deteriorate the convergence of the Kalman 

filter. At this juncture it is important to note that relying on a single value to 

describe the productive processing time would implicitly ignore the natural 

variability that is inherent to manual work. As a result, it is necessary to analyze 

the differences 
 Filtered

n

real

np PTPT ,  in order to avoid over estimating the waiting 
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time. In the context of this work, an empirical upper limit of the productive 

processing is defined to satisfy Equation (6), 

 SE,min 1,2/

Pr

,  N

Filtered

n

oductive

np teQPTPT   (6) 

where Q
 is the π

th
 percentile of the dataset 

 
,2,1, 


p

Filtered

n

real

np PTPT
; e  is its 

average and SE the corresponding standard error. As for 1,2/ Nt , it represents the 

t-distribution score associated with a two-sided  1100 % confidence interval. 

Even though it is practically impossible (in the current setup of data collection) to 

obtain the values of   and   from first principles, the values 80.0  and 

9.0  are found to lead to acceptable limits for the productive processing times. 

At this juncture, combining the (filtered) productive processing times with the 

cumulated timestamp differences allows us to define a utilization metric satisfying 

Equation (7), 

 
*

1

,

1

,,

1

Pr

,

ESL

max

max

max

















p

p

real

np

p

p

Jn

real

np

p

p

oductive

np

n

PT

ITPT

PT

U  (7) 

In which nU
 is the utilization of workstation n ; 

real

npPT ,  and JnIT ,  are, 

respectively, the (measured) processing time and idle time for panel p  at the 

workstation n . As for 
*ESL , it represents the effective shift length, which 

essentially is the regular shift from which lunch and break times are subtracted. It 

is important to note that in Equation (7), while the formulation using processing 



28 

 

and idle time is more accurate, it requires the knowledge of the productive 

processing times, which, in the current monitoring setup, are only accessible 

through filtering. In contrast, the second form uses the actual processing times 

real

npPT ,  
(which may include waiting time) and the effective shift length to obtain 

an approximate value of the utilization, assuming waiting time is a rare event and 

is short compared to the productive processing time. In the context of this work, 

both formulations in Equation (7) will be compared in order to gain insight into 

the frequency and the length of waiting times.  

While understanding the utilization of workstations is an important aspect for 

measuring the efficiency of the assembly stations, it is equally important (for 

scheduling purposes) to develop a mechanism for estimating the takt time 

associated with each panel category. In this respect, as the volume of panel- and 

station-specific data increases, it is possible to build probability models describing 

the processing times that include uncertainties due to the variability in manual 

work and waiting times. For the sake of simplicity, even though waiting times are 

correlated to the panel types downstream, since processing times can vary from 

one panel to another which may lead to an upstream delay, a waiting time, with an 

appropriate volume of data, will probably be captured in the probability model. 

As a result, a probability distribution describing the real processing times (i.e., 

timestamp differences) for each station and each panel category is built according 

to the general form in Equation (8), 

   


,2,1;~
,2,1, 


ntfPT

kkn

real

Pn   (8) 
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where 
 

,2,1kk
 is the set of parameters controlling the probability distribution 

f . The daily takt time for each workstation nTk
 can be calculated from real 

processing time and number of panels produced satisfying Equation (9), 

;

max

1

,







p

PT

Tk

p

p

real

np

n  
(9) 

The productive processing times 
oductive

nkPT Pr

,  are subtracted from the actual 

processing time 
real

npPT ,  to estimate the waiting time  
,2,1

Pr

, 


p

oductive

n

real

np PTPT  for 

different types of panel, p . A probability distribution model is developed for 

waiting time in the general form in Equation (10), 

   


,2,1;~
,2,1, 


ntfWT

kknPn   (10) 

The frequency of the waiting time 
noise

nF
 at different workstations n  is also 

calculated from the instances of noise observed sn  and the total number of 

observations N satisfying Equation (11). The waiting time percentage, 
percent

nWT
, 

and the idle time percentage, 
percent

nIT
, are calculated satisfying Equation (12) and 

Equation (13). 

,2,1 n
N

n
F snoise

n
 (11) 



30 

 

 










max

max

1

,,

1

,

p

p

Jn

real

np

p

p

np

percent

n

ITPT

WT

WT  (12) 
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
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n

ITPT
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A database has been designed to integrate RFID data real

npPT ,  and single-wall panel

 
JNiJiSP

,,2,1,  , multipanel 
 

JMiJiMP
,,2,1,  , and sequence 

 
JMiiSeq

,,2,1   

information. The entity-relationship (ER) diagram is shown in Figure 3.5. Single-

wall panel, multipanel, and PrintLog data tables are linked with the primary and 

foreign key relationship. The TagDetail table contains an RFID tag ID and time 

stamp npt ,  for panel 
p

at workstation 
n

. The TagDetail table is linked to the 

single-wall panel table via the PrintLog table. The sequence table contains the 

multipanel sequence for job J . The location tag table contains different 

workstation information to identify the panel location from the RFID system. The 

database is connected to the simulation model to provide multipanel, single-wall 

panel, sequence of multipanel, panel processing time distribution, and waiting 

time distribution into the simulation model.  

3.3 Simulation Module 

In the simulation model, workstation processing time is estimated based on task 

time study. In the task time study, a task time formula is developed based on the 
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time needed to perform each task for a given panel and station. The process time 

at each workstation is considered deterministic by splitting the entire task into 

sub-task groups. By modelling in this way, the probabilistic variation can be 

ignored and may be considered as almost deterministic (Halpin and Riggs, 1992). 

Equation (14) shows the developed task time formula for the workstation 
n

. 

refillcutcutdrilldrill

doordoorwindowwindowMstudMstudstudstudplate

time

Pn

ttntn

tntntntntT





)()(

)()()()(,
 (14) 

where 
time

PnT ,
 is the total processing time for panel 

p
; platet

 is the time needed to 

place the top and bottom plates; studt  
and Mstudt

 are the time needed to place single 

and multi-studs; studn  
and Mstudn

 are the number of single-studs and multi-studs in 

panel 
p

; windowt
 and doort

 are the
 
time needed to place the window and door frame;

windown
 and doorn

 are the number of windows and doors in panel 
p

 ; drilln
 and 

cutn
 are the number of drill holes and cuts in panel 

p
; drillt

 and cutt
 are the time 

needed to drill holes and make a cut mark; and refillt
 is the time needed to refill the 

nails. 
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Figure 3.5: Entity-relationship (ER) diagram 

The actual processing time collected from the RFID system is also used in some 

workstations where the amount of time a panel stays in the workstation is not 

dependant on the panel attributes as workers work on multiple panels 

simultaneously. A probabilistic model is developed based on the real processing 

time 
al

nPT Re

 to estimate the throughput time of these stations. The simulation 

module can be formalized as,  
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 (15) 

The simulation model utilizes multipanel, single-wall panel, RFID data, task time 

formula, and production sequence to provide standard workstation utilization
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simulation

nU
, standard workstation throughput 

simulation

nTH
, and expected waiting time 

ected

nWT exp

 for each workstation. The output from the simulation model is used for 

performance benchmarking. Actual throughput p

max

1

,


p

p

real

npPT

 and standard 

throughput from simulation model as well as workstation utilization can be 

compared to measure the efficiency level as shown in Equations (16) and (17). 
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3.4 Simulation based production scheduling 

The simulation model is integrated with an optimization algorithm for the purpose 

of production scheduling (sequencing of multipanel). Both simulation and 

optimization are used as decision-making tools in the construction and 

manufacturing industry. In simulation, the effects of changing different decision 

variables on a complex system are analyzed; where in the optimization model, a 

mathematical formula and/or heuristic rules are used to determine the optimal 

value of the decision variables to achieve the best output from the system. In a 

complex model, simulation models are used in the optimization algorithm as the 

fitness function to see the effect of different decision variables as the optimization 
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algorithm narrows toward the optimal solution. A simulation-based optimization 

problem can be written in a general form as, 

)(min xf
x 

 (18) 

where f and x  represent the objective function and decision variables subject to 

constraints x . In the multipanel scheduling problem, the objective function is 

to minimize the total production time and the changing variables are the different 

order of multipanels into the initial machine (framing station). The model 

constraints are captured within the simulation model, which include station 

capacity, resource availability, and required task time and production flow for 

panels. In a deterministic optimization problem, the objective function and model 

constraints are linear or non-linear; however, in a simulation optimization 

problem, objective function and/or model constraints involve randomness and 

exact evaluation is not possible. In the multipanel scheduling problem, the panel 

task time involves noise due to machine breakdown, manual task involvement, 

and other delays. This makes the constraint function in the optimization model 

random. The objective function of the simulation optimization problem with 

variable constraint function can be written as, 

}0),(:{

),,()(









xEgx

andxEfxf
 (19) 

where   represents the randomness in the system, x  is the set of decision 

variables, ),( xf  is the output of the simulation model for one replication, 
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),( xg  is the output of the model constraints for one replication. The expected 

value of the constraint function ),( xEg  as well as the objective function 

),( xEf  can be estimated by running multiple replications of the simulation 

model. In the simulation-based optimization model, it is not possible to find the 

exact optimal solution of the problem; one can only obtain a good estimate of

)(xf . Researchers have developed different techniques and tools to solve this 

problem such as sample average approximation, metamodelling, stochastic 

approximation and gradient estimation, ranking and selection, and random search 

methods (Jian and Henderson 2015). In the multipanel scheduling problem, two 

meta-heuristic algorithms, i.e., particle swarm optimization (PSO) and simulated 

annealing (SA), have been used as a searching method to obtain an optimal 

multipanel schedule that will minimize the overall production time. The 

optimization model follows the following rules. For each iteration, 
,2,1n

 : 

1. Sample: choose a sampling strategy nL
 based on the PSO and/or SA. 

Sample a set of problem solutions 
)(21 ,,, nr

nnn xxx 
 in   using nL

 for 

multipanel, 
.,,2,1 r

. 

2. Evaluate: use the simulation model to estimate the total production time 

)(,,2,1),( nrsxf s

n 
 for a set of multipanels, 

s
. From multiple 

simulation runs for the current solution (multipanel sequence), calculate an 

approximation of 
)( s

nxf 
.  
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From all possible solutions, the optimal set of multipanel sequence 

)(21 ˆ,,ˆ,ˆ nr

nnn xxx 
 is selected that gives the best estimate for the objective function 

)ˆ( s

nxf 
, i.e., the minimum production time. In the implementation chapter, the 

proposed method is applied using PSO and SA; and, the effect of the number of 

replications in the simulation model to the optimization model runtime, and the 

result, is discussed. 

3.5 Financial Module 

To facilitate effective cost tracking for a prefabricated home building facility, the 

entire production process is divided into several work-areas 
A

 such as wall 

framing, exterior insulation, exterior wall finishing, stairs, decks and verandas, 

floors, roofs, roof shingling, material handling, and logistics. The financial 

module can be formalized as,  

   e

pA

J

dAJJpA CPVQfTCUCFINC ,,, ,,,:   (20) 

where pAUC ,  is the unit cost per work-area 
A

 for a pay-period 
p

, JTC
 is the 

total cost of a job 
J

. Each worker 
e

 in the production line is assigned to a 

specific work-area, and the labour cost 

e

pAC ,
 is tracked within the corresponding 

work-area for every pay-period. The RFID system provides daily production 

volume 
J

dAPV ,  for every job 
J  in work-area 

A
, and total production volume per 

pay-period pAPV ,  is calculated. Based on this information, the financial module 
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provides the unit cost for each work area satisfying Equation (21) where the total 

cost for a work-area per pay-period pATC ,
 is calculated from Equation (22). 

pA

pA

pA
PV

TC
UC

,

,

,   

(21) 





max

1

,,

e

e

e

pApA CTC  (22) 

Daily percentage volume 
JiVP i

dA ,2,1,
~

, 
 is calculated for every job based on 

Equation (23). The total cost of one job is calculated based on Equation (24), 

where total cost of material is calculated from quantity take-off, JQ
, and material 

unit price, MUP
; labour cost is calculated from daily total cost per area, dATC , , 

and daily percentage volume for job, J . 





MaxJ

J

i

dA

i

dAi

dA

PV

PV
VP

1

,

,

,

~
 

(23) 

max21

1

,, ,,},{}
~

{
max

ddaydaydUPQTCVPTC MJ

d

d

dA

J

dAJ  


 (24) 

The integrated production planning and control system utilizes the BIM model to 

get panel information to optimize single-wall panels into multipanels, then 

production schedule is generated using simulation based optimization model. In 

production, RFID system provides real time location system and actual 

production data, finally after the completion of production, simulation model 
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provides performance evaluation and financial module provides labour cost 

associated to the job and unit cost for each work area.  
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4 Implementation and 

Results 

The proposed methodology is implemented at ACQBUILT, Inc., a major 

production homebuilder based in Edmonton, Alberta. ACQBUILT has established 

a wood-frame panelized construction plant where open-wall panels (not including 

electrical and plumbing items), floor panels, and roof panels are produced, which 

are then transported on-site for assembly. This manufacturing facility is equipped 

with state-of-the-art computer numerical control (CNC) production lines capable 

of producing building framing components (walls, floors, roof, and stairs) for 

three homes in an 8-hour shift. As a part of ACQBUILT’s continuing efforts to 

improve their construction process, both in the plant and on site, a research 

program has been initiated in conjunction with the University of Alberta which 

seeks to utilize advanced simulation techniques and optimization in order to 

improve the productivity of the panelized construction process. In this chapter, the 

overview of ACQBUILT’s wall production process is presented, followed by the 

multipanel builder optimization model, RFID system implementation, simulation 

model development for wall panel production, simulation-based optimization, and 

cost control system. 

4.1 Overview of the Wall Production Line 
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The wall prefabrication process at ACQBUILT, Inc. involves framing, sheathing, 

insulation, window and door installation, and loading operation. The wall 

production process is shown in Figure 4.1 and the detail tasks associated with 

each workstation are outlined in the following sections. 

 

Figure 4.1: Process map of wall production line 

4.1.1 Framing station 

The wall panel production begins at the framing station (Figure 4.2), where 

exterior and interior walls are assembled using CNC machinery. Components 
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such as windows and doors are built in the component table station and fed to the 

framing station for the assembly. To maximize the utilization of the CNC table, 

the fabricated multipanels will be equal in length to the maximum length of the 

CNC table (40 ft). Most of the multipanels are generated by merging several 

single-wall panels together and can be up to 40 ft in length.  

 

Figure 4.2: Framing station (courtesy of ACQBUILT, Inc.)  
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4.1.2 Sheathing station 

From the framing station, the multipanels move to the sheathing station (Figure 

4.3), which is divided into two 40 ft tables. At table-1, any error from the framing 

station is corrected and the wall panel name is marked. Then, a hook is placed for 

crane lifting, and building wrap is placed for a 2
nd

 level wall panel. At table-2, 

sheets of sheathings are placed for exterior wall panels, and then the wall panel is 

moved to the multi-function bridge for machine nailing. Generally, four workers 

work in this area.  

4.1.3 Multi-function bridge 

At the multi-function bridge (Figure 4.4), exterior sheathings are nailed 

thoroughly by a CNC machine. This station is completely automated, and only 

requires one worker from the sheathing station to (i) bring the panel in, (ii) initiate 

the nailing process, and (iii) move the multipanel out. 



43 

 

 

Figure 4.3: Sheathing station (courtesy of ACQBUILT, Inc.)  
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Figure 4.4: Multi-function bridge (courtesy of ACQBUILT, Inc.)  

4.1.4 Butterfly table station 

From the multi-function bridge, the multipanel moves to the butterfly table station 

(Figure 4.5). There are two tables in this area. The first table can rotate from 

horizontal to vertical position, and can transfer the wall panel to a second butterfly 

table that can also rotate. This table can move along the line to transfer the wall to 

different vertical lines based on the type of wall panel. Interior multipanels are cut 

into single-wall panels and short walls (less than 12 ft) are moved from the wall 

line as a package. Exterior wall panels are transferred to the exterior insulation 

booth. After the application of insulation, the butterfly table receives the 

multipanel from the insulation booth, and the process of cutting the multipanel 

into single-wall panels occurs. Exterior walls with no window/door opening as 

well as long interior and garage walls are transferred to the window bypass line 
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while exterior wall panels with window and door openings are moved to the 

window/door installation line. 

 

Figure 4.5: Butterfly table station (courtesy of ACQBUILT, Inc.) 

4.1.5 Exterior insulation booth 

At the exterior insulation booth (also known as spray-booth), insulation is applied 

(by spraying) to the exterior multipanels (Figure 4.6). There are three spray lines 

that can hold up to three 40 ft multipanels. Three workers can simultaneously 

spray the multipanels. After spraying, multipanels are transferred to the butterfly 

table, in order to be routed for other activities. 
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Figure 4.6: Exterior insulation booth (courtesy of ACQBUILT, Inc.) 

4.1.6 Window/door installation line 

The window/door installation line (Figure 4.7) is 150 ft in length. In general, five 

workers work in this area. They install building wrap around the window opening, 

place and nail the window/door, apply insulation around the window, and secure 

the window by nailing a protection bar around it. After installing the 

window/door, the wall is transferred to the storage area known as the wall 

magazine line using a transfer cart. 
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Figure 4.7: Window/door installation line (courtesy of ACQBUILT, Inc.) 

4.1.7 Window bypass line 

Long interior walls, garage walls, and exterior walls without window/door 

opening are placed in the window bypass line (Figure 4.8); this line is also 150 ft 

in length. Backings for kitchen cabinets, stairs, and toilet paper hangers are 

installed at this line. After processing, the walls are transferred to the wall 

magazine line using the transfer cart. 
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Figure 4.8: Window bypass line (courtesy of ACQBUILT, Inc.) 

4.1.8 Wall magazine line 

The wall magazine line is the work-in-process temporary storage area at the end 

of the wall prefabrication line. There are 13 storage lines (136 ft in length) that 

can hold wall panels vertically (Figure 4.9). This area helps to maintain 

production flow if on-site panel installation is delayed due to bad weather.  

4.1.9 Loading 

From the magazine line, wall panels are moved to a loading cart and are then 

attached to an overhead crane to be transferred into the trailer for transportation 

(Figure 4.10). Wall panels are loaded into the trailer bases on the site installation 

sequence: main floor panels are loaded first, followed by 2
nd

 floor panels. 
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Figure 4.9: Wall magazine line (courtesy of ACQBUILT, Inc.) 

 

Figure 4.10: Loading trailer (courtesy of ACQBUILT, Inc.) 

4.2 Multipanel Optimization 

4.2.1 Mathematical model 

In order to combine single-wall panels into a multipanel, 
m

, the single-wall 

panels, 
n

, must all have identical heights, mnH , , and thicknesses, mnT , . There are 

also optional criteria which include the independent combination of exterior 
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walls, interior walls, and floors. Based on these criteria, single-wall panels are 

categorized into different batches; all single-wall panels within each batch are 

then optimized to build multipanels. The maximum length of a multipanel, maxL
, 

is defined by the user and is dependent on the length of the framing station and 

the maximum available length of the top and bottom plate of a wall. In the case 

where a multipanel length, multiL
, is less than a minimum length, minL , defined by 

the user, the wall is marked as a manually-built wall panel since the framing 

machine cannot build walls of this length. The objective function of the 

optimization model is to minimize the number of multipanels, MultiN
, and manual 

panels, ManualN
, in order to increase machine efficiency and maximize the average 

length of multipanels, avgL , to reduce material waste. The decision variables, ijX , 

are the different combinations of single wall panels, i . The optimization model is 

formulated as follows: 

   
avgManualMulti LNNFunctionObjective max,,min:  (25) 

multipaneljwallgleiXVariablesDecision ji  ,sin,: ,
 (26) 

Subject to: 

minmax LLandLL multimulti 
; mnmnmn

HHH
,,, max21

 
;  

and
 

mnmnmn
TTT

,,, max21

 
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The multipanel optimization process is based on a simulated annealing algorithm. 

To begin, wall panels are sorted based on their length (largest to smallest), and a 

multipanel is created with the first wall panel; here, the length is set as the current 

length. For the subsequent wall panel, if the sum of the current length and the next 

single-wall panel length is less than or equal to the maximum multipanel length, 

the two walls are combined together and the current length is set as the sum of the 

two lengths. If the sum of the two lengths is more than the maximum length, then 

a new multipanel is created with that single-wall panel and the length is set as the 

current length. Upon the completion of this process for all single-wall panels, the 

current fitness function is checked with the best fitness function; fitness check is 

described in the following pseudo code.  

private void Check_Fitness() 

{ 

if (multipanel_count < best_multipanelcount) 

  {update_best_fitness() 

   no_improvement = 0;} 

else if (multipanel_count = best_multipanelcount & manualcount < 

best_manualcount) 

  {update_best_fitness() 

   no_improvement = 0} 

else if (multipanel_count = best_multipanelcount & manualcount = 

best_manualcount & avglength > best_avglength) 

   {update_best_fitness() 

    no_improvement = 0;} 

else 

   no_improvement++ 

} 

After the initial iteration, two randomly chosen wall positions are swapped to 

generate a neighbouring solution, and the same procedure is followed to generate 

the multipanel combination. However, if the fitness value of the neighbouring 

solution nf
 is not better than the best fitness function bf  (i.e.,

0 bn ff
), 
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rather than discarding the solution, an acceptance probability value is calculated 

based on Equation (27). 

T

ff bn

ea


  
(27) 

where 
a

 is acceptance probability and T is temperature. The initial value of T  is 

set as 1 and, after every iteration, T  is decremented by a factor of 0.9 (i.e.,

9.01  kk TT ). After calculating the acceptance probability, it is compared to a 

randomly generated number between 0 and 1. If the acceptance probability, 
a

, is 

greater than the random value, then the best fitness, bf , is updated by the 

neighbouring solution, nf
. 

 nb ffRandaif  )1,0(  (28) 

This process is repeated until there is no improvement made for 20 consecutive 

iterations. The initial values for best_multipanelcount and best_manualcount are 

set as very high numbers and best_avglength is set as zero. The no_improvement 

variable counts the consecutive iterations without any improvement. After each 

improvement, this variable is reset to zero. If there is a multipanel which is 

smaller than the user-defined minimum value, that multipanel is added to the next 

batch as a pseudo wall panel if the height and thickness match. After completing 

all batches, multipanels are created that are tailored to the parameters of the CNC 

machines, and panel information is stored in the database. 



53 

 

4.2.2 Results 

The optimization results for different house models are summarized in Table 4.1, 

which shows the number of single-wall, multipanel, and manually-built wall 

panels, as well as the average length of the multipanels. The maximum length of a 

multipanel is set as the length of the framing station, which is 40 ft. The minimum 

length of a multipanel is set as 4 ft; all walls that are less than 4 ft in length must 

be built manually. Exterior and interior walls are optimized separately, and main 

floor walls are optimized first, followed by second floor walls. 

Table 4.1: Multipanel optimization result for different house types 

House Type Single-

Panel 

Multipanel Manually-

built Wall 

Avg. 

Length (ft) 

Single-Family 

with Garage 

52 18 0 31.59 

Single-Family 

without Garage 

43 12 0 35.28 

Duplex 99 26 0 34.44 

Town-home 71 21 0 34.68 

The multipanel optimization result shows that the number of wall panels required 

to achieve a given level of production output at the framing station can be reduced 

by 65-73%, making the process more efficient. For example, the number of panel 

to be produced for single family house with attached garage is reduced from 52 to 

18 panels, reducing the production quantity by [(52-18)/18] or 65%. If each panel 

requires 0.5 minutes set up time, the multipanel system can reduce framing station 

processing time by 15 to 36 minutes per job. Also, top and bottom plates are fed 

to the framing station in only one size (40 ft in length). In a single-wall panel 
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production system, plates are required in multiple sizes as the variability of panel 

length is high. The need to only supply one size of plate makes the material 

handling easier and also reduces material waste. 

4.3 RFID System 

The data collection module is developed based on the RFID system as shown in 

Figure 4.11. The RFID system collects real-time production data to enable 

automated production monitoring and reporting, financial reporting, historical 

data collection, and simulation modelling. The RFID print file generated from the 

scheduling module feeds the RFID printer with single-wall panel names and job 

numbers, and a unique ID tag is assigned by the printer to each single-wall panel; 

this information is stored into the database. At the framing station, the framer 

attaches the associated RFID tag to each wall, and the antenna picks up the tag 

signal as the given wall passes through the read-zone. RFID antennas are installed 

at every workstation in order to capture the movement of each wall panel. The 

antennas are connected to an RFID reader through which timestamp data are 

captured into the database.  

The RFID system at ACQBUILT’s wall production line consists of five Motorola 

FX9500 RFID readers, 12 Motorola AN440 high performance dual antennas, and 

one Zebra ZD500R RFID label printer. Figure 4.12 shows four components of the 

RFID system at ACQBUILT’s wall production line – RFID printer, tag, antenna 

and reader. Fig. 4.13 illustrates the RFID antenna and reader arrangement in the 

wall production line. There are five antennas installed at the entrance to the 
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framing table, buffer table, sheathing table, multi-function bridge, and tilt table. 

These five antennas are connected to one reader (R1) located near the sheathing 

table. In the first transfer cart, one main antenna (A6) and one location antenna 

(A7) are connected to a second reader (R2). 

 

Figure 4.11: Data collection module flowchart 
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Figure 4.12: RFID System at ACQBUILT, Inc. 

At the transfer cart, wall panels become vertical, and are then moved to one of 

five production lines. Three lines route to the spray-booth, one line is for 

window/door installation, and another line is for wall panels with no openings 

(referred to as the window bypass line). Each of these five lines has a permanent 

RFID tag installed at the front of the line floor; when the transfer cart is aligned 

with any of these lines, the location antenna picks up the location tag ID in order 

to identify the line, as shown in Figure. 4.14. This enables the RFID system to 

easily identify where the wall panel is being moved to from the transfer cart. The 

second transfer cart has a similar RFID instrumentation; however, there are two 

main antennas (A8 & A9) and one location antenna (A10) to record in and out 

times as a wall panel travels from right to left in the second transfer cart (as 

shown in Fig. 4.13). The location tags are used to identify the siding line and 

work-in-process storage lines. The loading cart has one antenna (A11) and one 
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reader (R4) to record the exit time from the work-in-process line. Another antenna 

(A12) and reader (R5) are installed at the end of the siding line to capture the exit 

time of the bump-out walls that are transferred to the trailer without the use of a 

loading cart. 

 

Figure 4.13: RFID antenna and reader location at the wall production line 

 

Figure 4.14: Transfer cart antenna arrangement detail 

The RFID reader stores the timestamp data into the database in real time. The 

RFID database has four main data tables: (1) the PrintLog data table is populated 

at the time of RFID tag printing and stores the tag ID and associated panel name; 
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(2) the TagDetail data table contains the initial and last timestamp data for each 

tag ID for each antenna; (3) the ReaderAntenna is a static data table that holds the 

relationship between reader and antenna and the relationship between location 

antenna and main antenna; and (4) the LocationTag data table contains the 

permanent RFID location tag information for identifying the line number. 

Structured query language (SQL) is used to extract the necessary panel 

information from the database. Figure 4.15 shows an example query table of the 

database where timestamp values and location (if applicable) at different antennas 

(A1, A2, A6, A12…) are recorded in the TagDetail data table, and multipanel 

name and single-wall panel name are recorded in the PrintLog data table.  

TagID Multipanel SinglePanel InitialRead LastRead AntennaDescription Location

3025015111012220000 EXT-14_1102-15-1821_00 00-104 11/10/15 4:48 PM 11/10/15 4:50 PM A1

59235115121011000000 MEC-42_10ATR-15-0033_00 00-114 12/10/15 2:15 PM 12/10/15 2:17 PM A1

101309115122112000000 EXT-24_10DES-15-0038_00 00-111 12/22/15 8:52 AM 12/22/15 8:53 AM A1

210897915110507000000 FW-INT-22_1003-15-4748_47 47-005 11/6/15 7:35 AM 11/6/15 7:35 AM A1

224753015122112000000 EXT-22_10DES-15-0038_00 00-201 12/22/15 9:23 AM 12/22/15 9:24 AM A1

240138515081112000000 EW-2_0100-14-1092_00 00-105 8/12/15 11:17 AM 8/12/15 11:18 AM A1

555064715102014000000 EXT-9_0400-15-0067_00 00-102 10/22/15 9:13 AM 10/22/15 9:14 AM A1

693768815111813000000 EXT-11_0400-15-0009_00 00-102 11/18/15 1:44 PM 11/18/15 1:45 PM A1

879210486416020000000000 EXT-12_0400-15-0069_00 00-204 2/8/16 2:04 PM 2/8/16 2:09 PM A2

269095503116020000000000 EXT-12_0400-15-0069_00 00-201 2/8/16 2:04 PM 2/8/16 2:04 PM A2

499489086316020000000000 INT-3_0400-15-0069_00 00-111 2/8/16 1:46 PM 2/8/16 1:46 PM A2

889364103116020000000000 INT-3_0400-15-0069_00 00-110 2/8/16 1:46 PM 2/8/16 1:46 PM A2

750807122616020000000000 INT-3_0400-15-0069_00 00-105 2/8/16 2:23 PM 2/8/16 2:23 PM A6 SprayLine-1

694423158316020000000000 EXT-9_0400-15-0069_00 00-115 2/8/16 2:22 PM 2/8/16 2:22 PM A6 SprayLine-2

500226004116020000000000 EXT-21_0400-15-0069_00 00-107 2/8/16 2:19 PM 2/8/16 2:19 PM A6 SprayLine-3

725503047316020000000000 EXT-23_535413-003-004_003 00-105 2/8/16 12:43 PM 2/8/16 12:43 PM A6 Bypass Line

618024136616020000000000 EXT-23_535413-003-004_003 00-113 2/8/16 12:42 PM 2/8/16 12:42 PM A6 WindowLine

838264103216020000000000 EXT-23_535413-003-004_003 00-102 2/8/16 12:42 PM 2/8/16 12:42 PM A6 WindowLine

894401179716020000000000 EXT-23_535413-003-004_003 004-116 2/8/16 12:42 PM 2/8/16 12:42 PM A6 WindowLine

470666248816020000000000 EXT-10_1102-15-1818_00 00-103 2/8/16 8:38 AM 2/8/16 8:39 AM A12 Line 1

470666248816020000000000 EXT-10_1102-15-1818_00 00-103 2/8/16 8:38 AM 2/8/16 8:38 AM A12 Line 2

470666248816020000000000 EXT-10_1102-15-1818_00 00-103 2/8/16 8:37 AM 2/8/16 8:38 AM A12 Line 3

158461630016020000000000 INT-27_535413-003-004_003 004-114 2/8/16 2:16 PM 2/8/16 2:17 PM A12 Line 8

599633212116020000000000 INT-18_535413-003-004_003 004-136 2/8/16 2:14 PM 2/8/16 2:14 PM A12 Line 9

548336646616020000000000 EXT-26_535413-003-004_003 003-109 2/8/16 2:10 PM 2/8/16 2:10 PM A12 Line 9

987835901316020000000000 INT-42_535413-003-004_003 003-122 2/8/16 2:09 PM 2/8/16 2:10 PM A12 Line 9

572901877816020000000000 INT-41_535413-003-004_003 004-123 2/8/16 2:06 PM 2/8/16 2:06 PM A12 Line 9

795102409016020000000000 FW-INT-40_535413-003-004_003 004-026 2/8/16 2:02 PM 2/8/16 2:02 PM A12 Siding Line 10

912350470116020000000000 EXT-38_535413-003-004_003 004-218 2/8/16 1:40 PM 2/8/16 1:40 PM A12 Siding Line 13

794327269016020000000000 INT-18_535413-003-004_003 004-104 2/8/16 1:22 PM 2/8/16 1:22 PM A12 Siding Line 11

 
Figure 4.15: Screenshot of query table containing timestamps values 
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4.3.1 Real-time location tracking 

The RFID system is used to track the wall panel location in real time throughout 

the wall production line. Figure 4.16 shows the panel tracking interface which 

reads the database to obtain the latest wall panel location. This enables the 

production controller to track or search a wall panel within the production line. 

Also, the available capacity of each wall magazine line can be tracked separately 

as shown in Figure 4.17. For each line, current occupied length and available 

length are shown as well as the list of jobs that are currently located in that line. 

For any job, information such as the number of panels scheduled, in-process, and 

complete/loaded can be generated from the system. 

 

Figure 4.16: Real-time wall panel tracking system 
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Magazine Current Length(ft) Available Length (ft) Job 1 Job 2

Line-1 0 136

Line-2 119 17 30DES-15-0058-0071

Line-3 129 7 1102-15-1818 535413-003-004

Line-4 120 16 30DES-15-0058-0071

Line-5 102 34 30DES-15-0058-0071

Line-6 101 35 30DES-15-0058-0071

Line-7 136 0 30DES-15-0058-0071

Line-8 95 41 535413-003-004

Line-9 63 73 535413-003-004

Line-10 114 22 1102-15-1818 535413-003-004

Line-11 130 6 10ATR-15-0034 535413-003-004

Line-12 73 63 535413-003-004

Line-13 110 26 10ATR-15-0034 30DES-15-0058-0071  

Figure 4.17: Wall magazine capacity detail 

4.3.2 Production data analysis 

The production data generated from the RFID system is used to calculate takt 

time, idle time, panel processing time, waiting time, utilization, daily production 

volume, daily volume per job and historical trend analysis. As mentioned in the 

methodology chapter, the RFID data is filtered using the Kalman filtering process 

in order to separate the noise component from the actual data. This process is only 

applicable to the first three workstations—framing, sheathing, and multi-function 

bridge—where one multipanel is processed per workstation. In the spray-booth, 

window installation line, and window bypass line, the workers have the ability to 

move from one panel to another in order to work on multiple panels 

simultaneously, as the capacity of these workstations in terms of panel length is 

up to 150 ft. The amount of time a wall panel stays in these workstations is not 

only dependent on its own attributes, but it also largely depends on those of the 

panel ahead of it in. 
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In order to apply Kalman filtering, the processing time data is clustered into 

different groups based on panel attributes. However, there are many different 

factors that can contribute to the processing time of a panel. To keep the filtering 

process simple, wall panels are divided into two main groups—exterior walls and 

interior walls. Each group is then divided into sub-groups based on their lengths. 

Figure 4.18 show the actual processing time 
real

pnPT ,  and filtered processing time 

Filtered

pnPT ,  at the framing station for a sub-group—exterior multipanels from 20-30 

ft. 

 

Figure 4.18: Actual versus filtered processing time at framing station for exterior multipanel 

from 20 ft to 30 ft 

The filtered processing time is calculated based on Equation (5). Then an 

empirical upper limit for productive processing time is calculated based on 

Equation (6). Table 4.2 shows the Kalman filter and upper limit, gnUL , , of 

different multipanel sub-groups for the framing station. This information is used 

to estimate productive processing time, 
productive

pnPT , . Figure 4.19 shows the 

productive processing time, idle time, and waiting time of multipanels produced 
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in one day. If gn

real

pn ULPT ,, 
, the difference is regarded as waiting time/delay; 

otherwise
real

pn

productive

pn PTPT ,,  . The idle time is calculated based on Equation (3). 

Table 4.3 summarizes the takt time, nTk
, utilization, nU

, waiting time percentage, 

percent

nWT
, and idle time percentage, 

percent

nIT
, at the framing station for different 

days satisfying Equations (9), (7), (12), and (13), respectively. Two utilization 

values are calculated; 
real

nU  is based on productive time, 
productive

pnPT , , and 

oductive

nU Pr

 is based on 
real

pnPT , and entire shift length (ESL), as shown in Equation 

(7). Actual utilization, 
real

nU , and filtered utilization, 
oductive

nU Pr

, values are 

compared in Figure 4.20. The result shows that the utilization of a workstation 

can be over calculated if real processing time is used without applying any 

filtering procedure.  

Table 4.2: Filtered value and upper limit of different sub-groups of multipanels for framing 

station 

Subgroup Kalman Filter 

(minutes) 

 SE,min 1,2/  NteQ   Upper Limit 

(minutes) 

EXT >35 12.50 0.50 13.01 

EXT 30-35 10.59 0.66 11.25 

EXT 20-30 9.57 0.71 10.29 

EXT <20 7.84 0.68 8.52 

INT >35 10.93 0.27 11.20 

INT 30-35 10.55 0.64 11.19 

INT 20-30 8.08 0.61 8.69 

INT <20 5.85 0.38 6.23 
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Figure 4.19: Framing station throughput time breakdown 

Table 4.3: Framing station productivity detail 

Obs. nTk  
real

nU  
oductive

nU Pr
 

percent

nWT  
percent

nIT  

1 7.44 78% 68% 13% 22% 

2 7.70 77% 71% 8% 23% 

3 7.19 79% 71% 8% 23% 

4 8.96 81% 71% 13% 19% 

5 7.83 78% 74% 5% 23% 

6 8.65 68% 53% 21% 32% 

 

 

Figure 4.20: Actual and filtered utilization comparison 
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Table 4.2 shows that the productive processing time at framing station increases 

as the multipanel length increases, which validates the Kalman filtering process. 

However, one of the limitations of Kalman filtering is that, if the waiting time 

occurs frequently, it can overestimate the filtered value. The upper limit value for 

each type of panel can be adjusted based on simulation data in order to obtain 

better production data from the RFID system. As the proposed setup of the RFID 

system cannot distinguish the waiting time and productive processing time, the 

Kalman filter can provide an approximation of the processing time that can be 

used to calculate the workstation utilization. 

From historical actual processing time data 
real

pnPT , collected from the RFID 

system, a probabilistic model is developed for workstation takt time based on 

Equation (8). The distribution type and parameter for exterior and interior wall 

takt time at different workstations are presented in Table 4.4. Similar probabilistic 

models can be developed for panel waiting time based on Equation (10); Figure 

4.21 shows the probability density function (PDF) and distribution parameter for 

exterior panel waiting time at the framing station. The noise/waiting time 

frequency of the exterior panel at the framing station is also calculated (

%31noise

nF
) from instances of noise observed 

462sn
 and total number of 

observations 1464N , satisfying Equation (11). 

Table 4.4: Probabilistic model of workstation takt time 

Workstation 
Wall 

Type 

Sample 

Size 

Distribution Type and 

Parameter 

Framing Exterior 848 Beta (0.73, 2.24, 45.00, 6.10) 
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Figure 4.21: Probability distribution function of exterior wall waiting time at framing station 

4.4 Simulation Model Development 

A simulation model is developed for ACQBUILT’s wall prefabrication process. 

The information flow within the simulation module is shown in Figure 4.22. Wall 

panel information    
JJ MiJiNiJi MPSP

,,2,1,,,2,1, ,
   

is fed into the simulation model 

from the scheduling module through the central database. Also, the historical 

panel processing time, 
real

pnPT , , from the RFID system and time study are used for 

simulation input modelling. Simphony.NET is used as the simulation modelling 

 
Interior 1,260 Beta (0.72, 6.33, 67.00, 3.79) 

Sheathing Exterior 930 Beta (1.26, 4.79, 54.7, 5.96) 

 
Interior 1,273 Beta (0.83, 6.00, 67.43, 2.83) 

Multi-function bridge Exterior 909 Lognormal (2.33, 0.62) 

Spray-booth Exterior 240 Triangular (63.14, 0.76, 46.37) 

Window/Door installation Exterior 815 
Triangular (317.00, 11.00, 

141.00) 

Window bypass Both 1,058 Gamma (46.84, 1.79) 
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environment and actual RFID data is used for model validation. The final model 

is integrated with the multipanel schedule optimization model, and also provides a 

performance benchmark for standard production performance. Simulation input 

modelling is divided into two parts—task time formula and panel information, 

which are described in detail in the following sections. 

 

Figure 4.22: Simulation module information flow 

4.4.1 Input modelling - Task time formula 

In order to estimate the panel processing time, a time study is conducted at the 

framing station, sheathing station, and multi-function bridge. Every task that takes 
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place in these workstations is observed and timed. The task duration depends on 

different panel attributes such as length, number of studs, window, blocking, 

sheets of sheathing, nailing line, and so on. Some examples of the task time 

formula are shown in Table 4.5. As the CNC machine carries out most of the task 

at the framing station and the multi-function bridge, there is little variability in the 

task time. Although, the sheathing station is driven by manual workers, thus the 

process time for each task can be considered deterministic by splitting the entire 

task into sub-task groups. By following this approach, the probabilistic variable 

can be ignored and may be considered almost deterministic (Halpin and Riggs, 

1992). During the time study, the duration of individual delay is observed, and the 

distribution for delay time and the probability of delay occurrence are calculated. 

This delay information is added to each workstation as a stochastic element.  

Table 4.5: Example of task time formula for different tasks of wall prefabrication process 

Task Name Task Time Formula (minutes) Workstation 

Nail single stud 0.15 * Number of single studs Framing station 

Nail double stud 0.34 * Number of double studs Framing station 

Nail window frame 1.28 * Number of windows Framing station 

Install hooks 0.50 * Number of drill holes Sheathing station 

Place and nail 

sheathings 

1.60 * Number of sheets Sheathing station 

Nail sheathings (CNC 

machine) 

1.16855+Nailcount*.002102538+

Nailline*0.026392405 

Multi-function 

bridge 

Move wall from one 

station to another 

0.50 * Number of panels n/a 

 

From the actual time data collected from the RFID system, it is noted that the time 

a wall panel remain at the spray-booth and the window/door installation area is 
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not dependent on the panel attributes such as spray area and number of window 

and door openings. As mentioned in an earlier section, multiple wall panels can 

be processed simultaneously in these workstations, and the time a wall panel 

remain in that station is also dependent on the panel at the front of the line. The 

task durations at these workstations are estimated based on historical data.  

Figure 4.23 shows the probabilistic density charts of the panel processing time at 

the spray-booth and the window/door installation area. The task time estimation 

for each workstation is validated by comparing the simulated time with the actual 

time.  
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Figure 4.23: Probabilistic density chart for window and spray-booth area processing time 

 

4.4.2 Input modelling - Panel information 

Each wall panel has different attributes such as type, length, width, height, 

number of windows/doors, and so on. This information is required to estimate the 

panel processing time and to determine the entity route in the model. For this 

purpose, panel information is read from the 3D BIM model and stored in a 

database. The simulation model uses structured query language (SQL) to extract 

necessary panel information from the database and assigns the necessary 
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attributes to the model entity. Figure 4.24 and Figure 4.25 show the multipanel 

and single-panel information tables, respectively. These two tables are connected 

to each other by a primary and foreign key relationship, which is the 

MultiPanelID.  

MultiPanelID Job Type Length Width Height Window Door OSB Cutzone Drillhole Stud MStud Wall

EW-1_0400-15-0047_00 0400-15-0047 EXT 12218 2467 140 0 0 11 1 5 24 0 1

EW-10_0400-15-0047_00 0400-15-0047 EXT 11608 2467 140 0 0 10 1 5 25 0 1

EW-11_0400-15-0047_00 0400-15-0047 EXT 11145 2467 140 2 0 12 1 7 13 0 1

EW-16_0400-15-0047_00 0400-15-0047 EXT 2124 2467 140 1 0 4 0 3 4 0 1

EW-2_0400-15-0047_00 0400-15-0047 EXT 11913 2467 140 0 0 10 1 5 26 3 1

EW-3_0400-15-0047_00 0400-15-0047 EXT 12130 2467 140 0 1 16 3 8 13 0 2

EW-7_0400-15-0047_00 0400-15-0047 EXT 1699 2467 140 0 0 2 1 2 5 0 1

EW-9_0400-15-0047_00 0400-15-0047 EXT 11424 2467 140 0 0 10 0 4 23 1 1

IW-12_0400-15-0047_00 0400-15-0047 INT 12181 2467 89 0 3 0 3 6 22 1 2

IW-13_0400-15-0047_00 0400-15-0047 INT 12167 2467 89 0 3 0 3 6 21 2 2

IW-14_0400-15-0047_00 0400-15-0047 INT 9079 2467 89 0 3 0 3 0 15 0 2

IW-15_0400-15-0047_00 0400-15-0047 INT 2508 2467 140 0 0 0 0 0 5 2 1

IW-4_0400-15-0047_00 0400-15-0047 INT 11850 2467 89 0 5 0 7 3 21 0 4

IW-8_0400-15-0047_00 0400-15-0047 INT 3200 2467 89 0 0 0 3 0 9 0 2

M_00-125_0400-15-0047 0400-15-0047 INT 1145 1515 89 0 0 0 0 0 2 2 1

M_00-126_0400-15-0047 0400-15-0047 INT 94 1515 89 0 0 0 0 0 2 0 1

M_00-220_0400-15-0047 0400-15-0047 INT 2908 940 89 0 0 0 0 0 5 1 1

MW-5_0400-15-0047_00 0400-15-0047 MEC 2299 2467 184 0 0 0 0 0 6 0 1

MW-6_0400-15-0047_00 0400-15-0047 MEC 1210 2467 235 0 0 0 0 0 2 0 1

 

Figure 4.24: Screenshot of multipanel data table 

MultiPanelID SinglePanelID Job Type Floor Length Width Height Window Door

EW-2_0400-15-0047_00 0400-15-0047-00-101 0400-15-0047 EXT 1st 10674 2467 140 0 0

EW-3_0400-15-0047_00 0400-15-0047-00-102 0400-15-0047 EXT 1st 6687 2467 140 1 1

EW-1_0400-15-0047_00 0400-15-0047-00-103 0400-15-0047 EXT 1st 11284 2467 140 0 0

EW-2_0400-15-0047_00 0400-15-0047-00-104 0400-15-0047 EXT 1st 1054 2467 140 0 0

EW-3_0400-15-0047_00 0400-15-0047-00-105 0400-15-0047 EXT 1st 460 2467 140 0 0

EW-3_0400-15-0047_00 0400-15-0047-00-106 0400-15-0047 EXT 1st 2724 2467 140 1 0

EW-7_0400-15-0047_00 0400-15-0047-00-107 0400-15-0047 EXT 1st 460 2467 140 0 0

EW-7_0400-15-0047_00 0400-15-0047-00-108 0400-15-0047 EXT 1st 1054 2467 140 0 0

EW-1_0400-15-0047_00 0400-15-0047-00-109 0400-15-0047 EXT 1st 610 2467 140 0 0

EW-3_0400-15-0047_00 0400-15-0047-00-110 0400-15-0047 EXT 1st 2124 2467 140 0 1

IW-8_0400-15-0047_00 0400-15-0047-00-111 0400-15-0047 INT 1st 610 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-112 0400-15-0047 INT 1st 1188 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-113 0400-15-0047 INT 1st 1756 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-114 0400-15-0047 INT 1st 3578 2467 89 0 0

IW-8_0400-15-0047_00 0400-15-0047-00-115 0400-15-0047 INT 1st 765 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-116 0400-15-0047 INT 1st 813 2467 89 0 0

IW-8_0400-15-0047_00 0400-15-0047-00-117 0400-15-0047 INT 1st 670 2467 89 0 0

MW-5_0400-15-0047_00 0400-15-0047-00-118 0400-15-0047 MEC 1st 2299 2467 184 0 0

MW-6_0400-15-0047_00 0400-15-0047-00-119 0400-15-0047 MEC 1st 1210 2467 235 0 0

IW-8_0400-15-0047_00 0400-15-0047-00-120 0400-15-0047 INT 1st 711 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-121 0400-15-0047 INT 1st 918 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-122 0400-15-0047 INT 1st 810 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-123 0400-15-0047 INT 1st 1410 2467 89 0 0

IW-4_0400-15-0047_00 0400-15-0047-00-124 0400-15-0047 INT 1st 810 2467 89 0 0

 

Figure 4.25: Screenshot of single-wall panel data table 
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4.4.3 Simphony.NET 

The simulation model of the wall prefabrication process is developed in 

Simphony.NET using a general purpose modelling template as shown in Figure 

4.26. In Simphony.NET, different modelling elements are used to resemble the 

actual production process. These modelling elements are create, task, resource, 

capture, release, valve, set attribute, counter, execute, branch, composite, destroy, 

and statistics. The entity, representing the multipanel, undergoes different tasks to 

complete the simulation. The create element is used to generate the model entity, 

and the set attribute is used to read the database and assign panel attributes to the 

entity. The resource element represents workers and CNC machines, and each 

entity is required to capture the associated resource in order to complete a task. 

Capture, release, and file elements are used to model the capturing and releasing 

of a resource. When no resource is available, the entity waits in the file element 

and the waiting time is recorded. The task element represents a work package that 

takes place in a workstation. The task time formula or the distribution parameters 

are written in the task element to simulate the processing time. After completing 

the task, the entity releases the resource and moves forward. 



72 

 

 

Figure 4.26: Simulation model developed in Simphony.NET using general purpose template 

Each composite element represents a workstation and can hold multiple modelling 

elements. For example, the framing station composite element has capture, 

resource, task, release, and branch elements. After entering the framing 

composite element, the entity captures the framing resource and completes the 

task. The framing station can process one panel at a time; hence, the maximum 

availability of framing resources is set to one. In order to add a stochastic element 

to the framing station, a delay task with triangular distribution is added after the 

main processing task. A probabilistic branch is used ahead of the delay task to 

route a certain percentage of the entity toward the delay task, and the rest of the 

entity will skip the delay task. Conditional branch elements are used to route the 

element based on the panel type. The simulation logic of the branch element at 

the butterfly table is shown below: 

public static partial class Formulas 

{ 

public static System.Boolean Formula(Simphony.General.Branch context) 

{ 

 //check the panel type 

 if (paneltype == “EXT”) return true;//goes to spray booth  

 else return false;//goes to interior package   

} 

} 
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In order to define the capacity of a workstation, a combination of valve and 

branch elements is used. The capacity of the workstation is in length, e.g., the 

capacity of the window installation line, spray-booth, and sheathing table-2 are 

150 ft, 160 ft, and 40 ft, respectively. A global variable is assigned to each 

workstation to track the current occupied length. A valve is placed in front of a 

branch element, and the current occupied length is checked in the branch 

element. The detail logic of the branch element is shown in the pseudo code 

below: 

public static partial class Formulas 

{ 

public static System.Boolean Formula(Simphony.General.Branch context) 

{   

 int current_occupied_length = Scenario.Ints[2];//global variable 

 int panellength = CurrentEntity.Ints[1];//current entity’s length 

 

 //total capacity of the workstation = 150 feet 

 //check if the current panel have enough space in the workstation 

 if (panellength + currentlength < 150) 

 { 

  //increase the current occupied length of the workstation 

Scenario.Ints[2] = Scenario.Ints[2] + panellength; 

    

return true; // go to the workstation 

 }   

 else 

 { 

  return false; //Wait at the valve element 

 } 

} 

} 

Once an entity enters and exits the workstation element, the occupied current 

length is increased or decreased accordingly and the valve is opened. If there is an 

entity waiting at the valve, it will go to the branch element to check if the 

workstation has the required capacity for that entity. The valve is closed 
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automatically every time an entity passes through. In this way, only one entity can 

check the capacity at a given time.  

At the butterfly station, each entity goes through the cut-panel composite element, 

where multiple entities are generated out of one entity based on the wall number 

attribute. This process simulates the cutting process of a multipanel into single-

wall panels at the butterfly table. Figure 4.27 shows the detail arrangement of the 

cut-panel composite element. At first, the wall number count of the entity is 

checked at the branch element. If the count is equal to one, the entity goes 

directly to set single panel element. Otherwise, it goes to generate element, where 

the original entity follows the upper path and the generated entity follows the 

lower path and waits at the valve (as shown in Figure 4.27). After the single-wall 

panel attributes are assigned to the original entity, the valve is opened. The single-

wall panel attributes are assigned using SQL from the Single-wall_Panel database 

table. 

 

Figure 4.27: Cut-panel composite element detail 
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Break time is simulated by using the preamp element. When a break is due, an 

entity is created and it uses the preamp to capture all the resources, which stops 

all the tasks. The preamp element can capture a resource even if it is in use by 

another entity. When the break period is over, the resources are released and 

regular tasks start again from the point where they were interrupted. Once an 

entity passes through all the workstations, all statistics, such as workstation cycle 

time and delay time, are collected and the entity is destroyed by the destroy 

element. The simulation model can be run until all the entities are completed or 

maximum simulation time is reached. The maximum simulation time can be set as 

the total working time for a day in order to simulate one day’s worth of 

production. The counter element is used to count and track the number of entity 

passes through a specific path. This is used for the verification process of the 

model. 

The RFID system updates the panel database in real time, and the simulation 

model can identify the current workstation capacity and panel location from the 

database. Using an execute element, the model reads the database at the beginning 

to obtain the detail of the panels that are currently located at different 

workstations such as window/door installation line, spray-booth, and so on. The 

model then creates an entity based on the number of in-process wall panels and 

assigns the panel attributes to the entity. This connects the simulation model to the 

actual production line and enables the model to provide accurate analysis of the 

system. 
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4.4.4 Model Validation 

The simulation model is verified by performing parameter variability-sensitivity 

analysis and tracking (Sargent 2010). Certain input parameters are adjusted if the 

model results change based on the expected outcome. For example, if the cycle 

time of a downstream workstation increases, the previous workstation should 

have a longer waiting time. Furthermore, the total number of entities created 

should match the total number of entities destroyed. Also, the model entities are 

traced along the simulation time to determine if the model logic is correct. 

Each workstation time is validated by comparison with actual workstation data. 

The simulation model is run for different working days and the mean throughput 

time for each station for each day is then compared with the actual production 

data collected for the same day of production from the RFID system. Table 4.6 

summarizes the comparison of workstation throughput time between simulation 

and actual production. The result shows that the accuracy of the simulation model 

for five individual workstations ranges from approximately 70% to 99%. After 

validating the individual workstation time, the total simulated production time for 

a set of multipanels is compared with actual data. Table 4.7 summarizes seven 

observations of actual and simulated production time, and the accuracy of the 

simulation model ranges from 89% to 100%.  

Table 4.6: Comparison of actual and simulated workstation throughput time 

Workstation Observation 
Actual 

throughput 

(minutes) 

Simulated 

throughput, 

mean value 

(min) 

Accuracy 

Framing Station 1 10.04 11.87 82% 

2 13.77 11.85 86% 
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3 15.69 13.57 86% 

4 11.41 12.48 90% 

5 11.40 13.39 82% 

Sheathing 

Station 

1 18.24 20.66 87% 

 
2 26.91 19.32 72% 

 
3 27.22 26.97 99% 

 
4 26.37 22.59 86% 

5 21.07 25.98 77% 

Multi-function 

Bridge 

1 7.87 9.06 85% 

2 13.14 8.64 66% 

3 12.67 9.16 72% 

4 11.79 11.46 97% 

5 10.17 12.53 77% 

Spray-booth 1 64.00 62.35 97% 

2 85.13 64.70 76% 

3 61.53 67.28 91% 

4 85.60 61.19 71% 

5 71.35 61.89 87% 

Window/Door 

Installation Line 

1 113.18 109.37 97% 

2 150.40 110.35 73% 

3 78.00 103.73 67% 

4 117.62 98.45 84% 

5 174.75 120.21 69% 
 

Table 4.7: Comparison of simulated and actual total production time 

Observation Number of 

Multipanels 

Actual 

Production 

Time (hr) 

Mean 

Simulated 

Production 

Time (hr) 

Accuracy 

1 23 12.50 12.30 98% 

2 29 9.50 10.45 90% 

3 18 8.50 8.33 98% 

4 15 6.50 6.80 95% 

5 28 11.50 10.20 89% 

6 19 8.00 7.36 92% 

7 40 12.41 12.40 100% 

4.4.5 Results 

The simulation model provides detailed information of the production process 

such as waiting time of the workstation, expected time to complete a job, 
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utilization of the workstation, and panel processing time comparison with actual 

processing time. Figure 4.28 shows the cumulative density function (CDF) for 

producing 49 multipanels, and the total production time should range between 764 

and 993 minutes with an 80
th

 percentile value of 930 minutes. 

 

Figure 4.28: Cumulative density function of total production time 

Figure 4.29, Figure 4.30, and Figure 4.31 show comparisons between simulation 

and actual (RFID) multipanel throughput time and cumulative throughput time at 

the framing station, sheathing station, and multi-function bridge, respectively. The 

simulation time consists of task processing time, delay, and waiting time. Table 

4.8 shows the waiting time percentage, ATW
~

, and mean utilization, ATU
~

, of 

workstation, 
A

. The waiting time percentage and mean utilization are calculated 

based on Equation (29) and (30), respectively. 
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Panel waiting time, 
i

AWT , panel processing time, 
i

APT , and idle time, 
i

AIT , are 

collected from the simulation model. The results show that there is a significant 

amount of waiting time at the multi-function bridge (more than half the time), 

which leads to low utilization of the CNC machine at that workstation. The long 

processing time at the window/door installation line and spray-booth is the reason 

for this waiting time. Also, the utilization of four workers at the sheathing station 

is 32.85%, whereas if three workers are used, the utilization increased to 54%. 

However, this also increases the sheathing station throughput time by 

approximately 1 minute (23.75 to 24.78 minutes). 

Table 4.8: Waiting time and utilization of workstation 

Workstation Waiting Time (%) 

Framing Station 15.85% 

Sheathing Station 32.85% 

Multi-function Bridge 54.07% 

Resource Mean Utilization 

CNC machine at Framing Station 73.14% 

Sheathing Station with 4 workers 44.23% 

Sheathing Station with 3 workers 53.59% 

CNC machine at Multi-function Bridge  37.72% 
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Figure 4.29: Framing station throughput time comparison 

 

Figure 4.30: Sheathing station throughput time comparison 

The simulation result can be used as a performance benchmark by comparing the 

simulation result with actual results based on Equations (16) and (17). As shown 
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in Figure 4.29, Figure 4.30, and Figure 4.31, the actual throughput time matches 

with the simulation time, meaning that the performance is standard. However, if 

the actual time is higher than the simulation time, the delay time can be identified 

from the simulation result (as shown in Figure 4.32). Similarly, if the actual time 

is lower than the simulation time, the performance of that day is better than 

regular production. 

 

Figure 4.31: Multi-function bridge station throughput time comparison 

Currently, panelized construction production performance is not standardized. 

The regular performance indicators are ft
2
/day and linear ft/day. However, given 

that production time largely depends on the type of wall panel and other attributes 

such as the number of studs, sheets of sheathings, length, and so on, these 

indicators do not reflect the actual performance. For example, a wall panel with 

three windows takes more time than a wall panel with no windows, even if the 
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total square footage is similar. As a result, a simulation model that would take into 

account the appropriate factors that have an impact on productivity and/or cost 

can be a useful tool for managers, since they will be able to accurately predict the 

performance of production lines in consideration of the complexity of the 

manufactured elements. 

 

Figure 4.32: Delay identification 

4.5 Simulation-based Production Schedule Optimization 

The simulation-based multipanel scheduling optimization problem is formulated 

based on Equation (31), where the objective function is to minimize the total 

production time and cab be written as, 

 ),(min xEf
x 

 (31) 

Variability in panel processing time at different workstations creates the 

randomness,  , in the model; a set of multipanel production sequence, x , is the 
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decision variable; and, the total production time, ),( xf , for one replication is 

the output of the simulation model subject to model constraint,  . The expected 

value of the objective function, ),( xEf , is estimated by creating multiple 

replications of the total production time, ),( xf , for one multipanel production 

sequence, x . As mentioned in the methodology section, two meta-heuristic 

algorithms, i.e., particle swarm optimization (PSO) and simulated annealing (SA), 

have been used as a searching strategy, nL
, in the solution space, where a new set 

of multipanel sequence, x , is created in each iteration. In the following two 

sections, basic principles of PSO and SA algorithms, and how they have been 

integrated into the multipanel scheduling optimization model, are presented. 

Then, the results of these two meta-heuristic search algorithms are compared, 

followed by a discussion on the challenges associated with optimization in the 

presence of noise.  

4.5.1 Particle swarm optimization 

Particle swarm optimization (PSO) is a population-based evolutionary algorithm 

proposed by Kennedy and Eberhart (1995). In the PSO algorithm, search is 

performed by a set of particles, i , and the information is shared between all the 

particles in order to find the optimal solution. Each particle has a velocity and 

position value in a d-dimensional space. The position and velocity values of the i
th

 

particle are denoted as ),,( 21 idiii xxxx   and ),,( 21 idiii vvvv  , 

respectively. Each particle moves toward the best solution of the entire swarm 

(i.e., the “global best”) by updating its position and velocity after every iteration. 
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Initially, the position and velocity are assigned randomly to each particle. Then 

the values are updated based on the results of all previous iterations based on 

Equations (32) and (33).  

   k

id

k

gd

k

id

k

id

k

id

k

id xprcxprcvwv 

2211

1
 (32) 

11   k

id

k

id

k

id vxx  
(33) 

Each particle’s best position and the global best position are represented by idp
 

and gdp
, respectively. The global best is the position of a particle that has the 

best fitness value among all the particles. 1c
 and 2c

 are the cognitive parameter 

and social parameter, respectively. In this model, both values are set to 2. 1r  and 

2r  are random numbers uniformly distributed from 0 to 1. 
k

 is the iteration 

number, and 
w  is the weight inertia required to control the impact of the previous 

velocity value on the current velocity. A good range of 
w

 is between 0.9-1.2 (Shi 

and Eberhart 1998). In this model, the value of 
w

 is initially set to 0.9 and, after 

every iteration, 
w

 is decremented by a factor of 0.975 (i.e., 975.01  kk ww ). 

The search process is terminated once the maximum number of iterations is 

reached. 

Particle swarm optimization algorithm can provide faster solutions at the early 

stage of the search process (Guo et al. 2009). As simulation-based optimization 

algorithm is already a time consuming process, a quick-converging algorithm has 

been selected to improve the computational time. If the scheduling module 
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requires longer run time to provide optimal multipanel sequence, it will be 

impractical to use such a system in the industry. PSO algorithms have already 

been used by several researchers to solve the flow shop scheduling problem (Guo 

et al. 2009; Tasgetiren et al. 2007) and project scheduling problem (Koulinas et al. 

2014). Furthermore, in some comparison studies, researchers found that PSO 

outperforms genetic algorithm in computational efficiency (Hassan et al. 2004; 

Guo et al. 2009). Although, the performance of an algorithm can vary largely 

depending on the nature of the problem, the positive reviews of the PSO 

algorithm over GA and other search algorithms leads to the selection of PSO as 

the search algorithm for the multipanel sequencing problem. 

Figure 4.33 shows the PSO-based multipanel sequencing using DES model. At 

first, the PSO model assigns initial position and velocity values to each particle. 

The position values are generated randomly between 0.0 and 4.0. Initial velocities 

are created randomly between -4.0 and 4.0. Based on initial position value, the 

simulation model is run for each particle and the total production time is stored as 

particle best fitness and the associated sequence is stored as particle best 

sequence. After completing the initial simulation run for all particles, the global 

best fitness is set as the minimum particle best fitness, and the associated 

sequence is set as the global best sequence. Then the velocity and position values 

for each particle are updated based on Equations (32) and (33) and the simulation 

model is run for each particle; if the simulation result is less than the particle best 

fitness value, the particle best sequence is updated to the current sequence as well 

as the particle best fitness. After completing this process for all particles, the best 



86 

 

global fitness value and sequence are updated. After each run, if the termination 

criterion is met, the optimization process terminates and stores the global best 

sequence into the database. 
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Figure 4.33: PSO algorithm for multipanel sequencing 
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4.5.2 Simulated annealing 

Simulated annealing (SA), which is inspired by the method of heating and cooling 

metals, is a suitable technique for large-scale optimization problems, especially 

for those where the global maximum is hidden among many local maxima (Press 

et al. 1992). The SA algorithm is one of the heuristic algorithms that can provide 

good, though not necessarily optimal, solutions within reasonable computational 

time (Eglese 1990). It is a local search algorithm (a decent algorithm) that begins 

with an initial solution, which can be chosen randomly. One of the disadvantages 

of a decent algorithm is that it can become trapped in local minima/maxima. To 

encounter this problem, SA sometimes accepts a neighbouring solution which has 

higher value in the fitness function, but the acceptance or rejection is determined 

by a factor named acceptance probability. The advantages of SA are that it is easy 

to implement, it can be applied to a wide range of problems, and it can provide 

high quality solutions (Eglese 1990). Ji et al. (2009) have used SA to solve flow 

shop scheduling problems for five jobs in four machines and 10 jobs in five 

machines. The results show that SA can effectively converge to global optimal; 

however, the authors concluded that further research is necessary to assess the 

performance of SA in large-scale flow shop scheduling problems. SA is applied in 

multipanel sequencing problems to measure the performance of this algorithm in 

a large-scale problem compared to population-based PSO algorithm. 

The implementation of the algorithm is relatively simple. At first, a random 

solution is created and the fitness value is calculated as the current best solution. 

Then a neighbouring solution is created and the fitness value is calculated. If the 
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fitness value of the neighbouring solution is better than the current best solution, it 

replaces the current best solution. However, if the fitness value of neighbouring 

solution nf
 is not better than the best fitness function bf  (i.e.,

0 bn ff
), 

rather than discarding the solution, an acceptance probability value is calculated 

based on Equation (34). 

T

ff bn

ea


  
(34) 

where 
a

 is acceptance probability and T is temperature. The initial value of T is 

set as 1 and, after every iteration, T is decremented by a factor of 0.9 (i.e.,

9.01  kk TT ). After calculating the acceptance probability, it is compared to a 

randomly generated number between 0 and 1. If the acceptance probability, 
a

, is 

greater than the random value, the best fitness, bf , is updated by the neighbouring 

solution, nf
. 

 nb ffRandaif  )1,0(  (35) 

Figure 4.34 shows the SA algorithm for the multipanel sequencing problem. The 

simulation model is run with a random sequence and the result is stored as the 

best fitness. Then a neighbouring solution is created by swapping two randomly 

selected multipanel positions. The simulation model is run again and if the result 

is greater than best fitness, the acceptance probability is calculated and compared 

with a random number to decide whether to discard or keep the neighbouring 

solution. The process continues until the termination criterion is met, and the best 
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multipanel sequence is stored into the database as the optimum production 

sequence. 

 

Figure 4.34: SA algorithm for multipanel sequencing 
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4.5.3 Comparison between PSO and SA optimization result 

The multipanel sequence is optimized using both PSO and SA methods and the 

result is presented in Table 4.9. The simulation model provides a range of total 

production time with a mean value and standard deviation for the optimal 

multipanel sequence. Both optimization models are run for four different 

multipanel sets. Then the simulation model is run with the actual production 

sequence (original sequence), and the productivity improvement is calculated with 

respect to the original sequence. Currently, interior wall panels are interspersed 

among exterior panels to generate the production schedule. The number of interior 

panels produced between exterior panels is determined based on the ratio between 

interior and exterior wall counts. In other words, two ratios, the remaining ratio, 

rem
, and scheduled ratio, sch

, are calculated after placing each multipanel into 

the schedule; these ratios are calculated based on Equations (36) and (37), 

respectively. 

sch

sch

sch
I

E
  

(36) 

rem

rem

rem
I

E
  

(37) 

where schE
 and schI

 are the scheduled exterior and interior multipanels; remE
 and 

remI
 are the remaining exterior and interior multipanels. Provided that the 

remaining ratio is higher than the scheduled ratio, the next available exterior wall 

will be scheduled. Otherwise, the next available interior wall is scheduled. In the 

event that no exterior wall is left for scheduling, the remaining interior walls are 
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scheduled, or vice versa. The optimization result shows that the original sequence 

can be improved by implementing simulation-based optimization using both PSO 

and SA algorithms. 

The computational time (CPU time) for both algorithms is similar; however, PSO 

can provide better results with a productivity improvement of 6-10%, while SA 

can improve the productivity by 4-7%. In all observations in Table 4.9, the PSO 

method has been run with 10 particles for 10 iterations, and the SA method has 

been run with 100 iterations. In all three cases, 30 replications (simulation run-

count) are used in the simulation model. 

Table 4.9: Optimization result for PSO and SA algorithm 

Obs. No. of 

Multi-

panel for 

optimiza

tion 

Algo-

rithm 

Total Production Time 

(minutes) 

Improv

ement 

CPU 

Time 

(h:mm) Range 

(Min-Max) 

Mean 

Value 

Std. 

dev. 

1 28 PSO 426-587 510 34.23 8.7% 0:59 

SA 458-613 521 34.33 6.8% 0:53 

Original 

Seq. 

503-658 559 42.92 - - 

2 19 PSO 332-477 407 39.10 6.4% 0:30 

SA 349-475 410 33.34 5.7% 0:28 

Original 

Seq. 

360-532 435 38.11 - - 

3 27 PSO 463-614 522 34.09 10% 1:18 

SA 439-643 536 52.27 7% 1:14 

Original 

Seq. 

489-677 577 40.48 - - 

4 14 PSO 256-426 341 37.01 6% 0:21 

SA 301-421 346 25.28 4% 0:21 
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Original 

Seq. 

306-442 363  - - 

 

In order to gain more insight from the simulation result of all three types (original 

sequence, PSO, and SA), the histogram of the total production time (makespan) is 

compared. As shown in Figure 4.35, the histogram of the total production time 

(makespan) follows a normal distribution for PSO, SA, and the original sequence.  

Original

PSO
SA

 

Figure 4.35: Distribution of makespan for original sequence, PSO and SA 

Figure 4.36 shows the convergence chart of the PSO and SA optimization process 

for four observations. In all four cases, both optimization models reach the 

optimum solution before the 90
th

 iteration. PSO method improved the productivity 

in the 4 observations compared to SA method by a small margin (2-3%). Similar 

performance has been observed by Guo et al. (2009), Ethni et al. (2009), and 

Bank et al. (2012). Guo et al. (2009) have used PSO to optimize operation 
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scheduling, and PSO algorithm performed better than GA and SA. Ethni et al. 

(2009) have used PSO and SA to identify machine stator and motor winding 

faults, and the results showed that PSO algorithm performs better in this type of 

application over SA. Bank et al. (2012) have studied flow shop scheduling 

problems to determine the job sequence. PSO algorithm, with the proposed local 

search, outperformed SA algorithm. The optimization result of the multipanel 

sequencing problem establishes that the simulation model can be effectively used 

as a fitness function in the optimization model for the purpose of solving the 

stochastic flow shop scheduling problem within reasonable computational time 

(approximately 30 minutes).  

 

Figure 4.36: Convergence charts of PSO and SA optimization 
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4.5.4 Optimizing in the presence of noise 

One of the challenges associated with the simulation-based optimization is the 

presence of noise in the fitness function. The difference between the exact 

solution )(xf  and the estimated solution 
)(xf n  for replication 

n
 is the 

simulation error or noise, which is unavoidable in the stochastic environment. For 

example, there are two estimated solutions, 
)( 1xf n  and 

)( 2xf n , of the exact 

solution 
)( 1xf

 and 
)( 2xf

 (unknown) for 
n

 replications (as shown in Figure 

4.37). The noise (unknown) of these two estimated solutions are 

)()( 111 xfxf n 
 and 

)()( 222 xfxfn 
. In a minimization model, if

)()( 21 xfxf nn 
, 

)( 1xf n  is taken as the optimal solution and vice versa. 

However, if 
)()()( 1221 xfxf 

, the estimated solution can mislead where 

)( 2xfn  is a better solution over 
)( 1xfn . This problem is more prominent if the 

number of replications 
n

 is small in the simulation model. By increasing the 

simulation run-length, the noise 


 within the estimated solution can be reduced; 

however, it increases the model runtime.  
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Figure 4.37: Effect of noise in the estimated solution 

The optimization model is run for 27 multipanels using PSO search algorithm for 

5, 10, 20, 30, 40, and 50 replications and the mean value, 90
th

 percentile, and 

model runtime for each solution, 50403020105 &,,,, xxxxxx
, are plotted as shown 

in Figure 4.38. The result shows that the optimization result with 5 replications 

)(5 xf
 becomes an attractive solution, as there is no significant improvement in 

the result and the computational time is smaller. However, if the model run-length 

(number of replications) is increased to 50 for each of these solutions, the 

optimization result varies largely between 5 replications and 50 replications. The 

90
th

 percentile for each run-length is compared to the solution’s 50 run-length’s 

90
th

 percentile, as shown in Figure 4.39. It shows that the higher number of 

replications increases the reliability of the optimal solution and can reduce the 

error generated from outliers. 
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Figure 4.38: Mean, 90
th

 percentile, and runtime for different number of replications 

 

Figure 4.39: Optimal solution for different run-lengths 

Based on this analysis, the following rules can be set in simulation-based 

optimization problems: 
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1. Start the optimization with a small simulation run-length (e.g.,
5n

). Run the simulation model with the optimal sequence nx
 for 50 

replications ( highn ) and store the 90
th

 percentile 
)(%90

nn xf
high . 

2. Run the optimization model with a new run-length 
nnnew   and run 

the simulation model with the optimal sequence newnx
 for 50 

replications ( highn ), and store the 90
th

 percentile 
)(%90

newhigh nn xf
.  

3. If 
)()( %90%90

nnnn xfxf
highnewhigh


, continue the iteration with a new 

simulation run-length value until it satisfies the termination criteria

)()( %90%90

nnnn xfxf
highnewhigh

 .  

Note that, the selection of highn
 is important as it determines the validity of the 

current solution nx
. In the above rule, it is set as 50, which is selected based on 

observations made by running the simulation model for 30, 40, 50, and 60 

replications. From the simulation results, it is observed that after 50 replications, 

the simulation result (mean, standard deviation, and 90
th

 percentile) remains 

constant. For this reason, the highn  value is selected as 50. During the iteration 

process, if the highnew nn 
 condition is reached before reaching the termination 

criteria, highn is needed to be reset with a higher value. 

4.6 Financial Module 
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In traditional stick-built home construction, the labour hours required from 

capping, framing, and finishing operations for a project can be easily tracked as 

the actual work takes place at the job site. In a manufacturing environment, the 

workers work on multiple jobs simultaneously in different workstations. The 

labour hours and cost associated to each individual job is a difficult task to assess. 

To confront this issue, ACQBUILT, Inc. purposed to develop and implement a 

cost control module specifically for the prefabricated home building facility. As 

mentioned in the methodology section, daily production volume and automated 

labour hour collection from each work area enables the financial module to 

provide unit cost for each work area every two weeks. This establishes a base line 

for the management to set a financial target for each work area for cost control 

purposes. Also, in each work area, the labour hours associated to each job are 

tracked separately by calculating a percentage value from the total square footage 

of production and the square footage of individual jobs. 

The financial module has been implemented at ACQBUILT’s prefabricated home 

building facility based on Equation (20). The information from the financial 

module is shown in Figure 4.40. Material quantity takeoff, JQ
, and daily 

production volume, 
J

dAPV , , are extracted from the 3D model and RFID system, 

respectively. The payroll department provides the labour cost for each work area 

per pay-period, 
e

pAC , . Unit cost, pAUC , , and job cost, JTC
, are calculated based 

on Equation (21) and Equation (24). Table 4.10 summarizes the labour unit cost 

per ft
2
 for each work area over a one-week period. The labour unit cost is 
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compared with the target cost of each area. The values have been scaled up in the 

interest of confidentiality. 

 

Figure 4.40: Financial module information flow 

Table 4.10: Target cost and actual cost of each work area over one-week period 

Work Area 

Target 

Cost 

Actual Unit 

Cost 

Floor $4.30  $4.02  

Wall framing $8.60  $9.75  

Exterior insulation $1.43  $1.91  

Roof framing $11.95  $13.00  

Exterior finishing $4.30  $5.16  

Roof shingling $1.43  $1.24  

Material handling $3.35  $3.44  
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Logistics $5.26  $6.31  

 

Table 4.11 depicts the daily total cost for job A, which is calculated from the daily 

percentage volume and payroll information. The values have been scaled up in the 

interest of confidentiality. As shown in Table 4.11, a typical house requires 

different elements to be built such as stairs, floors, wall framing, roof framing and 

shingling, exterior insulation, and exterior finishing work. Some of these activities 

can take multiple days to complete (e.g., roof framing and shingling, wall 

framing). The financial module captures the square footage of each activity each 

day and divides that by the total square footage of production to calculate the 

percentage volume. For example, the main floor panels of job A are built on 

August 8, 2015, and the total floor production volume is 5,370 ft
2
. The main floor 

of job A is 1,343 ft
2 

in areas. From this daily output, the percentage volume of 

floor work area for job A is calculated as 25% (i.e., 100)370,5343,1(  ). The total 

labour cost in that area for that day is then multiplied by the calculated ratio in 

order to estimate the labour cost for job A. 

Table 4.11: Daily labour cost for some work areas of house model A 

Date 

Percentage 

Volume Work Area Total Cost 

8/20/2015 0.35 Basement stairs $1,449.68 

8/19/2015 0.25 Main floors $3,893.31 

9/1/2015 0.43 Walls framing $8,541.48 

9/1/2015 0.25 Exterior insulation $2,161.90 

9/2/2015 0.05 Walls framing $1,240.31 

9/2/2015 0.30 Windows/Doors $2,892.66 

9/2/2015 0.35 Roofs $19,870.36 
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9/2/2015 0.25 Exterior insulation $2,292.39 

9/3/2015 0.50 Main floor stairs $2,086.37 

9/3/2015 0.10 2
nd

 floors $1,172.15 

9/3/2015 0.16 Roofs $8,505.25 

9/3/2015 0.15 Exterior finishing $3,492.55 

This enables tracking of the labour cost for each individual job. The material cost 

is calculated from the automated material takeoff from the BIM model and is 

added to the labour cost. The financial module provides a framework for 

panelized homebuilders to monitor and control the labour cost of individual 

activities involved in building a house. The unit cost measure of each work area 

allows ACQBUILT, Inc. to increase/decrease work force in order to increase the 

productivity in a particular area if the unit cost is higher than the target. 
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5 Conclusion 

5.1 Summary 

This thesis presents an integrated planning and control system for the 

prefabrication of panelized construction for residential buildings. The proposed 

system has four modules interconnected through a central database: scheduling, 

data collection, simulation, and financial. The scheduling module reads wall panel 

information of the specified house model to generate quantity takeoff information 

and to optimize the cutting of single-panel walls from multipanels in order to 

reduce material waste and increase production efficiency. Using simulated 

annealing (SA) optimization, single-wall panels are merged into multipanels, and 

then the sequencing of the multipanel is optimized to reduce total production time 

based on a simulation-based optimization method. Both single-wall panel and 

multipanel information and production schedules are then stored in the central 

database. The data collection module utilizes the RFID system to automatically 

capture the panel location and the processing time at each workstation without 

any human involvement. This module provides a real-time location system 

(RTLS) to identify wall panel location as well as daily productivity; it also 

provides utilization and productive panel processing times at each workstation by 

utilizing the Kalman filtering process. The simulation module uses historical time 

data, time study, and the Simphony.NET simulation engine to mimic the wall 

production line and provide a simulation-based performance evaluation system. 

Finally, the financial module utilizes payroll information and daily production 
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volume at every workstation from the RFID system in order to provide unit cost 

per ft
2
 for each workstation, as well as the total labour and material cost of the 

entire house. The proposed system has been successfully implemented in 

ACQBUILT’s wall production line. The RFID system has been installed and a 

DES model has been developed for the wall production line using 

Simphony.NET.  

The implementation results of the proposed method demonstrate that the 

integrated production planning and control system is able to efficiently optimize 

single-wall panels into multipanels, and to generate optimum production 

schedule, daily production status, performance evaluation, and cost information. 

The RFID system can effectively provide real-time panel locations in the wall 

panel production line. The simulation model is able to identify delay by 

comparing actual time with simulated time, and it also estimates production lead 

time in advance. The communication between the production controller and team 

leader of each workstation is improved through the availability in real time of 

required information from the RFID system. The single-panel–to–multipanel 

merging optimization reduces machine set-up time and material waste, and 

eliminates manual work. With the RFID system, progress of work is monitored 

automatically, and the cost control system provides an accurate job costing and 

area-specific unit cost report, thereby enabling the production manager to 

effectively schedule the necessary labour force into different work areas. 

Moreover, the actual panel processing data collected from the RFID system helps 
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to validate the simulation model in order to provide reliable statistics of the 

production process. 

The simulation-based optimization model has been implemented using PSO and 

SA algorithms for multipanel sequencing. The proposed method can improve the 

current multipanel sequence and can reduce the total panel production time by up 

to 10%. The study also shows that PSO algorithm can provide better results than 

can SA. As for the challenges associated with the simulation-based optimization 

model, where the presence of noise can shift the result from a good solution, this 

issue can be neutralized by increasing the number of replications within the 

simulation model for a given solution. However, this increases the computational 

time of the optimization model. From experimental results, a rule has been 

proposed to select the optimum number of replications to be used in the 

simulation-based optimization model. 

5.2 Research Contributions 

5.2.1 Academic contributions 

There have been several studies carried out on the optimization problem of job 

sequence for different manufacturing industries as well as a simulation-based 

control system. However, no study has focused specifically on developing an 

integrated production planning and control system for prefabricated home 

building, which requires specific attention due to its unique manufacturing 

process. Unlike in traditional manufacturing, in panel prefabrication each job is 

unique due to customization, and the volume of the product is also large (an 
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average wall panel is 35 ft in length). Also, early in the production line the 

products are produced in batches (multipanel) and are later unbatched. The work 

load for exterior and interior wall panels varies significantly, which can cause 

imbalance in the line by creating long waiting times or starvation for panels. 

Finally, in the panelized production system, factory production is only half of the 

building process; the wall, floor, and roof panels must also be shipped to site and 

installed in order to complete a job. For this reason, the factory schedule is largely 

dependent on the site installation schedule.  

The academic contributions of this thesis are summarized as follows: 

(i) This thesis has developed a methodology for an integrated production 

planning and control system for the prefabrication of panelized homes. 

(ii) A discrete-event simulation (DES)-based optimization model has been 

developed to solve the probabilistic flow shop scheduling problem for the 

prefabrication process for panelized homes. Hence, it contributes to 

solving the panel sequencing optimization problem of the prefabrication 

assembly line for home building in a stochastic environment. 

(iii) A RFID system has been designed for the purpose of real time location 

system (RTLS) and automated production data collection system. The 

RFID system generates production data such as workstation utilization, 

waiting time, productive panel processing time, and idle time of 

workstation. 

5.2.2 Industrial contributions 

The industrial contributions are summarized as follows: 
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(iv) The multipanel optimization reduces material waste and increases 

productivity by reducing machine set-up time.  

(v) The scheduling module automates the production scheduling process, 

which reduces operator time as well as overall production time. 

(vi) The production control system provides a real-time location system, daily 

production output, workstation utilization, throughput time, and cost 

control. 

(vii) The simulation-based performance monitoring system provides better 

guidelines for performance evaluation as well as production lead time for 

future jobs. 

5.3 Limitations and Future Research 

Based on this research, the following future research is proposed: 

(i) Hybrid optimization: The simulation-based optimization model can be 

further improved by investigating different approaches, such as hybrid 

optimization. PSO algorithm with local search (knowledge-based heuristic 

rule, simulated annealing) can be implemented to improve the result and 

computational time. 

(ii) Resource optimization: This thesis has proposed to improve the 

prefabrication process by optimizing the multipanel sequence while 

keeping the resources/workforce constant. However, the process can be 

further improved by optimizing the resources within the production line. 

In future research, resources can be added as an additional decision 
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variable into the optimization model in order to improve the production 

process.  

(iii) RFID based simulation modelling: In this thesis, the simulation model is 

developed based on a time study, which is time-consuming manual work. 

In future research, a probabilistic model can be developed based on each 

type of panel from the RFID system, and can be used in the simulation 

model as the input parameter in each workstation. This will eliminate the 

time study required for simulation input modelling, such that the model 

can be updated dynamically based on actual production data collected 

from the RFID system. 

(iv) Automation of roof panel production: While for many panelized 

construction companies in North America a significant portion of wall and 

floor panels are built by the machine and completely drawn in BIM 

software, the roof panels are still built manually. The development of an 

automated roof production system with BIM modelling will significantly 

improve the panelized production efficiency and reduce waste.  

(v) Special-purpose simulation modelling environment for panelized 

home production facility: A simulation modelling platform with 3D 

visualization and RFID integration for a real-time location system will 

further benefit the panelized home production process. A custom template 

for a panelized production line will be easy to implement for industrial 

use, and 3D visualization will provide better understanding of the 

simulation output. 
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(vi) Mid-rise panelized building construction: Mid- to high-rise buildings 

must have additional structural elements (tie rods, mid-height blocking, 

etc.) according to building code, and in-depth research is needed to 

identify the challenges associated with the prefabrication of mid- to high-

rise buildings. 

(vii) Closed wall system: In current practice in North America, open walls are 

prefabricated in the plant and electrical, plumbing, and drywall are 

installed on site after installing floor, wall, and roof panels. In order to 

reduce drywall waste and job cycle time, closed wall panels (which 

include drywall, electrical, and plumbing) can be produced in the 

prefabrication plant, and collaborative research will help with the progress 

of the closed wall prefabrication system. 

This thesis has several limitations as mentioned below: 

(i) The computational time of the multipanel sequencing model can become 

very high if the problem size increases. In current practice, the 

optimization model is used to schedule one job at a time. If the model is 

used to schedule multiple jobs, the problem size can increase, as can the 

computational time. 

(ii) Simulation-based performance benchmarking requires constant 

modification to make sure the simulation model represents the most 

updated production process. Simulation model validation is required after 

each modification made to the production process. 



110 

 

(iii) The RFID design cannot capture the waiting time as it calculates the actual 

processing time based on the entry and exit timestamps of the panel. 

Although Kalman filtering is applied to separate the waiting time/noise 

from the RFID data, if there is a high percentage of waiting time or delay, 

the RFID data will not capture the productive processing time accurately 

from the proposed RFID setup. 
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