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Abstract

Design and prototyping of electric power components and systems employing

off-line transient simulation tools are inefficient due to, first, time consumption

of sequential processors for several cycles of testing, and second, inaccuracy

arising from simplifications in the modeling of the entire system. Hardware-in-

the-loop (HIL) emulation can massively accelerate the design procedure and

provide a highly accurate testing platform for the manufactured prototype

devices to interact with the rest of the system model on a simulator in a

nondestructive environment before commissioning. The scenario is efficient

when the emulated system computations can be executed in real-time with

a specified time-step which is small enough to model all the transients of

the system. Field programmable gate array (FPGA) proposes an attractive

platform for real-time simulation due to reconfigurability, widely paralleled,

deeply pipelined architecture and low input/output latencies.

As a key component of the power systems with a wide variety of applica-

tions, testing of electric machines in the design and control procedure for the

purposes of energy efficiency and performance improvement is becoming in-

creasingly demanding. The complex structure of electric machines makes real-

time simulation challenging mainly due to mechanical movement and magnetic

nonlinearity.

This thesis addresses challenges and solutions for real-time HIL emulation

of electric machines. Comprehensively, all three widely used electric machine

models including q-d vector model, magnetic equivalent circuit, and finite el-
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ement method models are investigated for real-time simulation of low power

rotary induction motor and high power linear induction motor for magnetic

levitation application. An evaluation in terms of real-time step-size and ac-

curacy as well as FPGA hardware resource utilization corresponding to each

model is provided. The validation of results with off-line transient simula-

tion and finite element tools and experimental measurements demonstrates

the accuracy and efficiency of the proposed approaches.
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Chapter 1

Introduction

Electric machines have been one of the key components of the power systems

with a wide range of applications from power generation to consumption, which

form 65% of the total energy consumption [1]. In particular, their application

in electrified transportation systems from low power electric vehicles (EV) and

hybrid electric vehicles (HEV) to high power magnetic levitation (maglev)

systems is rapidly growing due to their green operation, fuel efficiency, low

maintenance costs, noiseless operation, high torque during acceleration, and

regenerative capability during deceleration [2–5]. With the concern of cost

efficiency associated with electric vehicles, design and control of the electric

machines become more crucial than ever, which highlights the importance of

accurate testing and validation of electrical machines and drives [6].

Prototyping an electric machine drive system targets the design and per-

formance evaluation of the controllers, testing protection devices during fault

as well as the interaction of the electric machine with the power converter

and the grid. The process requires several cycles of testing, expensive equip-

ment, human resources, time for construction, power consumption, and phys-

ical space in a destructive environment. Conventionally, off-line simulation

tools were used to evaluate the behavior of an electric machine drive system and

several well-known softwares are developed including JMAG-Designer�, AN-

SYS Maxwell�, COMSOL Multiphysics�, MATLAB/Simulink�, PSCAD-

/EMTDC�, etc. for different objectives [7, 8]. However, off-line simulations

require modeling and simulation of the entire system, which suffer from inac-
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curacy of the results due to simplifications in the modeling of each component,

and also time consumption of the modeling and simulation execution.

Hardware-in-the-loop (HIL) real-time simulation offers a solution for the

aforementioned problem by performing the entire calculations of the system

within a time constraint that happens in the real world [9]. However, since gen-

erally the sequential processors are not able to satisfy the timing constraint es-

pecially with detailed models, parallel processors including FPGAs [10], graph-

ics processing unit (GPU) [11], and multi-core CPUs [12–15] are utilized in

real-time simulators. HIL simulation is an efficient and cost-effective approach

to predict the behavior of a system prior to manufacturing and commissioning

by emulation of the behavior of electric components on a real-time simula-

tor interacting with actual device under test in a safe, flexible, and realistic

conditions [16].

1.1 Real-Time Hardware-in-the-Loop Emula-

tion

1.1.1 Real-Time simulation

Real-time simulation is achieved when the entire system computations are

carried out within a specified time-step, which is chosen small enough in such

a way that the required accuracy is satisfied and desired transients are captured

[17]. Based on Nyquist theorem, at least two data points per cycle are required

to reproduce a signal. In other words, the sampling rate should be at least twice

the highest frequency component of the signal that needs to be reproduced.

Assuming the computation of the entire system for the nth time-step takes

Tc(n) and the specified real-time step-size is Ts, the satisfaction of the real-

time simulation requires:

Tc(n) ≤ Ts n = 1, 2, 3, ..., N × Ts, (1.1)

where N is the number of time-steps of the simulation. It is worth emphasizing

that Tc(n) may change for each time-step, causing a remaining time between

the Tc(n) and Ts known as idle time. Violating Tc(n) from Ts is called overrun,

2



where the real-time simulation is no longer valid.

1.1.2 Hardware-in-the-Loop

The HIL simulation allows testing prototype devices in interaction with the

rest of the system on the real-time simulator [18]. Real-time HIL technology

is rapidly growing as the superior, reliable and cost-effective testing method

due to the following advantages:

� minimizing the error of the testing set up by removing inaccurate mod-

eling of the actual devices

� providing a safe, flexible and nondestructive environment for testing es-

pecially during faults

� rapid control prototyping by quickly develop, iterate and test control

strategies

� simulation acceleration due to real-time execution especially for population-

based designs and automation tests

The efficiency of the HIL simulation is based on the model fidelity and the

minimum achievable time-step of the simulated components on the real-time

simulator, which are usually in contradiction.

a) Control Hardware-in-the-Loop (CHIL)

Traditionally, the newly designed and fabricated control systems are tested

directly on the actual power device under control in the field or laboratories.

Although the scenario has the advantage of high fidelity testing, it is unsafe

in the case of fabrication errors and not flexible to evaluate the system perfor-

mance in a wide range of possible operating conditions including faults.

The CHIL systems offer an excellent alternative by testing the complex

control, protection and monitoring systems interfaced with the real-time sim-

ulated model of the power devices. Although the interface in CHIL is usually

low power (1 to 10V, few mA) for transferring control signals through optical

3



Figure 1.1: CHIL and PHIL configurations.

fibers and communication systems, depending on the case study high power

(60 to 200V, 5A to 100A) may be required through amplifiers besides the low

power feedback signals.

b) Power Hardware-in-the-Loop (PHIL)

In the PHIL scenario, the actual device under test is an electric power com-

ponent including an electric machine or a power converter. The interface

incorporates both high power interface through amplifiers and low power mea-

surement sensors and control commands. It can be also used for rapid control

prototyping of controllers before fabrication. The CHIL and PHIL configura-

tions are shown in Fig. 1.1.

1.2 FPGA Architecture

Most simulation tools employ traditional CPUs, where an arithmetic logic unit

(ALU) is able to perform only one operation at a time. The sequentiality of

CPUs makes them inappropriate for real-time simulation, since they are not
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able to replicate the behavior of a system in real-time. Multi-core CPUs are

currently used in a majority of real-time simulators with some degree of par-

allelism limited by the number of CPU cores [19–21]. In addition, multi-core

CPUs have high input/output (I/O) latency, which is a major disadvantage

in high-frequency systems such as PWM-based power converter control sys-

tems [22].

Recently, FPGAs have gained a lot of attention in real-time simulation,

especially for large and complex systems, due to their abundant parallel hard-

wired architecture, fast prototyping, reconfigurability, low cost, and fast I/O

interface [23,24]. The generic circuit of FPGAs can be programmed for a wide

variety of applications. As shown in Fig. 1.2, FPGAs consist of a 2-D array of

computational logic blocks (CLBs), memory elements, DSP blocks, I/O blocks,

and switching matrices, which are programmable through the computer aided

design (CAD) tools to implement the desired functionality [25, 26].

In this work Xilinx� Virtex-7 XC7VX485T and Virtex UltraScale+XCVU9P

FPGAs are used, and the hardware resource of each is presented in the Ap-

pendix A.

A complete process of FPGA prototyping is shown in Fig. 1.3. Starting

from the design entry, two methods can be employed. First, the VHSIC Hard-

ware Description Language (VHDL) program can be automatically generated

by schematic blocks available in Xilinx System Generator (XSG) as a tool-

box of Matlab, which is an intuitive and simple approach for beginners [27].

However, the output VHDL program is generated based on an optimization

algorithm, which may lack efficiency and flexibility for the case study. Second,

creating the design entry directly by use of handwritten textual programming

language, which is more efficient at the cost of complexity and requiring spe-

cialty in FPGA design [28].

ISE� and its later version, Vivado�, are the FPGA design tools developed

by Xilinx�. Once the VHDL program file created, the tools are used for the

behavioral simulation for results verification, synthesis to determine the logic

circuits, and implementation of the design including translate, map, place and

route to generate the programing file of FPGA through the JTAG cable. The
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Figure 1.2: FPGA hardware architecture.
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Figure 1.3: FPGA hardware design procedure.
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digital to analog converter (DAC) board enables illustrating the digital signals

to the analog oscilloscope.

In hardware design, compromising between hardware resource utilization,

the simulation speed, and the accuracy is challenging and depends on the

case study. Massively parallel implementation of algebraic calculations (single

data per logic resource per time-step) implies requiring more resource utiliza-

tion with the advantage of reaching less time-step and simplicity. However,

fully pipelined implementation (multiple data per logic resource per time-step)

employs an IP core for several times in each time-step, which implies utilizing

less hardware resources while increasing the design complexity as well as hav-

ing larger time-step. In most implementations for optimal hardware design

both parallel and pipelined architectures should be used.

1.3 Electric Machine Models

In modeling of electric machines, there is a trade-off between the computational

intensity and accuracy. The q-d vector model of an electric machine is simple

and mostly used for control purposes [29], the magnetic equivalent circuit

(MEC) model has a medium computational burden with a fair accuracy [30–

32], and the accuracy offered by the finite element method (FEM) model with

an extensive computational burden is more favorable for design purposes [33].

In this section, the three widely used electric machine models targeted for

real-time simulation are described.

1.3.1 Lumped q-d Vector Model

The dynamic behavior of an AC machine in phase domain can be represented

based on an equivalent circuit model as a function of rotor position. The

model represents the magnetic coupling between different parts of the machine

through a set of self and mutual inductances of the windings [34]. The q-

d model describes the AC parameters of the equivalent circuit model in a

quadrature and direct reference frame with DC parameters rotating with an

arbitrarily angular velocity mainly for the ease of control.
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The model is widely used in electric machine modeling for control purposes,

due to its simplicity and low computational burden. However, the model suf-

fers from low accuracy, inability to model space harmonics, and its limitations

to study different type of internal machine faults. Although in most cases

the inductances are considered linear for simplicity, the nonlinearity of mu-

tual inductances can be considered [35–37]. Despite the model accuracy and

limitations, the low computational burden of the q-d model makes it ideal for

real-time simulation of electric machines with low time-steps.

1.3.2 Magnetic Equivalent Circuit (MEC) Model

MEC model represents the dynamic behavior of an electric machine through

a network of lumped nonlinear magnetic permeances of the flux paths and

magnetomotive force (MMF) of the windings [38,39]. The model is developed

for both 2-D [40, 41] and 3-D [42, 43] cases.

The model is sometimes used in electric machine modeling for population-

based design purposes, where numerous number of iterations are required

[44, 45]. Since the model is based on the geometrical data, it is able to con-

sider nonlinearity of the iron core, space harmonics, and accommodate internal

machine faults. In comparison to the lumped q-d model, MEC has higher ac-

curacy and computational burden. The medium size of the system of nonlinear

equations of electric machines makes the model challenging for real-time sim-

ulation.

1.3.3 Finite Element Method (FEM) Model

Finite element method decomposes the study domain into a finite number of

elements (often triangular) and nodes, which is known as meshing. In elec-

tromagnetic case studies of FEM, the magnetic vector potential is assumed to

linearly change between the nodes of an element. A high-quality mesh employs

elements as small as possible with equilateral edges to minimize the assump-

tion error. The magnetic vector potential of the nodes across the study domain

is calculated through Maxwell’s partial differential equations with boundary

conditions.
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The model is widely used for electric machine modeling for design purposes

due to its accuracy and ability to consider all phenomena including nonlinear-

ity, space harmonics, and faults. The accuracy of the method is dependent

on the number of nodes and elements. The number of nodes determines the

size of the system of nonlinear equation. Neither 2-D or 3-D cases are studied

for real-time simulation of electric machines due to its high computational in-

tensity, mainly arisen from the linear solver in each nonlinear iteration of the

system of equation [46–48].

1.4 Literature Review

The FPGA is widely used for real-time simulation of power electronics [49–59]

and power systems [60–67]. In the field of electric machine and drives, numer-

ous studies have been conducted with lumped q-d vector model for various

types of electric machines including rotary induction machines [68–74], per-

manent magnet synchronous machines [75–78], synchronous machines [79–81],

doubly-fed machines [82], and DC machines [83, 84].

In some studies, the nonlinearity of the iron core is taken into account

in the lumped q-d vector model through off-line pre-calculation of nonlinear

inductance matrix as a function of rotor position and stator currents [85–95].

The pre-calculated data are stored in a look-up table and are used during q-

d-based real-time simulation depending on the operating condition. However,

creating the look-up tables to cover a dense grid of the variables range is very

time consuming, memory inefficient, and causes incorrect transient behavior

due to jump discontinuities. Magnetic nonlinearity of iron core in the lumped

q-d model without the use of FEM is considered in [96]. With the lumped

q-d model, time-steps in the range of nanoseconds to a few microseconds have

been achieved.

FPGA-based real-time simulation of a permanent magnet linear synchronous

machine (PMLSM) using analytical space harmonic model is proposed in [97],

where the minimum achievable time-step of 1.8 μs is reported. The real-time

magnetic equivalent circuit model and finite element method model of power
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transformers on FPGA are proposed in [98, 99] and [100], respectively. How-

ever, unlike electric motors, power transformers do not involve mechanical

movement.

Physics-based models of electric machines, including MEC and FEM, suf-

fer from the change of matrix equations in every nonlinear iteration, due to

saturation of the iron core, and every time-step, due to mechanical movement.

As a result, a new linear system of equations needs to be solved in every

iteration, which make the models time consuming and very challenging for

real-time simulation.

In [101], a new transmission line modeling (TLM) algorithm for the MEC-

based solution of induction machines is proposed to decouple the nonlinear

magnetic equations. A look-up table is used to solve the decoupled nonlinear

elements, where an acceleration rate of 8.7 times is achieved in comparison to

the conventional MEC method. Later in [102], MEC-based real-time simula-

tion of one pole pitch of the induction machine with the time-step of 150μs

has achieved on multi-core CPU-based real-time simulator.

In [103], the FPGA-based real-time simulation of a switched reluctance

motor (SRM) using MEC model is performed on FPGA. However, due to

the salient magnetic structure of this type of machine, the MEC system of

equation size is small and cannot be generalized for other electric machines

including induction motors. In [104], the MEC model of an induction mo-

tor is used for real-time simulation on FPGA using massively paralleled and

deeply pipelined Gauss-Jordan elimination solver and the minimum time-step

of 400μs is achieved. However, the proposed hardware prototype is not able

to accommodate internal machine faults since the study domain is reduced to

one pole pitch of an induction motor under anti-periodicity boundary condition

assumption.

Up to now, no research has been conducted on real-time finite element

method simulation of electric machines on FPGA for HIL application, which

is the focus of this thesis.
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1.5 Thesis Motivation

With rapidly growing demand for electrified transportation systems from low

power EVs to high power MagLev systems, the concern of cost efficiency asso-

ciated with electric machines and the drive systems become more crucial than

ever, which highlights the importance of accurate testing and validation.

Since off-line simulation tools with conventional CPU processors cannot

emulate the behavior a system in the real world due to the timing constraints,

real-time simulators in a HIL scenario are substituted to provide an accurate,

flexible, and safe testing platform to evaluate the system efficiency in a wide

range of operating conditions and fault scenarios, which cannot be easily and

safely created. Recently, as a part of the power system, the real-time HIL

simulation of electric machines has become the topic of interest for many

industries including electric vehicle companies.

Besides current multi-core CPU-based processors, the massively paralleled

hardware architecture of FPGAs make them an attractive option as the pro-

cessor of real-time simulators for large and complex systems. As the literature

indicates, numerous studies have been conducted on electric machine lumped

parameter models; however, real-time simulation of electric machine drives

based on physics models on FPGA gained less attention and has potential for

research.

An electric machine can be considered as a complex multi-physics energy

conversion device due to its complicated geometry, nonlinear properties, and

mechanical movement. The main challenging part of HIL simulation is to have

a high fidelity electric machine model for evaluation of the system performance

over a wide range of operating conditions and fault scenarios that may or may

not be detected by the protection systems. As the bottleneck in the mini-

mum achievable real-time simulation time-step to interact with fast dynamic

power converters, a compromise between detailed modeling and computational

burden is targeted.

Focusing on electric machine detailed models, the problem of high com-

putational intensity is a challenge in order to achieve a minimum time-step
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as small as possible to capture the transients of the electric machine. The

computational intensity of the models is mainly due to the solution of a non-

linear system of equation, which is carried out by a linear solver with the size

of number of model nodes in nonlinear iterations. As a result, a different set

of linear equations needs to be solved in every nonlinear iteration, due to the

nonlinearity of the magnetic materials, and every time-step, due to the me-

chanical movement. The problem size highly affects the execution time of the

linear solver.

Since VHDL programing requires expertise in FPGA circuit design to as-

sign each operation signals to a particular hardware module, it is difficult

for beginners in comparison with conventional off-line tools. To overcome this

problem, FPGA software developers provided other tools such as Vivado HLS,

which automatically converts C/C++ to VHDL program, and Xilinx system

generator (XSG), which employs schematic blocks in Matlab/Simulink to gen-

erate VHDL program. However, the design output efficiency is dependent on

the general purpose optimization algorithm of the tools. The textual program-

ming language gives the flexibility to customize FPGA hardware design for a

particular case study. So, it is required to address the implementation details.

1.6 Thesis Objectives

This thesis is dedicated to investigate and resolve the aforementioned problems

in real-time HIL simulation of electric machines and drives. Accordingly, the

thesis objectives are listed as follows:

� The mathematical representation of the three widely used electric ma-

chine models, i.e. lumped q-d, MEC and FEM models, should be de-

veloped and the optimal FPGA hardware realization scheme should be

proposed for real-time simulation applicable in HIL testing.

� In HIL platform, due to timing constraints, a compromise between the

model accuracy and computational burden should be made. So, the real-

time models should be compared in terms of model fidelity, minimum
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achievable time-step, and FPGA hardware resource utilization. Fur-

thermore, the ability of each model in considering physical phenomenon

including nonlinearity of the iron core and accommodation of various

types of internal machine faults should be evaluated in a wide range of

operating conditions.

� Targeting to achieve the minimum time-step with a specified model, the

potential for reducing the number of iterations, problem size reduction,

increasing pre-calculations, and utilizing algorithms to facilitate paral-

lelism on FPGA-based real-time simulator should be investigated.

� As the core of electric machine simulation with detailed MEC and FEM

models, the solution of a different system of linear equations in every

nonlinear iteration, due to nonlinear magnetic materials, and time-step,

due to mechanical movement, is a bottleneck in achieving the minimum

time-step. The application of TLM method in solution of the nonlinear

systems to decouple nonlinear elements from the linear system shows its

efficiency in reducing the execution time on conventional CPU proces-

sors. However, the efficiency of TLM method on FPGA hardware to

highlight the parallelism properties of the method, mainly in solution of

the decoupled nonlinear elements, should be evaluated.

� As the most time consuming part of the MEC and FEM solutions, the

linear solver consists of a sparse LU decomposition followed by forward

elimination and backward substitution. Considering the hardware ar-

chitecture of FPGAs and the limitation of resources, efficient methods

should be proposed for medium-sized sparse solvers to maximize paral-

lelism to achieve the minimum time-step.

� The efficiency of the automatic VHDL program generator in compari-

son with the handwritten textual VHDL programming should be com-

pared. Two implementations with different number representations, in-

cluding 32-bit fixed-point and 32-bit single-precision floating-point num-

bers, should be compared to evaluate the effect of number representation
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on accuracy and hardware resource. All the parallelism potentials at the

algorithmic level and the operation level should be exploited and pre-

sented in detail to maximize FPGA parallelism. Two FPGA boards

should be used for comparison in terms of the hardware resource and

maximum drivable clock frequency.

� Two different type of electric machines in electrified transportation sys-

tems should be studied to show the effectiveness of the real-time simula-

tion on different case studies. A low power 3 hp 4-pole squirrel-cage in-

duction motor applicable in passenger electric vehicles and a high power

1000 hp 21-pole industrial sample of a single-sided short primary linear

induction motor for magnetic levitation application are chosen for this

purpose.

1.7 Thesis Outline

The six chapters of this thesis is organized based on the electric machine models

for different case studies as follows:

� Chapter 2: Real-Time Lumped q-d Model of Linear Induction

Motor - This chapter proposes the q-d-based real-time digital emulation

of a high power single-sided linear induction motor (SLIM) of the Amer-

ican Maglev Technology (AMT) with the drive system on FPGA for

transportation application. Implementation of the model is performed

with both fixed-point numbers using the XSG toolbox and floating-point

numbers using a handwritten VHDL program. The FPGA architecture

is massively paralleled to obtain the minimum time-step size, scarifying

the hardware resource due to the simplicity of the model.

� Chapter 3: Real-Time Magnetic Equivalent Circuit Model of

Faulted Rotary Induction Motor - In this Chapter the MEC-based

real-time emulation of faulted induction machines, facing the timing con-

straint challenges with high bandwidth and non-periodic boundary con-

dition of fault studies are investigated. The application of the TLM
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method to the MEC model is evaluated in order to keep the coefficient

matrix unchanged within each time-step, requiring only one LU decom-

position per time-step due to movement. The MEC-based TLM matrix

is re-ordered efficiently to keep the majority of the matrix unchanged

during the entire simulation to facilitate partial pre-calculation of the

LU decomposition through the left-looking Gilbert-Peierls algorithm.

� Chapter 4: Hardware Acceleration of Finite Element Method

Model of Linear Induction Motor - In this chapter the FEM-based

hardware acceleration of the SLIM on the parallel reconfigurable hard-

ware of FPGA is achieved. The nonlinearity of the iron core as well

as the movement are taken into consideration. A new sparse solver is

proposed based on the left-looking Gilbert-Peierls algorithm for the sys-

tem of linear equations of FEM that need to be solved in every iteration

and time-step. Implementation of the model is performed in a massively

paralleled and deeply pipelined hardware architecture using VHDL pro-

gramming with single-precision floating-point number representation.

� Chapter 5: Real-Time Finite Element Method Model of Linear

Induction Motor - For the first time, the real-time problem of FEM

computations of electric machines has been resolved by employing the

TLM method, which keeps the stiffness matrix unchanged within each

time-step and facilitates the proposed finite pre-calculation LU decom-

position for the infinite number of time-steps. The proposed scheme

offers the most accurate and fast platform for testing of electric machine

drives interacting with other components in the HIL scenario.

� Chapter 6: Conclusions and Future works - The contributions of

this thesis and suggestion for future works are presented in this chapter.
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Chapter 2

Real-Time Lumped q-d Model
of Linear Induction Motor

2.1 Introduction

Linear induction motors (LIMs) provide both propulsion force in horizontal

as well as levitation force in vertical directions. As a distinct feature, LIMs

levitation force is required in conveyance systems from small to large scale

applications [105, 106]. Two major large scale applications include magneti-

cally levitated (MagLev) vehicles [107–110] and electromagnetic launch sys-

tems (EMLS) [111, 112]. LIMs are widely used in transportation system es-

pecially in urban areas, due to many advantages including high speed and

noiseless operation, as well as fast acceleration and deceleration as a result of

controlling the levitation force.

An equivalent circuit model of LIM to formulate the machine behavior

was first proposed in [113], which was derived from the equivalent circuit of

rotary induction machine. Different approaches were proposed to derive the

equivalent circuit parameters, including magnetic equations of the air gap

[114], field analysis [115] and winding functions [116]. Based on the presented

equivalent circuits, the two axis q-d model has been derived in [117, 118],

which is a useful tool for control purposes. Other models presented for LIM

include FEM in 2-D [119] and 3-D [120] and finite difference time domain

(FDTD) method [121]. Some other researches were conducted for simulation

and validation of LIM in [122–129]. A taxonomy of research performed on
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Figure 2.1: Taxonomy of literature on linear induction motor.

LIMs in different areas of application, modeling, simulation and validation is

shown in Fig. 2.1.

In the process of prototyping an electric machine drive system, the design

of the controllers require several cycles of testing, which have the drawbacks of

expensive equipment, human resources, time consuming construction and test-

ing, destructive to actual equipment, power consumption and physical space

requirement. Conventionally, off-line simulations were used to evaluate the be-

havior of an electric machine and its drive, which suffer from long simulation

time as well as inaccuracy due to simplification of the model. Furthermore,

off-line simulations can not emulate the behavior of an electric component

interacting with other equipment under realistic conditions.

HIL simulation is an efficient and cost effective approach to predict the

behavior of a system prior to manufacturing and commissioning. HIL sim-

ulation allows testing newly designed simulated component interaction with

external devices in a non-destructive environment, minimizing the error of the

testing set up by removing inaccurate modeling of the interacted devices [57].

This scenario is efficient when the simulated component can exchange data

in real-time. Real-time simulation is achieved when the system computations
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take less time than a specified time-step. The time-step should be specified

small enough in such a way that the required accuracy is satisfied.

There are two hardware implementation methods: the schematic block

method of Xilinx System Generator (XSG) with fixed-point number represen-

tation, and the textual programming language using VHDL with floating-point

number representation. Up to now, no contribution in the area of HIL sim-

ulation is available for LIM drive systems. This chapter focuses on real-time

simulation of a complete LIM drive system for magnetic levitation application

using both fixed-point and floating-point number representations on FPGA.

In this chapter, first the rotor field oriented control scheme is applied to

LIM to facilitate decoupled control of the levitation and propulsion forces.

Second, the derived machine model accompanied with the drive system model

is used to obtain parallelized architecture for hardware representation using

VHDL codes with both fixed-point and floating-point number representations.

Then the models are implemented on the Xilinx� Virtex-7 (XC7VX485T-

2FFG1761C) FPGA in order to emulate the machine behavior and control

system characteristics in real-time. Finally, the real-time results are verified

with experimental results as well as finite element simulation using JMAG�

software and discussions are provided.

2.2 Hardware-in-the-Loop Emulation of LIM

Drive

2.2.1 Hardware Realization of LIM

a) Model Formulation

The structure of LIM consists of the primary and secondary parts is shown in

Fig. 2.2. The primary mover includes the iron core and a three-phase winding

supplied by an external source to create the magnetic field. The secondary

includes an aluminum sheet to conduct the induced current providing a sec-

ondary magnetic field and the back iron to provide a low reluctance flux path.

The interaction between the two magnetic fields provides the propulsion and

levitation forces in the horizontal and vertical directions, respectively.
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Figure 2.2: Structure of linear induction motor.

LIM model can be extracted from the conventional model of a rotary in-

duction machine, considering the primary current and secondary flux as the

state variables as follow [130]:
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where u1, i1, R1 and L1 are the voltage, current, per phase resistance and self

inductance of the primary mover respectively, Lm is the mutual inductance

between the primary and secondary, L2 and R2 are the secondary inductance

and resistance, T2 =
L2

R2
is the secondary time constant and σ = 1−

(
L2
m

L1L2

)
is

the leakage factor, λ2d and λ2q are the secondary flux in d and q axis, h is the

pole pitch, ve is the synchronous linear speed and v is the linear speed of the

primary mover.
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The equation of motion for the LIM is as follows:

Fp = Mv̇ +Dv + FL, (2.5)

where Fp and FL are the LIM propulsion and load forces, respectively. M is

the mover mass and D is the viscous friction and iron loss factor.

The propulsion and levitation force equations can be presented in terms of

state variables, i.e. q-d primary currents and secondary fluxes as follows:

Fp =
3πLm

2hL2
(λ2di1q − λ2qi1d) , (2.6)

Fl =
3Lm

4gL2

(λ2di1d + λ2qi1q) , (2.7)

where Fl is the levitation force and g is the air gap.

The state-space system of equations of (2.1)-(2.4) discretized using Forward

Euler can be presented as follows:{
x(t +Δt) = x(t) + Δt[A(t)x(t) +B(t)u(t)]

y(t) = C(t)x(t) +D(t)u(t)
, (2.8)

where x ∈ R
4×1 is the state variable vector, i.e. xT = [i1q, i1d, λ2q, λ2d], u ∈

R
2×1 is the input primary mover voltage vector, and Δt is the time-step. y(t)

is the output vector, i.e. the propulsion and levitation forces. A, B, C and D

are the coefficient matrices depending on machine parameters as presented in

(2.1)-(2.7).

b) Hardware Emulation

In hardware design, compromising between hardware resource utilization, the

simulation speed, and the accuracy is challenging and depends on the case

study. Massively parallel implementation of algebraic calculations (single data

per logic resource per time-step) implies more resource utilization with the ad-

vantage of reaching less time-step and simplicity. However, fully pipelined im-

plementation (multiple data per logic resource per time-step) means use an IP

core several times in each time-step, which implies utilizing less hardware re-

sources while increasing complexity as well as having larger time-step. In most
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implementations for optimal hardware design both parallel and pipelined ar-

chitectures should be used. For the case of vector control of electric machines,

due to small amount of calculations, the hardware resource utilization might

not be a problem. So, parallelism is more suitable to achieve minimum latency.

The details of both electrical and mechanical machine model implementa-

tion based on (2.1)-(2.8) using floating-point IP cores is shown in Fig. 2.3 in a

massively parallel architecture by performing the independent multiplications

and additions in parallel. The blocks can be also implemented using fixed-

point schematic block of XSG in the desired architecture. The latency of 7

and 5 clocks is considered for additions and multiplications respectively and

the LIM hardware emulation is reached within 47 clocks latency. The state

variables of the next time-step are written to 32-bit RAMS with the depth of

16 in order to be used as the input of the next time-step.

2.2.2 Hardware Realization of the Drive System

a) Model Formulation

Decoupled control of the propulsion and levitation forces of LIMs can be ex-

tracted from decoupled control of rotor flux and torque of conventional rotary

induction machines, respectively.

Ideally, for decoupled control, the secondary flux is controlled to be aligned

with the d-axis, i.e.:

λ2q = 0. (2.9)

As a result, the propulsion and levitation forces can be controlled indepen-

dently through q and d components of the primary current, respectively. Fig.

2.4 shows the rotor field oriented control schematic.

Conventional PI controllers are used for primary speed and secondary flux

control through i1qref and i1dref , respectively. The discretized speed controller

based on first order Forward Euler method can be obtained as follows:

i1qref (t+Δt) = i1qref(t) + kp[2verr(t)−

verr(t−Δt)] + [−kp + kiΔt]verr(t),
(2.10)
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Figure 2.3: Massively parallel state-space hardware implementation of LIM
model.
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where

verr(t) = vref(t)− v(t). (2.11)

Similarly, for the flux control unit:

i1dref(t +Δt) = i1dref (t) + kpf [2λ2derr(t)−

λ2derr(t−Δt)] + [−kpf + kifΔt]λ2derr(t),
(2.12)

where

λ2derr(t) = λ2dref(t)− λ2d(t). (2.13)

The next time-step position can be calculated as follows:

β(t+Δt) = β(t) +
π

h
ve(t)Δt, (2.14)

where

ve(t) = v(t) +
h

π

i1q(t)LmR2

int(t)L2

, (2.15)

in which int is an intermediate signal that can be calculated as follows:

int(t) =
L2 −R2dt

L2

int(t−Δt) +
LmR2dt

L2

i1d(t−Δt). (2.16)

The switching model of an inverter is used to emulate a 2-level three-phase

converter as a voltage source supplying the LIM.

b) Hardware Emulation

The details of hardware architecture of the control system units including PI

and hysteresis controllers, switching model of the power converter, speed and

position calculations as well as sine and cosine functions for q-d to 3 phase

conversion are shown in Fig. 2.5 with synchronous clock signal. The design

is fully paralleled in order to decrease the time-step. The sine and cosine

functions required for electric machine modeling are generated by Look-Up

Table (LUT). To do so, the sine and cosine values corresponding to each angle

need to be stored in RAMs. The accuracy of the sine and cosine generators

using this method depends on the depth of the RAMs, which is 4096 for 2π

in this study. In order to use the angle as the input address of the RAM,

the periodicity of sine and cosine functions is used to find the corresponding
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Figure 2.4: LIM rotor field oriented control scheme.

angle between [0,2π]. It can be achieved by adding the corresponding angle

of machine primary mover position increment to the previous time-step angle

between [0,2π]. Then the angle was mapped to the address of the RAM by

the gain of depth/2π, as shown in Fig. 2.5, where the width of each block

corresponding to the latency of each IP core is shown.

2.2.3 FPGA Implementation

Two types of implementation exist depending on the number representation

using schematic blocks of XSG with fixed-point and VHDL textual program-

ming language with floating-point number representation.

For fixed-point evaluation of the drive system, XSG can be used as a tool

for implementation of the system in a relatively simple manner in comparison

with HDL coding. XSG provides schematic blocks called Visual Block Pro-

gramming Language (VBPL) for different operations in MATLAB/Simulink�

environment. Then, the VHDL code based on fixed-point number representa-

tion can be generated and synthesized using ISE� or Vivado� softwares to

be implemented on FPGA through the JTAG cable for real-time emulation.
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Figure 2.5: Massively parallel hardware implementation of rotor field oriented
control units.
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In the fixed-point number representation a specific number of bits should be

allocated for integer and binary part of the number. In order to capture the

best accuracy with a specified number of bits, the information about the value

of each signal should be known, which is a disadvantage of the fixed-point

number representation.

With allocation of the same number of bits, floating-point number repre-

sentation format allows covering a wider range of numbers, which cause having

more accurate results without requiring any information about the value of the

data. According to IEEE standard 754, numbers have two floating-point for-

mats, i.e. single-precision and double-precision formats with 32 and 64-bits

wide, respectively.

The entire system signals for data path is shown in Fig. 5. State 0 to

State 5 form the algorithm to calculate all signals for a LIM drive system in

each time-step. In the design architecture, a massively parallel approach for

algebraic calculations is used in order to achieve the minimum time-step. Most

calculations that are independent can be performed in parallel at the beginning

of each time-step (State 0) using the values calculated in the previous time-

step, when Forward Euler method for discretization is utilized.

The process begins in State 0 with calculation of the sine and cosine of

the corresponding rotary angle of LIM primary mover position, required for

q-d to 3 phase conversion matrix in State 1, in parallel with calculation of

the reference q-d current of the next time-step as well as the propulsion and

levitation forces of the current time-step. Using the mechanical equation (2.5),

with the calculation of propulsion force, the next time-step speed is calculated

in State 1. In State 1, Park’s transformation is implemented in order to

calculate three-phase reference currents from the reference q-d currents. With

comparison of the three-phase reference currents with measured currents, the

switching signals using hysteresis current control can be achieved, which results

in determination of three-phase voltages in State 2. State 3 represents the LIM

equations in state-space in order to calculate state variables of the next time-

step using the state of the system at current time-step. Then, the measured

three-phase current as well as the electrical speed of the next time-step is
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calculated in State 4. At the end of each time-step (State 5), RAMs should

be updated to be used as the input for the next time-step.

2.3 Results and Discussion

2.3.1 Real-Time Simulation Results

In the real-time closed loop LIM drive system the machine speed, secondary

flux and the propulsion load references are considered as the inputs. The

machine current is controlled in a way that the frequency depends on the

machine speed and the amplitude depends on the propulsion and levitation

forces. A practical sequence of references according to time intervals based

on a real transportation system are applied to emulate the LIM behavior as

follows:

� 0-1 sec: For departure, at stand still, the secondary flux is ramped up to

0.5 Wb to provide the levitation force, which creates a fixed air gap for

contactless operation.

� 1-2 sec: With the constant flux, the machine is accelerated and the speed

and propulsion force are ramped up to 20 m/s and 17500 N, respectively.

� 2.8-3.2 sec: A disturbance in load force is considered as the result of

wind speed or rail curve.

� 4-5 sec: The machine is decelerated and the speed is ramped down to

stop in the station as a result of reduction in propulsion force and viscous

friction.

� 5-6 sec: In the station, at stand still, more passengers are getting on and

additional flux build up is made to keep the air gap fixed for appropriate

contactless operation.

� 6-7 sec: The speed and an additional amount of propulsion force is

ramped up to 20 m/s and 20000 N due to the additional passengers.
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Figure 2.6: Signal integration in the hardware emulation architecture for the LIM drive system (modules scaled by latency).
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� 8-8.3 sec: Emergency electromagnetic braking for an unexpected event

is applied by negative propulsion force that results in sharp speed ramp

down.

The real-time oscilloscope results are presented in Fig. 2.7.

2.3.2 Floating-Point vs. Fixed-Point Comparison

a) Accuracy Evaluation

In the LIM control system, online control of secondary flux is performed by es-

timation of the reference secondary flux to adjust the levitation force in order

to keep the air gap fixed. So, accurate calculation of secondary flux is crucial.

Fig. 2.8 shows the accuracy of flux calculation by means of both fixed-point

and floating-point number representations, when a 0.5 Wb step change on sec-

ondary flux is applied. The minimum achievable time-step for each design is

utilized and Forward Euler method is used as the discretization method. In

order to have a fair comparison, 32-bit single precision floating-point format

(IEEE Std 754) and 32-bit fixed-point format have been chosen for number

representations. The binary point in the fixed-point is located to achieve the

maximum accuracy, e.g. for small values more number of bits are allocated

for the binary part and for large values more number of bits are allocated

for the integer part. Considering the Matlab m-file double precision number

calculation as the reference, it can be seen that calculation of secondary flux

with floating-point number representation using VHDL code is more accu-

rate than the fixed-point using XSG, since with the same number of bits the

floating-point format can represent a wider range of numbers.

b) Timing Analysis

The time-step of a hardware design is based on the signal path through the

circuit from input to output with longest delay called the critical path of the

system, which generally contains the largest number of logic gates. The real-

time emulator time-step size is important since currently available FPGAs

based HIL setups are not able to accommodate hardware design time-steps
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Figure 2.7: Floating-point real-time results of LIM [time: 1 sec/div, speed: 8
m/s/div, current: 1440 A/div, secondary flux: 0.2 Wb/div, propulsion force:
12000 N/div, levitation force: 16000 N/div].31



Figure 2.8: Fixed-point and floating-point accuracy comparison.

more than a few microseconds due to practical limitations on data transfer

between the set up and actual external devices.

Assigning appropriate delay for each algebraic calculation is arbitrary,

while at the time of implementation the FPGA clock would be affected. There-

fore, 7 clock delay is considered for addition or subtraction and 5 clock delay

for multiplication. With the specified delays and hardware implementation

architecture, the floating-point implementation has 248 clock latency with the

FPGA clock of 9.61 ns which resulted in a time-step size of 2.3μs, while the

fixed-point implementation has 11 clock latency with the FPGA clock of 74.19

ns which resulted in a time-step size of 816 ns. Thus, with fixed-point imple-

mentation a smaller time-step size can be achieved.

c) Hardware Resource Utilization

The designed architectures are implemented on Xilinx� Virtex-7 XC7VX485T

FPGA with available 607200 slice registers, 303600 slice LUTs, 75900 slices,

130800 memory units, 2800 DSP48 and 700 bonded IOBs. The hardware re-

source utilization in terms of the number of logic resources and the occupation

percentage with both fixed-point using XSG and floating-point using VHDL
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code is presented in Table 4.3. It can be seen that the floating-point approach

requires more hardware resources, since the algorithms of floating-point com-

putations require more hardware with the advantage of having more accuracy

in comparison with fixed-point computations.

Table 2.1: Hardware Resource Utilization
Implementation Method

Resources Floating-Point Fixed-Point

Slice Registers 89,114 (14%) 52,632 (8%)
Slice LUTs 101688 (33%) 33,842 (11%)
Occupied Slices 26,452 (34%) 12,758 (16%)
Memory 13,483 (10%) 0 (0%)
DSP48 0 (0%) 168 (6%)
Bonded IOBs 83 (11%) 83 (11%)

2.3.3 Result Verification

a) Finite Element Simulation

The real-time emulation results were validated by FEM simulation of the

full structure LIM through JMAG-Designer� software on a PC with Intel(R)

Core(TM) i7-2600 CPU @3.4 GHz. The simulation time for 0.16 sec with the

time-step of 1.25 msec with 194743 of elements, 107685 nodes is performed in

8 hours and 25 minutes, utilizing Newton-Raphson method as the nonlinear

solver and incomplete Cholesky-conjugate gradient method (ICCG) for solv-

ing the system of linear equation. With supplying the primary mover, the flux

passes through the secondary aluminum sheet and induces eddy currents. The

steady state flux and eddy current distributions in the LIM is shown in Fig.

2.9.

b) Experimental Setup

The case study used is an industrial sample of a single sided short primary

LIM with the length of 3.33 m, width of 26.67 cm, weight of 1136 kg con-

structed at the Center of Electromechanics, University of Texas at Austin,

where the experimental results were obtained. The experimental setup of the

linear induction machine is shown in Fig. 2.10.
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Figure 2.9: Finite element result of flux and current distribution in JMAG�.

Figure 2.10: LIM experimental set up, courtesy of American Maglev Technol-
ogy and Prof. K. Davey, used in [131] at Center of Electromechanics at the
University of Texas at Austin.
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Figure 2.11: Torque vs. machine speed with experimental, real-time and finite
element analysis.

Fig. 2.11 shows the propulsion and levitation forces versus speed change,

indexed with slip frequency, with three different methods, i.e. experimental

measurements, 2D FEM and the real-time emulation with the speed of 26.82

m/s and the primary current of 1543 A. The difference between the FEM

simulation and the experimental result comes from inaccurate measurement of

the propulsion and levitation forces due to practical circumstances. However,

the difference between the real-time emulation and the FEM arises from the

model used. The real-time simulation is based on the lumped q-d model, which

does not consider the distributed nature, the nonlinearity of the iron core, as

well as the end effects. Considering these reasons, the results are in acceptable

agreement.

2.4 Summary

Linear induction machines are widely used in transportation systems due to

their many advantages. Design and prototyping of electric machines is an

expensive and time consuming process; HIL simulation provides an efficient

alternative. In this chapter, FPGA-based real-time digital emulation of SLIM

35



with the drive system is proposed. Implementation of the model is performed

in both fixed-point using XSG and floating-point number representations using

handwritten VHDL code. Then an evaluation in terms of real-time step-size

and accuracy as well as hardware resource utilization is provided. The whole

design was fully paralleled, which resulted in a considerable reduction of model

execution time. The minimum time-step of 2.3 μs and 0.8 μs was achieved for

floating-point and fixed-point implementations, respectively. The results of

the real-time simulation are verified by experimental results as well as a 2-D

finite element simulation in JMAG� software.
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Chapter 3

Real-Time Magnetic Equivalent
Circuit Model of Faulted
Rotary Induction Motor

3.1 Introduction

FPGA-based HIL emulation provides an accurate testing platform by real-time

data transfer of the actual device under test, including control system proto-

types and protection devices, interfaced with the interacted systems, involving

electric machines, on real-time simulator [132–135]. Since the HIL platform

is safe and non-destructive, the efficiency of the scenario is more highlighted

when electric machine faults are studied on the real-time simulator. Although

FEM model offers detailed and accurate modeling of electric machines, the

computational intensity makes it inappropriate for real-time simulation [136].

The ability of MEC to consider magnetic nonlinearity of the iron core, spatial

harmonics and machine faults with medium computational burden make it

promising for real-time simulation [137–144].

The solution of MEC system of nonlinear equations requires LU decompo-

sition of the entire coefficient matrix in each Newton-Raphson (N-R) iteration

and time-step due to the nonlinearity of iron core and movement, respectively.

Furthermore, fault studies require high bandwidth simulation of a non-periodic

boundary problem, which challenges the timing constraints of the real-time

simulation. The TLM method decouples nonlinear elements from a coupled

linear network using lossless time-delayed transmission lines to keep the coef-
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ficient matrix unchanged during nonlinear iterations [145, 146].

Accelerated and real-time simulation of one pole pitch of an induction

motor using MEC model is performed in [101] and [102] respectively, where

a look-up table (LUT) based TLM method on multi-core CPU is proposed.

In [103], real-time execution of MEC model is performed on FPGA for the

case of a switched reluctance motor (SRM) due to its double salient structure,

which makes the MEC size much smaller than an induction motor. In [104], the

MEC model of one pole pitch induction motor is used for real-time simulation

on FPGA using a massively paralleled Gauss-Jordan elimination.

In this chapter, for the first time, real-time HIL emulation of faulted electric

machines on FPGA is proposed, which further struggles with larger problem

size of the entire study domain due to asymmetric properties of faults, and

smaller time-step requirement to capture higher order of harmonics in the

stator winding current under fault condition. To overcome the computational

intensity, the TLM method is utilized as the base to keep the MEC coefficient

matrix unchanged during the nonlinear iterations, and two novel ideas are

proposed for the real-time TLM (RT-TLM) method as follows:

� An special combination of matrix re-ordering and left-looking Gilbert-

Peierls algorithm for sparse LU decomposition to keep the majority of

the decomposed matrix unchanged through the entire simulation, which

minimizes the real-time simulation computational burden,

� FPGA hardware implementation is used to fully exploit the parallelism

of the TLM algorithm and the reduced-order sparse solver.

The chapter is organized to first present the MEC-based TLM formulation

and the proposed RT-TLM ideas in Section II. The massively parallel and

deeply pipelined hardware design architecture and implementation on Xilinx�

Virtex UltraScale+ XCVU9P FPGA board are discussed in Section III. Then,

the real-time simulation results of the transient start-up and steady-state under

healthy and various kind of faulty conditions are presented, including winding

inter-turn faults, broken rotor bar, broken end ring, as well as power sys-

tem disturbances including voltage unbalance and power supply harmonics
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followed by 2-D FEM results validation in Section IV. Finally, in Section V

the conclusions are provided.

3.2 Novel MEC-Based RT-TLM Emulation

3.2.1 Transmission Line Modeling (TLM) Method

TLM is a discretization method in time-domain, which proposes decoupling

of nonlinear and reactive elements of an electrical circuit through lossless and

time-delayed transmission lines with arbitrarily chosen characteristic impedance.

Based on the TLM method, a nonlinear network is made equivalent to a linear

network and decoupled nonlinear and reactive elements. The TLM proce-

dure is based on traveling incident waves through the transmission lines and

calculating the reflected waves at the linear network (sending end) and the

decoupled elements (receiving end) due to mismatch of the traveling wave

characteristic impedance. The calculation of the reflected waves at the send-

ing end requires solution of a linear system of equations corresponding to the

linear network including transmission lines. At the receiving end, the calcula-

tion of the reflected waves requires solution of decoupled individual nonlinear

elements, where parallelism can be exploited. In comparison with the con-

ventional method, where a linear system of equations needs to be solved in

every nonlinear iteration and time-step, the TLM method requires only one

LU decomposition per time-step followed by a number of forward elimination

and backward substitutions equal to the number of TLM iterations.

3.2.2 TLM-Based MEC Modeling

Assuming an induction machine with Nss number of stator slots and Nrs num-

ber of rotor slots, the ith stator tooth and the jth rotor tooth followed by their

MEC models are shown in Fig. 3.1 (a) and (b), respectively. Due to the depen-

dence of μ on magnetic flux density, the permeances of stator base (Psb), stator

tooth (Pst), rotor tooth-tooth (Prtrt), rotor tooth (Prt) and rotor base (Prb)

are nonlinear. However, the permeances of stator-tooth-to-rotor-tooth (Pstrt)

and the stator tooth-tooth (Pstst) are considered linear due to the dominance
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of constant permeability of air (μ0).

Conventionally, MEC model requires the solution of a system of equations

in every iteration and time-step due to the nonlinearity of permeances and

movement, respectively. The TLM method uses lossless time-delayed trans-

mission lines to decouple nonlinear permeances from a coupled linear network

as shown in Fig. 3.1 (c) to keep the MEC matrix unchanged within each time-

step. The corresponding transmission line characteristic admittances (Y0P ) can

be determined by substituting the nonlinear permeability of the permeances

(μ) with arbitrarily chosen permeability (μtlm) as follows:

P =

⎛
⎝ L∫

0

dl

μS(l)

⎞
⎠

−1

, (3.1)

Y0P =

⎛
⎝ L∫

0

dl

μtlmS(l)

⎞
⎠

−1

, (3.2)

where L and S are the length and cross-section area of the element. The

nonlinear permanences are substituted by their Thevenin equivalent circuits

of the transmission lines shown in Fig. 3.1 (d) [101].

The TLM iterative procedure begins with traveling incident potentials

through transmission lines and calculation of the reflected potentials from

the linear network (sending end) using the nodal magnetic vector potentials.

Considering the kth TLM iteration of the nth simulation time-step, the mag-

netic vector potentials (nkA) can be found by the solution of MEC-based TLM

linear system of equations.

In Fig. 1 (d), the Kirchhoff’s current law (KCL) for the stator base and

tooth nodes are respectively as follows:

Y0Pst,i
(nkAsb,i −

n
k Ast,i − 2nkA

inc.
Pst,i

) + Y0Psb,i−1
(nkAsb,i

−n
k Asb,i−1 −NT

qd0,i−1
n
k iqd0 − 2nkA

inc.
Psb,i−1

) + Y0Psb,i

(nkAsb,i −
n
k Asb,i+1 +NT

qd0,i
n
k iqd0 + 2nkA

inc.
Psb,i

) = 0,

(3.3)
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Figure 3.1: The TLM application procedure on MEC. (a) One tooth of the
stator and rotor of an induction motor, (b) MEC model, (c) Transmission
line decoupling, (d) MEC-based TLM network and the decoupled nonlinear
permeances.
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Y0Pst,i
(nkAst,i −

n
k Asb,i + 2nkA

inc.
Pst,i

) + Pstst,i−1

(nkAst,i −
n
k Ast,i−1) + Pstst,i(

n
kAst,i −

n
k Ast,i+1)

+

Nrs∑
j=1

Pstrt:i,j(
n
kAst,i −

n
k Art,j) = 0,

(3.4)

where n
kA

inc.
Psb,i

and n
kA

inc.
Pst,i

are the incident magnetic vector potentials, while

n
kAsb,i and

n
kAst,i are the nodal magnetic vector potentials of the ith stator base

and tooth, respectively. The n
k is,i = NT

qd0,i
n
k iqd0 represents the stator magnetic

motive force (MMF) of the ith stator slot, where NT
qd0,i is the ith slot turn

function and n
k iqd0 is the stator winding current in qd0 frame.

Similarly, for the rotor tooth and base nodes, the KCL can be presented

as:

Y0Prt,j
(nkArt,j −

n
k Arb,j −

n
k ir,j − 2nkA

inc.
Prt,j

) + Y0Prtrt,j−1

(nkArt,j −
n
k Art,j−1 − 2nkA

inc.
Prtrt,j−1

) + Y0Prtrt,j
(nkArt,j−

n
kArt,j+1 + 2nkA

inc.
Prtrt,j

) +

Nss∑
i=1

Pstrt(
n
kArt,j −

n
k Ast,i) = 0,

(3.5)

Y0Prt,j
(nkArb,j −

n
k Art,j +

n
k ir,j + 2nkA

inc.
Prt,j

)+

Y0Prb,j
(nkArb,j −

n
k Arb,j+1 + 2nkA

inc.
Prb,j

)+

Y0Prb,j−1
(nkArb,j −

n
k Arb,j−1 − 2nkA

inc.
Prb,j−1

) = 0,

(3.6)

where n
k ir,j is the jth rotor bar current of the kth TLM iteration of the nth

simulation time-step.

The stator winding linkage flux (λqd0) can be represented in terms of the

magnetizing and leakage fluxes as follows:

λqd0 =
Nss∑
i=1

Wqd0,iY0Pst,i
(nkAst,i −

n
k Asb,i + 2nkA

inc.
Pst,j

) + Ll
n
k iqd0, (3.7)

where Wqd0,i is the winding function of the ith stator slot in qd0 frame, and Ll

is the stator winding leakage inductance, both extensively discussed in [147].

The jth rotor loop and end ring linkage flux can be represented as:

λ̂r,j = Y0Prt,j
(nkArb,j −

n
k Art,j + 2nkA

inc.
Prt,j

+n
k ir,j)−

Pb,j−1
n
k ir,j−1 + (Pb,j + Pb,j−1 + Pfe,j + Pbe,j)

n
k ir,j

− Pb,j
n
k ir,j+1 −

Pfe,j

Pfe

Nrs∑
j1=1

Pfe,j1
n
k ir,j1

(3.8)
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where Pb,j , Pfe,j and Pbe,j are the linear permeances of the rotor bar, front end

ring, and back end ring, respectively.

The MEC-based TLM equations of (2)-(7) can be reorganized into a system

of equations of:

Mn
kx =n

k b, (3.9)

where the MEC matrix (M) is dependent on the transmission line admit-

tances. M, n
kx, and

n
kb are ordered as follows due to an advantage discussed

in subsection B.:⎛
⎜⎜⎜⎜⎜⎜⎝

Msb−sb 0 Msb−si 0 Msb−st 0
0 Mrb−rb 0 Mrb−ri 0 Mrb−rt

Msλ−sb 0 Ll 0 Msλ−st 0
0 Mrλ−rb 0 Mrλ−ri 0 Mrλ−rt

Mst−sb 0 0 0 Mst−st Mst−rt

0 Mrt−rb 0 Mrt−ri Mrt−st Mrt−rt

⎞
⎟⎟⎟⎟⎟⎟⎠

(3.10)

n
kx =

(
n
kAsb

n
kArb

n
k iqd0

n
k ir

n
kAst

n
kArt

)T
(3.11)

n
kb =

(
n
kbsb

n
kbrb λqd0 +

n
k bsλ λ̂r +

n
k brλ

n
kbst

n
kbrt

)T
(3.12)

where n
kbsb,

n
kbrb,

n
kbsλ,

n
kbrλ,

n
kbst and

n
kbrt are the TLM sources dependent on

the incident potentials of the sending end that change in each TLM iteration.

Since the MEC-based TLM matrix remains unchanged within each time-step,

the solution requires only one LU decomposition per time-step. Meanwhile,

the n
kb matrix changes, where only sparse forward elimination and backward

substitution need to be carried out per TLM iteration.

The TLM procedure continues with the calculation of reflected magnetic

vector potentials at the sending end of each permeance (nkA
ref.
P ) as follows:

n
kA

ref.
P =n

k AP −n
k A

inc.
P , (3.13)

where n
kAP is the potential difference vector of the nodes across each perme-

ance. The reflected potentials of the sending end travel through the trans-

mission lines and become the incident potentials of the decoupled nonlinear

permeances (receiving end) without any change since the transmission lines are

lossless. The mismatch of the transmission line admittances and the nonlinear

permeances results in reflecting potentials at the receiving end, which travel
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toward the sending end and become the next incident potentials of the send-

ing end and can be obtained by nonlinear solution of the decoupled nonlinear

permeances as follows:

Y0P (
n
kA

ref.
P −n

k+1 A
inc.
P ) = P (nkAP )(

n
kA

ref.
P +n

k+1 A
inc.
P ), (3.14)

As the N-R solution of (3.14) converges for all nonlinear permeances, the

incident magnetic vector potentials at the sending end of the transmission lines

unconditionally converge and the output variables including stator and rotor

currents are obtained.

The time derivative of the state variables, including the stator flux (λqd0)

and the rotor linkage flux of the jth rotor loop (λr,j) can be calculated from

the electrical circuit of the stator and rotor, respectively as follows:

d

dt
λqd0 = vqd0 − rsiqd0,

d

dt
λfe = −

Nrs∑
j=1

rfe,j(ife − ir,j) (3.15)

d

dt
λr,j = −rb,j(ir,j − ir,j+1)− rbe,jir,j−

rb,j−1(ir,j − ir,j−1)− rfe,j(ir,j − ife),
(3.16)

where vqd0 and rs are the stator voltage and winding resistance. rb,j , rbe,j,

and rfe,j are the bar, back end ring and front end ring of the jth rotor loop,

respectively. The time-stepping procedure continues to the next time-step

with forward Euler discretization of (3.15) and (3.16).

3.2.3 Matrix Re-Ordering, Partially Pre-Calculated LU
Decomposition and Reduced Order Sparse Solver

Conventional randomly organized MEC-based TLM system of equations re-

quires one LU decomposition of the MEC matrix with the size of 2Nss+3Nrs+3

per time-step. However, only the Mst−rt, Mrt−st, Mst−st and Mrt−rt sub-

matrices change during simulation due to movement through the change of

Y0Pstrt,j
. The idea is to represent the MEC-based TLM system of equations

ordered as (3.10), to keep the majority of the matrix unchanged during move-

ment. In column by column approach of the left-looking Gilbert-Peierls algo-

rithm for sparse LU decomposition, each element M ′(ri, ci) on the decomposed
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matrix is only dependent on the already computed elements in the decomposed

sub-matrix of M′(1 : ri, 1 : ci), where ri and ci are the row and column indices

respectively. Taking advantage of the algorithm, the LU decomposition of

the majority of the matrix remains unchanged during the time-stepped proce-

dure and make it amenable for partial pre-calculation to satisfy the real-time

simulation timing constraints.

Fig. 3.2 shows the LU decomposition procedure broken into the two stages

of pre-processing and real-time processing. The re-ordered non-zero pattern of

matrix M is shown in Fig. 3.2 (a), where the sub-matrices of M11,M12,M21

are fixed through the entire simulation and M22,1 contains the elements of

Mst−st and Mrt−rt, which are motion independent. Fig. 3.2 (b) shows the

non-zero pattern of the partially pre-calculated LU decomposition of matrix

M, where the sub-matrices of M′

11,M
′

12,M
′

21 are calculated independent of

M22,1 based on the left-looking Gilbert-Peierls algorithm. The pre-calculated

sub-matrix ofM22,2 is part of the motion dependent sub-matrix ofM22,3, which

is dependent on already decomposed fixed sub-matrices of M′

11,M
′

12,M
′

21 to

maximize the benefit of pre-calculation. In the real-time process of Fig. 3.2 (c),

the motion dependent terms ofMst−rt, Mrt−st, Mst−st andMrt−rt sub-matrices

are accumulated on the pre-calculated M22,2, while the rest of sub-matrices are

unchanged. Finally, only the sparse LU decomposition of the M22,3 needs to

be carried out to obtain M′

22. As a result, the LU decomposition computation

burden of a matrix dimension of 2Nss + 3Nrs + 3 is considerably reduced to

Nss +Nrs.

To maximize the solver efficiency in the pre-processing stage, the spar-

sity pattern of the partially pre-calculated LU decomposition of the MEC-

based TLM matrix (Fig. 3.2 (b)) is stored through 6 six auxiliary matri-

ces, where SNZL/SNZU addresses the first nonzero number in each column

of the lower/upper triangular, NNZL/NNZU addresses the number of nonze-

ros in each column of the lower/upper triangular, NZRL/NZRU addresses the

nonzeros row index of the lower/upper triangular. Afterward, the six auxiliary

matrices are partially updated during the real-time processing of reduced-order

sparse LU decomposition to be readily used in the sparse forward elimination
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Figure 3.2: Proposed RT-TLM MEC matrix LU decomposition procedure.
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and backward substitution.

3.2.4 Parallelism Exploitation

One source of parallelism can be found in the column-by-column approach of

the left-looking Gilbert-Peierls algorithm for sparse LU decomposition with

respect to rows when the column is being updated by fill-ins calculation. Sim-

ilarly, for the sparse forward elimination and backward substitution, compu-

tations are independent with respect to rows.

Owing to the TLM algorithm, another source of parallelism can be found

in the nonlinear solution of (3.14) to find the next incident potentials of the

sending end from decoupled nonlinear permeances at the receiving end, which

makes the TLM method highly effective on parallel processors rather than

sequential ones. FPGAs as the massively paralleled hardware can be utilized

to take the benefit of parallel processing to achieve real-time simulation. The

parallelism exploitation is extensively discussed in Section III.

3.3 MEC-Based RT-TLMHardware Implemen-

tation

When the case study machine changes, the pre-processing stage includes defin-

ing the machine geometry and material properties, calculation of the electrical

parameters, calculation of the linear, TLM and motion independent perme-

ances, the formation of motion independent MEC-based TLM matrix of Fig.

3.2 (a), and finally performing the partial LU decomposition to calculate the

matrix of Fig. 3.2 (b). The pre-processing stage can be performed on either

the same hardware platform or another CPU-based processor and loaded into

the hardware, where both are followed by the same real-time processing stage.

The later strategy is used in this work for simplicity.

The proposed MEC-based RT-TLM methodology state diagram is shown

in Fig. 3.3. The diagram includes three cascaded loops, i.e. the time-step, the

TLM, and the N-R loop. It can be seen that with the proposed methodology,

taking the advantage of TLM method, the reduced-order sparse LU decom-
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position in State S2, which has the most computational burden, needs to be

carried out only once per time-step. However, the sparse forward elimination

and backward substitution in State S4 should be calculated for the TLM num-

ber of iterations (NTLM) per time-step. In addition, massive parallelism can

be found on State S7 as most inner loop with highest number of iterations

(NTLM × NN−R) per time-step, which is the calculation of the next incident

magnetic vector potential for decoupled nonlinear permeances of Psb, Pst, Prtrt,

Prt and Prb through the N-R method. The numbered items in states indicate

the component level parallelism, while the state-to-state transition is sequen-

tial. The external inputs and outputs are connected to the FPGA board input

and output pins (I/O pins) for HIL emulation.

Fig. 3.4 shows the hardware implementation, where paralleled and pipelined

implementation are shown for the most critical designed states of Fig. 3.3

in terms of execution time per iteration and the number of iterations per

time-step, i.e., S2: reduced-order sparse LU decomposition, S4: sparse for-

ward elimination and backward substitution, and S7: calculation of nonlinear

permeances next incident magnetic vector potentials. The parallelism in the

algorithm-level and operation-level is fully exploited through parallelism and

pipelining schemes, where parallelism is simultaneous operations through par-

allel hardware and pipelining is a chain of independent operations in each clock

through the same hardware due to the involvement of RAMs with a limited

number of ports (dual port). The data is pipelined from the component input

to the output by changing the row and column indices of ri and ci, respectively.

The maximum latency is considered for each floating point operation IP

core to achieve the highest drivable FPGA clock frequency and total reduction

in time-step size, which is 28 clocks for floating point divisions (Flp Div), 23

clocks for the logarithm (Flp Log), 12 clocks for additions/subtractions (Flp

Add/Sub), 8 clocks for multiplications (Flp Mul), 2 clocks for 16 bits fixed

point addition (Fix Add), 1 clock for 8 bits fixed point multiplication (Fix

Mul), and 1 clock for RAMs read/write. The register IP blocks used for signal

timing coordination in the pipelining scheme is not shown in the Fig. 3.4

to improve readability. A compromise between the result accuracy, hardware
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Figure 3.3: Proposed MEC-based RT-TLM FPGA implementation state dia-
gram.
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resource, and achievable frequency make the standard 32-bit single precision

number representation for floating point operations ideal.

The hardware is designed by 10,000 lines of handwritten VHDL code in

Xilinx Vivado� software and the bit stream is generated after the behavioral

simulation, synthesis, design initialization, optimization and placing the de-

sign, respectively. The bit-stream is implemented using JTAG interface on

the Xilinx� Virtex UltraScale+ XCVU9P FPGA board shown in Fig. 3.5.

The digital outputs of the FPGA board on FMC port are converted to analog

using DAC board to be shown on the oscilloscope.

3.4 Real-Time Simulation Results

In this section, the fidelity of the proposed MEC-based RT-TLM method under

transient start-up and steady-state operation of a wye-connected, 3-hp and 4-

pole squirrel-cage induction motor with closed rotor slots is evaluated with the

2-D FEM model on the commercial Jmag-Designer� software.

3.4.1 Transient Start-Up

Figs. 3.6 and 3.7 show the induction motor real-time stator phase current

and rotor speed transients validated by FEM and experimental results when

the induction motor is directly line-fed from a 208 V three-phase 60 Hz power

supply. During the start-up period of t=0 s to t=0.4 s, a high (42 Arms)

no load inrush current passes through the winding to rotate the rotor to the

asynchronous speed of 1792 rpm. Afterward, during the time period of t=0.4

s to t=0.5 s, the winding current settles down to the steady-state no load

current (2.8 Arms).

It is shown that the time-domain transient current wave shape of the pro-

posed real-time method is in a good agreement with FEM and experimental

results.
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Figure 3.4: Massively paralleled and deeply pipelined FPGA hardware architecture. (a) S2: reduced-order sparse LU decom-
position, (b) S4: sparse forward elimination and backward substitution, (c) S7: next incident magnetic vector potentials.
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Figure 3.5: Real-time simulator hardware set up.

Figure 3.6: Stator winding phase current transients during no load start-up.
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Figure 3.7: Rotor speed transients during no load start-up.

3.4.2 Steady-State

In this part, the induction motor under ideal steady-state operation is com-

pared with abnormal operating conditions under various types of machine

faults and supply disturbances, which do not initially and necessarily lead the

machine operation to fail. The stator winding current harmonic spectrum is

shown for 6 cases in Fig. 3.8 with a line-fed 208 V three-phase 60 Hz power

supply and full load torque of 13 Nm at the speed of 1746 rpm.

Case 1: Healthy

In practice, in a healthy condition, the air-gap MMF and flux are not purely

sinusoidal and contain spatial harmonics as a result of winding distribution

and slotting effect. The harmonic spectrum of the stator winding current

using the Discrete Fourier Transform (DFT) of Fig. 3.8 (a) shows those odd

harmonic contents.

Case 2: Stator winding inter-turn short circuit fault

The 4-pole induction motor is equipped with 2 parallel coils per phase with

40 turns per coil. The inter-turn short-circuit fault is modeled by reducing

the number of turns of one coil of phase-a to 30. Under the assumption that

the inter-turn fault is not destructive to the machine, Fig. 3.8 (b) shows the
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Figure 3.8: Steady-state stator current result validation. (a) Case 1: Healthy,
(b) Case 2: Stator winding inter-turn short circuit fault, (c) Case 3: Rotor
broken bar fault, (d) Case 4: Rotor broken end ring fault, (e) Case 5: Supply
5th and 7th harmonics, (f) Case 6: Unbalanced supply.
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current amplitude of phase-a is increased as a result of the partial short-circuit

winding. In addition, side band harmonics of the main and spatial harmonics

manifested in the winding current DFT as expected.

Case 3: Rotor broken bar fault

The induction motor case study contains 28 rotor bars. The broken rotor bar

is modeled through a 10 mΩ resistance in the electrical circuit instead of the

48.72 μΩ of the healthy bar, since in most cases the bar is cracked rather than

entirely disconnected. From Fig. 3.8 (c), it can be seen the fault broadens the

harmonic spectrum in the current waveform as a result of facing the broken

bar to the stator winding MMF.

Case 4: Rotor broken end ring fault

Similar to the broken bar, the cracked end ring is modeled by substituting a

100 μΩ resistance instead of the healthy end ring resistance of 1.38 μΩ. The

broken end ring interferes with the rotor bar current flow, and for the same

reason as the broken bar, it results in broadening the harmonics as shown in

Fig. 3.8 (d).

Case 5: Supply 5th and 7th harmonics

In the case of direct grid connected induction motors, the supply voltage is not

purely sinusoidal. Harmonics 5 and 7 are the dominant time harmonics in the

power system due to the presence of power electronic devices. In this case, 10%

harmonics of 5th and 7th are considered in the voltage supply to evaluate the

ability of the model in capturing those harmonics with the real-time sampling

period. Fig. 3.8 (e) shows that the harmonics are effectively captured in the

DFT of the winding current.

Case 6: Unbalanced supply

Finally, The DFT of the stator current with 10% voltage drop in phase-a is

shown in Fig. 3.8 (f).
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Figure 3.9: Steady-state torque and current vs. speed from no load to full
load.

Fig. 3.9 shows the steady-state torque and current versus speed to validate

the proposed RT-TLM results with FEM.

The comparison of the MEC-based real-time and 2-D FEM results shows

the validity and efficiency of the proposed RT-TLM method in estimating

the stator winding phase current harmonic contents. The discrepancy of the

results is mainly due to the distributed effects as the MEC is a lumped pa-

rameter model, which is the reason for generally broader harmonic contents

of FEM. For instance, the spatial harmonics in the air-gap cannot be mod-

eled accurately due to the lumped modeling of the stator tooth to rotor tooth

permeances. On the hardware side, utilization of the 32-bit single precision

floating point number of the MEC-based real-time model in comparison to

the 64-bit double precision floating point number of the FEM model in Jmag-

Designer� can results in some deviations by the accumulation of the round-off

errors through the computation process. Fig. 3.10 shows the FEM magnetic

field and current density distribution analyzed by Jmag-Designer� for healthy

and broken bar conditions. It is shown that the rotor broken bar prevents the

normal distribution of the magnetic field surrounding the broken bar as well

as the stator winding faced to the bar.
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Figure 3.10: FEM results of Jmag-Designer� for healthy and broken rotor
bar. (a) Magnetic flux density, (b) Current density.
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Table 3.1: Hardware resource utilization
Resource Utilization Available Percentage

Look-up table (LUT) 63,421 1,182,240 5.36
LUT-RAM 4,343 591,840 0.73
Flip flop (FF) 96,163 2,364,480 4.07
Block RAM (BRAM) 53.50 2,160 2.48
Input/output (IO) port 78 832 9.38
Global buffer (BUFG) 2 1,800 0.11

Table 3.2: Latencies of each state in real-time processing

State No. of clocks No. of iterations No. of clocks Execution
No. per iteration per time-step per time-step time (μs)

S0 2,498 1 2,498 8.32
S1 4,081 1 4,081 13.6
S2 95,128 1 95,128 317.1
S3 153 NTLM 612 2.04
S4 9,582 NTLM 38,328 127.76
S5 138 NTLM 552 1.84
S6 115 NTLM 460 1.53
S7 534 NTLM ×NN−R 6,408 21.36
S8 120 1 120 0.4
Total - - 148,187 493.96

3.4.3 Hardware Resource

The implementation of the proposed RT-TLMmethod is performed on Xilinx�

Virtex UltraScale+ XCVU9P FPGA board, which is among the highest speed

and largest FPGAs available on the market. The concern behind selecting the

device is more to achieve the highest clock frequency rather than hardware

resource. Table 5.1 shows the hardware resource utilization. Since the design

is deeply pipelined, just a small portion of the device is used.

3.4.4 Timing Analysis

Table 5.2 shows the latencies of the real-time processing states of Fig. 3.3.

The MEC-based RT-TLM solution timing is reported based on the required

number of 3 N-R and 4 TLM iterations with the convergence tolerance of 10−3

for both iterative loops when the μTLM = 1000μ0 is chosen.

The designed hardware on the targeted FPGA is derivable with the maxi-

mum clock frequency of 300 MHz. Consequently, considering the number of
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clock latencies of Table 5.2 and an idle time of 6.04 μs, the minimum time-step

of 500 μs is achieved. The 500 μs time-step can be considered small enough

to efficiently model the transients of the induction motor since it delivers 33

data points on each cycle of the 60 Hz. Based on Nyquist theorem, a signal

can be reproduced with at least two data points per cycle of the highest fre-

quency content of a periodic waveform. Accordingly, the achieved time-step

can reproduce the waveform up to the 16th harmonic, i.e. 960 Hz. The 500 μs

electric machine model can be interfaced with a few μs fast switching power

converter model in an electric machine drive system through digital integra-

tion of the converter output PWM voltage over the PWM period to supply the

electric machine in a variable frequency drive system. The proposed method-

ology is efficient and can be extended not only to MEC of other types of

electric machines but also to FEM computation of any other small to medium

size magnetodynamic problem with moving structures subject to availability

of the hardware resource and satisfying the real-time constraint.

3.5 Summary

In electric machine drive systems, HIL emulation provides accurate testing of

actual control system prototypes and protection devices interfaced with the

electric machine model on a real-time simulator in a non-destructive environ-

ment particularly when faults are studied. A compromise between the model

accuracy and computational burden makes the MEC model ideal for real-time

simulation of electric machines. However, satisfying the timing constraints of

real-time simulation to accommodate internal machine faults is still challeng-

ing due to the nonlinearity and movement of electric machines. In this chapter,

the TLM method is utilized to keep the MEC coefficient matrix unchanged

during nonlinear iterations. Afterwards, for the first time, the entire potential

of the TLM method for pre-calculation is exploited by proposing an efficient

matrix re-ordering combined with the left-looking Gilbert-Peierls algorithm to

minimize the computational burden of the sparse MEC matrix LU decompo-

sition required in each time-step due to movement. Furthermore, the massive
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hardware architecture of the FPGA is used as the platform for implementation

to fully exploit parallelism. With the proposed MEC-based RT-TLM method,

the minimum time-step as low as 500 μs can be achieved and the results valida-

tion with 2-D FEM model of the commercial Jmag-Designer� software shows

the accuracy and efficiency of the proposed methodology.
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Chapter 4

Hardware Acceleration of Finite
Element Method Model of
Linear Induction Motor

4.1 Introduction

Linear induction machines (LIMs) are able to provide levitation force in ad-

dition to the propulsion force of conventional rotary machines. Due to the

distinct feature, LIMs are widely used in industry for contactless motion ap-

plications, including magnetically levitated (MagLev) machines [148,149] and

electromagnetic launch systems (EMLS) [150]. The single-sided LIM consists

of a short primary mover with three-phase windings connected to the source,

and the secondary part that includes an aluminum sheet to conduct the in-

duced eddy currents with a back iron for the primary flux path.

Designing an electric machine requires numerous cycles of simulations for

performance evaluation and testing before construction. Various models of

LIM include equivalent circuit model [151], 2 axis q − d model for control

purposes [152–154], and FEM model for design purposes [155]. FEM is well

recognized as one of the most accurate models for detailed magnetic field anal-

ysis of electric machines considering the nonlinearity of the iron core; however,

it suffers from high computational burden [156].

The most time consuming part of a nonlinear time-stepped FEM problem

is the solution of a large system of linear equations in every iteration and time-

step. The aim of sparse solvers is to reduce the computation time as well as
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the memory usage [157]. Generally, sparse solver algorithms include storage

of the non-zero matrix elements using compressed memory storage schemes,

partial pivoting to avoid zeros on the main diagonal, symbolic analysis to find

the fill-ins to allocate memory and performing LU decomposition, and finally

using forward elimination as well as back substitution in order to find the

solution [158]. This work is based on left-looking Gilbert-Peierls algorithm for

LU decomposition as a direct sparse solver for the system of linear equations

originally proposed in [159] and used for speed up in [160–162].

Parallel hardwired architecture, reconfigurability and reliability of FPGAs

make them an attractive platform for hardware-based acceleration of FEM

computations. Acceleration of system of linear equations is a topic of inter-

est in many science and engineering applications. There are extensive works

on linear solvers and algorithms for acceleration on FPGA, including LU de-

composition for circuit simulation utilizing matrix column dependency [163],

matrix re-ordering in bordered diagonal block (BDB) scheme [164], precondi-

tioned conjugate gradient algorithm (PCG) [165,166], and the Jacobi iterative

method [167]. More specific study performed on matrix multiplication in [168],

proposed a new striping method for sparse matrix vector multiplication as the

main kernel of iterative conjugate gradient (CG) method.

Up to now, no research has been reported on FPGA-based acceleration

of FEM simulation for induction machines. In most previous studies, the

linear solver acceleration on FPGA is designed for applications with fixed

position non-zero matrix elements through the simulation time-steps, where

the symbolic analysis was needed to be performed only once for the whole

simulation. However, in FEM of induction machines due to the nonlinearity

and movement the coefficient matrix changes in each iteration and time-step.

In this chapter, the complete problem of 2-D FEM emulation of LIM on

FPGA is addressed and a new efficient sparse linear solver is proposed to speed

up the emulation. To do so, first the finite element model of a LIM considering

the movement and nonlinearity of the iron core is presented, which results in

the solution of a sparse system of linear equations. Second, a new sparse matrix

solver based on the left looking Gilbert-Peierls algorithm for LU decomposition
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as a direct method is proposed. Then, the hardware implementation of the

model on Virtex-7 FPGA is explained using deeply pipelined and massively

paralleled scheme. Finally, the results are verified with JMAG-Designer�

software and discussions are provided.

4.2 Finite Element Hardware Acceleration

4.2.1 Model Formulation and Numerical Solution

The Maxwell’s equation of a transient 2-D eddy current problem representing a

LIM, discretized in time domain using Backward Euler method can be derived

as:

∇ ·
1

μ
∇A(t +Δt)− σ

A(t+Δt)

Δt
+ σ

A(t)

Δt
+ Js(t+Δt) = R, (4.1)

where Δt is the time-step, μ is the magnetic permeability, σ is conductivity,

and Js the is current density of the external current source. A is the magnetic

vector potential in z direction within the first order triangular element shown

in Fig. 4.1 and has been defined as follows [169]:

A(x, y) =
3∑

i=1

1

2D
(pi + qix+ riy)Ai, (4.2)

where D is the element area, p1 = x2y3 − x3y2, q1 = y2 − y3, r1 = x3 − x2, and

p2, p3, q2, q3, r2, r3 can be calculated by cyclic permutation of the indices. The

coefficients of the magnetic vector potential in (4.2) are called shape functions.

In (4.1), R is the residual value arising from the residual method approx-

imate solution of FEM for calculation of the magnetic vector potential by

satisfying the following equation:∫
Ω

WRdΩ = 0, (4.3)

where Ω is the study domain and W is the weighting function, which is consid-

ered equal to the shape function of (4.2) according to Galerkin’s method. For

numerical solution, the matrix form of (4.1) using (4.3) needs to be obtained

for the study domain nodes as follows:
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Figure 4.1: Linear induction machine (a) structure and boundary conditions
(b) triangular element (c) one slot meshing during movement.

The first term of (4.1) corresponds to the space derivative of the magnetic

vector potential, which is nonlinear for the primary and secondary iron cores

and linear for other parts of the machine as follows:∫
Ω

W∇ ·
1

μ
∇A(t + Δt)dΩ = −

1

4μD
·⎛

⎝q1q1 + r1r1 q1q2 + r1r2 q1q3 + r1r3
q2q1 + r2r1 q2q2 + r2r2 q2q3 + r2r3
q3q1 + r3r1 q3q2 + r3r2 q3q3 + r3r3

⎞
⎠

⎛
⎝A1(t+Δt)
A2(t+Δt)
A3(t+Δt)

⎞
⎠ .

(4.4)

The second and third terms of (4.1) represent the induced eddy current,
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which is non-zero only in the aluminum sheet as follows:∫
Ω

W(−σ
A(t + Δt)

Δt
)dΩ = −

σD

6Δt
·⎛

⎝ 1 0.5 0.5
0.5 1 0.5
0.5 0.5 1

⎞
⎠

⎛
⎝A1(t+Δt)
A2(t+Δt)
A3(t+Δt)

⎞
⎠ ,

(4.5)

∫
Ω

Wσ
A(t)

Δt
dΩ =

σD

6Δt

⎛
⎝A1(t) + 0.5A2(t) + 0.5A3(t)
0.5A1(t) + A2(t) + 0.5A3(t)
0.5A1(t) + 0.5A2(t) + A3(t)

⎞
⎠ . (4.6)

The fourth term of (4.1) represents the external current source, which is

non-zero only in the primary windings as follows:

∫
Ω

WJs(t + Δt)dΩ =
Js(t +Δt)D

3

⎛
⎝1
1
1

⎞
⎠ . (4.7)

For each element in the study domain, these matrices should be evaluated

for the three nodes of the element. Based on the moving band technique, the

meshing of the air gap changes in each time-step to connect the moving band

nodes of the stationary part to the moving part. Equations (4.4), (4.5) should

be assembled to a global matrix known as the stiffness matrix (Sg). Further-

more, (4.6) and (4.7) are the source terms (bg) and should be considered as

the right hand side of the system of nonlinear equations of FEM as follows:

SgA
t+1 = bg, (4.8)

where Sg ∈ R
N×N , A ∈ R

N×1, bg ∈ R
N×1 and N is the number of nodes in

the study domain.

Nonlinear solution of (4.8), due to dependency of Sg matrix on A, can be

obtained by Newton-Raphson method as follows:

At+1
i+1 = At+1

i − J−1
g (SgA

t+1
i − bg), (4.9)

where i is the iteration number. Jg is the global Jacobian matrix, which is

the derivative of the system equation (Pg = SgA
t+1
i − bg) with respect to the

unknown vector. The local Jacobian matrix for each element (Jl) that should
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be assembled in the Jg can be obtained from:

Jl =

⎛
⎝

∂P1

∂A1

∂P1

∂A2

∂P1

∂A3
∂P2

∂A1

∂P2

∂A2

∂P2

∂A3
∂P3

∂A1

∂P3

∂A2

∂P3

∂A3

⎞
⎠ , (4.10)

where

Pi(k) =
3∑

l=1

ν

4D
(qlqk + rlrk)Al, (4.11)

where ν is the magnetic reluctivity.

To find the Jacobian matrix terms, the derivative of (4.11) with respect to

magnetic vector potential can be found as follows:

∂

∂An

Pi(k) =
ν

4D
(qnqk + rnrk)+

1

4D

∂ν

∂B2

∂B2

∂An

3∑
l=1

(qlqk + rlrk)Al.

(4.12)

It can be shown that ν depends on B2 which depends on An as follows:

∂B2

∂An

=
1

2D2

[
3∑

l=1

(qlqn + rlrn)Al

]
. (4.13)

Thus, each term of the Jacobian matrix can be calculated as follows:

J(n, k) = S(n, k) +
2

Dν2

∂ν

∂B2

[
3∑

l=1

S(n, l)Al

][
3∑

l=1

S(k, l)Al

]
. (4.14)

After calculation of study domain nodes magnetic vector potential, the

propulsion and levitation forces can be calculated through air gap elements as

follows:

Fpropulsion =
1

μ0

∑
l

BxBydl, (4.15)

Flevitation =
1

μ0

∑
l

(B2
x −B2

y)dl. (4.16)

As in this chapter the computational speed is targeted, one pole pitch (out

of 21) modeling of the LIM is adopted and the symmetry of the study domain

is reflected in anti-periodicity boundary condition. So, the results with no end

effect are considered accurate enough based on the study performed in [170],

and the experimental measurements for results validation is reported in the

chapter.
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4.2.2 Linear Sparse Solver

Nonlinear time-stepped solution of FEM requires solving the system of linear

equations of (4.17) in each iteration and time-step:

JgX = (SgA
t+1
i − bg), (4.17)

where X is the solution for the second term in right hand side of (4.9).

During the solution procedure, the matrix element values and non-zeros

location change due to nonlinearity of the iron core and the movement. This

change implies solution of a new system of linear equations in each iteration

and time-step, which makes the linear solver critically important. Looking

at the global Jacobian matrix properties, it is highly sparse and diagonally

dominant since each node in the meshing is connected to only a few adjacent

nodes. Furthermore, the modification of Jacobian matrix elements in rows

and columns corresponding to the Dirichlet and anti-periodic boundary nodes

make the Jacobian matrix asymmetric. Although the boundary nodes can

be removed from the system of equations, however as the permutation of the

stiffness matrix rows and columns in FPGA RAMs is time consuming due to

the limitation of the number of RAMs input ports (only 2 ports in dual port

RAMs), the boundary nodes are kept in the matrix.

In the proposed method, the full Jg matrix is stored, which facilitates

LU decomposition process, finding the fill-ins, convenient accumulation of the

local matrices of each element into the global matrix and also applying the

boundary condition. Furthermore, 6 small auxiliary matrices (3 associated

with the upper and 3 with the lower triangular matrices) are assigned to

address the non-zero matrix element indices required for sparse solution as

follows:

� SNZL/SNZU addresses the first non-zero number in each column of the

lower/upper triangular (1×N),

� NNZL/NNZU addresses the number of non-zeros in each column of the

lower/upper triangular (1×N),
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Figure 4.2: Proposed linear sparse solver scheme.

� NZRL/NZRU addresses the non-zeros row index of the lower/upper tri-

angular (1 × NNZ), where NNZ is the number of non-zeros in the

lower/upper triangular.

Similar to the conventional left-looking Gilbert-Peierls algorithm, the jth

column of L and U is computed using the already calculated columns 1 to

(j−1)th, which is stored on the same Jg matrix. The non-zero element indices

of the columns 1 to (j − 1)th have been already stored in the auxiliary matri-

ces during the previous steps and can be reached quickly, required for sparse

calculation of jth column of L and U . Fig. 4.2 shows the proposed scheme

for FEM linear sparse solver and the pseudo-code of the proposed algorithm

is shown in Algorithm 1.

At the end, the L and U matrices are stored on the same Jg as U +

L− eye(size(Jb)) in accompanied with the sparsity pattern for sparse forward
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Algorithm 1 Proposed LU decomposition pseudo-code

1: for each column j do
2: for each non-zero upper triangular element do
3: for k=SNZL(i):SNZL(i)+NNZL(i)-1 do
4: Jg(NZRL(k),j)=Jg(NZRL(k),j)-
5: Jg(NZRL(k),i)×Jg(i,j);
6: end for
7: end for
8: for k=SNZL(j):SNZL(j)+NNZL(j)-1 do
9: Jg(NZRL(k),j)=Jg(NZRL(k),j)/Jg(j,j);
10: end for
11: end for

elimination and back substitution.

The explained procedure is for the first iteration of the Newton-Raphson,

while for the next iterations within the time-step the 6 auxiliary matrices for

non-zero elements pattern remain unchanged. As a result, there is no need to

read the zero elements from the matrix.

4.2.3 Hardware Emulation

FPGA hardware design can benefit from two strategies that compromise be-

tween the hardware resources and timing constraints. The first strategy is

pipelining that uses an IP core for several repetitive floating-point operations

with a consecutive set of input data with a specified (mostly one) clock latency.

The second is parallelization that performs the floating-point operations in

parallel to save time at the cost of utilizing more hardware resources. Due to

high computational effort of FEM, the hardware design strategy is critical. In

order to have an optimal hardware design, depending on the properties of each

part the architecture is deeply pipelined to minimize the hardware resources

and massively parallelized to reach an acceptable time-step.

Finite element calculations mainly consist of loops that perform a repetitive

floating-point operation on a string of input data (for each node/mesh), which

can be unrolled through pipelining for hardware efficiency. Furthermore, dual-

port block RAMs that facilitate read and write data simultaneously are one of

the main elements in the calculation path for the loops that makes pipelining

69



inevitable. On the other hand, inside of each loop some level of parallelism can

be designed, where independent signals and RAMs are available. In addition,

as some of the loops are independent of each other, they can be paralleled to

reach less total latency.

The hardware architecture of system equation formation is illustrated in

Fig. 4.3 to effectively show the pipelined hardware architecture design in

horizontal and parallelism in vertical directions. The 32-bit single precision

floating-point format (IEEE Std 754) data representation is used to accurately

model the system. The latency of 20, 7, and 5 clocks is considered for divi-

sions, additions/subtractions and multiplications respectively. Furthermore,

one clock latency for reading data from the dual port block RAMs is con-

sidered. Additional registers are added in different data path in order to

synchronize data for pipelining requirement. As the same calculations should

be performed for each element or nodes, pipelining scheme is used through

the Cnt counter signal. Accumulation of each mesh Jacobian matrix implies

simultaneous read and write of 3 × 3 = 9 elements from the Jacobian matrix

and having the same calculations for each mesh. Considering the limitation

of dual port RAMs that allows having access to only two elements at a time

(one used for read and one used for write in accumulation procedure), 9 clock

latency is required. Furthermore, the latency of 7 clocks should be considered

for writing the last element to ensure availability of that node for the next

mesh calculation. Then, pipelining of the input data is performed each 16

clocks.

4.2.4 FPGA Implementation

The state diagram of the implemented hardware design using VHDL program-

ming is shown in Fig. 4.4. The initialization contains loading the input data

into the corresponding RAMs and signals by entering the machine geometry,

material properties including the saturation curves, meshing data, machine

speed, simulation time-step, supply current amplitude and frequency. The

output of the hardware prototype would be magnetic vector potentials, mag-

netic field distribution, propulsion and levitation forces. The computation
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Figure 4.3: Pipelined and paralleled hardware architecture of the system equation formation for the finite element emulator of
LIM.
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Figure 4.4: Finite state machine (FSM) of the hardware prototype

process on FPGA begins with re-meshing the study domain by updating the

mesh data in parallel with assigning the current source of each element of the

primary winding corresponding to the time-step in State S0. At the end of

each state by enabling the done signal the process goes to the next state. In

State S1 using the saturation curve, the permeability of the iron core depend-

ing on the magnetic vector potential of the nodes is determined. Accordingly,

the computation of the Jacobian matrix as well as the source vector are im-

plemented in State S2. As shown in Fig. 4.1, the study domain is repeated

anti-periodically in x direction and bounded in y direction. By implementa-

tion of the anti-periodicity and Dirichlet boundary conditions on the Jacobian

and source matrices in State S3, the system of linear equations is formed.
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The sparse linear solver implemented in State S4 contains five sub-states.

For the first iteration, the StateS40 identifies the matrix element properties. If

the element is an upper triangular and non-zero, the process goes to StateS41

(signal NE is enabled) to update the column and then return to the StateS40.

As the computation reaches the last element of the column, the process goes to

the StateS42 (signal NC is enabled) for column normalization and then return

to the StateS40 again to evaluate the next column. The process continues

until it reaches the last column of the Jacobian matrix. Afterward, the LU

decomposition is performed (signal LU is enabled) followed by the forward

elimination (StateS43) and back substitution (StateS44) states respectively.

For the next iterations the process is similar, however the matrix element

properties are already identified in the first iteration and stored in the auxiliary

matrices. Meanwhile, if the result of the Newton-Raphson is converged, the

process goes to the force calculation followed by the RAMs reset for the next

time-step (signal NT enabled), otherwise the process goes to StateS1 (signal

NI enabled) to re-evaluate the Jacobian and source matrices based on the

permeability.

The VHDL program was compiled and synthesized in the Xilinx ISE�

software and mapped into the targeted FPGA device (Virtex 7 XC7VX485T).

4.3 Results, Verification and Discussion

The single-sided short primary LIM used in this study is an industrial proto-

type for maglev-based transportation system for contactless operation in urban

areas. The specification of the LIM is presented in Appendix A. The FPGA-

based 2-D FEM hardware prototype of the LIM has been evaluated based on

the machine speed of 26.82m/s, supply frequency of 92Hz and primary mover

phase current of 1541ARMS . A comparison between the hardware prototype

results and the JMAG-Designer� is provided in Fig. 4.5, where the magnetic

flux density vector, current density (the source and eddy currents) and the

magnetic flux density distribution are plotted for results verification.

The percentage of error between the hardware prototype and JMAG-Designer�
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Figure 4.5: Hardware prototype results comparison with JMAG-Designer�

(a) magnetic flux density vector (b) current density (c) magnetic flux density
distribution.
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for magnetic flux density of nodes all over the study domain and the eddy cur-

rent density in the aluminum sheet are evaluated as follows:

‖ BHardware −BJMAG ‖

‖ BHardware ‖
× 100 = 1.97%, (4.18)

‖ JHardware − JJMAG ‖

‖ JHardware ‖
× 100 = 2.64%. (4.19)

The results of the hardware prototype and the JMAG-Designer� are in a

good agreement. The minor deviations of Fig. 4.5 are due to the plotting tool

of the hardware prototype results and the following technical considerations:

� The JMAG-Designer� uses the incomplete Cholesky conjugate gradient

(ICCG) as the linear solver, which is an iterative solver resulting in an

approximate solution. However in the hardware prototype a new sparse

linear solver is proposed appropriate for FPGA hardware architecture

based on Gilbert-Peierls algorithm for LU decomposition, which is a

direct solver resulting in an exact solution.

� JMAG-Designer� uses 64-bit double precision floating point number

representation, however in the hardware prototype 32-bit single preci-

sion floating point number representation is used for hardware efficiency

while keeping the accuracy in an acceptable range.

In this study, the same meshing based on the commonly used first or-

der triangular elements is utilized for both proposed hardware prototype and

Jmag-Designer with 547 nodes and 986 elements. It should be mentioned that

as the problem size increases, e.g. by 3-D modeling or full structure modeling,

the number of floating point operations increases accordingly. As a result, the

negligible truncation made by the 32-bit number representation accumulates

through the floating point computations, although for most practical cases this

point will not affect the results considerably. In the case of FEM analysis of an

electric machine for the same case study, 3-D modeling as well as full structure

modeling and having finer mesh result in higher accuracy that offset the round

off error accumulation of the 32-bit number representation. Furthermore, for

very large size 3-D models, the double precision 64-bit floating point number
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Figure 4.6: Nodal magnetic flux density of the hardware prototype and JMAG-
Designer� in the highest field intensity region shown by scope in Fig. 4.5.

representation can be used to avoid this deviation at the cost of more hardware

resource.

The nodal magnetic field in the highest magnetic field intensity region that

is shown by “Scope” in Fig. 4.5 is presented in Fig. 4.6 for both hardware

prototype and JMAG-Designer� with respect to time for full and half load

currents. It can be seen that the results are in a good agreement. Further

comparison is made by the LIM propulsion and levitation forces with respect

to slip frequency with the machine speed of 26.82m/s with full and half load

currents for both FPGA-based hardware prototype and JMAG-Designer� as

shown in Fig. 4.7. The primary mover full load phase current of 1541ARMS is

divided between four parallel circuits and distributed throughout the machine.

Based on Fig. 4.7, the forces change with primary mover frequency, and the

maximum achievable propulsion and levitation forces are 30 kN and 70 kN,

respectively. Noting that the torque of a rotary induction machine is equivalent

to the propulsion force in a LIM, the torque vs. slip and the propulsion force

vs. slip frequency curves for a rotary induction motor and a LIM, respectively,

confirm each other. The slip frequency in a linear induction motor can be

expressed as:

sfs = fs −
1

2h
vx. (4.20)
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where s is the slip, fs is the supply frequency and h is the pole pitch length.

The slip frequency (sfs) becomes zero when the supply frequency becomes

fs =
1
2h
vx, which is the synchronous frequency corresponding to the machine

speed. As can be seen in Fig. 4.7, in this situation the secondary aluminum

sheet and the primary winding magnetic fields are in the same phase resulting

in maximum levitation force in the negative direction meaning a high attrac-

tion force between the primary and secondary. In addition, there is negligible

propulsion force (50 N) arisen from the end effect, which does not exist in a

rotary induction machine. In [171], it is shown the end effect force can be ob-

tained as a function of goodness factor (67.78 for the studied LIM), number of

poles, and slip. Ideally LIMs can be designed to have zero propulsion force at

zero slip using optimized goodness factor, which implies having no end effect

force at synchronous frequency. As the supply frequency goes higher than the

synchronous frequency determined by the control system, the levitation force

decreases while it creates a positive propulsion that operates the machine in

the motoring mode until the levitation force reaches zero. Further increase in

the supply frequency leads to a positive levitation force causing a repulsion

between the primary and secondary, where a LIM is not supposed to con-

ventionally operate. In reverse, as the supply frequency goes lower than the

synchronous frequency with the same speed, the kinetic energy stored in the

machine can generate power as regenerative braking. A guideway test track is

built to ensure safe testing the LIM in a wide range of speeds. The test rig is

equipped with load cells to measure the propulsion and levitation forces, and

the measurements are recorded in a data bucket. Alternatively, the propul-

sion force can be found by measurement of the input power subtracted by the

losses and the linear speed using P = Fpropulsion×V . Furthermore, in order to

keep the LIM stable and have a frictionless air gap fixed at 10 mm, an air gap

sensor is used to control the levitation force with the frequency of 10kHz. In

Fig. 4.7, a set of experimental results are provided for the slip frequency range

between 6 to 14 Hz (or supply frequency range between 94 to 102 Hz), where

the machine is normally operated and practical consideration such as tolera-

ble mechanical forces make the measurements feasible. The propulsion and
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Figure 4.7: LIM propulsion and levitation forces vs. slip frequency

levitation forces at a specific slip (negative) in the regenerative braking mode

have the same amplitude of those at the same slip (positive) in the motoring

mode. It can be seen that the experimental results are in a good agreement

with both hardware prototype and JMAG-Designer� and the agreement of the

results for the specified slip frequency range shows the correctness of the re-

sults for the entire frequency range. The small differences arise from practical

inaccuracies in measurement of forces, neglecting the end effect and inherent

approximations associated with FEM modeling. As there is no considerable

deviation between the hardware prototype and JMAG-Designer�, both simu-

lations satisfy a close agreement with the experimental results. Figs. 4.6 and

4.7 are shown under full and half load currents to validate the hardware pro-

totype results. In addition, it can be observed that the magnetic field changes

proportionally with the primary current, while the propulsion and levitation

forces change proportionally to square of the current.

In the hardware design, the number of clock latencies between the input

and output, as well as the FPGA clock frequency affect the emulation time-

step. Table 5.2 shows the latencies corresponding to each state in the finite
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state machine of Fig. 4.4, as the Newton-Raphson method converges in three

iterations with a tolerance of 10−3. Since the LIM structure contains moving

part, the meshing is different in each time-step which in turn changes the

Jacobian matrix in the linear system of equations of (4.17). As the nonlinearity

of the iron core is considered, the Jacobian matrix elements are changed, while

the position of the non-zero elements does not change because the meshing

is the same within the time-step. Therefore, the movement modeling state

is performed at the beginning of each time-step while the force calculation

and RAM reset states are performed after the Newton-Raphson loop results

have converged at the end of each time-step. In rest of the states, the clock

latency of the second and third iterations are twice of the clock latency of the

first iteration, except the element identification state in which the auxiliary

matrices for the sparse linear solver are determined only in the first iteration

and used in the second and third iterations. It can be seen that the need

for the solution of the system of linear equation in each time-step and each

iteration is the main computational burden of finite element calculation in

moving structures with nonlinearity.

Table 4.1: Latencies for Each State of the Finite State Machine of Fig. 4.4

State 1st iteration 2nd and 3rd

iterations

S0) Movement Modeling 512
S1) Nonlinearity Modeling 434 434×2
S2) System Equation 16,443 16,443×2
S3) Boundary Condition 76,023 76,023×2
S4) Sparse Linear Solver 3,548,564 2,477,019×2
-S40) Element Identification 1,071,545 0

-S41) Column Calculation 2,352,627 2,352,627×2

-S42) Column Normalization 58,328 58,328×2

-S43) Forward Elimination 33,543 33,543×2

-S44) Backward Substitution 32,521 32,521×2

S5) Force Calculation 739
S6) RAMs Reset 21,173
Total 8,803,726 Clks

From the latency results of Table 5.2 the maximum FPGA clock frequency

of 178.9MHz (5.59ns) is obtained after the design mapping, and the overall la-

tency of each time-step computation considering the number of clock latencies

79



of the design would be 49.2ms. Execution times of 1 sec emulation of the LIM

operation with the simulation time-step range from 10μs to 1ms are shown in

Table 4.2 with the hardware prototype on FPGA and the JMAG-Designer�

on a PC with Intel Core i7-2600 CPU at 3.4GHz. Consequently, the proposed

hardware prototype proposes average 9.73 times speed-up in comparison with

the same mesh size and the same inputs of JMAG-Designer� with per phase

current of 1541ARMS , frequency range of 53-123 Hz and machine speed of

26.82m/s.

Table 4.2: Execution time latencies of the JMAG-Designer� and Hardware
prototype

Time step JMAG-Designer� Hardware prototype Speed-up Error
(s) (s) (s) (%)

1e−3 480 49.2 9.75 1.97
5e−4 960 97.9 9.80 1.83
1e−4 4,740 487.4 9.72 1.80
5e−5 9,450 974.0 9.70 1.80
1e−5 47,320 4,870.3 9.71 1.77

The hardware prototype platform is Xilinx� Virtex 7 XC7VX485T FPGA

with available 37,080 kb of BRAM, 607200 slice registers, 303600 slice LUTs,

75900 slices and 700 bonded IOBs. The hardware resource utilization in terms

of the number of logic resources and the occupied percentage is summarized

in Table 4.3. As a result of the proposed deeply pipelined architecture, it can

be seen that the massive computation of the case study can be fitted into the

targeted device with a maximum resource utilization of 67%.

Table 4.3: Hardware Resource Utilization
Utilization

Resources Number Percentage

BRAM 12,742 kb 34%
Slice Registers 24,294 4%
Slice LUTs 27,291 8%
Occupied Slices 8,741 11%
LUT-FF Pairs 20,059 67%
Bonded IOBs 83 11%

Due to the limitation of BRAM resource for storage of the global Jaco-
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bian matrix as well as the auxiliary matrices, our implementation is targeted

for medium sized FEM problems with node numbers in the order of 1000.

However, extension of the proposed methodology to larger sized problems is

achievable through external RAMs or hardware efficient strategies including

partial reconfiguration or compressed storage of non-zeros. It is worth noting

that by utilizing pipelined hardware design scheme, although increasing the

number of nodes/elements affects the execution time, the FPGA hardware

resource utilization except the BRAM is not considerably affected.

The speed-up achieved with the proposed FEM hardware prototype high-

lights the application of the proposed methodology for electric machine design

optimization process that requires numerous cycle of testing. In order to fa-

cilitate an automatic design optimization, the design variables coming out

of a multi-dimensional search space are interfaced with FPGA I/O pins to

be updated in every iteration of the design procedure, while the FEM-based

hardware architecture of the FPGA is remained unchanged.

4.4 Summary

FEMmodel is widely used for accurate design and analysis of electric machines;

however, it suffers from long execution time. In this chapter, for the first time

hardware acceleration of 2-D FEM for a single-sided linear induction motor

(SLIM) on FPGA is proposed. The nonlinearity of the iron core as well as the

movement are taken into consideration. A new sparse solver is proposed based

on left looking Gilbert-Peierls algorithm for the system of linear equations of

FEM that need to be solved in different iterations and time-steps. Implemen-

tation of the model is performed in a massively paralleled and deeply pipelined

hardware architecture using VHDL coding with single precision floating-point

number representation. The proposed emulation was performed at various

time-steps resulting in significant average speed-up of 9.73 times in compari-

son with JMAG-Designer� as a commercial finite element software, and the

overall hardware latency of each time-step for the emulation was 49.2ms in

average with minimum achievable FPGA clock of 5.59ns.
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Chapter 5

Real-Time Finite Element
Method Model of Linear
Induction Motor

5.1 Introduction

Traditional off-line simulations require modeling of all components of the sys-

tem, which suffers from degradation of accuracy proposed by the model sim-

plification assumptions of each component. In addition, off-line simulations

are often time consuming with accurate and complex models, e.g. FEM. HIL

simulation provides real-time data transfer between the emulated component

on hardware and the interacted actual device under test to avoid inaccurate

modeling of the device under test resulting in fast and accurate prototyping.

All real-time HIL studies for electric machines are performed with sim-

plified models applicable for limited application including equivalent circuit

[103,172], q-d [69,74,173–177], analytical space harmonic [178], and magnetic

equivalent circuit [42] models. Specifically, [175–177] considered nonlinearity

in the q-d model by off-line FEM pre-calculation of nonlinear inductances as

a function of a multi-dimensional set of inputs. However, due to continuous

change of each input variable in its corresponding range, the pre-processing

unit is time consuming. The inefficiency of the method is not only due to

requiring a large pre-processing stage but also with the change of machine

structure the massive pre-calculations should be carried out again. In this

chapter, FEM-based computation in real-time for HIL emulation of electric
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machines is targeted with minimized pre-calculation for detailed analysis, ac-

curate testing, and design purposes.

The computational intensity of nonlinear time-stepped FEM analysis of

electric machines arises from the change of the FEM system of equations in

every iteration and time-step due to their nonlinearity and movement respec-

tively, which makes real-time simulation very challenging. The TLM method

proposes to decouple the nonlinear elements of a coupled network through time

delayed transmission lines with specified characteristic impedance in order to

keep the FEM stiffness matrix unchanged during nonlinear iterations. The

method results in considerable reduction of time especially for static problems

since the LU decomposition of the global stiffness matrix needs to be carried

out only once per simulation and the nonlinearity are solved independently

through decoupled elements.

The TLM method was initially proposed for wave scattering problems

in [179]. Afterwards it was used for circuit analysis with linear and nonlinear

elements [180]. Later, based on the analogy of the nodal admittance matrix

in an electric circuit and the stiffness matrix of FEM, the TLM method was

applied on magnetostatic [181] and magnetodynamic problems [182], and fur-

ther improved for quasi-static field analysis [183], all of them for non-moving

structures. In [146] the TLM method was applied on moving structure of an

induction machine for FEM computation on CPU, where it is shown that the

TLM itself is not significantly faster than the conventional Newton-Raphson

(N-R) method for two main reasons: first, movement structure of electric ma-

chines, which results in change of the global stiffness matrix for each time

which requires LU decomposition of the matrix at the beginning of each time-

step; and second, solution of numerous independent nonlinear elements for

fairly large number of TLM iterations in comparison with conventional N-R

iterations due to mismatch of the chosen TLM line characteristic impedance

and the actual nonlinear element impedance.

For the first time, this chapter proposes the following solutions to overcome

the problem of low speed execution of FEM problem with moving structures

to enforce real-time execution:
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� A novel RT-TLM method based on finite pre-calculated LU decomposi-

tions to avoid performing LU decomposition of the global stiffness matrix

in each time-step.

� FPGA-based hardware implementation to exploit the TLM method for

potential parallelism.

The chapter is organized to first present the problem formulation when

TLM is applied on FEM, then the novel methodology is proposed to over-

come the bottlenecks to achieve real-time execution in Section II. In Section

III, the proposed methodology is implemented on Xilinx Virtex Ultrascale+

FPGA with deeply pipelined and massively paralleled hardware architecture

for HIL scenario. Finally, in Section IV the results of real-time simulation are

presented, validated and discussed to show the effectiveness of the proposed

methodology.

5.2 Novel RT-TLM Method for Real-Time Fi-

nite Element Modeling Emulation

5.2.1 FEM Element Equivalent Circuit

The Maxwell’s equation representing an eddy current problem can be expressed

as:

∇ · ν∇A− σ
∂A

∂t
+ Js = 0, (5.1)

where A is the 2-D magnetic vector potential in z direction of the correspond-

ing element. The matrix form of (5.1) can be simplified into the system of

nonlinear equations of:

G(A)A+C
∂A

∂t
= I, (5.2)

where S = G + C ∂
∂t

is called the finite element stiffness matrix, and the

global matrices of conductance (G), capacitance (C) and current (I) require

accumulation of the following matrices for each element:

G(e) =
ν(e)

4Δ(e)
·

⎛
⎝q1q1 + r1r1 q1q2 + r1r2 q1q3 + r1r3
q2q1 + r2r1 q2q2 + r2r2 q2q3 + r2r3
q3q1 + r3r1 q3q2 + r3r2 q3q3 + r3r3

⎞
⎠ , (5.3)
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C(e) =
σ(e)Δ(e)

12
·

⎛
⎝2 1 1
1 2 1
1 1 2

⎞
⎠ , (5.4)

I(e) =
J
(e)
s Δ(e)

3
·

⎛
⎝1
1
1

⎞
⎠ , (5.5)

where q1 = y2 − y3, r1 = x3 − x2 and q2, q3, r2, r3 can be calculated by cyclic

permutation of the indices. It can be seen that each element represents an

electrical circuit of connected nonlinear conductances and capacitors as shown

in Fig. 5.1 (a) with the following values:

G
(e)
ii′ = −

ν(e)

4Δ(e)
· (qiqi′ + riri′), (5.6)

C
(e)
ii′ = −

σ(e)Δ(e)

12
, (5.7)

C
(e)
i0 = 4

σ(e)Δ(e)

12
, (5.8)

I
(e)
i =

J
(e)
s Δ(e)

3
, (5.9)

where i,i′=1,2,3 and i �= i′ for each element (e).

The TLM method uses lossless time delayed transmission lines, named

TLM links, to decouple the nonlinear elements from the linear network to keep

the stiffness matrix unchanged within each time-step as shown in Fig. 5.1 (b).

The capacitors are also connected through the transmission lines for discretiza-

tion in time domain. The transmission line characteristic impedances/admittances

(Z0/Y0) can be chosen arbitrarily; however practically it is advantageous to

determine them as close as possible to the corresponding nonlinear element

impedance for faster convergence of the TLM iterations.

The TLM method is based on traveling incident waves through transmis-

sion lines and calculation of the reflected waves at the sending end (network

side) and the receiving end (element side) due to mismatch of the route charac-

teristic impedances illustrated in lattice diagram of Fig. 5.1 (c). Considering

the kth TLM iteration of the nth time-step, the magnetic vector potential (nkAS)

and current (nkIS) at the sending end are represented according to transmission

line theory as:

n
kAS =n

k Ai
S +n

k A
r
S, (5.10)
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n
kIS = (nkA

r
S −n

k A
i
S)/Z0, (5.11)

where n
kA

i
S and n

kA
r
S are the incident and reflected magnetic vector potentials

at the sending end. The reflected waves from the sending end travel toward the

receiving end without change since the transmission lines are lossless. Then,

the reflected waves of the sending end become the incident waves of the re-

ceiving end and reflected as the next incident waves of the sending end. So,

the magnetic vector potential (nkAR) and current (nkIR) at the receiving end

can be extracted based on incident and reflected waves of the sending end as

follows:

n
kAR =n

k Ar
S +n

k+1 A
i
S, (5.12)

n
kIR = (nkA

r
S −n

k+1 A
i
S)/Z0, (5.13)

where n
k+1A

i
S is the next incident magnetic vector potential of the sending end.

The TLM procedure begins with using the incident magnetic vector po-

tential in the calculation of the current source of Norton equivalent circuit

(In = 2nkA
i
S) of the TLM sections. Afterward, the system of linear equations

is solved for the linear TLM equivalent circuit of Fig. 5.1 (d) to find the nodal

magnetic vector potentials at the sending end as follows:

[Y0][
n
kAS] = [In(

n
kA

i
S)] + [I], (5.14)

where Y0 is the admittance matrix of the TLM network, dependent on the

characteristic admittance of the transmission lines as follows:

Y
(e)
0Gii′

= −
ν
(e)
TLM

4Δ(e)
· (qiqi′ + riri′), (5.15)

Y
(e)
0Cii′

= −
σ(e)Δ(e)

6TTLM

, (5.16)

Y
(e)
0Ci0

= 4
σ(e)Δ(e)

6TTLM

, (5.17)

where ν
(e)
TLM is the arbitrarily reluctivity chosen for the transmission lines of

the corresponding element and TTLM is the time delay of all transmission lines

in the study domain. As the Y0 is fixed within each time-step, the LU decom-

position is performed only once for the first TLM iteration and for the next
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iterations only the forward elimination and backward substitution are required.

The process continues with calculation of the sending end reflected magnetic

vector potential (nkA
r
S) based on transmission line theory of (5.10) and (5.11).

The reflected waves of the sending end travel toward the receiving end. At the

receiving end as shown in Fig. 5.1 (e), the 3 nonlinear conductances of each

element G
(e)
ii′ are still coupled due to the dependency of the element reluctiv-

ity to element vertex magnetic vector potentials, which requires solution of a

3 × 3 system of nonlinear equations of each element (e) in order to find the

next incident magnetic vector potentials as follows:

Y
(e)
0Gii′

(nkA
r

G
(e)

ii′

−n
k+1 A

i

G
(e)

ii′

) =

G
(e)
ii′ (

n
kAG

(e)
12
,nk AG

(e)
23
,nk AG

(e)
31
)(nkA

r

G
(e)

ii′

+n
k+1 A

i

G
(e)

ii′

),
(5.18)

As the nonlinear solution at the receiving end using conventional N-R

method is reached, the TLM iterations will be unconditionally converged when

the incident magnetic vector potential at the sending end of all transmission

lines becomes stable.

5.2.2 Strategies for Enforcing Real-Time Execution

a) Finite Pre-Calculated LU decompositions for moving structures

The TLM-based FEM simulation of electric machines still requires LU decom-

position of the FEM stiffness matrix for the number of simulation time-steps

due to movement. Since in the TLM method the characteristic admittance

of the linear network can be arbitrarily chosen for all time-steps with infi-

nite combination of frequency, current/voltage amplitude, and machine speed,

the remaining factor that changes the FEM stiffness matrix is the movement.

During movement, finite number of relative position of the moving part to the

stationary part can be considered as shown in Fig. 5.2 for a linear induction

motor as the case study, resulting in finite number of stiffness matrices corre-

sponding to the positions. Therefore, for the first time finite pre-calculated LU

decompositions is proposed to be carried out by a small pre-processing unit to

be used in the time-stepping procedure. The proposed methodology enables
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Figure 5.1: The TLM application procedure on an eddy current FEM element.
(a) FEM element equivalent circuit, (b) Transmission line decoupling, (c) Lat-
tice diagram of the transient incident and reflected potential waves, (d) TLM
equivalent circuit, (e) Decoupled nonlinear conductances.
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Figure 5.2: One pole pitch structure of the linear induction motor case study.

achieving real-time execution by eliminating the TLM-based FEM compu-

tational bottleneck, i.e. the solver, and then only forward elimination and

backward substitutions of each TLM iteration are required to be processed.

The conventional moving band technique is used and depending on the

position number, high quality elements in terms of size and equilateral triangle

elements in the air gap have been re-meshed corresponding to that position

number.

b) Parallelism exploitation

Another distinct feature of TLM is parallelism, which has not been well pro-

moted. Although the conventional TLM method decomposes a large coupled

nonlinear network into small decoupled elements; however, the solution of nu-

merous decoupled nonlinear equations for the number of TLM iterations is

not highly efficient on sequential processors. The parallelism capability of the

decoupled equations to calculate the next incident magnetic vector potentials

of (5.18) can be exploited by proposing FPGA hardware implementation.

On the other hand, the sparse forward elimination and backward substitu-
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tions are performed in a massively paralleled manner with respect to rows and

sequential with respect to columns, which provides another avenue for paral-

lelism exploitation on FPGA. Utilizing massive parallelism in the two highest

computationally burdensome stages enforces the execution of the TLM-based

FEM in real-time.

5.3 FPGA Design Architecture for the Novel

RT-TLM FEM Emulation

5.3.1 Hardware Architecture

An optimal hardware design pursues four objectives, i.e. minimize number of

clocks, maximize achievable clock frequency, minimize hardware resources and

maximize accuracy, which are generally in contradiction with each other. The

massive computational logic blocks (CLBs) of FPGA can be either configured

in parallel where a number of synchronized independent data operations are

needed, or exposed to pipelined data where numerous and repetitive indepen-

dent operations can be performed with minimum hardware resource usually

having RAMs in the data path. The application of TLM on FEM efficiently in-

creases the level of parallelism in the computational algorithm, which is made

of massive independent repetitive operations for each node/element.

Fig. 5.3 shows the FPGA hardware design architecture for the next inci-

dent potential computation, forward elimination and backward substitution.

It is illustrated that the hardware is massively paralleled in vertical and the

data is deeply pipelined in horizontal directions. The pipelined data of the

signals are constantly changing in each clock to perform the calculations for

each element of FEM meshing. As in a pipelining scheme the number of

pipelined data is significantly higher than the latency of the IP cores between

the inputs and outputs, maximum achievable clock frequency is targeted by

setting maximum latencies of 28 clocks for divisions/square root, 12 clocks for

additions/subtractions, 8 clocks for multiplications, 2 clocks for comparisons,

1 clock for RAMs read/write and 1 clock for multiplexers. The IP cores for

floating operations in Fig. 5.3 are scaled based on the assigned latencies ex-
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Figure 5.3: Massively paralleled and deeply pipelined hardware architecture. (a) The next incident potential, (b) Forward
elimination and (c) Backward substitution.
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cept the RAMs and Mux. The 32-bit floating point single-precision format IP

core architectures are optimized to achieve maximum frequency to drive the

FPGA with non-blocking mode of flow control using only logics without usage

of DSP slices.

a) Calculation of the next incident potentials

For each time-step of simulation, the 3 × 3 system of nonlinear equations to

calculate the next incident potentials at the receiving end, is located inside of

three cascaded loops, i.e. the nonlinear iron core elements, the NR iterations

and the TLM iterations. Therefore, the hardware architecture of the solver

becomes critically important. Among various solver algorithms, the Cramer’s

rule is implemented due to its inherent parallelism, which requires computation

of 4 independent 3 × 3 determinants, and provides better efficiency for small

system of linear equations. The nonlinearity in elemental level is treated by

conventional N-R solution. The deeply pipelined and parallelized hardware is

shown in Fig. 5.3 (a).

b) Sparse forward elimination and backward substitution

Performing sparse forward elimination followed by sparse backward substitu-

tion is required for the number of TLM iterations in each time-step in order to

compute the magnetic vector potential of the nodes at the sending end. Fig.

5.3 (b) and (c) shows the schematic of pipelined data in the sparse forward

elimination and backward substitution for the first column elimination and

last column substitution, respectively, and the subsequent columns of L and

U matrices are treated similarly. Due to limitation of RAMs number of ports

(two for dual port RAMs) the pipelining hardware design strategy is used to

read the data from the first port and write the updated data through the

second port.

The stationary edge of the moving band is divided into 48 positions and for

each position the LU decomposition of the corresponding FEM stiffness matrix

is stored. For efficient RAMs utilization, only the nonzero elements of the finite

pre-calculated decomposed L and U are stored with the sparsity pattern using
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the compressed column storage (CCS) scheme in 6 RAMs for each position. In

Fig. 5.3 (b) and (c) the L/U val RAM with the data width of 32-bit for single

precision floating point numbers and the length of NNZ stores the nonzero

element values, the L/U ind RAM with the data width of logNNO
2 and the

length of NNZ stores row indices of each nonzero, and the L/U ptr RAM

with the data width of logNNZ
2 and the length of NNO stores the indices

of the elements in the L/U val vector starting each column, where NNO

and NNZ are the number of nodes and nonzero elements, respectively. The

switching unit determines which pre-calculated RAMs should be connected to

the generic signal corresponding to the position of the moving part.

5.3.2 FPGA Implementation

Fig. 5.4 shows the state diagram of the designed hardware for FPGA imple-

mentation. The design consists of 6 modules equipped with command (cmd)

and done (dn) signals to connect the modules through a main control top

module. The procedure begins with the Movement modeling module that

uses the mover speed (Vx) and emulation time-step (Ts) inputs to update the

node coordinates RAMs (X − RAM), determine the anti-periodicity (AP )

and position number (PN) output signals and update the meshing data RAM

(Mesh − RAM). As the MOV dn signal is enabled, the process switches to

the Power supply module and uses the computed input of AP and exter-

nal inputs of effective current amplitude (Irms) and supply frequency (fs)

to update the primary current density supply RAM (J − RAM). Then,

the process goes to the TLM source module with the TLM parameters in-

puts of νTLM and TTLM , where the right hand side of (5.14) is calculated

and stored in the b − RAM followed by applying the boundary condition.

In the Forward elimination and backward substitution module, using the

PN internal input signal, the corresponding pre-calculated LU decomposi-

tion signals are connected to update the node magnetic vector potential RAM

(ANodes − RAM). Afterward, the Next incident potential module updates

the reflected magnetic vector potential RAM (Areflected −RAM), followed by

updating the next incident potential RAMs (ANIP − RAM) for linear con-
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Figure 5.4: Finite state machine of the novel RT-TLM FEM hardware.

ductances and capacitances, and the nonlinear conductances by convergence

of N-R method. If the TLM is not converged, the process goes back to re-

updating the b − RAM with the updated ANIP − RAM , otherwise the force

module calculates the forces and the time-step emulation has ended. Exter-

nal inputs shown in Fig. 4 are the interface to exchange data through in-

put/output pins (I/O pins) of the FPGA with the interacted devices required

for HIL simulation.

The design includes 20,000 lines of handwritten VHDL code with Xilinx

Vivado� software, and afterward behavioral simulation, synthesis, design ini-

tialization, optimization and placing the design, respectively. The bit stream is

generated and implemented on the Virtex UltraScale+ XCVU9P FPGA board

using a JTAG interface. The two main reasons behind selecting the large and

recently developed device include massive on chip BRAM resources and high

operating frequency. The board FMC port is connected to the DAC board by
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a FMC to DAC adapter to send the results to the oscilloscope.

5.4 Real-Time Hardware Emulation Results

5.4.1 Real-Time Results

The case study is a 1.41 MVA industrial prototype SLIM designed for a maglev-

based transportation system with 3.33 m length, 26.67 cm width, 1136 kg

weight, 21 pole pitches, and the air gap length of 1 cm. Fig. 5.5 shows

the novel RT-TLM method real-time oscilloscope results of the FPGA for the

SLIM propulsion and levitation forces in time domain. At t = 0s the command

speed, frequency, and rated phase current of 18.5 m/s, 69 Hz, and 1541 A are

applied to the machine to obtain 26,000 N of the propulsion and 11,110 N of

the levitation forces. The primary mover speed and supply frequency changes

simultaneously from 18.5 to 26 m/s and 69 to 92 Hz at t = 1s, resulting in

the increase of the propulsion and levitation forces to 28,100 N and 19,000 N,

respectively. At t = 2s the supply current reduces from 1541 A to 1386 A,

resulting in the decrease of the propulsion and levitation forces to 22,800 N

and 15,400 N, respectively.

5.4.2 Results Verification and Accuracy Evaluation

Fig. 5.6 shows the real-time results of the propulsion and levitation forces ver-

sus speed based on the proposed RT-TLM FEM validated by Jmag-Designer�

software for a wide range of current amplitudes (I1 = 1541Arms, I2 = 0.5I1),

frequencies (f1 = 92Hz, f2 = 0.75f1, f3 = 0.5f1, f4 = 0.25f1) and speeds

([0 − 40]m/s) to show the accuracy of the proposed methodology. It can be

seen the propulsion force behavior in the SLIM is similar to the torque of a

rotary induction motor. The positive and negative propulsion forces indicate

the machine motoring and regenerating modes, respectively. Similarly, the

positive and negative levitation forces indicate the attraction and repulsion

between the primary mover and secondary back iron, respectively.

Fig. 5.7 shows the SLIM losses including iron core hysteresis and eddy cur-

rent losses, primary winding copper losses, secondary aluminum sheet losses,
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Figure 5.5: Novel RT-TLM method real-time oscilloscope results of the FPGA.
(a) Primary mover speed 15 m/s/div, (b) Supply frequency 50 Hz/div, (c)
Propulsion force 15,000 N/div, (d) Levitation force 15,000 N/div, (e) Supply
phase current 2,500 A/div.
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Figure 5.6: The novel RT-TLM results validation with Jmag-Designer�. (a)
Propulsion force vs. speed, and (b) Levitation force vs. speed.
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and the total losses versus a range of slip frequencies between 6 to 14 Hz with

the primary mover speed of 26.82 m/s. The primary windings supplied by

the rated current of 1541 A, generate frequency independent copper losses ne-

glecting the skin effect. However, the iron core hysteresis and eddy current

losses as well as aluminum sheet losses are a function of frequency, speed, and

magnetic field density. It is worth noting the iron losses in the secondary are

negligible since the frequency of the magnetic field in the secondary is the slip

frequency, sfs = fs − Vx/2πh, where Vx is the primary mover speed and h is

the pole pitch length. It can be seen that increasing the slip frequency in the

range reduces the iron core losses while the aluminum sheet losses increase.

Figure 5.7: The novel RT-TLM method losses, validated by conventional FEM.

Fig. 5.8 shows the propulsion and levitation forces versus slip frequency

results comparison between the experimental, Jmag-Designer� software, con-

ventional FEM, conventional TLM-based FEM, and the novel RT-TLM FEM

for the same inputs of Fig 5.7. The conventional FEM code in Matlab and

the Jmag-Designer� software with the same set of inputs are simulating a

single pole pitch of the LIM with anti-periodicity boundary condition to ef-

ficiently reduce the size of the problem. The solver in Matlab FEM code
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Figure 5.8: Real-time results validation with experimental, Jmag-Designer�,
conventional FEM, conventional TLM, and the novel RT-TLM method.

is a direct solver with exact solution based on LU decomposition using left-

looking Gilbert-Peierls algorithm, while the solver in Jmag-Designer� software

is an iterative method based on the incomplete Cholesky conjugate gradient

(ICCG). The difference between both simulations and the experimental results

are arisen from the FEM approximations as well as neglecting the transverse

edge and longitude effects due to 2-D and one pole pitch modeling, respec-

tively, to take the advantage of much less computational effort. The off-line

TLM-based FEM code in Matlab cause more deviations associated with TLM

iterative algorithm. The proposed RT-TLM FEM with finite pre-calculated

LU decompositions introduces additional approximations in both algorithm

and hardware implementation. On the algorithm side, finite pre-calculated

LU decompositions maps unlimited possible number of relative positions of

the moving part to the stationary part into the finite ones. The approxima-

tions can be reduced by increasing the number of finite positions, while the

hardware resource especially the BRAMs required for implementation will pro-

portionally increase. On the hardware side, the design is implemented using

32-bit single precision floating point numbers resulting in a round off error,
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Figure 5.9: The novel RT-TLM results. (a) Magnetic field distribution, (b)
Current density distribution.

while the other simulation results were based on 64-bit double precision float-

ing point numbers. Although in hardware 64-bit can be also used for higher

precision, but it results in utilizing more resources and longer latencies. In

spite of the multiple levels of accuracy degradation for faster execution, the

real-time results are still in good agreement with the experimental results as

the benchmark.

In Fig. 5.9, the novel RT-TLM method real-time results are obtained and

plotted using Matlab to show the magnetic field distribution and the current

density distributions with the supply rated current of 1541 A and frequency

of 92 Hz. As indicated in Fig. 5.2, the one pole pitch meshing of the SLIM

includes 583 nodes and 1008 elements.

5.4.3 Resource Utilization and Scalability

The designed hardware is implemented on the Virtex UltraScale+ XCVU9P

FPGA to evaluate the hardware resource utilization reported in Table 5.1.

It can be seen the 48 pre-calculated LU decompositions corresponding to 48

positions on the moving airgap occupied the entire RAMs of the FPGA.

Each module is placed and routed on the FPGA chip and the floor plan

of the implemented design is shown in Fig. 5.10. The RAMs storing the
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Table 5.1: Hardware resource utilization
Module LUT LUTRAM FF BRAM

Movement modeling 2726 135 3527 2.5
Power supply 6097 467 10616 5
TLM source 56407 2894 90752 20
Forward/Backward 14692 118 8657 2064
Next incident 118442 7344 156611 15
Force calculation 14090 889 19864 9
Others 552 20 812 0

Total 213006 11867 290839 2115.5
Percentage 18.02% 2.01% 12.30% 97.94%

Figure 5.10: Floor plan of the mapped novel RT-TLM FEM design on Virtex
UltraScale+ XCVU9P FPGA.

pre-calculated LU decompositions in the forward elimination and backward

substitution module are distributed through the entire board surface shown in

yellow.

The pre-processing stage can be performed on either another CPU-based

unit or on the same FPGA board subject to the availability of hardware re-

source and pre-processing computational burden. In this chapter, the 48 pre-

calculated LU decompositions are performed on CPU and loaded into FPGA

BRAMs for simplicity, but it can be also fitted into the targeted FPGA.
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Figure 5.11: Number of clocks per time-step versus the position number.

5.4.4 Timing Analysis

The relative position of the moving part to the stationary part changes the

nonzero pattern of the FEM stiffness matrix and accordingly the L and U

decomposed matrices. Therefore, the number of floating point operations are

subject to change affecting the number of clocks per time-step for each relative

position. Fig. 5.11 shows the number of clocks per time-step versus the po-

sition number for the forward elimination and backward substitution module

as well as the total clocks per time-step.

For the case study it is shown the maximum number of clocks per time-step

happens in the position number of 34, which should be considered in deter-

mination of the minimum achievable time-step of the design. Other position

numbers will result in a time slack in real-time simulation.

The TLM lines reluctivity (ν
(e)
TLM) of 1000 m/H for nonlinear conductances

and the time delay (TTLM) of 0.5 ms for all transmission lines are chosen to

converge the TLM iteration and decoupled N-R iteration with an acceptable

number of 4 and 3 iterations, respectively, both with convergency tolerance of

10−3. Table 5.2 shows the latencies of each hardware module in terms of the

number of clocks per time-step with the specified TLM parameters.

Based on the Table 5.2, considering the maximum frequency of 157.77 MHz

to drive the FPGA, the minimum time-step of 2 ms can be achieved. Since the

dynamics of a linear induction motor as an electromechanical device is slow,
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Table 5.2: Latencies of each module
Module No. of clocks No. of iterations No. of clocks

per iteration per time-step per time-step

Movement modeling 565 1 565
Power supply 346 1 346
TLM source 17605 nTLM 70420
Boundary condition 162 nTLM 648
Forward elimination 28849 nTLM 115396
Backward substitution 28877 nTLM 115508
Next incident potential 1796 nTLM × (nNR) 12464
Force calculation 201 1 201
Total - - 315548 Clks

the minimum achievable time-step of 2 ms can be considered small enough

to model the machine behavior shown by validation of the results with FEM

and experiments. From HIL and interfacing prospective, different components

on a real-time simulator can have different time-steps corresponding to the

component dynamics. For example in the case of an electric machine drive

system, the control system and power converter can have time-steps in the

range of μs and ns respectively and efficiently connected to an electric machine

with the time-step of 2 ms, however it requires a digital integration of the

converter output PWM voltage to supply the machine.

It is worth noting that pre-processing stage is unavoidable to satisfy the

timing constraints of real-time simulation, especially for complex and large

models including FEM. Furthermore, the small pre-processing stage proposed

in the chapter for geometry definition, discretization and pre-calculated LU de-

compositions needs to be carried out once when the machine structure changes.

However, even in machine design optimization procedure, once it is performed,

it is used for infinite operating positions and simulation time-steps for perfor-

mance evaluation.

5.5 Summary

FEM-based HIL emulation provides the most accurate and fast prototype plat-

form for real-time design and testing of electric machines in a non-destructive

environment. The application of TLM can expeditiously reduce the FEM ex-
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ecution time by decoupling the nonlinear elements of the FEM equivalent net-

work using transmission lines to keep the stiffness matrix unchanged through

the simulation for static cases. However, in electric machines the TLM method

suffers from the change of stiffness matrix in the time-stepped procedure due

to movement. Furthermore, time consumption for solution of numerous decou-

pled nonlinear equations for fairly large number of TLM iterations in compari-

son with the conventional Newton-Raphson (N-R) method remains a challenge.

This chapter proposes a novel RT-TLM method based on finite pre-calculated

LU decompositions, and FPGA hardware implementation to exploit TLM par-

allelism for real-time simulation of magnetodynamics in electric machines. A

2-D FEM simulation of a SLIM is emulated in hardware and the results are

validated experimentally and with Jmag-Designer� software to show the ef-

fectiveness of the proposed method.
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Chapter 6

Conclusion

Conventionally, off-line simulations were used to evaluate the behavior of an

electric machine and the drive system, which suffer from long simulation time

as well as inaccuracy due to simplification of the model. As a substitute,

hardware-in-the-loop emulation is promising in electric machine prototyping

since the simulated electric machine can be connected to actual external de-

vices under test and transfer data in real-time for accurate and fast testing.

HIL is fairly straightforward for models such as lumped q-d vector model due

to its simplicity. However, simulations with detailed and accurate models,

i.e. magnetic equivalent circuit and finite element method models, consider-

ing all physical phenomenon including nonlinearity and saturation have high

computational burden. Physics-based models, i.e. FEM and MEC, have a

similar ability in considering magnetic nonlinearity, geometrical distributed

effects and internal machine faults; however, since MEC is represented by

lumped permeances of the flux paths, it requires prior knowledge of the flux

paths and its accuracy in modeling of local phenomenon in comparison with

FEM is sacrificed. So, FEM outperforms MEC in term of detailed and ac-

curate modeling, which can affect the performance evaluation of an electric

machine including losses. This thesis proposes the benefit of FPGA paralleled

hardware architecture to overcome the computation of the three widely used

electric machine models and addresses all challenges and solutions in real-time

hardware-in-the-loop simulation of electric machines and drives for electrified

transportation systems. In this work, the Virtex-7 XC7VX485T and Virtex
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UltraScale+ XCVU9P FPGA devices are used based on the required clock

speed and hardware resource for each application.

In this chapter, the contributions of this thesis are presented and the di-

rections for future works are proposed.

6.1 Contributions of This Thesis

� In Chapter 2, a complete linear induction motor drive system based on

lumped q-d vector model is emulated on FPGA for real-time hardware-

in-the-loop testing. The implementation is performed through an evalu-

ation of fixed-point number representation using XSG and floating-point

number representation using handwritten VHDL program. It is shown

that with floating-point number representation more accurate results can

be achieved with the cost of requiring more hardware resource and larger

time-step in comparison to fixed-point number representation, when both

implementations are performed in massively parallel approach. The min-

imum time-step of 2.3 μs and 0.8 μs was achieved for floating-point and

fixed-point implementations, respectively. The compatibility of the real-

time results with off-line simulations and verification by experiments as

well as finite element simulation shows the accuracy and effectiveness of

the proposed scheme in high speed execution.

� In Chapter 3, for the first time, the RT-TLM emulation of faulted induc-

tion machines is proposed, facing the timing constraint challenges with

high band width and non-periodic boundary condition of fault studies.

The TLM method is applied to the MEC model in order to keep the co-

efficient matrix unchanged during each time-step, requiring only one LU

decomposition per time-step due to movement. The MEC-based TLM

matrix is re-ordered efficiently to keep the majority of the matrix un-

changed during the entire simulation to facilitate partial pre-calculation

of LU decomposition through the left looking Gilbert-Peierls algorithm.

Taking the advantage of FPGAs in parallel processing of the algorithm,

the minimum time-step of 500 μs with the FPGA clock frequency of
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300 MHz is achieved for real-time fault study of electric machines. The

results show the accuracy of the proposed method in obtaining the har-

monics of the stator winding currents validated by the Jmag-Designer�

commercial FEM software.

� In Chapter 4, the FPGA-based hardware prototyping of a single-sided

linear induction machine in order to resolve the problem of long execu-

tion time of finite element analysis is proposed. Thanks to the hard-

ware architecture of FPGAs, the massive finite element computation

is accelerated through deeply pipelined and massively paralleled scheme

with 32-bit single-precision number representation. A new sparse matrix

solver based on Gilbert-Peierls algorithm has been proposed combining

the symbolic analysis and matrix fill-in calculation, appropriate for time-

stepped, nonlinear and medium-sized matrices of any FEM problem on

FPGA by utilization of six auxiliary matrices that store the sparsity pat-

tern. The results of the hardware prototype are validated using JMAG-

Designer� through magnetic field distribution, propulsion and levitation

forces characteristics. It is shown that the hardware prototype verified

results can reach the average of 9.73 times speed-up in comparison with

the well-known commercial finite element software JMAG-Designer�.

� In Chapter 5, for the first time, real-time finite element emulation of an

electric machine as a nonlinear magnetodynamic case involving move-

ment is performed for hardware-in-the-loop prototyping on FPGA. Two

novel ideas are proposed along with the transmission line modeling method

to overcome the massive time consumption of FEM and enforce real-time

execution. First, a novel RT-TLM method based on finite pre-calculated

LU decomposition is proposed to avoid LU decomposition of the stiffness

matrix for each time-step. Second, the parallelism of TLM method and

the solver algorithms are fully exploited for a massively parallel imple-

mentation on the FPGA. It is shown the simulation time-step on the uti-

lized hardware can be as low as 2 ms, and the accuracy of results includ-

ing the forces vs. speed curves and losses are evaluated experimentally
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and with Jmag-Designer�. The proposed method is readily applicable

for real-time magnetodynamic simulation and analysis of other types of

linear and rotary electric machines.

6.2 Directions for Future Work

� Most of the current real-time simulators employ multi-core CPUs, in-

cluding NovaCor� developed by RTDS Technologies Inc., HYPERSIM�

developed by Hydro-Québec, and eMEGAsim� developed by Opal-RT

Technologies Inc. Although the high clock frequency of multi-core CPUs

for sequential operations with limited parallelism is attractive, the mas-

sively paralleled and deeply pipelined architecture of FPGAs makes it

a superior platform for parallel processing applicable in real-time sim-

ulation. The integration of multi-core CPUs and FPGAs as the ideal

combination offers the advantage of high clock frequency operation of

CPUs for sequential operations, and the massive hardware parallelism of

FPGAs for parallel operations of a system at the same time.

� Considering the advancement in the real-time simulation of electric ma-

chines by transmission line modeling method proposed in this thesis,

it can be notified that the sparse forward elimination and backward

substitution as the bottleneck are required to be performed in every

TLM iteration. So, focus on reducing the computational burden of the

sparse forward elimination and backward substitution, and employing

algorithms that can lead to more parallelism can be a topic of interest

for future work.

� Real-time simulation of electric machines with computationally intense

detailed models still suffers from the large minimum achievable time-

step, which affects the efficiency of the HIL scenario. In spite of the fairly

slow dynamic of electric machines, their interactions with an actual fast

acting power converter, drive systems, and the protection devices are

required. Innovative algorithms and methods should be developed to
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further exploit parallelism to achieve time-steps as small as a few μs

with accurate and reliable machine models.

� Domain decomposition methods divide a large study domain into sev-

eral smaller sub-domains for potential execution acceleration and paral-

lelism. The efficiency of the domain decomposition methods with FEM

computations for an induction motor should be evaluated. In addition,

combining the domain decomposition and TLM methods to further facil-

itate pre-calculation and accelerate the massive FEM computations on

FPGA is suggested for future work.

� In this thesis, the main frequency and low order harmonic supply voltages

are considered. However, in most cases, the electric machine is supplied

with a high frequency PWM voltage. So, for accurate and realistic real-

time simulation, the high frequency electric machine models considering

parasitic capacitors is suggested for future works.

� In this thesis all types of electrical faults are investigated for real-time

simulation. However, mechanical faults including eccentricity and bear-

ing failures that may require 3-D modeling is left for future work.
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Appendix A

Device Specifications

The specifications of the single-sided linear induction motor of American Ma-

glev Technology (AMT) used in Chapter 2, 4, and 5 are presented in A.1.

Table A.1: Specifications of the studied LIM.

Length 3.33 m
Width 26.67 cm
Weight 1136 kg
Air gap 1 cm

Number of poles 21
Apparent power 0.762+j1.187 MVA
Power factor 0.54
Efficiency 78%

Aluminum sheet loss 87.1 kW
Copper loss 59.98 kW

Stray load loss 0.87 kW
Aluminum conductivity 3.25×107 S/m

The specifications of the squirrel-cage rotary induction motor used in Chap-

ter 3 are presented in A.2.

The hardware resource of the Xilinx Virtex FPGA boards used in this

thesis is presented in A.3
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Table A.2: Specifications of the studied rotary induction motor.

Stator outer diameter 195.38 (mm)
Rotor outer diameter 114.9 (mm)
Stator inner diameter 115.54 (mm)
Rotor inner diameter 36.5 (mm)
Stator slot depth 21.1 (mm)
Stator tooth width 5.7 (mm)
Rotor slot depth 22.1 (mm)
Rotor tooth width 6.2 (mm)

Stator tooth face width 7.4 (mm)
Rotor tooth face width 12.7 (mm)

Motor length 107.95 (mm)
Stator tooth flange thickness 1.2 (mm)
Rotor tooth flange thickness 1.8 (mm)
Mechanical air-gap length 0.31 (mm)
Number of stator slots 36
Number of rotor slots 28

Rated voltage 230 (V)
Frequency 60 (Hz)

Number of poles 4
Rotor inertia 0.025 Kg.m2

Winding connections Wye
Rotor type Squirrel cage

Table A.3: Hardware resource utilization
Resource Virtex-7 XC7VX485T Virtex UltraScale+ XCVU9P

System Logic Cells (K) 485 2,586
DSP Slices 2,800 6,840
Memory (Mb) 37 345.9
I/O Pins 700 832
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