
I am among those who think that science has great beauty. A scientist in his
laboratory is not only a technician: he is also a child placed before natural

phenomena which impress him like a fairy tale.

– Marie Curie (1867-1934)

There are in fact two things, science and opinion; the former begets
knowledge, the latter ignorance.
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Abstract

The focus of this thesis is on electro-osmotically pumped flow of viscoelastic

fluids through microchannels.

Fluid transport in microscaled structures is typically laminar due to the low

Reynolds numbers involved. However, it is known that viscoelastic polymeric

liquids can display striking instabilities in low Reynolds number flows.

The motion of polymer doped solutions electrically pumped through mi-

crochannels is studied at low Reynolds number. It is found that extensional

instabilities can be excited in such microflows with standard electro-osmotic

pumping (≈ mm/s flow rate regime), occurring at the viscoelastic instability

threshold. The existence of these instabilities must inform design as microflu-

idic applications move beyond simple fluids towards using biological materials

and other complex suspensions, many of which display elasticity. It is further

found that discrete and persistent microgels are formed at sufficiently high

current densities.

Prior work has found up to orders of magnitude increase in mixing rates,

however additional fluid deformation effects (notably shear) exist in other stud-

ies and high viscosity solvents are used. The flows here exclude shear, a ubiq-

uitous feature in mechanically driven cavity flows, and low viscosity solvents

typical in microfluidic applications are used. The device is also highly sym-

metric minimizing Lagrangian chaos deformation and mixing of fluids. It is

demonstrated that viscoelastic instabilities reduce mixing relative to low vis-

cosity polymer-free solutions. The decrease in mixing found is consistent with

the understanding that viscoelastic flows progress towards Batchelor turbu-

lence, and demonstrates that, in contrast to common expectations, viscoelastic

flows are effectively diffusion limited. Electro-osmotic pumped devices are the



ideal platform to study isolated viscoelasticity and elastic turbulence, where

additional effects (such as shear, or Lagrangian deformation manipulations)

can be introduced in a controlled manner allowing fundamental studies of vis-

coelasticity and mixing.

Besides the viscoelastic experimental observations it is shown that (1) a

recently discovered instability due to density fluctuation has an analogue in

polymeric fluids corresponding to the viscoelastic instability threshold, (2)

inspection of correlations in microparticle image velocimetry (µ-PIV) data in

unstable polymer flows reveals the relaxation time of polymer solutions, and

(3) poly(ether sulfone) polymer films can act as negative electron beam resist.
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List of Figures

2.1 Leonardo da Vinci’s “turbolenza”, 1500. Sketch of a free water
jet flowing into a pool. This study is thought to be the first
detailed flow visualization, notice the eddies and vortices which
result in rapid mixing. Image obtained from eFluids and used
with permission. . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 If liquid is placed between two plates and one (top plate here)
is moved relative to the other (bottom plate stationary here)
a shearing flow is set up. Due to molecular interactions and
“stickiness” (cohesive forces) a nominal no-slip boundary con-
dition occurs at liquid-solid boundary at the plates. By forcing
the top plate at a velocity v fluid immediately nearby will be
entrapped and dragged along. Via cohesive interactions with
nearby fluid further from the wall that fluid will also be pulled
along, and a linear velocity profile will be set up with no move-
ment at the bottom plate and a velocity v at the top. No-slip
is an idealization, and partial slip may occur at the wall – de-
pending on molecular details. If slip occurs one imagines that
beyond the plate there will be a location where velocity will be
zero, and by projecting the velocity profile to this zero veloc-
ity location a slip length LS and a slip velocity vS at the wall
is defined. For large systems with simple fluids any slip is in-
significant and the system is well described by no-slip boundary
conditions [1]; for complex fluids [2] and small scaled channels
[3] the suitability of no-slip is more questionable and care must
be taken. Note that a shear flow can be considered a “slanting”
map that preserves area and consists of rotation and elongation
(see Fig. 2.8 for more discussion). Consider the horizontal line
as a bolus of dye that can move with the flow, under shear it
will rotate and elongate (compare to the line at an angle that
defines the velocity field). . . . . . . . . . . . . . . . . . . . . 8



2.3 Sketches of laminar and unsteady flow from Reynolds classic
work. Dye added to the center of pipe flow allowed visualiza-
tion of flow regimes. Reynolds observed smooth straight flow at
low velocities (top sketch), and upon raising the velocity a sud-
den transition to well mixed flow occurred downstream (middle
sketch). Viewing the flow using spark light (stroboscopic imag-
ing) resolved distinct eddies (bottom sketch). Composite image
from Ref. [4], this material has passed out of copyright. . . . . 10

2.4 von Karman vortex. Flow past solid bodies causes rhythmic
vortex shedding before the onset of turbulence (Re = 80 here).
Instabilities allow for improved mixing and are suppressed at
microscales due to the low Reynolds numbers involved, often
leading to diffusion limited mixing (for a counter example see
Fig. 2.5). Image obtained from eFluids and used with permission. 13

2.5 Model of fluid flow in a giant plant cell. Mixing at low Reynold
numbers is difficult. Giant (≈ 1 mm by 10 cm) alga cells pro-
mote internal mixing by driving fluids at the inner cell surfaces
with molecular motors. An effective slip velocity “at the wall” is
created, similar in action to electro-osmotic flow: in both cases
details in the layer near the wall are not well known, but outside
this thin (≈ O(1-1000nm) for EOF flows) layer a simple slip con-
dition can be utilized. For the alga cell (a,b) two counter flowing
banded regions are separated by a thin “indifferent zone” (IZ)
with no flow forcing. These boundary conditions induce (c,d)
counter rotating vortices that twist along the cell axis. In (c)
the velocity projection along the twisting band (H) is shown,
and in (d) the (order of magnitude smaller) velocity projection
perpendicular to the band (φ) is shown. The resulting flow
fields consists of a global flow moving up/down along the stem
and counter rotating vortices that rotate perpendicular to the
stem, leading to enhanced mixing due to the interaction of the
two flow fields (see discussion of the Linked Twist Map in sec-
tion 6.5); this enhanced mixing is an example of “Lagrangian
Chaos” where good mixing occurs in smooth flows and allows
the cell to move food, waste, and other chemicals in an environ-
ment where diffusion is slow and limiting. Image from Ref. [5]
and copyright of the Proceedings of the National Academy of
Sciences of the United States of America, used with permission. 14



2.6 Pressure and electro-osmotic flow fronts. By using a pulsed pla-
nar ultraviolet laser sheet cutting perpendicular to fused silica
capillaries caged fluorescent dye is released allowing the effect
of velocity fields to be visualized by subsequently exciting the
dye with a delayed pulse of light tuned to the dyes absorption
peak. The laser sheet is ≈ 20 µm thick and impinges perpen-
dicular to a cylindrical micro-capillary. On the left we see the
no-slip boundary conditions in pressure flow leads to a parabolic
or Poiseuille velocity profile; on the right we see that slip at the
wall leads to a flat or plug velocity profile. Labels correspond
to time (ms) after uncaging. All mechanically pumped cavity
flows will have a significant shear component to the flow fields,
due to the no-slip condition. The channel diameter will set the
shear in Poiseuille flows, making flows sensitive to channel size.
In contrast EOF flows have shear confined to the Debye layer
near the wall, and changing the channel dimensions will not
modify the flow details (until dimensions become close to the
Debye layer thickness). Note that the broadening of the dye
profile with time is due to diffusion, allowing the diffusion coef-
ficient of the dye to be extracted from the images. Composite
image reproduced with permission from Ref. [6]. Copyright
1998 American Chemical Society. . . . . . . . . . . . . . . . . 16

2.7 Simple double layer model of charged solid-liquid interface. The
solid is charged at the surface with an absorbed layer of opposite
charges. A secondary layer of diffuse counter charges surrounds
the absorbed charge layer. The strongly absorbed Stern layer is
considered to be static, although charges dynamically exchange
with the fluid, and just past the Stern layer motion along the
surface can occur (“shear layer”). With an imposed electric
field the diffuse charged layer can move, setting up a velocity
gradient across the Debye layer of thickness lD and which vis-
cously couples to the “bulk” fluid pulling it along with effective
slip boundary conditions. See Fig. 5.21 and related discussion
on oscillatory forcing, which can be used to promote mixing.
Figure from Ref. [7], http://dx.doi.org/10.1039/b503696h. Re-
produced by permission of The Royal Society of Chemistry. . . 17



2.8 Shear consists of both rotational and elongational components.
It is known that shear fields can be decomposed into rotational
and elongational elements, as schematically shown here. As
the E-field is irrotational (∇∇∇×EEE = 0) electro-osmotic pumped
flow fields are also irrotational, due to the similarity condition
(vvv = µEOFEEE), and therefore shear-free. Note, however, that en-
trance effects are expected at sudden constrictions (or any other
rapid change in boundary geometry) which will break similar-
ity. As entry effects are thought to be a pure pressure effect
[8] the Helmholtz decomposition theorem should apply and the
flow fields will remain irrotational (shear-free), indicating that
changes from potential flow will be solely (rigid) translational
and elongational [9]. Image from [10]. Reprinted with permis-
sion from AAAS. . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.9 Representative expansion unit in a microchannel. Extensional
flow is imposed with 2:1 constrictions/expansions along the mi-
crochannels (a). The E-field show in (b) is of a cut along the
center of the channel and all fields are scaled by the average field
along this center cut though the channel. The field along the
flow axis varies through the channel, with a ratio of maximum
(peak) to minimum (trough) field of 2.04; using the similarity
condition allows the velocity to be directly related to the E-field.
Based on conservation of mass the flow velocity is expected to
change by a factor of two between the constricted and expanded
regions; numerical checks of computed flow fields demonstrate
conservation of flow within 3% of theoretical expectation, how-
ever large discretations of the boundary results in distortion of
field lines (see d). The E-field cut transverse across the flow di-
rection and in the center of the expansion is shown in (c). Note
that despite a change in the E-field (and hence velocity) across
the channel the flow is shear-free as it remains irrotational. In
(d) the flow front (contour of the scaled E-field) is shown, flow
moves perpendicular to the contours. The boundary element
method is used to solve Laplace’s equation here; this allows a
rough approximation of flow, however both the entrance effect
of the sudden expansion and the presence of polymers (above
the coil-stretch transition) in flow break the similarity condition. 23



2.10 Fluid flow lines in expansion unit. Extensional flow is imposed
with 2:1 constrictions/expansions along the microchannels (a).
Using the boundary element method, rapid solution to Lapace’s
equation was achieved in Matlab. However due to minimal pre-
processing in the code used - geometry creation is done “by
hand” - it is difficult to create and modify geometries, and large
discretization elements were used (with each boundary face in
(a) used as a single discretized unit). Taking slices across the
channel confirms that volume flow is conserved within 3%. De-
spite the bulk flow being correct discretization leads to distor-
tion of precise flow lines, as the midpoint value of the voltage
field is used to represent the boundary condition on each face;
see Fig. 2.9.d for the flow front and (b) here which shows the
distorted flow lines. Using a well developed toolbox for solving
Laplace’s equation by the Schwarz-Christoffel conformal map
[11] allows discretization error to be reduced with relative ease,
enabling precise flow lines to be found as in (c). Using the
Schwarz-Christoffel toolbox error is reduced relative to the BEM
method (with an estimated flow rate change between the wide
and narrow region that is 1% less than the predicted value of
2X) and the flow lines follow gross expectations; the toolbox
has been compared with test cases to confirm accuracy [11]. In
(b) and (c) the voltage gradient that drives flow is represented
with a grey colour map. Note that intuitively it appears that
shear exists in the flow, however see Fig. 2.8 and discussion. For
the flows in (b) and (c) the curl was numerically calculated and
found to be zero within machine accuracy. . . . . . . . . . . . 24

3.1 Conformations of dyed DNA polymer with one end tethered
to a surface. Images are separated in time by one relaxation
time. From (a)-(d) flow rates increase from static to highly de-
forming shear flow. Note that even with no flow the polymer
is dynamic and “breaths”, displaying change over time peri-
ods on the order of the relaxation time. The scale bar is 5
µm. Dyed DNA is in many senses an ideal system, allowing
conformation of individual polymers to be investigated and be-
ing mono-disperse (although genetic differences between DNA
samples should lead to subtle differences in properties), and as
such many numerical and experimental investigations are be-
ing focused on DNA. λ-DNA, such as shown here, is similar
to the high molecular weight polyacrylamide polymer studied
in this work. Reprinted figure with permission from Ref. [12],
http://prl.aps.org/abstract/PRL/v84/i20/p4769 1. Copyright
2000 by the American Physical Society. . . . . . . . . . . . . . 31



3.2 Polymers are made up of many repeat units. Polyethylene Ox-
ide (PEO) is a well studied water soluble polymer. The ba-
sic repeat unit, which is repeated N times, and globule ran-
dom coil structure typically taken by synthetic polymers with
a radius RG is shown. The random coil is well described as
a (entropic) spring and thermal agitation will tend to relax a
stretched spring/polymer coil back to the globule state with a
characteristic relaxation time λ. . . . . . . . . . . . . . . . . . 32

3.3 Exposure response of PES on a Si wafer to 10 keV electron
beam. Thickness is measured with a profilometer after electron
exposure and development with DMAc. The sensitivity was
found to be ≈ 0.2 mC/cm2, while the contrast was ≈ 0.8. The
basic repeat structure of PES is inset. . . . . . . . . . . . . . . 37

3.4 Patterned PES on Au. Patterning at 10 kV and 200 µC/cm2

defined a wet etch mask for Au patterning. (a) Large scale
features are well defined, (b) as dimensions fall below 100 nm
solvent induced swelling can cause buckling of thin features as
seen for the ≈ 30 nm gate of a field effect transistor structure
(see inset for enlargement of 30 nm line feature). PES withstood
Au and Cr etching of the ≈ 30 nm Au and ≈ 5 nm Cr adhesion
layer (inset, b). . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.5 SEM images of dry etched PES. (a) 40 µm squares were defined
in PES on Si and over-etched in a SF6 plasma at room temper-
ature, sidewall roughness is due to etching away the mask and
notched stitching errors can be seen on the edges. A selectivity
of ≈ 4:1 was found. (b) Lightly etched Si (≈ 25 nm) with PES
mask in place. A power of 30 W and 50 sccm flow of SF6 were
used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39



3.6 Stretched polymers can lead to instability. Polymers relax into
random sphere-like coils, however stretching (normal force) can
lead to a coil-stretch transition where polymers become elon-
gated several times their equilibrium size. The resulting anisotropic
fluid can lead to instabilities if stretched polymers move along
curved flow lines - like a stretched elastic band pulled against
an object an inward force is exerted which can cause polymers
to cross stream lines [13], as illustrated in the schematic here,
and lead to instability. Note that, in general, there can be a
huge mismatch in dimensions of an elongated polymer relative
to the curvature of flow lines. For example a polymer that has
a maximal extension of roughly 20 µm, and which has a radius
of gyration of roughly 0.5 µm at equilibrium, may experience a
radius of curvature on the order of 3 mm [14] making for a weak
inward force. However the distance over which this force is ex-
erted can be significant (see equation 3.16 and discussion), and
for the . 20 µm polymer moving along a 3 mm radius of cur-
vature flow line the distance the polymer travels while relaxing
is roughly 0.8 times the radius of curvature [14]; this sustain
allows for polymers to cross flow lines, despite the large mis-
match between polymer elongation and curvature scales that
may exist in a given arrangement. This curvature plus normal
forces mechanism for instability was phenomenologically found
[15, 16] and shows both empirical success in prediction of insta-
bility and can be interpreted in terms of physical mechanisms
and now forms the conceptual underpinning of viscoelastic in-
stabilities [17]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47



3.7 Polymer coils suspended in liquid solvent add elasticity to the
viscous solution, when polymers are stretched. A model of poly-
meric liquids is the Maxwell model that assumes an elastic solid
(Hookean spring) in linear series with a viscous liquid (dash-
pot) to obtain a simple viscoelastic composite material. The
time derivative is not well described by the implicit scalar as-
sumption in the Maxwell model, and to better characterize vis-
coelastic fluids various more complicated time derivatives are
used. It is empirically found that the continuum models using
the more accurate time derivatives are numerically unstable at
high Weissenberg numbers close to physical instability limiting
detailed numerical investigations, a persistent problem that is
termed the HWNP (high Weissenberg number problem). Note
that the bulk fluid has elasticity that arises from the polymeric
component, the composite fluid is elastic in the sense that en-
ergy can be stored in, and later released from, the polymer
coils within the fluid and a “bulk” spring-like object – for ex-
ample due to a percolation network of entangled polymer coils
connected throughout the fluid – is not required or thought to
underlie elasticity [2]; see Fig. 3.6 for discussion on flow insta-
bilities that can arise from the elasticity imparted by polymers. 49

3.8 Relaxation of a stretched polymer. Fluorescently labeling DNA
molecules has revolutionized polymer studies as investigation of
molecular individualism and direct observations of single molecules
are now possible. Here a DNA polymer stretched to its full 39
µm length shows rapid initial recoil, followed by exponential
relaxation. Figure from Ref. [18]. Reprinted with permission
from AAAS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1 Elastic turbulence in shear geometry. Doping highly viscous
(via inclusion of sugar) polymeric liquid with reflective flakes
allows irregular flows to visualized. The two images are two
separate snapshots taken of the unsteady flow. Here the flow is
creeping (Re=0.7), but has a high Wiessenberg number (Wi=13).
It has long been known that polymeric solutions can undergo
instabilities and studies of this flow allowed determination that
elastic turbulence is a true form of turbulence, and established
this form of turbulence as a type of Batchelor turbulence. Due
to favorable scaling (increased tendency to instability with re-
ducing system dimensions) viscoelastic instabilities and elastic
turbulence is of interest to microfluidics. Reprinted by permis-
sion from Macmillan Publishers Ltd: Nature Ref. [19], copy-
right 2000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64



4.2 Demonstration of turbulent mixing in serpentine Dean flow.
Dyed and undyed liquids are brought together (a) and grav-
ity pumped through the curvilinear geometry. For no polymer
(b) and polymer doped (c) liquids at the 29th half-ring either
little (b) or enhanced (c) mixing occurs at Re = 0.16 (and Wi =
6.7 in (c)). The observed enhancement in mixing was orders of
magnitude improved over the polymer-free sample. Note that
both here and in Fig. 4.1 the solution viscosity is made much
higher than in most lab on a chip applications, where aque-
ous solutions are typically used. Reprinted by permission from
Macmillan Publishers Ltd: Nature Ref. [20], copyright 2001. . 65

4.3 Unstable fluid flow. Chaotic flow is exhibited by polymeric liq-
uid flowing through a serpentine microchannel [21] under steady
forcing conditions. The fluid velocity (inset), as measured by
particle tracking every 40 ms, demonstrates large velocity fluc-
tuations. Visual inspection of Detrended Fluctuation Analy-
sis “filtered” velocity data displays a linear region for larger
time bins that crossovers to a nonlinear region at roughly 1.2
s. Within the nonlinear region there is some suggestion of a
crossover at 0.36 s. The experimentally determined [21] relax-
ation time is 1.1 s, agreeing with the nonlinear-linear crossover.
Zimm theory predicts a second mode relation time of 0.35 s for
good solvents, coinciding to the possible crossover in the nonlin-
ear region; note, however, that it is difficult to discern if this is
a visual artifact or a true crossover. The potential for “in-situ”
use and the lack of fitting parameters make DFA relaxation
time estimates desirable as systematic (and hard to estimate)
error will be reduced. A key limitation is the requirement to
seed the fluid of interest with microparticles, which will modify
the liquid, and the need to sample more rapidly than the relax-
ation time, which will limit the polymeric solutions that can be
studied. Velocity fluctuation data kindly provided by Dr. T.
Burghelea [21]. . . . . . . . . . . . . . . . . . . . . . . . . . . 76



4.4 Numerical derivative of fluctuation scaling in unstable fluid flow.
Visual inspection of Detrended Fluctuation Analysis “filtered”
velocity data indicates two and possibly three time correlation
regimes, with a crossover at roughly 1.2 s and possibly 0.36 s
(see Fig. 4.3). For time bins smaller than the relaxation time
there appears to be possibly two correlation regimes, however
as power-law (linear on log-log plots) scaling is absent and data
points start to become more sparse for small box sizes percep-
tual artifacts are possible [22]. Inspecting the numerical deriva-
tive, ∂F

∂n
, where F is the DFA fluctuations (see Fig. 4.3) and

n is the bin size given by T
∆t

, shows that three distinct con-
stant steps are not observed, as expected if three linear regimes
existed. Within the limited resolution it is seen that a flat
“tail” exists for large time bins (with a signature of a sinusoidal
signal perturbing the data here) and that a region with signifi-
cant scatter separates this tail from a rapidly changing region.
The purported crossover in the nonlinear region corresponds
to the point where the data with scatter changes into rapid
change. Due to limited resolution and the absence of visually
clear linear-linear or linear-nonlinear transition, this possible
crossover may be an artifact. . . . . . . . . . . . . . . . . . . . 78

5.1 Y-branch geometry. Elongational flow is created by merging
two streams of fluid into a single stream of half the input cross-
section. One of the streams is labeled using TAMRA, a fluores-
cent dye (dark pink arrow in figure), while the other stream is
dye free (white arrow), as the fluids move downstream they mix
(light pink arrow). A laser is focused exciting the dye (yellow
dot in image), allowing the amount of dye to be optically ob-
served. For laminar steady flows diffusive action mixes the dye,
which is observed as a steady optical signal, and it is found that
addition of high molecular weight polymer leads to instabilities
leading to a time varying optical signal. For long runs drift in
the interface occurred, possibly due to Joule heating resulting
in differential flow rates suggesting that heating effects may be
present. The glass microchannels are 100 µm wide and 20 µm
deep. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.2 MicroTool Kit Optics Diagram. The MicraLyne Inc. µTK al-
lows optical observation either by eye piece or with a PMT. . 86



5.3 Photomultiplier tube time trace for concentrated polymer so-
lution. 1XTBE buffer with 2500 ppm (semi-dilute) PAAm was
electro-osmotically driven through an y-branch. When the driv-
ing electric field is increased sufficiently significant fluctuations
arise, as can be seen comparing the PMT traces at ≈ 100 V/cm
(lower) and ≈ 410 V/cm (upper) curves. The curves have been
artificially offset for visibility. Note the significant noise in the
low voltage signal; this noise creates a noise floor blelow which
flow instability properties cannot be determined with the PMT.
Inset: Micrograph (40X lens) of y-branch channel with (yellow)
excited focal spot visible; the micrograph was captured by hold-
ing a camera up to the eyepiece, and the off center focal spot is
an optical artifact due to non-perpendicular alignment (i.e. by
eye the focal spot is seen to be centered; visual alignment was
confirmed by noting equal stage displacement from the appar-
ent center to the side walls). Flow is from right to left, with the
fluid in the bottom channel dyed with TAMRA dye. . . . . . . 89

5.4 Photomultiplier tube time trace for bubble train in TBE buffer.
At the highest applied voltages (6 kV here) bubbles would oc-
cur at the electrodes after long runs; these bubbles could be
captured by flow down the microchannels and create compli-
cated flow conditions. As bubbles move past the PMT focal
spot “notching” occurs as the bubbles would displace dyed liq-
uid (reducing optical section and signal, as well as due to de-
flection of the beam from the curved interfaces. Between the
bubbles good mixing was visually seen, as has previously been
noted and studied (see, for example, Ref. [23]). The formation
of bubbles is a clear indication that Joule heating is present for
higher applied voltages. . . . . . . . . . . . . . . . . . . . . . . 90

5.5 Fluctuations in photomultiplier tube time trace for semi-dilute
polymer solution. Fluctuations were measured from 80 s PMT
traces of 2500 ppm solution flow at various driving electric fields.
Fluctuations rapidly grow in size beyond a predicted threshold
corresponding to an electric field of roughly 360 V/cm; however
the predicted threshold is below the noise floor not allowing de-
termination if transition occurs earlier than the apparent value
of roughly 400 V/cm where a rapid rise in fluctuations is seen. 92



5.6 Power spectrum of dilute polymer solution instability. 1XTBE
buffer with 100 ppm PAA driven at ≈ 410 V/cm. Instabilities
have approximate power law spectra (compare to dotted line
with power ∝ 1/frequency), characteristic of chaotic flow [21].
For steady flow there are no fluctuations, and thus the power
spectra will consist of a noise floor. Rhythmic unstable flow,
such as for von Karman instabilities (see Fig. 2.4) will result
in sharp distinct peaks in the power spectrum. Chaotic flows
will have a multitude of frequencies, which will result in an
elevated power spectrum that drops off. Note the sharp peak at
roughly 9 Hz, which corresponds to the resonance frequency of
modern buildings – such as the one the experiments were done
in. This peak is attributed to building resonance coupling into
the experimental setup, a hypothesis supported by the exclusion
of this ≈ 9 Hz peak by moving the apparatus to a vibration
isolation table. Inset: PMT time trace (y-axis: 0-5V) over 200
s, 100 ppm PAA solutions driven at ≈ 410 V/cm (upper curve)
are unstable while 0 ppm PAA (no polymer added) solutions
driven at ≈ 515 V/cm (lower curve) are laminar, as is typical
for flows in microfluidic devices. Instabilities in dilute solutions
occurred at similar driving fields as for concentrated (2500 ppm)
solutions indicating that Zimm relaxation dynamics describes
both solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.7 Device schematic. The microfluidic device (a) consists of four
reservoirs connected via microchannels (two input reservoirs at
positive voltage that flow into the grounded fourth reservoir,
while the third reservoir floats during experiments described
here). A dyed (reservoir 1) stream merges with an undyed
(reservoir 2) stream and flows towards the ground (reservoir
4) through microchannels defined by a 20 µm deep chemical
etch which results in the distinctive D-scooped profile associ-
ated with wet etching. Past the intersection that merges the
two input streams 200:100 µm wide channel constrictions cause
extensional flow fields. The small (not to scale) circle in (b) indi-
cates the photomultiplier measurement spot (≈ 10 µm focused
waist of a 532 nm diode laser) used to measure fluorescence
emitted by excited dye, while the large dashed circle outlines
the field of view for microphotographs. . . . . . . . . . . . . . 98



5.8 Normalized photomultiplier tube time traces. A PMT monitors
the interface of the dyed/undyed streams of methanol-water so-
lutions with (a) no driving voltage (no flow), (b) driven at 0.4
kV, and (c) driven at 0.2 kV with 120 ppm of HMW polymer
added. With no polymer the PMT trace of the flow is smooth
(b), albeit with noise from inherent laser diode instability as
also seen for no flow (a), indicative of a stable interface and the
laminar flow typical in microchannels. With polymer added
rapid interface motion and instabilities are observed at moder-
ate driving voltages, as evident by the dramatic fluctuations in
the PMT signal (c). . . . . . . . . . . . . . . . . . . . . . . . . 99

5.9 Autocorrelations of Fig. 5.8 photomultiplier tube data. Methanol-
water solutions with (a) no driving voltage (no flow), (b) driven
at 0.4 kV, and (c) driven at 0.2 kV with 120 ppm of HMW
polymer added. The autocorrelations of polymer free fluid flow
decay within a few sampling time steps and no substructure
is apparent which is indicative of noise, while unstable poly-
mer flows show rapid drop off followed by substructure without
prominent peaks (i.e the ACF remains below 0.5), indicating no
dominant frequencies [24]. . . . . . . . . . . . . . . . . . . . . 100

5.10 Fluctuation amplitude in normalized fluorescence signals. Fluc-
tuations in the motion of the dyed/undyed fluid interface are
measured with normalized PMT voltage for (a) 120 ppm of
HMW polymer; the error is roughly on the order of 10% at
higher flow rates in unstable flows. Control (polymer free) solu-
tion fluctuations are nominally zero (compare with Fig. 5.8.b).
The instability threshold is predicted to be≈ 0.01 kV here. Sim-
ilar behavior (b) is displayed for 60, 90, and 480 ppm samples
of HMW polymer. . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.11 Fluctuations at various concentrations. The fluctuations in nor-
malized PMT voltage for HMW polymer at different concentra-
tions and 0.2 kV. It can be seen that fluctuations first increase
with concentration and then rapidly peak and plateau with mild
drop off; considering each polymer as independent suggests that
continued growth in instability should be observed as concen-
tration is increased. Measurement error is roughly 10% and on
the order of the symbol size. . . . . . . . . . . . . . . . . . . . 105

5.12 Photomicrographs of (a) no polymer and (b, c) 120 ppm HMW
polymer flows at 0.2 kV. Image (c) is taken one second after
(b). Dashed lines indicate field of view and microchannel con-
striction outline. Note that due to nonuniform illumination the
dye is not excited uniformly over the field of view and there is
a drop off in intensity at the edges. The scale bar is 100 µm. . 109



5.13 Fluctuation growth transition. The LMW sample with a pre-
dicted elastic instability at vcr ≈ 2 mm/s experimentally demon-
strates an instability onset at ≈ 1.5 mm/s. Above ≈ 1.5 mm/s
fluctuations grow dramatically, as compared to a gentle increase
below the observed threshold. While there are accepted pre-
dicted thresholds there is no generally accepted/known model
for the shape of transition to instability; however a simple model
that assumes that the polymer coil flux through an instability
region sets instability strength suggests concave up growth, as
seen here (see the next section for more discussion). . . . . . . 110

5.14 Monitored external chip temperature. To determine if large
Joule heating occurred a thermistor was attached to the external
surface of the chip, and the chip was run under standard operat-
ing conditions (0.2 kV, 128 ppm PAA solution). No observable
heating occurred during a 10 minute run, which is roughly 10×
a typical fluctuation experiment. Shown here is the 10 minute
run (0-10 min), with 5 minute pre- and post- run data. As the
glass is ≈ 1 mm thick an internal temperature changes will be
observed after a diffusion time of roughly 3 seconds and ther-
mal steady-state should be achieved in a few diffusion times. As
no external temperature rise was observed the internal increase
will be bounded by the thermistor resolution (0.1 ◦C) and ther-
mal gradient maintained between the inner microchannel and
the external surface. In studies of plastic microchips in a µTK
a thermal gradient of 1-2 ◦C was observed [25], indicating that
any Joule heating here will be bound by 2 ◦C (note that glass
has a higher thermal conductivity than plastic, which will re-
duce the thermal gradient for the glass microchips used here).
The lack of observed external temperature growth is consistent
with the low current flowing through the device (order of µA),
which is a consequent of low ion content (this is in contrast to
the TBE buffer case). . . . . . . . . . . . . . . . . . . . . . . . 112

5.15 Colloidal suspension viscosity at various concentrations. Ein-
stein [26] found the viscosity for “dilute” solutions of colloids,
where dilute signifies no particle-particle interactions. Measure-
ments [27], circles here, reveal that suspensions diverge from
the Einstein prediction (dotted line) above a volume fraction of
roughly φ ≈ 0.1; the solid curve is a theoretical extension [28]
of Einstein’s model that attempts to take particle crowding into
account but ignores close packing effects (note that at higher
concentrations, near the close packing limit, the extended model
also diverges from the data) . . . . . . . . . . . . . . . . . . . 114



5.16 Fluctuations at various concentrations. The fluctuations in nor-
malized PMT voltage for HMW polymer at different concentra-
tions and 0.2 kV. It can be seen that fluctuations increase with
concentration but rapidly peak and plateau well below the over-
lap concentration (at ≈ 0.1c∗, where c∗is ≈ 300 here). Modeling
the polymeric solution as a hard colloidal suspension predicts
a transition in behavior at c ≈ 40-60 ppm (grey band) due to
molecular crowding. Simulations of a similar polymer [29] find
a threshold of 0.1c∗ (dotted line) above which hydrodynamic
interactions between polymer coils significantly affects proper-
ties. The good agreement of both the colloidal model and the
simulations with the observed peaking of fluctuation growth
suggests hydrodynamic interactions and molecular crowding is
the mechanism inhibiting fluctuations. . . . . . . . . . . . . . 116

5.17 Globule formation. Globules are formed at larger applied volt-
ages (≥0.5 kV). Seen here are globules formed at 1 kV potential
at a concentration of 120 ppm of the HWM sample. It was found
that at larger applied voltages globules would form in the fluid
with dimensions on the order of the channel, presumably due
to cross linking of PAAm at the electrodes. Note that phase
separation can only occur in poor solvents, and therefore is ex-
cluded from occurring here. While this effect may be of interest
in making microgels [30] on demand in microfluidics, it is not
explored here. This effect only occurred for the HMW polymer
sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.18 Current-voltage characteristics for 128 ppm HMW sample. Volt-
age is swept from 0.05 to 0.80 kV in steps of 0.05 kV, with each
step lasting 100 s and current is monitored at the grounding
electrode. In the top panel no globules were observed, while in
the bottom panel globules formed at 0.1 kV and were (increas-
ingly) present at each voltage step. In the top panel a kink
appears above 0.4 kV, possibly due to Joule heating effects -
although scatter is too large to exclude linear behaviour. In
the bottom panel IV characteristics remain consistent over the
entire voltage sweep, with no sudden drop or large (order one)
fluctuations as seen in contact glow electrolysis. Scatter is due
to device resolution (0.1 µA). . . . . . . . . . . . . . . . . . . 121



5.19 Optical transmission through a bulk sample heated in a water
bath. A 128 ppm HMW PAA sample was heated up to 95 ◦C,
and no reduction in transmission was observed using a Jasco J-
810 spectrometer at 500 nm. A reduction in transmission would
be expected in the presence of globules (scattering/deflection
centers). Note that bubbles formed on the sidewalls, mainly
at the edges of the rectangular container, and none appeared
to exist in the optical path. There is no discernible threshold
temperature above which decrease in transmission occurred. . 122

5.20 Electro-osmotic Mobility Measurement. A bolus of dye is formed
by driving dye for 10 s from reservoir 1 to reservoir 2, and then
driving the bolus downstream between reservoir 3 and reservoir
4 and monitoring the flow with a PMT (a). Mobility is calcu-
lated using known voltages and distances, in (b) it is seen that
the inverse time versus voltage relationship is linear and within
error passes through zero, as expected. The data shown is for
120 ppm of HMW polymer; in (a) the driving voltage was 0.2 kV.124

5.21 Run out instability. It was observed that after running polymer-
free solutions for long times at high voltages (2 kV here) insta-
bilities, of a different character from viscoelastic instabilities,
would spontaneously arise. The signal is measured in the first
constriction. Using the eye piece oscillations perpendicular to
the mean flow direction were visually observed in the junction. 126

5.22 Fluctuation decay downstream. 128 ppm HMW polymer was
driven downstream at different voltages and PMT signal col-
lected in the middle of constriction units. It can be seen that
the fluctuations rapidly decay as the fluid flows downstream, as
expected due to instability and diffusion homogenizing the liq-
uid. The PMT was focused in the middle of constriction. Due to
difficulty in interpreting 1D “single-pixel” measurements space-
time diagrams where created using video data of the flow (see
the next chapter). . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.1 The device that originally demonstrated efficient mixing in the
presence of polymer brings dyed (blue in upper panel) and
undyed streams together to flow through a serpentine device
with 2N half rings. For (a) pure solvent at N=29 no mixing is
seen, while for polymer added at (b) N=8, (c) N=29 (compare
to a), and (d) N=54 unstable flow and improved mixing is ob-
served. Composite figure from Ref. [31]. Used with permission
under a Creative Commons license. . . . . . . . . . . . . . . . 132



6.2 Power of velocity fluctuations for viscoelastic turbulent serpen-
tine flow. Velocity was measured in the middle of the channel
(N=12) and the spectra found; Curve 1 and 2 are of velocity
fluctuations along and transverse to the main flow direction,
while curve 3 is the polymer-free solvent. A rapid fall of the
power was found, which dictates that fluctuations will be dom-
inated by the integral scale (device size). Figure from Ref. [31].
Used with permission under a Creative Commons license. . . . 137

6.3 The Linked Twist Map. Crossing fluid flow lines is required
for mixing, which can be achieved by diffusion or instabilities.
Blinking flows are an alternative means of crossing flow lines
where a fluid is subjected to different driving velocity fields in
alternation, allowing initially nearby fluid particles to become
well separated. The Linked Twist Map is a mathematical de-
scription of such flows, and is one of the few mathematically
tractable approaches to mixing. Here fluid is subjected to two
different velocity fields, and as can be seen in (b) and (c) mixing
can be sensitive to the relative difference between the velocity
fields, with 10 iterations leading to dramatically better mixing
from a seemingly small difference in flow profiles. Figure from
Ref. [32]. Reprinted with permission from AAAS. . . . . . . . 140

6.4 Effect of doubling solution viscosity on co-stream laminar mix-
ing, as measured by M1 at constriction N=2, 4, 8. Idealized
diffusion from an initially sharp interface has an erf-like pro-
file allowing modeling of the flow through the corrugated chan-
nels. Mixing is seen to approximately follow exponential change,
with an absolute shift up as viscosity increases (and diffusion
thereby decreases). Here doubling the viscosity, which captures
the change expected for adding polymer up to the overlap con-
centration, shifts M1 up by roughly 20% while it does not sig-
nificantly effect the slope (Nmix changes from 5.7 to 5.6). To
a first approximation it is therefore expected that increase in
viscosity results in a constant shift up in the M1 curve. . . . 143



6.5 (a) Photograph of the microfluidic device, and (b) detail of the
microchannels with mixing units. Fluids are electro-osmotically
driven from the top and bottom wells to the left side well. Fluid
in the top well contains fluorescent dye, and mixing is optically
observed by exciting dye with an external 532 nm laser and
collecting video data. Each 100:200 µm constriction/expansion
unit creates extensional flow which induces instabilities in vis-
coelastic fluids with high enough Deborah number. Due to
the slip conditions of electro-osmotic flow and symmetry non-
viscoelastic instability mixing mechanisms are minimized. It is
found that flow rates are not affected by the presence of poly-
mer in the dilute regime and all flows are drivent with a voltage
of 200 V, resulting in equal flow rates and comparable flows. . 144

6.6 Raw CCD intensity values were nonlinear. Flowing pure dye
through the microchannels and taking photomicrographs with
a Casio Exilim EX-F1 camera revealed the CCD images were
nonlinear versus the incident power emitted by an external 532
nm laser. Cubing the CCD intensity results in linear response
with respect to incident power. . . . . . . . . . . . . . . . . . 146

6.7 Laminar flow in the first constriction. With no polymer added
creeping laminar flow with steady diffusion is observed. The
top panel is a space time diagram constructed by taking a cross
channel intensity profile across the middle of the constriction
from each frame from video data, and is 60 µm by 75 s (see
Fig. 6.8 and Fig. 6.9 for where the space-time diagram “slices”
are taken). The bottom panel shows one of the cross channel
intensity profiles (0.6 s from the start of the xt diagram). Note
that 20 µm are trimmed from the edges (where wet etch round-
ing may lead to aberrations) of all xt-diagrams. An erf-like
profile is observed, as expected in steady coflowing two-stream
mixing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.8 Photomicrograph of unstable flow in the second expansion for
a concentration of 64 ppm high molecular weight (18× 106 Da)
polyacrylamide polymer added. It is apparent that large in-
stabilities are excited that display a dominant scale set by the
microchannel. Dashed outlines indicate field of view and mi-
crochannel outline; the solid line indicates where the space-time
diagram slice was taken for the expansion regions. The insta-
bilities in the constriction regions can also be seen here at the
sides of the image; regions are centered for data collecting. See
also Fig. 5.12 and Fig. 6.9. . . . . . . . . . . . . . . . . . . . . 149



6.9 Photomicrograph of unstable flow in the second constriction for
a concentration of 64 ppm high molecular weight (18× 106 Da)
polyacrylamide polymer added. Dashed outlines indicate field
of view and microchannel outline; the solid line indicates where
the space-time diagram slice was taken for the constriction regions.150

6.10 Space time diagrams of unstable flow in second constriction.
Adding 32 ppm (top panel) and 64 ppm (bottom panel) results
in instabilities as fluid flows through the constriction/expansion
units. Visual comparison indicates that instabilities have higher
average frequency for lower concentration, and that instabili-
ties move material across the channel more with more polymer
concentration. These effects are likely due to the competition
between viscosity and elasticity - more polymer increases the
viscosity as well as increases the number of “dispersed mixers”
(polymer coils). The diagrams are 60 µm by 80 s. . . . . . . . 153

6.11 Mixing evolution. From the top to the bottom fluids pass from
the 2nd to the 4th to the 8th constriction. With no polymer
(left panels) diffusion mixes the fluids, while with 64 ppm PAA
added (right panels) both diffusion and instabilities lead to mix-
ing.). The effects of diffusion are apparent, in both polymer-free
and polymer-added flows, with a reduction of contrast between
the 2nd and the 4th constriction, and finally to a visually homo-
geneous mixture by the 8th constriction. In addition it can be
seen that strong cross channel fluctuations exist in the presence
of polymer, but the pattern is highly similar and a comb-like
pattern persists between the 2nd and the 4th constriction, with
addition of “teeth” but without significant pattern changing de-
formation. This persistence is characteristic of chaotic flows un-
dergoing symmetric oscillatory forcing and diffusion is the dom-
inant mechanism leading to homogeneity (mixing). The lack of
enhanced diffusion for viscoelastic unstabe flows indicates that
small scale instabilities are not excited. The diagrams are 60
µm by 60 s and have not been scaled, allowing comparison. . . 154

6.12 Mixing as a function of constriction unit, as measured by the
first moment mixing index M1 (M1 → 0 for perfect mixing and
M1 → 1 for no mixing). Using space time diagrams mixing
was measured downstream of the initial junction at N=2, 4, 8.
The mixing index scales exponentially, and the mixing lengths
mildly reduce with concentration (4.5 for 0 ppm, 4.2 for 32 ppm,
and 3.2 for 64 ppm). The vertical shift for polymer doped flu-
ids relative to undoped fluid is due to reduced diffusion limiting
the mixing, as increased polymer concentration reduces the dif-
fusion constant by increasing viscosity. Error in M1 values is
estimated to be ≈ 5%. . . . . . . . . . . . . . . . . . . . . . . 155



6.13 Mixing as a function of concentration in the 2nd expansion unit,
as measured by the first moment mixing index M1. Using space
time diagrams mixing is measured for c = 16, 32, 64, 128, and
256 ppm (the overlap concentration is c∗ ≈ 300). The mixing
index slowly raises with concentration in the dilute regime; this
indicates that while instabilities are promoted by the presence
of polymers absolute mixing is reduced (as diffusion is hindered
by the presence of polymers). . . . . . . . . . . . . . . . . . . 156

A.1 Water waves. Vertical displacement of waves (top, inset) ema-
nating from a cylinder suspended in a water tank, sampled every
0.15 s as reported in Ref. [33]. Detrended fluctuation analysis
(top panel) of the displacement data indicates three power law
regimes, with crossovers at 1.4 and 2.5 s. These crossovers cor-
respond to peaks in the power spectrum (bottom panel) at 1.2
and 2.3 s. The high frequency peak is due to noise [33], and is
below the resolution of detrended fluctuation analysis. . . . . . 187

A.2 Fluctuation scaling of noisy sinusoidal signals. DFA can ac-
curately find periodic signals within noise with signal-to-noise
ratios down to roughly 1/8. Here sin(2πt) + δ(t), with δ(t)
being Gaussian noise with zero mean and unity standard devi-
ation, ∆t=0.01s, and time traces were 20 s long. From the bot-
tom up: profile is of pure noise (SNR=0), SNR=1:2, SNR=1:8,
SNR=1:50, SNR=1:200. . . . . . . . . . . . . . . . . . . . . . 189

A.3 Price of wheat in Europe aggregated in an index over the years
1500-1869. Using DFA (see inset) we find here that crossovers
occur at roughly 8 and 25 years, neither of which correspond to
peaks identified by spectral analysis. The 8 year value identified
appears to correspond to the average time between spikes in the
index value. This classic data [34] demonstrates the difficulty
in interpretation of time series analysis. . . . . . . . . . . . . . 190

C.1 MicroTool Kit Optics Diagram. The MicraLyne Inc. µTK al-
lows optical observation either by eye piece or with a PMT. . 196

C.2 The µTK Apparatus. The µTK is a platform for electrokinetic
microfluidics. The apparatus consists of an high voltage power
supply that supplies a (software) set voltage to platinum elec-
trodes which are located on a lowerable assembly. A microchip
is set in a machined plexiglas holder below the electrode as-
sembly, below which a 40X microscope objective is positioned
allowing imaging of microchannels. The optics module is an epi-
luminescent confocal microscope allowing fluorescent excitation
(images courtesy of MicraLyne Inc.). . . . . . . . . . . . . . . 198



C.3 The µTK optics module. The observation heart of the µTK is
the epiluminescent confocal microscope which induces and cap-
tures laser induced fluorescence detection by exciting TAMRA
dye via a 532 nm laser (schematic and image courtesy of Micra-
Lyne Inc.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199



List of Symbols

≈ approximately
γ̇ shear rate
ε dielectric constant
ε̇ elongation rate
˙εcr critical elongation rate

ζ zeta potential, coefficient of friction
η viscosity of liquid
η0 viscosity of solvent
η∗ viscosity at polymer overlap concentration
[η]0 intrinsic viscosity of polymer solution
λ relaxation time
λLJ Lennard-Jones relaxation time
λp p-th relaxation time
λZimm Zimm relaxation time
µEOF electro-osmotic mobility
µ− PIV microparticle image velocimetry
µTK microtoolkit
ν kinetic viscosity of liquid, (Flory) polymer-solvent interaction parameter
Π osmotic pressure
ρ density of liquid
σ standard deviation, stress, conformation tensor
τ shear, stress in McKinley, Pakdel, Oztekin work
τ11 normal stress in flow direction (elongational stress) in McKinley, Pakdel,

Oztekin work
τelong elongational stress
τshear shear stress
φ electric potential, volume fraction
Ω number of states
b (Kuhn) monomer length
BEM boundary elements method
BCC body centered cubic
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c∗ overlap concentration of polymer solution (polymer coils impinge)
c∗∗ concentrate concentration of polymer solution
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CFD computational fluid dynamics
D diameter, diffusion coefficient
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D∗% dosage for ∗% film retention
Dh hydrodynamic diameter
Dtr translational diffusion coefficient
De Deborah number
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DFA detrended fluctuation analysis
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EKI electrokinetic instability
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G modulus
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HMW hight molecular weight
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I intensity
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IV current-voltage
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kT thermal energy
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lD Debye layer thickness
Le entrance length (distance for uniform profile to develop in laminar flow)
LJP liquid junction potential
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LTM linked twist map
M molecular weight
Mcr critical threshold for McKinley, Pakdel, and Oztekin model
M1 first moment mixing index
N degree of polymerization (monomer number)
NA Agravado’s number
Nb buckling number (viscous diffusive time over elastic buckling time)
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PDMS polydimethylsiloxane
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Ṙ time rate of change of position
Ra surface roughness
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RG radius of gyration
RH hydrodynamic radius
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Re Reynolds number (inertial over viscous force)
RHS right hand side
R.M.S., rms root mean square
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S entropy
St Strouhal number
T temperature
tν viscous diffusive time
tB elastic buckling time
Tg glass transition temperature
tmix mixing time
TAMRA tetramethylrhodamine
TBE tris-borate-ethylenediaminetetraacetic acid
U internal energy
v, V velocity, voltage
We, Wi Weissenberg number
wt weight
xt space-time
Z friction coefficient



Chapter 1

Introduction

We are all familiar with microfluidics - everytime we receive an injection the

fluid is pushed through a narrow metal pipe (the needle) into our blood stream.

Ouch. Why not make it narrower, and therefore less painful? Can we use

“small pipes” for other uses? What is the nature of microflows? These ques-

tions are being addressed in the field of microfluidics, which aims to explore

the physics and applications of microflows.

One of the salient characteristics of microflows is their creeping laminar

nature - smooth, steady flows. When large deformable molecules, such as

polymers, are added to flows they can be stretched and distorted. In turn

they can distort the fluid they are suspended in, leading to unsteady and even

turbulent flows. As microfluidics moves from liquids consisting of solutions of

simple and small molecules to those with complex and large particles these ef-

fects will become increasingly important. The unsteady flows may, potentially,

also be purposely harnessed to promote mixing.

In this thesis the motion of polymer solutions in microchannels will be

explored, with a focus on electrical pumping (“electro-osmotic” flow, EOF).

Several items are of interest: Flows of polymer solutions in microchannels,

electro-osmotic flows, characterization of polymers, prediction of when poly-

mer instabilities will arise, and mixing.

Needles cannot be arbitrarily reduced in size, for frictional resistance in-

creases as channel diameters decrease. This increases the pressure required to

push fluids through a channel, and these pressures quickly become impracti-
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cally large. For this reason use of electro-osmotic pumping is favorable. Just

how this works and experimental results of electro-osmotic microflows of poly-

mer solutions will be described. Mechanically driven polymer solutions have

been well studied, the investigation of electro-osmotic driven flow of polymeric

solutions is a key contribution presented here.

It turns out that polymers underlying chemical structure is often of little

interest, and the most important feature of polymers in flows is captured by

the polymers relaxation time. A new method for finding this relaxation time

from experimental (or numerical) data of tracer particles in polymer solutions

is presented.

If flow is slow and has mild velocity gradients, as compared to the poly-

mer relaxation time, polymers act as passive tracers whose main effect is to

increase viscosity. If flow rates are increased so that polymers are stretched

and distorted the interaction with the fluid becomes more complicated and

interesting behaviour can result. The demarkation between these regimes is

the coil-stretch transition. Fluids above the transition are no longer isotropic

due to the stretching, “hoop-stresses” arise and polymers move across stream

lines, “memory” effects arise as a polymers past history becomes important

in its current conformation, and instabilities can occur. A difficulty in under-

standing polymer flows is the lack of robust constitutive models describing the

fluid behaviour, and the trade-off between fidelity to experimental observa-

tions and computational tractability is strongly present in nonNewtonian fluid

dynamics. Recently it has been noted that instabilities can arise in Newtonian

fluids due to density effects, and here it is shown that an analogous concen-

tration instability may occur in polymeric solutions; this instability occurs at

the same nominal threshold as the classic viscoelastic coil-stretch transition

instability, and may contribute to the numerical tractability problems.

The aim of the thesis is to explore polymers and viscoelastic fluids, with a

particular focus on the instability behaviour of polymeric solutions. The touch-

stone work investigated pumping lightly polymer-doped solutions through mi-

crochannels with elongational flow fields using electro-osmotic pumping, a

flow regime previously unstudied and of interest as electro-osmotic pumping
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schemes as well as viscoelastic fluids are important for microfluidic applica-

tions. The following were found

� thin films of poly(ether sulfone), PES, can act as negative electron resist,

as PES is a robust polymer it can be used as an etch mask and may be

suitable for direct fabrication of devices (section 3.3)

� by doping liquids with high molecular weight polymer, instabilities can

be excited for flow through sudden constrictions/expansions (section 5.6)

� the observed instabilities arise above the classic viscoelastic instability

criteria, indicating an elastic mechanism (section 5.6)

� no instability is seen for polymer-free flows, and reduced fluctuations are

seen for smaller polymers when flows are tagged with passive dye for

visualization of instabilities, supporting an elastic instability mechanism

(section 5.6)

� the imposed flow rates are typical (O(1 mm/s)) for electro-osmotic flow

- care must be taken in driving complex fluids as perturbation from

laminar flow may be readily achieved (section 5.6)

� high current density effects can lead to formation of globular “rafts”,

discrete and persistent gels (sections 5.6, and 5.9)

� it has recently been discovered that variation in local density can lead

to instabilities in simple liquids, it is found that for polymers the pre-

dicted corresponding concentration instability threshold corresponds to

the classic viscoelastic instability value (section 4.5)

� by inspecting the correlations in fluctuations in particle tracer movement

in unstable polymer flow the relaxation time of polymer solutions can be

obtained - this allows for “in-situ” and parameter/model-free measure-

ment of relaxation time (section 4.6)

� the electro-osmotic flow, EOF, device excites viscoelastic instabilities in

the absence of shear (for the first time in cavity flows) and it is shown

3



that viscoelastic instabilities do not lead to enhanced mixing, as com-

monly expected, a consequence of viscoelastic flows progressing towards

Batchelor turbulence which is a particularly smooth type of turbulence

(chapter 6, in particular section 6.8)

� doping with polymer does not improve mixing in electro-osmotic flows;

however, EOF provides an ideal platform for studying “pure” viscoelastic

instabilities and optimizations may lead to useful schemes for enhancing

mixing (chapter 6)

It is hoped the reader gains an appreciation of the beauty and utility of

microflows and polymer solutions. I did.
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Chapter 2

Fluids and Microsystems

2.1 General overview

Fluids in motion can be visually arresting.

A wide range of flows can occur - we are familiar with irregular clouds,

waves on a lake, dripping taps, and turbulence in our coffee visualized by the

motion of added cream. The range and beauty of flow patterns has lead to

several “picture books” on fluids in order to illustrate, and give intuition of,

various fluid phenomena [35, 36, 37, 38].

In our daily lives we are used to readily made unstable flows - smoke

shedding off a cigarette breaks into vortices, we trail our hand through water

to make eddies, we mix up a drink without a thought. In our macroscopic

world inertial effects are large, and can lead to instabilities. These instabilities

are both beautiful and useful; rapid mixing allows for quicker processing of

fluid mixtures.

Given the wide range of flows it is impressive that a general mathematical

description of fluids exists. By treating fluids as a continuum the Cauchy

momentum equation, which balances the forces on a “fluid particle”1, describes

an incompressible fluid

ρ(
∂

∂t
+ vvv · ∇∇∇)vvv = −∇∇∇p−∇∇∇ · τττ + fff ; (2.1)

1A fluid particle is a parcel of fluid of an intermediate and indeterminate size such that
fluid properties are uniform in the parcel - if we reduce the size too much molecular effects
will result in statistical variation, if we take a too large size there will be a significant
variation in properties due to external forces.
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Figure 2.1: Leonardo da Vinci’s “turbolenza”, 1500. Sketch of a free water jet
flowing into a pool. This study is thought to be the first detailed flow visu-
alization, notice the eddies and vortices which result in rapid mixing. Image
obtained from eFluids and used with permission.

where ρ is the fluid density, vvv is the velocity of a fluid particle, p is the pressure,

τττ is the shear force on a fluid particle, and fff are externally imposed forces;

∇∇∇ is the del operator (in Einstein notation: ∇ = ~ei∂i, where the ~ei’s are basis

vectors and ∂i the corresponding differential operator).

There are three basic regimes of equation 2.1, the Euler (viscous free),

Newtonian (viscosity described by a positive constant), and nonNewtonian

(nonconstant viscosity) regimes.

In general fluids are nonNewtonian but key fluids such as air and water can

be treated as Newtonian over most “normal” conditions simplifying analysis

dramatically2. Despite this good fortune many liquids of import do require

nonNewtonian description: polymers, biofluids, foods, crude oil, suspensions,

emulsions, etc.

The assumption of a constant linear relationship between shear and stress

is an important simplification that captures the Euler and Newtonian regimes

2However, solution of the Navier-Stokes equation is a difficult problem; even showing
that nondivergent solutions exist in general is one of the Clay prizes.
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of interest (the Euler regime is mostly of use as a limiting case allowing analytic

solution):

τ = η
∂v

∂x
; (2.2)

where τ is the shear stress, η is the (here constant) dynamic viscosity, v is

the velocity and x is the spatial dimension perpendicular to the velocity; See

Fig. 2.2.

Using equation 2.2 in equation 2.1 leads to the Navier-Stokes equation:

ρ(
∂

∂t
+ vvv · ∇∇∇)vvv = −∇∇∇p− ν∆∆∆vvv + fff ; (2.3)

where ν = η/ρ is the kinetic viscosity and ∆∆∆vvv is Laplacian of the velocity.

Various simplifications (ν=0 for the Euler case, LHS=0 for the steady slow

flow case, etc.) allow analytic or more rapid numerical solution.

The continuum assumption for fluids is surprisingly robust, and molecular

dynamics simulations have shown that the Navier-Stokes equation, which is

built under the continuum assumption, performs quite well3. Molecular dy-

namics simulations demonstrate [39] that a breakdown of the Navier-Stokes

equation occurs in shear flows over a critical value of

γ̇λLJ ≈ 1.4; (2.4)

where γ̇ is the shear rate and λLJ is the characteristic molecular time for simple

Lennard-Jones liquids; as characteristic molecular times are on the picosecond

scale, this indicates that relevalistic velocities are required before a breakdown

would be observed if shear was created by sliding two plates seperated by 1 µm.

We will see that this numerically found breakdown is due to viscoelastic effects,

with the threshold in close agreement with many experimental, numerical, and

theoretical studies of numerous test fluids. Briefly, if a fluid is forced at a rate

approaching or exceeding the characteristic internal time scale describing a

fluid molecules movement there can be a strong coupling between external

3A note on “nanofluidics” - Steve Wereley promotes the use of continuum and sub-
continuum fluid mechanics, versus the widely used nanofluidics, for just this reason - fluids
are often observed to conform to continuum behavior even at nanometer scales.

7



Figure 2.2: If liquid is placed between two plates and one (top plate here)
is moved relative to the other (bottom plate stationary here) a shearing flow
is set up. Due to molecular interactions and “stickiness” (cohesive forces)
a nominal no-slip boundary condition occurs at liquid-solid boundary at the
plates. By forcing the top plate at a velocity v fluid immediately nearby will
be entrapped and dragged along. Via cohesive interactions with nearby fluid
further from the wall that fluid will also be pulled along, and a linear velocity
profile will be set up with no movement at the bottom plate and a velocity v
at the top. No-slip is an idealization, and partial slip may occur at the wall –
depending on molecular details. If slip occurs one imagines that beyond the
plate there will be a location where velocity will be zero, and by projecting
the velocity profile to this zero velocity location a slip length LS and a slip
velocity vS at the wall is defined. For large systems with simple fluids any slip
is insignificant and the system is well described by no-slip boundary conditions
[1]; for complex fluids [2] and small scaled channels [3] the suitability of no-slip
is more questionable and care must be taken. Note that a shear flow can be
considered a “slanting” map that preserves area and consists of rotation and
elongation (see Fig. 2.8 for more discussion). Consider the horizontal line as
a bolus of dye that can move with the flow, under shear it will rotate and
elongate (compare to the line at an angle that defines the velocity field).
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and internal motions leading to new stresses and energy storage mechanisms

that can disrupt flow.

In addition to the nonNewtonian viscoelastic effects predicted under ex-

treme conditions, granularity effects are experimentally observed [40, 41] when

fewer than roughly 10 molecular layers (e.g. ≈ a few monolayers) exist in a

wetting liquid between close surfaces. Studies have also shown that no-slip

conditions breakdown when liquid density dramatically drops near surfaces,

i.e. under non-wetting conditions [42, 43]. Finally, compressibility become

significant when flow velocities are close to the speed of sound which requires

more careful use of the Navier-Stokes equations as, for example, flow can couple

to acoustic fields. However, for most flows of simple liquids the Navier-Stokes

equations with constant density accurately captures the relevant physics [44];

the Navier-Stokes becomes inaccurate for simple liquids only under high ve-

locity or in highly confined environments.

While the Navier-Stokes describes simple liquids well, “complex”, or non-

Newtonian, liquids4 are not well described by the Navier-Stokes equations, as

will be described shortly, and as foreshadowed by equation 2.4.

2.2 Fluid instabilities: the buckling transition

Reynolds visualized flow by adding a dye stream to the center of fluids flowing

through a pipe. As the flow velocity was increased instabilities were observed

as unstable motion in the dye stream, and eventually highly unstable rapid

transverse motion and mixing was found [4]. In general as a fluid is forced to

move rapidly eventually instabilities occur.

The Reynolds number, Re, is a dimensionless number that characterizes

flows

Re =
ρvL

η
; (2.5)

where v is the velocity of the fluid, L is a characteristic dimension of the flow,

4Complex liquids are structured liquids, which have structures that are similar in size to
the flow fields within the liquid.
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Figure 2.3: Sketches of laminar and unsteady flow from Reynolds classic work.
Dye added to the center of pipe flow allowed visualization of flow regimes.
Reynolds observed smooth straight flow at low velocities (top sketch), and
upon raising the velocity a sudden transition to well mixed flow occurred
downstream (middle sketch). Viewing the flow using spark light (stroboscopic
imaging) resolved distinct eddies (bottom sketch). Composite image from Ref.
[4], this material has passed out of copyright.
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ρ is the fluid density, and η is the fluids viscosity. Essentially Re captures the

competition between the fluids inertia which tends to cause instabilities, due

to the vvv · ∇∇∇vvv term in the Cauchy equation, and the “smoothing” effects of

internal friction of the fluid which is described by the viscosity ν. Empirically

it is found that when Re is greater than some critical value instabilities arise,

and as Re is further increased turbulence is observed where flows are unsteady

and fluid particle trajectories are chaotic in space and time [45].

The study of turbulence remains one of the outstanding challenges of classi-

cal physics, with much research effort focusing on various aspects and continual

new findings being uncovered. For example, recent evidence strongly indicates

that, in contrast to the prevailing view, turbulence is transient and will spon-

taneously and abruptly collapse back to laminar flow [46] and is therefore a

chaotic “repeller” state. Elastic turbulence, a new type of turbulence (see sec-

tion 4.2), has recently been established [47], as has the fluctuation instability

where thermal fluctuation induced modification of density couples through the

viscosity to create flow instabilities, given strong enough forcing [48].

The empirical observation of fluid instability at high Re number is classi-

cally conceptually explained in terms of inertial effects - given a high enough

velocity the inertia of a fluid particle becomes large, and the flow tends to

cross field lines and a breakdown occurs. Here a slightly different perspective

is outlined, as developed by Bejan5 [45]. Bejan takes the view that global min-

imization principles, such as least action, describe much of observed physics

and proposes the minimization of flow time to all points in a flow system6

as one such principle. From this principle a transition from laminar to in-

stabilities, a “buckling” transition, is found to occur and nominally predicts

the critical Reynolds numbers observed in practice. Bejan defines a buckling

number as the ratio between buckling time tB (e.g. related to the effective

bending elasticity of a jet column) and the viscous diffusion time tv:

5Of Bejan number fame, another dimensionless number.
6i.e. maximum “mixing”, if the diffusion time across a stream is slower than the time of

rolling (vortex) motion then rolling - instabilities - will occur.
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Nb =
tv
tB

. (2.6)

Bejan notes that for a dimensionless group to be relevant the transition

delineation should be of order one, as this reflects the balance between the

competing mechanisms, and finds that for free jets the predictions accurately

reflect observations (i.e. instabilities occur near Nb ≈ 1). It should be noted

however, that the argument is somewhat ill defined for general use, with the

buckling time difficult to estimate for a given flow. Nevertheless, Bejan’s

method is promising and can help explain why such high Re numbers are

required before pipe flow becomes unstable, namely buckling is prevented by

the solid boundaries, and can be conceptually checked against flow through

a sudden expansion. In such flows the entrance length, the distance for the

flow to fully develop, is Le ≈ 0.035DRe for intermediate and high Reynolds

number flows7. If the entrance length becomes large the stream will behave

more and more like a free jet, and one imagines that if the entrance length

becomes much larger than the buckling length that instabilities will be possibly

excited. Taking the buckling wavelength from the Strouhal number St = D
λB

and using the estimate of St ≈ 0.2 one finds that if Re ≈ 570 instability

would be expected, under the assumption that the entrance length should

be roughly twice the buckling wavelength8. This is roughly what is found

numerically, where a transition near Re = 625 is found [49], which indicates

that an elastic mechanism is behind instabilities in both free jets and sudden

expansions, which approximate free jets at high Re.

2.3 Low Re limit

As one scales down from the familiar macroscopic environment to the micro-

scopic level inertial effects become irrelevant compared with viscosity - the

liquid environment is effectively a billion times sticker than we are used to

7“Intermediate” flows are for Re on the order of 10, as here inertial effects can become
important, such as centrifugal liquid motion occurring around bends.

8This rough estimate is motivated by the fact that the “jet” expands to fill the expanded
channel over Le, so will very roughly maintain its diameter for half this distance.
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Figure 2.4: von Karman vortex. Flow past solid bodies causes rhythmic vortex
shedding before the onset of turbulence (Re = 80 here). Instabilities allow for
improved mixing and are suppressed at microscales due to the low Reynolds
numbers involved, often leading to diffusion limited mixing (for a counter
example see Fig. 2.5). Image obtained from eFluids and used with permission.

[50].

For creeping laminar motion of Newtonian fluids steady flows occur and

the LHS of equation 2.3 can be set to zero, leading to Stokes equation for

inertial-free flows:

ν∆∆∆vvv = −∇∇∇p + fff. (2.7)

Simply put, force is dissipated through diffusion and mixing becomes diffu-

sion dominated. Due to the tmix ∼ x2 scaling diffusion is slow for large scales

(where advection can play a large role, dramatically promoting mixing rates)

and rapid at small (nm) scales. Microfluidic systems are typically on the order

of 10-1000 µm and fall between these two regimes were fast mixing can occur.

Microfluidics systems are therefore diffusion limited : mixing is dominated by

diffusion, due to lack of convective instabilities which are suppressed by the

small scales, but the size is too large for this process to be rapid.
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Figure 2.5: Model of fluid flow in a giant plant cell. Mixing at low Reynold
numbers is difficult. Giant (≈ 1 mm by 10 cm) alga cells promote internal
mixing by driving fluids at the inner cell surfaces with molecular motors. An
effective slip velocity “at the wall” is created, similar in action to electro-
osmotic flow: in both cases details in the layer near the wall are not well
known, but outside this thin (≈ O(1-1000nm) for EOF flows) layer a simple
slip condition can be utilized. For the alga cell (a,b) two counter flowing
banded regions are separated by a thin “indifferent zone” (IZ) with no flow
forcing. These boundary conditions induce (c,d) counter rotating vortices that
twist along the cell axis. In (c) the velocity projection along the twisting band
(H) is shown, and in (d) the (order of magnitude smaller) velocity projection
perpendicular to the band (φ) is shown. The resulting flow fields consists of
a global flow moving up/down along the stem and counter rotating vortices
that rotate perpendicular to the stem, leading to enhanced mixing due to the
interaction of the two flow fields (see discussion of the Linked Twist Map in
section 6.5); this enhanced mixing is an example of “Lagrangian Chaos” where
good mixing occurs in smooth flows and allows the cell to move food, waste,
and other chemicals in an environment where diffusion is slow and limiting.
Image from Ref. [5] and copyright of the Proceedings of the National Academy
of Sciences of the United States of America, used with permission.

This diffusion dominated regime is characteristic of microfluidics and has

the advantage of simple description and the disadvantage of slow reaction

rates.

Creating fluid flows requires some pumping mechanism. The two most

widely used pumping schemes for microflows are (1) pressure driven flows,

and (2) electro-kinetically driven flows. Pressure driven flows can use a piston

(syringe pump) or height differentials (gravity pump) to cause movement. The

key advantage is ease of use, however due to scaling issues9 pressure pumping

9Nominal no-slip at the walls creates a shear profile across a channel, as the thickness
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becomes increasingly difficult as channel diameters are reduced and eventually

becomes impractical. In electro-kinetically driven flows electric fields are used

to move charged particles, which couple to the fluid by drag. In electro-osmotic

flows polar liquids in contact with ionizable surfaces10 produces an electric

double layer (EDL) where ions of opposite charge are attracted to the wall [53].

This electrically non-neutral EDL sheaths surfaces, allowing electric fields to

produce flows by driving the sheath, which in turn viscously couples to the

bulk fluid away from the wall [53]. The key advantage here is effectively having

a slip condition at the wall; shear is confined to the EDL in uniform channels,

so scaling down the channel does not effect the effort required for pumping,

and a flat velocity front is created in uniform channels. The disadvantages are

related to the electrical aspect - electrochemistry, Joule heating, sensitivity to

ion concentrations. See Figure 2.5 for a brief description of a natural system

similar to electro-osmotic systems and Figure 2.6 for a visualization of velocity

fronts in pressure and electro-osmotic microflows.

2.4 Basic electro-osmotic flow theory

When a solid is immersed in liquids an electrode double-layer often forms at

the surface, as surface groups can become solvated (such as OH− on polymers,

glass surfaces, etc.) or due to polarization of a metallic surface. A simple

model of the resultant charged interface is the electric double layer, or Debye

layer, which consists of a strongly absorbed layer (Stern layer) of charged ions

close to the surface, and a secondary diffuse layer of counter ions which has

an exponential drop off in charge, see Fig. 2.7. It is empirically found that

double-layer capacitance is often on the order of 10-40 µF/cm2 [54], and that

the Debye layer lD is 1-1000 nm thick.

The double layer thus constitutes a sheath of charge that exists at the

is decreased the shear stress increases. See Fig. 2.2 for a discussion of slip; also see [51] for
discussion relevant to polymers and [42] for simple liquids.

10“Solid-liquid interfaces tend to develop surface charge, which attracts oppositely charged
counterions and repels similarly charged co-ions.” [52]; interfaces become charged for various,
ultimately quantum mechanical, reasons but the general tendency is towards a charged
interface for many solid-liquid interfaces. See Fig. 2.7 for a schematic and some discussion
on the electric double layer.
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Figure 2.6: Pressure and electro-osmotic flow fronts. By using a pulsed planar
ultraviolet laser sheet cutting perpendicular to fused silica capillaries caged
fluorescent dye is released allowing the effect of velocity fields to be visual-
ized by subsequently exciting the dye with a delayed pulse of light tuned to
the dyes absorption peak. The laser sheet is ≈ 20 µm thick and impinges
perpendicular to a cylindrical micro-capillary. On the left we see the no-slip
boundary conditions in pressure flow leads to a parabolic or Poiseuille veloc-
ity profile; on the right we see that slip at the wall leads to a flat or plug
velocity profile. Labels correspond to time (ms) after uncaging. All mechani-
cally pumped cavity flows will have a significant shear component to the flow
fields, due to the no-slip condition. The channel diameter will set the shear
in Poiseuille flows, making flows sensitive to channel size. In contrast EOF
flows have shear confined to the Debye layer near the wall, and changing the
channel dimensions will not modify the flow details (until dimensions become
close to the Debye layer thickness). Note that the broadening of the dye profile
with time is due to diffusion, allowing the diffusion coefficient of the dye to
be extracted from the images. Composite image reproduced with permission
from Ref. [6]. Copyright 1998 American Chemical Society.
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Figure 2.7: Simple double layer model of charged solid-liquid interface. The
solid is charged at the surface with an absorbed layer of opposite charges. A
secondary layer of diffuse counter charges surrounds the absorbed charge layer.
The strongly absorbed Stern layer is considered to be static, although charges
dynamically exchange with the fluid, and just past the Stern layer motion along
the surface can occur (“shear layer”). With an imposed electric field the diffuse
charged layer can move, setting up a velocity gradient across the Debye layer
of thickness lD and which viscously couples to the “bulk” fluid pulling it along
with effective slip boundary conditions. See Fig. 5.21 and related discussion
on oscillatory forcing, which can be used to promote mixing. Figure from Ref.
[7], http://dx.doi.org/10.1039/b503696h. Reproduced by permission of The
Royal Society of Chemistry.
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interface between a solid and a liquid. If an electric field is set up parallel

to the surface the diffuse charge layer will migrate under the influence of the

field and viscously pull the liquid. The resultant motion is termed electro-

osmotic flow. As shear is confined to the Debye layer which is much smaller

than the channel sizes (10-100 µm), and as the Debye layer is constant for

a given liquid/solid, “plug” flow (constant flow front velocity) is observed

for arbitrary cross-sectional shaped channels with uniform cross-section [53];

scaling the channel dimensions does not change the required pumping effort.

This is in contrast to pressure driven flow, where the no-slip conditions at the

wall11 leads to a parabolic12 velocity profile (“Poiseuille flow”) with a shear

dependent on channel dimensions and cross-sectional shape, and thus viscous

losses depending on channel size. For this reason (independence of channel

dimension in practice) electro-osmotic pumping is desirable for microfluidics,

the programmability of flow conditions via electronic control of forcing E-fields

is an additional benefit.

As the Debye layer which establishes flow and the channel dimensions are

usually well separated (< µm and > µm) the flow behaviour can be simplified

with the flow dynamics within the Debye layer ignored and the effects approx-

imated by the an effective slip velocity at the wall. This approximation leads

to the classic Helmhotz-Smoluchowski equation for electro-osmotic flow.

The Helmhotz-Smoluchowski velocity is given by:

v = −εζ

η
E = µEOF E; (2.8)

where ε is the dielectric constant, ζ is the zeta potential, η is the viscosity,

and µEOF is the electro-osmotic mobility. The zeta potential is defined as

the voltage between the shear layer in the Debye layer (see Fig. 2.7), where

fluid no longer strongly sticks to the boundary, and the bulk of the fluid; note

that the zeta potential is not directly measured, but is instead inferred from

11No-slip conditions are an empirical finding, that occasionally fail, for example for hy-
drophobic or other surfaces with poor liquid-solid contact. For most flows no-slip is an
excellent approximation [1].

12The parabolic shape holds for circular or slot channels, other cross-sectional shapes will
have modified parabolic “like” velocity profiles.
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other measures and, due to difficulty in determining physical properties near

the liquid-surface boundary, the inferred ζ should be considered an “effective”

zeta potential [55].

Most often µEOF is experimentally determined. By monitoring the flow of

dyed solution downstream the apparent mobility, µ, can be found by timing

flow over a known distance. If the dye is uncharged µEOF is equal to the

apparent mobility, if the dye is charged an electrophoretic mobility, µER, due

to the charge must be accounted for with µ = µEOF + µER [56]. In this

work TAMRA (carboxytetramethylrhodamine) dye is used as a visualization

agent, as TAMRA is a zwitterionic fluorophore it is neutral [57] allowing direct

determination of µEOF by monitoring movement [58].

Electro-osmotic flows are often used in the remediation of polluted soils,

for loose soil µEOF ≈ 0.5 cmµmV−1s−1, which is about an order of magnitude

less than those for in microchannels [59, 60].

One of the beneficial attributes of EOF flow is the insensitivity of the

dissipated energy with the characteristic width of the channel, which is in

contrast to pressure flows were the dissipation is linked to the width of the

channel. This distinction is due to the confinement of shear to the Debye layer

in EOF flows, whereas the shear profile exists throughout the flow in pressure

flows. The Debye layer is determined by ionic considerations, and thus the

dissipation is confined to the sheathing layer independent of the channels width.

This is in sharp contrast to the pressure driven case where the shear is dictated

by the channels width, and thus dissipation in pressure flows is intimately

related to the channel width. Note that if electrochemical processes lead to

a change in ionic conditions during EOF pumping then the Debye layer will

change in size and the dissipation rate and thus flow velocities will change.

The use of EOF pumping is widely investigated and put to use, however

some of the suggested superiority is moderated by the fact that electrochem-

istry can modify flow rates over time, a change in working fluids requires

experimental verification of flow velocities, microchannels are (at the present)

fairly large allowing pressure pumping to be often appropriate, Joule heating

effects can be significant, and costly equipment is required. In short, EOF
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pumping is sensitive to sample details13. The attractive features of EOF -

insensitivity to channel size (down to micron scales), flat velocity profiles, and

possibility for rapid modification of flow conditions - remain highly desirable

and often make the costs worth bearing.

In considering properties of fluids near surfaces bulk behaviour is often as-

sumed, for example the viscosity and density is typically assumed to be equal

to that in the bulk. This assumption underlies many calculated properties of

“hidden” variables, i.e. those variables not directly measured, such as the zeta

potential in equation 2.8 where the velocity is measured for a given applied

electric field and the zeta potential calculated using bulk values for ε and η.

This will lead to incorrect, albeit consistently incorrect, values. The inter-

face between the solid and liquid remains a research frontier, with both the

solid and liquid phases having properties differing from the bulk and not well

characterized and with possible slip effects, ionic concentrations, nanobubbles,

and possibly modified ordering and density of solvent [55]. Understanding of

the interface remain elusive, and there is contention on issues such as possible

“interfacial water”, the inferred existence of which is currently not experimen-

tally supported and features attributed to interfacial (ordered) water may be

due to nanobubbles at hydrophobic surfaces [55]. Ignoring such known surface

effects will lead to significant error in calculated values, however the errors are

consistent and largely affect “hidden” values. As bulk properties are used in

the literature their use will allow estimates to be found, however the use of

this persistently incorrect procedure should be kept in mind.

Electro-osmosis is characterized by a length scale, the thickness of the

Debye layer, which is typically on the order of 10-1000 nm versus the typical

scale of 10-1000 µm for microchannels. This wide range in scales of interest

makes full numerical simulations difficult due to a need to track both small

and large scales, requiring the use of fine meshes to describe the geometry. In

addition to this numerical issue the details of what physically happens within

the Debye layer is not well understood. By effectively ignoring the detailed

13This sensitivity is typically put to use in EP flows, but is normally an inconvenience in
EOF flow.
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physics of what happens within the Debye layer simulations can be performed

by imposing slip boundary conditions.

2.5 Potential electro-osmotic flow: a laminar

creeping flow regime

Electro-osmotic flow of simple liquids is a potential flow14 [61, 62], provided

the following conditions are met: the E-field is steady, the fluid/interface is

homogeneous, the Debye layer is thin relative to the channel dimensions (i.e.

Helmholtz-Smoluchowski, or slip boundary conditions, are appropriate), there

is an absence of pressure effects, and flows are parallel to surfaces.

Given these conditions the velocity is proportional to the electric field and

the flow is irrotational. Note that the electric field, and hence flow field, being

irrotational necessitates a shear-free and purely elongational flow [63], as shear

fields consist of both rotational and elongational components (see Fig. 2.8) [1]:

∇∇∇×EEE = 0 =⇒ ∇∇∇× µEOFEEE =∇∇∇× vvv = 0

=⇒ shear-free flow (shear = rotationrotationrotation + elongation).
(2.9)

A given shear can always be decomposed into deformation (elongation) and

rotation components (“vorticity”) [1]. As such a shear necessarily includes

a rotational component and a rotationally-free (curl-free) field is therefore

shear-free [64]. Note however that one can have rotation without shear so the

converse is not true, that is, shear-free does not necessarily mean rotationally-

free. In studies of vortices the underlying presence of rotation in shear presents

difficulty as calculating the curl of a flow field will not discriminate between

pure shearing and vortex motion, making measurement and identification of

vortices difficult [64].

Below the coil-stretch transition polymer liquids should meet the similarity

conditions, while above the transition the inhomogeneous fluid properties will

break the homogeneity requirement opening up possibility for rotational (and

14A similarity between gas slip flows and electro-osmotic flows has been noted by Steffen
Jebauer in 2008, but detailed comparisons have not yet been completed.
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Figure 2.8: Shear consists of both rotational and elongational components. It
is known that shear fields can be decomposed into rotational and elongational
elements, as schematically shown here. As the E-field is irrotational (∇∇∇×EEE =
0) electro-osmotic pumped flow fields are also irrotational, due to the similarity
condition (vvv = µEOFEEE), and therefore shear-free. Note, however, that entrance
effects are expected at sudden constrictions (or any other rapid change in
boundary geometry) which will break similarity. As entry effects are thought
to be a pure pressure effect [8] the Helmholtz decomposition theorem should
apply and the flow fields will remain irrotational (shear-free), indicating that
changes from potential flow will be solely (rigid) translational and elongational
[9]. Image from [10]. Reprinted with permission from AAAS.
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Figure 2.9: Representative expansion unit in a microchannel. Extensional flow
is imposed with 2:1 constrictions/expansions along the microchannels (a). The
E-field show in (b) is of a cut along the center of the channel and all fields
are scaled by the average field along this center cut though the channel. The
field along the flow axis varies through the channel, with a ratio of maximum
(peak) to minimum (trough) field of 2.04; using the similarity condition allows
the velocity to be directly related to the E-field. Based on conservation of
mass the flow velocity is expected to change by a factor of two between the
constricted and expanded regions; numerical checks of computed flow fields
demonstrate conservation of flow within 3% of theoretical expectation, however
large discretations of the boundary results in distortion of field lines (see d).
The E-field cut transverse across the flow direction and in the center of the
expansion is shown in (c). Note that despite a change in the E-field (and hence
velocity) across the channel the flow is shear-free as it remains irrotational.
In (d) the flow front (contour of the scaled E-field) is shown, flow moves
perpendicular to the contours. The boundary element method is used to solve
Laplace’s equation here; this allows a rough approximation of flow, however
both the entrance effect of the sudden expansion and the presence of polymers
(above the coil-stretch transition) in flow break the similarity condition.
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Figure 2.10: Fluid flow lines in expansion unit. Extensional flow is imposed
with 2:1 constrictions/expansions along the microchannels (a). Using the
boundary element method, rapid solution to Lapace’s equation was achieved
in Matlab. However due to minimal pre-processing in the code used - geome-
try creation is done “by hand” - it is difficult to create and modify geometries,
and large discretization elements were used (with each boundary face in (a)
used as a single discretized unit). Taking slices across the channel confirms
that volume flow is conserved within 3%. Despite the bulk flow being cor-
rect discretization leads to distortion of precise flow lines, as the midpoint
value of the voltage field is used to represent the boundary condition on each
face; see Fig. 2.9.d for the flow front and (b) here which shows the distorted
flow lines. Using a well developed toolbox for solving Laplace’s equation by
the Schwarz-Christoffel conformal map [11] allows discretization error to be
reduced with relative ease, enabling precise flow lines to be found as in (c).
Using the Schwarz-Christoffel toolbox error is reduced relative to the BEM
method (with an estimated flow rate change between the wide and narrow
region that is 1% less than the predicted value of 2X) and the flow lines follow
gross expectations; the toolbox has been compared with test cases to confirm
accuracy [11]. In (b) and (c) the voltage gradient that drives flow is repre-
sented with a grey colour map. Note that intuitively it appears that shear
exists in the flow, however see Fig. 2.8 and discussion. For the flows in (b) and
(c) the curl was numerically calculated and found to be zero within machine
accuracy.
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unsteady) flows. Maintaining potential flow conditions is advantageous, as it

simplifies numerical simulations, but prevents instabilities - the irrotational

condition of potential flows is correspondent with steady laminar flow.

Assuming irrotational conditions allows the Laplace equation to be used

to model the (potential) flows, giving the steady flow base case. The Laplace

equation with mixed boundary conditions describes the fluid geometry, with

Neuman boundary conditions (∂φ
∂n

= 0) describing the walls and Dirichelet

boundary conditions (φ = V ) the imposed electric potential (φ). Solving

the Laplace equation with mixed boundary conditions is a well studied prob-

lem with many techniques available. One excellent approach is the boundary

element method (BEM) [65], which is well suited for linear, elliptic, homo-

geneous partial differential equations defined on the boundary. The BEM

discretizes and solves solely on the boundary, thereby effectively reducing the

solution space dimension by one relative to physical space, and values taken in

the solution domain are evaluated post-determination of the solution on the

boundary15. For the Laplace equation BEM is vastly superior16 to domain dis-

cretization methods in both accuracy and efficiency17, and can implemented

with relative ease in MatLab [66].

For a given expansion unit (Fig. 2.9) the E-field can be found by solving

the Laplace equation, and finding the derivative of the found potential. This

E-field is proportional to the velocity, allowing flow dynamics to be found. In

Fig. 2.9 and Fig. 2.10 the electric field is shown for a sudden expansion. In

addition to this variation a pressure drop will also occur, with an associated

entrance length [8] on the order of the hydrodynamic diameter (≈ 0.6DH).

This pressure drop effect has been shown to be important to the flow dynamics

for electro-osmotic flows [67, 68], and the associated entrance length can be

taken as the characteristic dimension of flow change. Many studies ignore this

15To do so the relevant Green’s functions are fit to the given boundary conditions, allowing
direct evaluation using the Green’s functions post fitting.

16Another excellent way to solve Laplace’s equation is to use the Schwarz-Christoffel
transformation [11].

17To the extent that “[problems solved with] a laptop computer using the boundary-
element method may require the use of a supercomputer by finite-different and finite-element
methods for the same level of accuracy” [65].
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entrance length effect, for example the excellent dispersion investigation in

Ref. [69], and more detailed investigations and comparison with experiment18

are required to determine the extent of systematic error introduced by the

exclusion of this effect.

The potential flow often found in electro-osmotic flow is homologous with

smooth laminar flow, and the conditions for potential flow therefore must be

broken in order to obtain instabilities. At sudden constriction/expansion entry

length effects will “break” the potential flow19; above the coil-stretch condition

stretching of polymers will also break potential flow, due to an additional

(elastic) force perturbing flow.

The entry length of a channel is the distance over which the perturbation

to the fluid imposed by a sudden change in geometry will take to decay and

is identified with a pressure drop. The distance is somewhat arbitrary, and

is typically taken as the distance for the flow profile to reach 99% of the

final maximum velocity in the channel [3]. The entrance length at a sudden

contraction for creeping pressure driven flows is ≈ 0.63D [3], where D is the

diameter of the channel, and has been found to be ≈ 0.57D for creeping

electro-osmotic flows [67]. The entrance length can therefore be taken to be

≈ 0.6D for either pressure driven or electro-osmotic flows; in high aspect ratio

channels D should be the smaller diameter, as diffusion of momentum and

interaction between the fluid and the wall will be the mechanism leading to

eventual convergence to steady-state profiles.

The E-field determined flow field is shear-free (irrotational), however the

entrance effect may conceivably break this condition and allow shear to exist.

One way to determine if flow remains shear-free in the presence of the en-

trance effect is via a full 3D multi-physics simulation where the E-field at the

boundary sets a slip-condition20 and the Cauchy equation (or Navier-Stokes

for simple liquids) is solved where the pressure term allows entrance effects to

18Or use of simulations that can turn the entrance effect on and off; for example by using
the Laplace equation versus the full Navier-Stokes equations.

19Although this breaking of the similarity condition does not lead to instability, as exper-
imentally instabilities are not seen.

20Including the Debye layer physics would vastly increase the numerical efforts required,
and slip boundary conditions allow a good approximation.
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be included21. The solved flow field would then have to be numerically found

irrotational to demonstrate flows remain shear-free. Alternatively, recognizing

that pressure is identical22 to the gradient component of the advection and

diffusion terms of the Navier-Stokes equation [9], and that the curl of a gradi-

ent is zero, one can see that despite the entrance effect the flow should remain

irrotational and shear-free. This is an application of the Helmholtz decomposi-

tion theorem that decomposes vector fields into solenoidal (divergent free) and

irrotational (curl-free, and thus shear-free) components, for the Navier-Stokes

equation the pressure captures the curl-free aspect of the flow.

Electro-osmotic pumping is the pumping scheme investigated in this thesis.

2.6 Summary

Microflows are of fundamental and practical interest:

� The Reynolds number Re characterizes flows and is given by the ratio

of inertial to viscous effects; for Re . 1 in Newtonian fluids inertia is

often insignificant and creeping laminar flows occur, this is the typical

condition for microfluidics. As Re increases instabilities, and eventually

turbulent flows, arise.

� In microfluidics there are two main pumping mechanisms used: mechan-

ical pumping and electro-osmotic pumping. Due to no-slip boundary

conditions mechanical pumped cavity flows have significant shear and as

shear is set by dimensions the flows are also sensitive to channel dimen-

sions. EOF flows in contrast have shear confined to a thin layer near

the confining surfaces (Debye layer) and have effective slip boundary

conditions.

21A danger of dropping terms in equations/numerics for expediency, such as pressure or
time variation, is that this excludes the possibility of various effects associated with those
terms from being seen.

22This pressure-gradient identity strictly holds only for incompressible fluids, and as
Chorin cautions [9] “pressure” can mean different things in different contexts and is a subtle
topic; note that this insight into the pressure has lead to a class of numerical solvers for the
Navier-Stokes equation (projection methods).
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� Electro-osmotic pumping is the pumping scheme investigated here.

� For EOF flows in uniform channels potential flow exist, enabling Laplace’s

equation to describe the flows. This potential flow does not hold near

rapid changes in confining boundaries, where pressure effects will lead

to “entrance” effects which perturb flow over a distance given by the

entrance length. In low Re flows the entrance length is roughly 0.6D,

where D is smallest cross channel dimension.

� EOF flows are shear-free in uniform channels; for sudden changes in the

channel geometry there will be a pressure effect that breaks the similarity

conditions that dictate shear-free flow. The Helmholtz decomposition

theorem suggests that that while similarity will not hold the flow will

remain shear-free.
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Chapter 3

Polymers Below and at the
Coil-Stretch Transition

Polymers are a class of materials consisting of macromolecules that are co-

valently bonded elementary units (monomers). The 1920’s were the defining

decade of polymers, and between 1920 when Staudinger first proposed the

macromolecular hypothesis and 1929 when Carothers has synthesized a num-

ber of polymers the field of polymer science was created [70].

Polymers in solution are of prime interest - at large dilutions interpolymer

interactions can be excluded leaving a model system, molecular simulations

can be attempted, radiation scattering can probe structure and dynamics,

and volatile solvents can be used to move and deposit polymers. Below the

coil-stretch transition polymers act as mostly passive “cargo” that move with

fluid flows, with the major effect being a change (increase) in viscosity, while

above this coil-stretch transition significant stretching of the polymer occurs

and elastic effects and back-reaction on the flow can occur [71]. The transition

is defined by the relaxation time of a polymer, the characteristic time for a

stretched polymer to relax back to the random-coil structure taken by many

polymers under stagnant fluid conditions. In this chapter polymers below the

coil-stretch transition are considered in order to lay out the basic groundwork

of polymers.

While polymers below the coil-stretch transition are thought to be similar

to passive colloidal objects it should be noted that these objects are soft, and

the same forces that leads to their collapse (i.e. thermal agitation) into globular
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random coils leads to deformations in the coils, as can be seen by fluorescently

labeling DNA and optically observing motion in static fluid, Fig. 3.1. The

coils are dynamic and “breath” on a timescale defined by their relation time.

3.1 Polymer structure

Poly-mer, literally many-parts. Polymers are large macromolecules created

from a small set of monomers, basic building blocks. For example, proteins

are biological polymers which make up the basic molecular machines of known

life forms that are built up out of 22 amino acids1. The -mer’s of a polymer

are repeatedly used as building blocks, often to create linear structures with

sidechains off the main backbone. There are 1000’s to millions of monomers

making up polymers, so that end effects (the difference in chemical structure of

monomers in the backbone versus at the end where only one side is connected

to the chain) are not observed; in limited monomer chains, oligomers, end

effects are often observable. The molecular weight of polymers is huge in

contrast with simple chemicals, with weights on the order of 1000’s to millions

of Daltons2 (Da).

Synthetic polymers typically have a handful of monomers (1 or 2 monomers

is common) and are linear due to the difficulty in finding synthesis routes [70].

In theta-solvents, defined as solvent conditions where the monomers have equal

attraction/repulsion to both the solvent and other monomers, the linear chain

undergoes thermal agitation and “collapses” into a random coil that is well

described by Gaussian statistics [70].

Solvents will span from “poor” solvents, where monomers have a relative

attraction to other monomers versus the solvent which leads to the polymer

coil collapsing in relative to theta-solvents, to theta-solvents where monomer-

monomer and monomer-solvent interactions are perfectly balanced, to “good”

solvents where monomers preferentially interact with the solvent which leads

to polymer coils expanded relative to the theta-solvent. The theta-solvent

1As always there are complications, in addition to the 22 standard amino acids there are
many nonstandard amino acids that are occasionally used.

2A Dalton is the molar mass of 12C.
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Figure 3.1: Conformations of dyed DNA polymer with one end tethered to a
surface. Images are separated in time by one relaxation time. From (a)-(d)
flow rates increase from static to highly deforming shear flow. Note that even
with no flow the polymer is dynamic and “breaths”, displaying change over
time periods on the order of the relaxation time. The scale bar is 5 µm. Dyed
DNA is in many senses an ideal system, allowing conformation of individual
polymers to be investigated and being mono-disperse (although genetic differ-
ences between DNA samples should lead to subtle differences in properties),
and as such many numerical and experimental investigations are being focused
on DNA. λ-DNA, such as shown here, is similar to the high molecular weight
polyacrylamide polymer studied in this work. Reprinted figure with permission
from Ref. [12], http://prl.aps.org/abstract/PRL/v84/i20/p4769 1. Copyright
2000 by the American Physical Society.
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Figure 3.2: Polymers are made up of many repeat units. Polyethylene Oxide
(PEO) is a well studied water soluble polymer. The basic repeat unit, which
is repeated N times, and globule random coil structure typically taken by syn-
thetic polymers with a radius RG is shown. The random coil is well described
as a (entropic) spring and thermal agitation will tend to relax a stretched
spring/polymer coil back to the globule state with a characteristic relaxation
time λ.
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condition leads to Gaussian statistics, and hence tractable mathematics, and

is therefore used as a simple model to describe polymers in solution. In practice

the specific solvent conditions must be considered. The idealized theta-solvent

conditions leads to the Gaussian random coil [70]:

P (N, R) = (
1

4πR2
G

)
3
2 e

− R2

4R2
G ; (3.1)

where P(N,R) is the radial probability distribution for a polymer with degree

of polymerization (number of monomers) N, with radius of gyration R2
G =

1
N

∑N
i=0(Ri − Rcm)2, where Ri is the radial position of the ith monomer and

Rcm is the radial position of the center of mass. For an ideal linear chain

< RG >2= b2N
6

, where b is the monomer length.

Polymers are often chemically inert under most conditions and are stable

molecules, this inertness allows them to be viewed as mechanical objects under

many conditions and their approximate Gaussian coil shape results in fairly

simple mechanical properties.

In volatile solvent suspended random coils go from dilute and well sepa-

rated, to coil-overlap, to concentrated, and finally to a solvent-less melt (or

glass below Tg, the temperature demarking the transition between a liquid

flowing state to a glass) as the solvent evaporates away. The individual coils

mark their presence in resulting solid films by the roughness associated in

line patterns defined in films that can be patterned: instead of sharp precise

lines roughness remains due to the discrete polymer coil units forming small

aggregates which are selectively etched away by solvents [72, 73].

3.2 Thin Films

Solid thin films are the elemental building blocks of microdevices.

Polymers are often solvated not for their properties or use in solution, but

rather as a means to transport polymers for deposition on surfaces. Spin or

dip casting polymers allows for deposition of a solid film on a substrate, if a

volatile solvent is used. Evaporation of the solvent will increase the polymer

to solvent ratio until only solute is left, by rapidly rotating a substrate or
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by uniformly pulling a substrate out of a liquid a quasi-uniform coating can

be achieved. The thin films that result are the basic building block used in

microdevices and microlithography. Polymers are routinely used as resists,

which can be selectively damaged or strengthened by exposure to radiation

(photons or electrons being the most commonly used radiation sources).

Here patterning of poly(ether sulfone) polymer film patterning using elec-

tron beams (see Fig. 3.4 and next section for details) was undertaken. Unlike

other sulfone polymers it was found PES acted as a negative resist, making

PES suitable for mask applications but less desirable for direct rapid proto-

typing of microchannels.

3.3 Patterning poly(ether sulfone) films

Poly(ether sulfone) thin films were created and patterning of the films with

electron beam lithography was undertaken3.

The sulfone containing polymer poly(butene sulfone) has long been used

as positive electron beam resist due to the high scission rate of sulfone under

electron irradiation. Here it is demonstrated that poly(ether sulfone) acts as a

high resolution negative electron beam resist which displays good chemical and

dry-etch resistance. The electron beam exposure sensitivity at 10 kV was found

to be approximately 230 µC/cm2 for poly(ether sulfone), roughly 2.3X that

of poly(methyl methacrylate). As poly(ether sulfone) is a robust engineering

polymer that can withstand etching this polymer is a suitable mask material,

and has properties of interest for direct incorporation in devices.

Electron-beam lithography is currently the principle technique for high

resolution patterning of nanodevices and can in principle reach near atomic

resolution, with resolution limited in practice by electron optics and resists

used [76, 77]. Several electron-beam resists are available including poly(methyl

methacrylate) (PMMA) [76], a benchmark polymeric resist, and ring-molecules

such as calixarenes [78], a negative resist which displays ultrahigh resolution.

3A version of this section has been published as “Poly(ether sulfone) as a negative re-
sist for electron-beam lithography” in Applied Physics Letters and was also selected for
publication in the Virtual Journal of Nanoscale Science and Technology [74, 75].
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Negative resists are often limited by a low sensitivity to electron exposure and

the tendency to swell and buckle when developed [79]. Here it is demonstrated

that thin films of poly(ether sulfone) (PES) act as a negative electron-beam

resist with a reasonable sensitivity and good etch resistance.

PES is an engineering polymer that displays many desirable properties:

low synthesis cost, good thermal character including a high glass transition

temperature (≈ 220 ◦C), resistance to chemicals including glass, silver, and

aluminum etchants (although ketones, such as acetone, attack PES). As PES is

transparent and is hydrophilic there is potential for microfluidic applications,

and PES has already found use in optical applications [80]. PES is available

in thin sheets, and can be spun cast into thin films on substrates. PES coat-

ings are food grade and commonly used in cookware, electronics, and medical

equipment as well as finding widespread use as a fluid separation filter - ap-

plications that demonstrate the robustness of PES. These attributes suggest

that PES is a good polymer for use in microdevices; as PES acts as a negative

resist, as shown here, devices can be directly fabricated, and the resistance of

PES to chemicals allows etch mask applications.

Films of PES (Radel A-104P, Solvay) were formed by solvating in N,N-

dimethylacetamide (DMAc) at a concentration of 4 wt %. Solutions were

filtered with ≈ 1 µm pore filter paper and spun cast at 2000 rpm. Films were

immediately soft baked on a hot plate at ≈ 100 ◦C for 5-10 minutes. Using

a profilometer4 (Alpha Step 100, Tencor) film thicknesses were measured to

be nominally 80 nm near the edge of wafers, where film thickness is maximal

due to the spinning process. Extremely smooth films were formed, with film

roughness (Ra) of ≈ 1 nm over 100 µm profilometer line scans. Bare glass

(pyrex), (100) Si, and ≈ 30 nm Au surfaces (with ≈ 5 nm Cr adhesion layers)

were used as substrates for spin coating, with good quality films obtained in all

cases (few observable defects on the 4” wafers used). Electron beam patterning

was performed at 10 kV using a RAITH150 direct write e-beam lithography

system [81]. Patterned films were developed at room temperature in DMAc

4Contact profilometers are essentially phonographs where a stylus is moved relative to a
surface and vertical surface undulations are measured.
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for 30 s, rinsed in isopropyl alcohol (IPA) for 30 s, and blown dry in nitrogen.

Varying dosage was used to pattern 40 µm squares to find the response of

PES to electron exposure. The exposed squares were separated by 40 µm gaps

to ensure no proximity effects occurred. After dosing and development the

remaining film thickness was measured with a profilometer, as shown in Fig.

3.3. The sensitivity Q of a electron resist is defined as the dosage required

to retain 50% of the film thickness, and was found to be ≈ 230 µC/cm2 for

PES at 10 kV, roughly 2.3X the value [82] for PMMA 950k (≈ 100 µC/cm2).

The contrast of negative resists is defined as log10[D100%/D0%]−1, where D100%

and D0% are the doses for full and no film retention, as extrapolated from the

dosage curve. For PES the contrast is ≈ 0.8. A contrast of < 1 is not typically

desirable due to electron scattering causing thick film patterns to lose aspect

ratio, but is useful for creating holographic masks and 3-D lithography, or for

use with thin (< 1 µm) resist layers. Using DMAc as a developer distortion

occurred in long thin features below approximately 100 nm in width, as seen

for the 30 nm wide gate in Fig. 3.4, which can be attributed to swelling and

buckling due to solvent absorption. Such swell induced effects are commonly

observed in polymeric negative resists [76, 79].

To discern the suitability of PES for creating etch masks, both wet and dry

(plasma) etching were performed. Patterned features in PES were developed

on Au films, with wet etching done by standard gold and chrome etchants

diluted by deionized water to reduce the etch rate of the metal films to rea-

sonable time scales (≈ 30 s). The patterned PES films withstood the Au and

Cr adhesion layer etchants, allowing features to be defined (Fig. 3.4.b, inset).

Isotropic reactive ion dry etching was done using PES as a mask on Si wafer

pieces in a Trion Phantom, using a brief O2 etch followed by a SF6 etch. Typ-

ical results are shown in Fig. 3.5. A dry-etch selectivity of ≈ 4:1 (Si:PES)

was found at room temperature by etching the PES mask away and measur-

ing the resulting etch depth. This dry etch resistance is roughly four times

higher than calixarene and sixteen times higher than PMMA in a similar gas

[78] (SF4), acceptable for many applications. Low temperature dry etching

is know to increase selectivity of organic resists by > 5X by suppression of
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Figure 3.3: Exposure response of PES on a Si wafer to 10 keV electron beam.
Thickness is measured with a profilometer after electron exposure and devel-
opment with DMAc. The sensitivity was found to be ≈ 0.2 mC/cm2, while
the contrast was ≈ 0.8. The basic repeat structure of PES is inset.
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Figure 3.4: Patterned PES on Au. Patterning at 10 kV and 200 µC/cm2

defined a wet etch mask for Au patterning. (a) Large scale features are well
defined, (b) as dimensions fall below 100 nm solvent induced swelling can cause
buckling of thin features as seen for the ≈ 30 nm gate of a field effect transistor
structure (see inset for enlargement of 30 nm line feature). PES withstood Au
and Cr etching of the ≈ 30 nm Au and ≈ 5 nm Cr adhesion layer (inset, b).
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Figure 3.5: SEM images of dry etched PES. (a) 40 µm squares were defined
in PES on Si and over-etched in a SF6 plasma at room temperature, sidewall
roughness is due to etching away the mask and notched stitching errors can
be seen on the edges. A selectivity of ≈ 4:1 was found. (b) Lightly etched Si
(≈ 25 nm) with PES mask in place. A power of 30 W and 50 sccm flow of
SF6 were used.

surface diffusion allowing anisotropic features to be defined [83], and this is

expected to hold for PES allowing improved etch characteristics.

Statistical cross-linking models and experimental evidence establishes that

the product of sensitivity and average molecular weight is a constant in nega-

tive resists [84]. As the sensitivity-weight product is a constant it can be used

to estimate dosages for differing molecular weight samples. Reducing polydis-

persity, for example by fractionation, will therefore improve the contrast and

increasing the molecular weight will reduce the dosage required to define fea-

tures. The molecular weight of the polymer stock used is 48,500 ± 2,500 with
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a polydispersity of 3.62 ± 0.35; where the error indicates variability between

batches and the resolution of gel permeation chromatography used for measur-

ing values [85]. For PES it is found that the sensitivity-weight product is 11 ±

1 Cg/cm2mol, roughly double the value [84] for polystyrene (6.3 Cg/cm2mol).

For PES to have sensitivity better than PMMA 950k a molecular weight above

110,000 is required.

Resolution is limited by swelling, and swell induced buckling typically be-

comes a factor for features smaller than approximately the films thickness

[86] due to mechanical instability (this rule of thumb is consistent with the

buckling observed for 30 nm features here). As swelling occurs when solvent

interpenetrates the cross-linked polymer network reducing solvent uptake be-

comes critical in achieving ultrahigh (nm) resolution. Using cold (≈ 5◦C)

development [86] can reduce uptake; alternatively the chain network connec-

tivity can be made dense by use of low molecular weight chains or increasing

the number of cross-links per chain in high weight polymers, e.g. increasing

the dosage, which should reduce the tendency to deform and swell.

Sulfone containing polymers are recognized as positive electron beam re-

sists, as their scission rates are much higher than in other degrading polymers

[87] due to the C-S bond being relatively weak and radical S-O chemistry

leading to additional cleaving [88]. For example, poly(butene sulfone) is a

positive electron beam resist with high sensitivity that led to its routine use

in photomask production [87, 89]. The cross-linking response of PES is there-

fore surprising. Contamination writing or carbonization of polymer films can

induce negative resist behavior but is discounted, as the corresponding acti-

vation dosages [76] are several orders of magnitude larger than the applied

dosages here.

Cleaving at sulfone sites radicalizes the aromatic ring and subsequent mod-

ification and cross-linking at the aromatic ring is a mechanism that could be

causing PES to act as a negative electron beam resist [88]. Inclusion of styrene

(an aromatic ring) as a side-chain to sulfone polymer has been studied to im-

prove etching characteristics of sulfones, and found to act as a positive electron

resist [90] suggesting that the location of the radical site after cleaving is cru-
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cial for cross-linking to take place (on the aromatic ring here, versus off the

ring in the case of poly(styrene sulfone)). These examples indicate that sul-

fone polymers are a promising avenue for developing electron beam resists,

as the competition between scission and cross-linking can lead to both posi-

tive and negative resists. As sulfur is known to form stable bonds with every

element (excluding noble gases, under most conditions [91]), in general, sulfur-

containing polymers should display electron beam sensitivity as broken sulfur

bonds can “glue” to close-by material.

In previous work, PES was used as the support layer in a low tempera-

ture nanodevice [92], due to its good thermal characteristics. Slight negative

electron sensitivity was reported but not considered significant [92]. While a

40 nm Si layer and an 85 nm PMMA layer shielded the PES film the range

of electron penetration is greater than 1 µm for these materials at standard

electron beam voltages [76]. Further, the PES polymer used (Victrex 5003P,

ICI) was similar to the one employed in the present work. As electron expo-

sure would define the same features in the top (PMMA) and bottom (PES)

layers, observable effects of PES electron sensitivity would be limited mainly

to modified etch rates, which may explain the very small (and not quantified)

sensitivity noted but not investigated further.

In summary, Poly(ether sulfone) can be used as a negative resist. A

sensitivity-weight product of 11 ± 1 Cg/cm2mol was found, corresponding to

the sensitivity of 230 µC/cm2 measured at 10 kV. Features were well defined

when larger than the thickness of the film and PES displayed a high durability

to sulfur hexafluoride reactive ion etching and withstood Au/Cr wet etchants.

As PES is optically transparent and, in porous membrane form, widely used

as a filter for fluids, electron beam patterned PES could be used to directly

make optical [93] and microfluidic [82] devices, in addition to acting as a mask

as shown here. However, as the film acts as a negative resist and works best on

thin films (< µm) due to scattering direct prototyping of large scale devices

such as standard microchannels would take long continuous writing making

PES more suitable for “nanofluidic” (sub-µm channel dimensions and short

lengths) devices.
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3.4 Solutions: dilute to melts

Polymer solutions are formed by dissolving a polymer into a suitable solvent.

The separation of polymer coils defines the type of solution. Selection of

suitable solvents is essentially an art, and is mostly achieved through trial and

error and educated guesses.

At the overlap concentration c∗ near by polymer coils just begin to im-

pinge on each other and overlap. As the concentration of polymer increases

past overlap the solution is semidulute and becomes concentrated when coils

interpenetrate to the point that thermal fluctuations are hindered when con-

centration passes a certain threshold c∗∗, which is on the order of 0.2-0.3 g/mL

for polymers with molecular weight on the order of 106 Da [94]. In the absence

of solvent the “solution” is termed a melt, when the polymer is above its glass

transition temperature Tg and is a glass below Tg. Below the overlap con-

centration the solvent is dilute. Each regime of concentration shows scaling

properties, e.g. for viscosity, that change as concentration moves past each

demarkation. Due to reduced inter-coil interactions dilute solutions are most

often studied as models and experimental studies are easier to control.

Diffusion in dilute polymeric solutions will have two basic regimes - an un-

hindered regime where a diffusing particle travels distances shorter than the

distance between neighboring polymers and a regime where the particle travels

farther than this interpolymer distance. Below the neighbor-neighbor distance

diffusion will be unhindered and approximated by free solution diffusion, above

this distance a “renormalized” background viscosity will be seen by the diffus-

ing particle. The diffusion coefficient is given by the classic Nernst-Einstein

equation

Dtr =
kT

Z
; (3.2)

where Dtr is the translational diffusion coefficient, kT is the thermal energy,

and Z is the friction coefficient for the diffusing particle. The Sokes equation

for a spheres friction coefficient Zsphere = 6πηR, with η being the solvent
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viscosity and R the (hydrodynamic) radius of the sphere5, gives an estimate

accurate for many solutes.

One can estimate the renormalized viscosity of polymers by using the Ein-

stein viscosity equation for colloidal spheres [95]

η = η0(1 + 2.5φ); (3.3)

where η is the effective viscosity, η0 is the solvents viscosity, and φ is the hard

sphere volume fraction. As more and more polymer is added to the solution it

will tend towards the overlap concentration where all polymer coils begin to

touch.

Experimentally η
η0

= 2 is often used as the defining condition for the over-

lap concentration [21], and conversion from the hard sphere volume to the

concentration gives

η ≈ η0(1 +
c

c∗
); (3.4)

where c is the concentration and c∗ is the overlap concentration.

3.5 Towards dynamics: relaxation time and

elasticity

.

In this thesis the behaviour of liquid polymers in microchannel is also

investigated. In a certain sense almost nothing is “solid” or “liquid”, and these

labels correspond to limiting cases where relative time scale of a materials

characteristic response to an observation time allows good description of a

simplified “solid” or “liquid”. Given enough time most materials will flow

(rocks plastically deform in the earth), and on short enough time scales liquids

act like solids (rapidly slap the surface of water). Polymers tend to sit at the

boundary of the solid-liquid divide in practice, with their characteristic time

scales close to time scales of interest in technology or normal life. Polymers are

5The hydrodynamic radius is often experimentally found and is believed to consist of the
particles radius plus a shell of bound water, for hard particles.
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huge molecules which can deform making their liquid behaviour more complex

than in simple (small, essentially internally static) molecular liquids; polymer

flows can be nonNewtonian.

When flows that carry polymer coils have sufficiently large velocity gra-

dients [71] the coil will transition to stretching. At this point polymer coils

will begin to stretch out and act as entropic springs that acts back against the

flow, and various effects such as normal and second normal stresses results.

The Weissenberg effect is a visually interesting effect where viscoelastic fluids

will climb up6 a rotating cylinder due to these normal stresses making the fluid

“cling” to the rod, which is the opposite of the centrifugal “throw” Newtonian

fluids experience7.

The demarkation of the coil-stretch transition is defined by the relaxation

time of the polymer coil, and this relaxation time is the single most important

characteristic of polymers in solvent.

From the Gaussian model of a polymer random coil, equation 3.1, one can

find [70] the entropy S

S = kBln(Ω); (3.5)

where kB is the Boltzman constant and Ω is the number of conformations, as

well as the Helmholtz free energy

F = U − TS; (3.6)

where U is the internal energy and T is the absolute temperature. The internal

energy is independent of the conformation, for ideal chains (where polymer

conformations make random walks), while the entropy will be dependent on

the conformation (equation 3.1). The free energy will reduce to

F =
1

4
kBT

R2

R2
G

+ C; (3.7)

6Hence the alternative name of “rod climbing”.
7Bird et al. [2] note that viscoelastic secondary flows tend to be opposite to inertial

secondary flows.

44



where C is a constant. The force fx required to separate a chain by a distance

Rx is

fx =
∂F

∂x
=

1

2
kBT

R

R2
G

. (3.8)

The form of this equation is that of a simple elastic spring, and as entropy

is at the root polymer coils are said to be entropic springs. It must be noted

that this entropic spring model is developed under theta-solvent conditions,

and should be considered an approximate model. In practice deviation from

this model will occur, to the extent that coils deviate from Gaussian coils.

One consequence of the entropic spring nature of polymer coils is that the

coil is quite dynamic, and if one estimates the energy that is driving the spring

as varying by 1
3
kBT in each direction one finds that8 the dimension of the coil

changes by roughly
√

2
3
, as can be observed in Fig. 3.1.

As polymer coils act as entropic springs they can store energy, and they im-

part a “bending” or hoop-stress force (normal stress) when flow fields stretch

them quicker then the polymer naturally relaxes back to a random globular

state (see Fig. 3.6). As such polymeric fluids have a characteristic relaxation

time. This characteristic relaxation time λ is a fundamental parameter de-

scribing polymer solutions and is approximately given by the Zimm relaxation

time [96, 97, 70] for many dilute polymer solutions

λ ≈ ηsR
3
G

kBT
≈ [η]0Mηs

NAkBT
; (3.9)

where ηs is the solvent viscosity, [η]0 is the intrinsic viscosity of the polymer

solution, and NA is Agravado’s number. The radius of gyration can be found

from a random walk model for the case of theta-solvents; in practice, how-

ever, theta-solvent conditions are often not satisfied, and RG is experimentally

found, for example using Dynamic Light Scattering or by finding the intrinsic

viscosity through fitting viscosity-molecular weight data and obtaining Mark-

Houwink fit parameters [70] ([η]0 = KMa, where K and a are fit parameters

and M is the molecular mass of the polymer). In this work polyacrylamide

8by taking E = fx < x >= kBT
3
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polymer is used in water-methanol solutions, which acts as a good solvent, and

both Dynamic Light Scattering and Mark-Houwink parameters are used.

It is interesting to note that the approximate radius of gyration of 18×106

polyacrylamide, which is used here, is roughly 0.4 µm (see section 5.7), while

the theta-condition random walk predicts a size of roughly 0.06 µm. This

large difference between theta and good solvent radius of gyration is due to the

large molecular size of polymer coils, allowing even small differences in solvent-

monomer and monomer-monomer interaction energies to build-up leading to

significant expansion of coils in good solvents relative to theta solvents [70].

In addition to this approximation the relaxation time can be found by

fitting measured viscosity to models, such as the Oldroyd-B model that is

found to describe dilute solutions [98]

η = ηs + NkBTλ; (3.10)

where N is the number density of the polymer molecules, or by watching

dynamics in oscillatory shear experiments.

In the ultradilute limit various precise prefactors < 1 are often used in the

Zimm estimate, however an unity prefactor has long been used in estimates

[96, 70] and for nominally dilute solutions recent systematic rheological [97]

experiments demonstrate that the ≈ 1 prefactor describes relaxation time in

elongational flows. Additionally, FENE dumbbell models, a simple model that

takes finite extension into account and offers reasonable agreement with exper-

iments, gives a similar estimate, again with a prefactor of ≈ 1, for example see

equation (13.5-30) and discussion in Ref. [2]. There is growing evidence that

“dilute” solutions must be separated into dilute (below overlap in a stagnant

liquid, but with possible hydrodynamic interactions, and even steric interac-

tions due to coil stretching, in flowing fluids) and ultradilute [99] (displaying

true molecular independence, even in flows) regimes.

Theoretical investigations of polymeric solutions indicate there is a spec-

trum of relaxation times, although experimental investigations and models

seem to be well described (to the accuracy of investigations) by the “first
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Figure 3.6: Stretched polymers can lead to instability. Polymers relax into
random sphere-like coils, however stretching (normal force) can lead to a coil-
stretch transition where polymers become elongated several times their equi-
librium size. The resulting anisotropic fluid can lead to instabilities if stretched
polymers move along curved flow lines - like a stretched elastic band pulled
against an object an inward force is exerted which can cause polymers to cross
stream lines [13], as illustrated in the schematic here, and lead to instability.
Note that, in general, there can be a huge mismatch in dimensions of an elon-
gated polymer relative to the curvature of flow lines. For example a polymer
that has a maximal extension of roughly 20 µm, and which has a radius of
gyration of roughly 0.5 µm at equilibrium, may experience a radius of curva-
ture on the order of 3 mm [14] making for a weak inward force. However the
distance over which this force is exerted can be significant (see equation 3.16
and discussion), and for the . 20 µm polymer moving along a 3 mm ra-
dius of curvature flow line the distance the polymer travels while relaxing is
roughly 0.8 times the radius of curvature [14]; this sustain allows for polymers
to cross flow lines, despite the large mismatch between polymer elongation
and curvature scales that may exist in a given arrangement. This curvature
plus normal forces mechanism for instability was phenomenologically found
[15, 16] and shows both empirical success in prediction of instability and can
be interpreted in terms of physical mechanisms and now forms the conceptual
underpinning of viscoelastic instabilities [17].
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order” relaxation time [2].

Numerous models of viscoelastic fluids exist in addition to the Zimm and

Oldroyd-B models [2]. The simplest conceptual model is the Maxwell model,

the combines a viscous element in series with an elastic element in a simple

chained spring-dashpot (see Fig. 3.7). Taking the shear viscosity η of the fluid

η =
τ

γ̇
; (3.11)

where τ is the shear stress and γ̇ is the shear rate, and the shear modulus G

of the solid

G =
τ

γ
; (3.12)

where γ is the shear strain, defines a time scale for relaxation

λ =
η

G
; (3.13)

where, for dilute solutions, it is seen that G ≈ kBT
R3

G
. Experimentally it is

found that Maxwell’s model does not accurately describe observations, and this

divergence between theory and experimental is traced to the time derivative9

[2].

3.6 Dimensionless number marking viscoelas-

tic flow instability

The relaxation time describes the timescale for which polymers are no longer

simply passive cargo in a fluid, but instead interact in a complex way with the

flow fields causing secondary flows and even instabilities [2]. The dimensiona-

less number that demarcates this transition is most often termed the Deborah

number [2], although there is inconsistent and somewhat confused use in the

literature [100]. The Deborah number De is defined as

9Namely, the quantities are not scalars, but tensors, which require further constraints
on the derivative - much like the vector quantities in fluid flow leads to the substaitative
derivative; various models deal with constraining the time derivative in different ways.
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Figure 3.7: Polymer coils suspended in liquid solvent add elasticity to the vis-
cous solution, when polymers are stretched. A model of polymeric liquids is
the Maxwell model that assumes an elastic solid (Hookean spring) in linear
series with a viscous liquid (dashpot) to obtain a simple viscoelastic composite
material. The time derivative is not well described by the implicit scalar as-
sumption in the Maxwell model, and to better characterize viscoelastic fluids
various more complicated time derivatives are used. It is empirically found
that the continuum models using the more accurate time derivatives are nu-
merically unstable at high Weissenberg numbers close to physical instability
limiting detailed numerical investigations, a persistent problem that is termed
the HWNP (high Weissenberg number problem). Note that the bulk fluid has
elasticity that arises from the polymeric component, the composite fluid is
elastic in the sense that energy can be stored in, and later released from, the
polymer coils within the fluid and a “bulk” spring-like object – for example
due to a percolation network of entangled polymer coils connected throughout
the fluid – is not required or thought to underlie elasticity [2]; see Fig. 3.6 for
discussion on flow instabilities that can arise from the elasticity imparted by
polymers.
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De =
λ

tflow

; (3.14)

where tflow is the normally taken as “time interval during which a typical fluid

element experiences a significant sequence of kinematic events” [2], a definition

that is somewhat vague and imprecise. The Weissenberg number Wi (or We)

is a secondary dimensionaless number that is defined as

Wi = λκ; (3.15)

where κ is the characteristic strain rate in the flow. These definitions and

labels are used interchangeably [100] and, due to Bird et al.’s [2] influence,

De is normally taken as the label used when there is one dominant flow time.

Despite the imprecise definition, and the somewhat imprecise relaxation time10

instabilities are often seen when the De/Wi number is of O(1), with transition

values scattering between roughly 0.5-10 in the literature.

It should be noted that there is another dimensionless number that can

be used to predict instability for no-slip boundary condition (mechanically

driven) cavity flows, where both shear and elongation effects occur, which was

developed by McKinley, Pakdel, and Oztekin [15, 16] and is given by

(
λU

R

τ11

η0γ̇

)1/2

≥ Mcr; (3.16)

where λ is the relaxation time of the liquid, U the characteristic streamwise

fluid velocity, R is the radius of curvature of flow lines, τ11 the normal stress in

the direction of flow (elongational stress), η0 the zero shear viscosity11, and γ̇

is the shear rate. The parameter λU is the characteristic length a perturbation

travels before decaying, and scaled by the radius of curvature R this gives a

relative perturbation travel distance. Mcr is observed, either experimentally

or via numerical simulations. One can recognize η0γ̇ as the shear viscosity,

and thus the general form of

10Which is often found by a fit to a model, with different models giving somewhat different
values of the relaxation time [101].

11Shear thinning, or thickening, can modify the viscosity as shear changes - most often
the zero shear rate viscosity is used to characterize a fluid.
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(Relative Perturbation Travel Distance)

(
τelong

τshear

)
≥ Mcr. (3.17)

This result can be molecularly interpreted using Chu et al.’s work on di-

rect optical observation of single molecules in elongational and shear flows

[102, 10], which demonstrate that elongation stretches out polymers (“stretch-

ing springs” and storing elastic energy) and shear will lead to tumbling and

polymers “resetting” to the globular coil state (see Fig. 3.8 for an example

of direct observation of single molecules). At high elongation rates elastic

stretching will occur, while at high shear rates tumbling will tend to reduce

the likelihood of elastic storage, and the relative perturbation travel distance

will increase likelihood of streamline crossing. It should be noted that while

this criteria has been developed by inspecting a number of different canonical

flow geometries, and can be intuitively explained, the advantage of this cri-

teria over the classic De/Wi number is not obvious. As the De/Wi number

is both simpler, more widely used, and more general12 the De/Wi number is

considered here.

3.7 Coil-stretch transition: Instability, theory,

models

When polymer coils stretch in strong enough flow a sharp transition can oc-

cur, and the conformation of the polymer goes from approximately a spherical

shape to an elongated stretched out object that can be completely unraveled

and even stretched. The transition in elongational flows occurs nominally at

Wi = 0.5, as predicted with the Zimm model [103] (i.e. for dilute solutions).

It should be noted that this threshold value is considered “the” threshold for

polymers, despite the fact that varying polymeric systems should be described

by slightly differing constitutive equations. The 0.5 value has been determined

for dilute polymers, and has also be reported to hold for melts [104] - a sys-

12For example, the McKinley et al. condition has been explicitly found, and investigated,
for no-slip flows, and therefore in the regime of significant shear; additionally, for a given
geometry the McKinley et al. condition can be cast into a De/Wi condition.
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Figure 3.8: Relaxation of a stretched polymer. Fluorescently labeling DNA
molecules has revolutionized polymer studies as investigation of molecular in-
dividualism and direct observations of single molecules are now possible. Here
a DNA polymer stretched to its full 39 µm length shows rapid initial recoil,
followed by exponential relaxation. Figure from Ref. [18]. Reprinted with
permission from AAAS.

52



tem that is at the opposite concentration limit - which indicates the threshold

may be universal. As various models are selected to describe real systems this

possible universality may simply indicate the central role of the coil-strech

transition and an insensitivity of the transition to specific environmental de-

tails; while the particular stability analysis of a given theoretical model should

change dependent on theoretical details if the nominal threshold is too far

from that described by the coil-stretch value the model would be considered

inaccurate13. It should be noted that the high Weissenberg number problem

(HWNP), a problem where numerical simulations fail near Wi = O(1) for all

analytical (continuum) models of polymers [105], is consistent with all the-

oretical models describing an physical coil-stretch transition near the same

value (hence the generic coincidence of numerical failure, which is though to

be ultimately due to a physical instability in flow [105]).

Direct measurements done via optically labeling DNA molecules [102] have

found a transition threshold of 0.4 versus the predicted 0.5, however, due to

experimental uncertainty, this value is consistent with the theoretical value of

0.5. Larson points out [96] that project-to-project error for the high viscos-

ity solvents used to create Boger fluids (such as in Ref. [102]) can be up to

100%, due to viscosity being sensitive to temperature and evaporation effects,

making it plausible that the 0.4 threshold is due to measurement inaccuracy

within a given experimental project rather than indicating a threshold differ-

ing from theory. Later experiments on larger DNA molecules, done by the

same group to probe predicted hysteresis effects due to conformation14 find

a “from below” transition at 0.5 [106] versus the earlier 0.4 threshold found

for smaller molecules [102]. They note that for the smaller molecules [102] a

single transition (e.g. no hysteresis) is observed, however they do not discuss

13Of course a “toy-model”, i.e. one that gives qualitative insight, has differing selection
criteria (namely ease of manipulate and the belief that qualitative features are correct); for
example the de Gennes’s dumbbell model has a threshold of 0.275 versus 0.5, however this
value is not expected to be correct and the model is used to provide general insight [103].

14Approaching the coil-stretch transition from below will result in spherical conformations,
versus elongated conformations which will occur from above, which results in hysteresis for
very large molecules (e.g. larger than explored in the experiments carried out in this thesis,
see [106])
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the 0.4 threshold value found in the earlier work in regards to the new ex-

periments. From above the coil-stretch transition occurs at 0.4 for the larger

molecules [106], however in that work the smaller molecules (i.e. those with

a threshold previously identified at 0.4) relax back to the coiled state from a

pre-streched state at Wi = 0.4 - clearly the threshold is higher in the second

experiment for the same molecule. Additionally, work by a different group

(the Steinberg group) on the same polymer as in Ref. [102] finds a transition

near 0.5 [107]. In short, due to the extreme sensitivity of the solvent used in

direct visual experiments, which give the clearest evidence on the coil-stretch

threshold, experimental error is sizable and experiment is consistent with the-

ory; theoretical analysis and bead-model simulations (e.g. Brownian Dynamics

simulations) currently offer the most precise insight into the location of the

transition, which is identified at 0.5 for dilute solutions [103].

Since roughly the 1970s there has been significant efforts at simulating

polymer flows, with much work focusing on continuum approaches [105]. This

focus on continuum work is due to various factors, for example the possi-

bility of modifying Navier Stokes computational fluid dynamic packages, the

hope to bridge the scale issue (small molecules in a fluid system that can

have dimensions hundreds, thousands, millions of times larger, making full a

computational approach impossible), and the ability to glean insights from

analytical forms are key reasons. However, despite strong and sustained ef-

forts such work has remained sharply limited by the HWNP, which is now

thought to be fundamentally due to an inability of standard approaches to

capture exponentially growing stresses and diverging trajectories near insta-

bilities [108]. However, despite this sharp limitation a general overview of the

constitutive equation (see Vol. 1 of Ref. [2] for a solid discussion on various

particular models) is in order as these models have driven much of the insight

and understanding of polymer flows.

A simple dumbbell model (known as the Oldroyd-B model) is outlined here,

loosely following Larson [109] and drawing on Ref. [110] and Ref. [111].

Considering a polymer coil in suspension as a Hookean elastic dumbbell,

e.g. as two beads connected by a linear spring, the Langevin equation describ-
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ing the balance of forces is

ṘRR = RRR · ∇∇∇vvv − 1

λ
RRR + Nξ; (3.18)

where the stretching of one of the beads making up the polymer is due to the

stretching of the fluid element (first term on the RHS), which relaxes back

due to the spring force with a relaxation time λ (second term on the RHS),

and is also driven by thermal noise Nξ (final term on the RHS). The thermal

noise here is somewhat subtle, as handling the thermal movement involves a

stochastic process15 - a “random” process is sampled at discrete times in order

to emulate the thermal motion. To implement this a Brownian Dynamics

simulation is often used in practice [111], which involves interplay with the

computational time step being imposed resulting in a motion of
√

2D∆tξ,

where ξ is a Gaussian random number, sampled every ∆t. The diffusion

coefficient D of the bead, in turn, is often estimated by the Nerst-Einstein

equation 3.2, where the Stokes equation for spheres friction coefficient is used.

Equation 3.18 is an approximation that uses only 2 beads connected by a

spring (dumbbell), ignores hydrodynamic interaction between “beads” making

up the polymer, assumes an uniform velocity gradient over the polymer, and

often simply uses Stokes’ law to find the coefficient of friction; each of which

adds some error and more accurate terms and assumptions can be used to

extend this approach. Never-the-less this general approach conceptually de-

scribes how the polymers themselves are forced by the fluid, and by simultane-

ously solving the Cauchy equation 2.1 and a constitutive equation describing

the stress-deformation relationship of polymers in the liquid - such as equation

3.18 - flow dynamics can be obtained16.

15Stochastic modeling is phenomenological, and discriminates between “fast” and “slow”
processes. By “integrating out” and then reintroducing the fast motions (e.g. thermal
forces here) a simplified system is created, however the reintroduction of the fast motions is
somewhat tricky and the details, such as the size of the artificial time step used to evaluate
and introduce thermal forces, affect the final equation.

16Traditionally the conformation tensor σij = 〈RiRj〉
R2

G
is used to describe the polymers in

the liquid versus the R used here; to introduce the back-reaction of the polymers on the fluid
flow the stress tensor in the Cauchy equation is split between a solvent (e.g. Newtonian)
component and a polymeric part given by nK〈RiRj〉, with n being the number of polymers
in a fluid element, the angle brackets averages conformation over the element, and K is the
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Various modifications to equation 3.18 lead to different constitutive equa-

tions, for example using finite extensible nonlinear elastic (FENE) spring po-

tentials allows for more realistic modeling of finite extensibility and “hard-

ening” of polymers as they reach their full extension [2]. Here a differential

approach was outlined, but an integral approach can also be taken opening

up even more constitutive models [2]. Note that instead of explicitly following

every discrete polymer coil in solution (which also can be done, at a cost of

numerical effort) the constitutive equation, for example equation 3.18, is con-

sidered a field and the discrete polymers are treated as a continuum. Often in

making this continuum approximation from underlying discrete components

various averages and approximations are made to simplify the resultant equa-

tions.

Different details lead to various models, but the basic approach is to create

a coupled system of equations: one (the Cauchy equation) which describes

the flow of the fluid, and a constitutive equation used to “close” the Cauchy

equation by describing the polymeric stress-deformation relationship in order

to determine the stress tensor. These equations are coupled together - the

fluid forces the polymers which act back on the fluid - and there are two dif-

ferent aspects that can cause nonlinearity in flows. First, there is the familiar

inertial component in the Cauchy equation which is nonlinear in velocity, lead-

ing to high Reynolds number instability, and secondly there is the modified

(polymeric part of the) stress tensor. This stress tensor is nonlinear due to

the elastic nature of polymers and can create unstable flow when polymers are

driven above the coil-strech transition, as large changes in stress occur small

perturbations can become amplified. This is seen both experimentally and in

the models themselves [2].

In Fig. 3.1 it can be seen that even in stagnant liquids polymer coils

“breath”, and as pointed out in Ref. [102] in a discussion of behaviour of indi-

vidual polymers in elongational flows, “Some molecules deformed only slightly,

whereas others rapidly reached a steady-state extension”, ”This large and

Hookean spring constant; again, various ways of averaging, different spring constant, etc.
can be incorporated in the polymeric component of the stress tensor
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previously unobservable heterogeneity was perhaps unexpected because these

molecules were identical in size and had experienced the same [conditions]”

[102] and that “Polymers do not undergo a simple, collective and simultaneous

unwinding as soon as ε̇ > ˙εcr.” Polymeric liquids therefore display a molecular

individualism where apparently the precise conformational state dynamically

changes (due to thermal agitation) and small differences introduced can be

“amplified” during the coil-stretch process. These mechanisms (thermal per-

turbation of polymers and “amplification” of noise/conformational differences)

are deeply embodied in the conceptual and theoretical models which have long

been used (e.g. Brownian forces make polymers “springs” and nonlinear stress

causes elastic instability in polymer flows), but the efforts spearheaded by

the Chu group only recently demonstrated just how dynamic the individual

molecules behave.

In summary:

� Polymers tend to form random coils in solution,

� The coil-stretch transition demarcates when polymer coils experience sig-

nificant stretching, and therefore behave as elastic springs which trans-

forms the flow from one of viscous to viscoelastic,

� Polymer coils can be, and are, often conceived as inert entropic springs;

note, however, that the model development depends on theta-solvent

conditions, where the polymer interacts with itself and the solvent equally

resulting in random walk dynamics and tractable mathematical struc-

ture, in practice the polymer may “prefer” itself (bad solvent) or the sol-

vent (good solvent) and the entropic-spring model should be considered

a qualitative and highly simplified approximation for non-theta-solvent

conditions,

� Polyethersulfone films can be patterned with electron beams; however its

negative resist properties and electron scattering make PES promising

for masking but not for direct rapid prototyping of standard microchan-

nels; for this reason PES microfluidic devices are not investigated here,
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but they remain a promising option to investigate for sub-µm wide mi-

crochannels and smaller devices (“nanofluidics”) as these films are hy-

drophilic, transparent, robust, and - as seen here - patternable,

� Below the overlap concentration where polymers begin to impinge on

each other the coils are nominally independent, and the low concentra-

tion and lack of (reduced) polymer-polymer interactions simplifies both

experimental and theoretical investigations,

� The solution viscosity is η ≈ η0(1+ c
c∗

) in the dilute concentration regime,

� Polymer coils are not static rigid spheres, but instead are quite dynamic

with change in physical dimension of up to ≈
√

2
3

over the time-scale of

the relaxation time,

� The Deborah number De (and/or Weissenberg number Wi) is a dimen-

sionless number that indicates when elastic instabilities are expected -

when De/Wi is of order 1 instabilities can occur,

� Viscoelastic fluids are often described with a continuum model that in-

corporates solid (spring) and liquid (viscosity) models in series; due to

tensor quantities the time derivative is not a simple scalar and various

more complex forms have been found to describe various polymer so-

lutions; for these continuum models numerical instabilitity will effect

simulations close to physical instability which limits numerical study of

instability. This problem is so persistent that it has earned the acronym

HWNP (“the high Weissenberg number problem”), and addressing this

problem is a key concern in polymeric studies. Currently the precise17

nature of instabilities, such as scaling properties, near and past physical

instability threshold is not known,

� The constitutive equations for polymers (to fully describe the Cauchy

equation with a polymeric component to the stress tensor a constitutive,

or stress-deformation relationship, is required for the polymers) describes

17Or even general shape.
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a secondary source of instability, in addition to the inertia aspect familiar

in Newtonian liquids a nonlinear aspect to the stress tensor is introduced

by the elastic nature of polymers,

� The direct observations of polymer dynamics spearheaded by the Chu

group provide clear and striking evidence of molecular individualism,

a finding that is latent in the conceptual and theoretical framework of

polymers.
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Chapter 4

Instabilities: Overview

4.1 Are inertial instabilities viscoelastic in ori-

gin?

Traditionally instabilities in fluids are described as being inertial in origin, with

instabilities arising when fluid “particles” have sufficient momentum to cross

stream lines thereby destroying laminar flow and setting up unsteady, chaotic,

and eventually turbulent flow. However, despite having a simple common

origin the critical Reynolds number which signals the onset of instability in

a flow is neither precise nor accurate, in the sense of being a well defined

universal number. For a given experimental system instabilities can arise at

critical Reynolds numbers that are orders of magnitude different from another

system (compare pipe flow, with Re ≈ 2000, with flow past a cylinder or sphere

with Re ∼ O(105)). In contrast viscoelastic flows, where elasticity is the simple

common mechanism that gives rise to instability, onset of instabilities is fairly

well described by the Deborah/Weissenberg numbers, and these numbers give

accurate prediction of unstable conditions. Further, it is known that all fluids

are viscoelastic, and it is simply the large separation in characteristic fluid and

flow time-scales that allow fluids to be approximated by elastic free conditions.

The non-universality of the critical Reynolds number and inherent viscoelastic

nature of fluids suggests that what is commonly thought to be an inertia

instability mechanism may be viscoelastic in origin.

To test the plausibility of a viscoelastic mechanism behind “inertial” in-

stability an instability in flow past a sphere is considered.
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The Strouhal number is a dimensionless number which relates the frequency

of oscillating flows, such as the oscillations in the wake of a blunt object moving

relative to a fluid (such as a large truck on the highway). For a sphere the

Strouhal number St is

St =
fD

V
≈ 0.2; (4.1)

where f is the frequency of oscillation, D the diameter of the sphere, and V

the relative velocity of fluid. The Deborah number is

De = λ
V

D
; (4.2)

with λ being the relaxation time, V the velocity, and D the diameter of the

sphere. In the wake of the sphere a pocket, or “bubble”, of lower density fluid

exists. It is known that bubbles act as (viscoelastic) Hookean springs [112],

with the spring constant being approximately equal to the surface tension.

Taking this known viscoelastic nature of bubbles, we can interpret the observed

frequency as a measure of the relaxation time of the trapped low pressure

bubble in the wake of the sphere. Under this assumption one finds that

λ =
1

f
=

D

0.2V
=⇒ De∗ =

D

0.2V

V

D
=

1

0.2
= 5, (4.3)

which is above the critical number of De∗ of approximately 2 found for vis-

coelastic flows past spheres in containing cylinders [113]; however the critical

value in these experiments will be reduced due to the wall effects. In dye

coated ball dropping experiments where wall effects are excluded a qualitative

difference was found between fluids with De = 1.44 and 3.95, which showed

“dual-wake” effects (a primary and a delayed separation of flow lines), and

fluids with De = 8 and 30 which showed single wake (separation of flow lines)

[114], demonstrating a change in qualitative behaviour between De ≈ 4-8,

consistent with the estimated De∗ = 5 here. More recent and more detailed

experiments [115] show instability of dropping spheres starting to appear at De

≈ 4, where occasional instability would be observed despite stable movement

for the majority of the experiment, and clear instabilities at next highest De of
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≈ 7, again consistent with the prediction of De∗ = 5 for “inertial” instabilities

in the wake of a sphere, reinterpreted with a viscoelastic mechanism.

The similarity of the critical De number estimated for a “pressure bubble”

trapped in the wake of a sphere, and the critical De number of the flow of

a classic viscoelastic fluid past a sphere is consistent with the hypothesis of

a viscoelastic mechanism for what is classically thought to be due to inertial

effects.

In the literature of bubbles in viscous liquids further support can be found

for this bubble mechanism. It is found that bubbles will cusp in highly viscous

flow. Comparing the estimated Deborah number for when cusping occurs in

Reference [116] one finds1 that De∗ = 3.1 which is roughly half the value

estimated here for the inertial instability. This off by a factor of two with

regard to the stationary bubble case - but almost exactly the same value as

viscoelastic fluids in a similar experimental set up where a critical value of

3.2 was found [20]. The similarity gives further evidence that bubbles act like

(viscoelastic) springs. One can speculate that a bubble trapped in the wake of

an object would experience an enhanced Deborah number relative to a free-

flowing bubble, however the estimation of Deborah numbers are inexact and

the arguments here are rather heuristic.

In addition to providing an possible explanation of von Karman votex

shedding that appears to be consistent with both flow of pure viscoelastic

fluid past a sphere, as well as free flows of deforming bubbles, the “viscoelastic

bubble” model is an attractive mesoscale model for polymer flows. By mod-

eling polymer coils of radius RG with equivalently sized bubbles (RHS) and

selecting the surface tension to model the relaxation time of the polymer a

tractable computational model can be developed. Each individual polymer

with its ever changing conformation is replaced by a bubble of an equivalent

size and with the surface tension tuned to match the relaxation time of the

polymer, in this manner a simple approximation of the system which retains

1To estimate the relaxation time one finds that λ = 3ηR
K , which using K ≈ σ, allows λ =

2 s to be found for the experimental liquid-bubble mixture. The authors give the condition
where cusping occurred, which corresponds to a shear rate of 1.55 /s, which allows De =
3.1 to be estimated for the roughly 0.8 mm wide bubbles.
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discrete “polymers” is obtained. In exchange for simplicity two key losses oc-

cur - loss of thermodynamic (fluctuation) motions, which are significant (with

polymers “breathing” at the relaxation time (see Fig. 3.1)), and the analytic

niceties of continuum models which allow special cases to be solved in order

to gain insights. As the analytic approach is somewhat intractable [105] and

as comparison can be made with solved test cases and experiments the com-

putational nature of the model is relatively a minor tradeoff, while the loss of

fluctuation dynamics is bound to be significant under some conditions. Addi-

tionally bubble-bubble repulsion will be large at close ranges, whereas polymer

coils will be able to interpenetrate each other, which will lead to the model

becoming unrealistic unless quite dilute solutions are considered.

We have seen that Bejan accurately predicts the instability in free jets

based on jet bending elasticity, and that elasticity associated with pressure

“bubbles” in the wake of a blunt object appears to predict the observed von

Karman votex street. Both these cases suggest that at least some instabilities

classically considered to be inertial in origin may be instead due to elasticity.

4.2 Elastic instabilities and elastic turbulence

Numerous elastic instabilities have been noted in polymers due to their widespread

industrial use [109]. Since the 1970’s increasing scientific study of viscoelas-

tic fluids and their instabilities have been undertaken, and several techni-

cal advances have been made: (1) direct imaging of optically labeled DNA

molecules which allows the underlying components to be observed, (2) uniform

and steady filament stretching apparatus which enables elongation studies in

addition to high quality shear apparatus2 which have long been available, (3)

creation of model dilute polymer solutions (Boger fluids) allowing theory and

experiment to be better compared, and (4) increase in computational speed

allowing still limited but realistic numerical investigations [109]. In addition to

these technical advances the discovery that elastic instabilities can develop into

a true elastic turbulence [19] as the Deborah/Weissenberg number increases,

2Elongation and shear being two key distortion mechanisms imposed on fluid flows.
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Figure 4.1: Elastic turbulence in shear geometry. Doping highly viscous (via
inclusion of sugar) polymeric liquid with reflective flakes allows irregular flows
to visualized. The two images are two separate snapshots taken of the un-
steady flow. Here the flow is creeping (Re=0.7), but has a high Wiessenberg
number (Wi=13). It has long been known that polymeric solutions can un-
dergo instabilities and studies of this flow allowed determination that elastic
turbulence is a true form of turbulence, and established this form of turbulence
as a type of Batchelor turbulence. Due to favorable scaling (increased tendency
to instability with reducing system dimensions) viscoelastic instabilities and
elastic turbulence is of interest to microfluidics. Reprinted by permission from
Macmillan Publishers Ltd: Nature Ref. [19], copyright 2000.

much like the steady, unstable, turbulence advancement in Newtonian fluids

with Reynolds number, has peaked fundamental interest in polymeric fluid

instabilities.

Elastic turbulence has many of the main characteristics of Newtonian de-

veloped turbulence, and has been shown to be Batchelor turbulence3 [31].

Groisman and Steinberg demonstrated that elastic turbulence is a true

type of turbulence in their early work [19, 20, 31] and the Steinberg group

also showed that chaotic flows exist in microchannel [21] replica of serpentine

Dean flows that had earlier been studied on a macroscopic scale [20]. In

addition to these flows were precise quantitative description of instabilities

were established it has long been know that rapid constriction/expansions can

lead to instabilities (see chapter two of [2] for a general overview), for example

3Batchelor turbulence exists in the regime below the “Kolmogorov dissipation scale” in
high Re turbulence, a regime that is normally difficult to access.
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Figure 4.2: Demonstration of turbulent mixing in serpentine Dean flow. Dyed
and undyed liquids are brought together (a) and gravity pumped through the
curvilinear geometry. For no polymer (b) and polymer doped (c) liquids at
the 29th half-ring either little (b) or enhanced (c) mixing occurs at Re = 0.16
(and Wi = 6.7 in (c)). The observed enhancement in mixing was orders of
magnitude improved over the polymer-free sample. Note that both here and
in Fig. 4.1 the solution viscosity is made much higher than in most lab on a
chip applications, where aqueous solutions are typically used. Reprinted by
permission from Macmillan Publishers Ltd: Nature Ref. [20], copyright 2001.
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modification of serpentine microchannels [21] to add asymmetric corrugation

(triangular constrictions followed by sudden expansions along the channel)

demonstrates the formation of unstable vortices [117] when polymeric fluid is

pumped through the channel at sufficiently high rates. These unstable vortices

are excited in linear channels as well and display apparent random growth

and decay dynamics [118] which, due to the corrugation asymmetry, display

differing dynamics depending on flow direction. The unstable vortices arise at

Re < 1 for highly elastic polymeric liquids; in the same device Newtonian flow

(water) also displays vortices at intermediate Reynolds numbers (Re ≈ 5) due

to inertial effects.

The seminal efforts of Steinberg et al. has spawned various studies of of

elastic turbulence and other highly unstable viscoelastic flows. The schematic

process that leads to elastic instability is the stretch-coil transition that elon-

gates polymer coils which then act like stretched springs that can cross curvi-

linear laminar flow lines via “hoop stress”, or the normal stress4, and this

stress will induce a secondary flow that moves polymers across flow lines and

which can lead to instability. This basic mechanism of crossing curved flow-

lines is thought to be the main cause of polymer instabilities [119], and all

work appears to support this model5.

Viscoleastic instabilities follow a 1
d

scaling, making microfluidic (small d)

devices a natural consideration, and various efforts have been undertaken to

investigate viscoelastic flows in microdevices. Experimentally pressure or other

mechanically driven flows are the pumping schema previously studied experi-

mentally, while some numerical work has investigated electro-osmotic flows of

viscoelastic fluids (see the next section). Zig zag flows, similar to microchannel

4Pull an elastic band tight around an object, and it will exert a force against the object.
Likewise there will be a force that will pull a stretched polymer coil inwards was it flows
along a curvilinear path [13].

5There is at least one exception to the rule that curvilinear flows are required - in Ref.
[120] instabilities have been numerically found in a non-curvilinear (Kolmogorov) flow at
high Wi numbers. An experimental realization or independent numerical work has not yet
confirmed the finding, however the instability is consistent with expectations: high stretch of
polymers will eventually lead to sensitivity to perturbations, the roughly order of magnitude
increase in critical Wi number versus those seen in curvilinear flow geometries is consistent
with the “requirement” for curvilinear flows and is perhaps the proverbial exception that
proves the rule.
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Dean flows [21], have been studied [121] and instabilities were found to allow

high flow rates to be used (reduced diffusive mixing at high flow rates normally

prevents use, if mixing is required). Nguyen et al. (see Ref. [122] and subse-

quent work) have investigated fast flows of viscous polymer liquids through a

sudden constriction/expansion, where they find a “whipping” filament struc-

ture that leads to mixing. Studies of cross-slot flow have found asymmetric

flow followed by instabilities [101]. H-filter flow of saliva was found to have

interfacial instabilities, negatively affecting performance, [123], demonstrating

unintended viscoelastic fluid effects. “Flow focusing” of particles [124] was

demonstrated for viscoelastic fluids moving through straight channels. En-

try flow of elastic fluids in microdevices have been systematically investigated

[125]. In addition to interest in physical flow it has been demonstrated that

memory and control can be achieve with viscoelastic fluid flows in microdevices

[126].

4.3 Electro-osmotic flows of viscoelastic fluids

The majority of microfluidics research has investigated simple fluids. As the

core understanding of various mechanisms, operating conditions, and key lim-

itations and strengths has grown increasingly complex fluids are being inves-

tigated. The investigation of electro-osmoticallly driven viscoelastic fluids has

been partially investigated. Numerical computation of EOF flow in square

microchannels was investigated (Ref. [127]), for explicitly steady state flows.

In later work the authors appear to retain the time derivative, however do

not observe instabilities despite the enormous Deborah numbers that would

be present in the Debye layer. Flow velocity is reduced for viscoelastic fluids,

however the viscoelastic fluids have higher viscosity6 which will account for

some of the observed shift. In the approach used a continuum model is as-

sumed, which limits the approach to small polymers which will not be entrop-

ically repelled from the Debye layer [128]. Afonso et al. also investigate EOF

6Both solvent and polymer contributions occur, and seem to be contrasted with the
solvent only case versus a solvent with an identical overall viscosity - rough estimates indicate
that the majority of the differences is due to this increased overall viscosity.
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flows in microchannels, and also find that plug profiles exist as for Newtonian

liquids and, again, they also do not see any instability due to their analytical

approach which eliminates the time derivative. Experimentally entropic de-

pletion near the surface is seen [128, 129], unless surface binding occurs such

as in the case of H-bonding with the surface [129].

4.4 Viscoelastic instabilities in electro-osmotically

pumped viscoelastic fluids?

The presence of viscoelastic instabilities in microdevices has been demon-

strated for pressure driven flows. As electro-osmotic pumping is a widely

used alternative to pressure driven flows the possibility of exciting viscoelastic

instabilities with electro-osmotic pumping is of interest for (1) intentionally

driving instabilities for fundamental studies or improved mixing, and (2) the

possibility of unintended exciting instabilities which may affect device per-

formance, as has been seen in pressure driven flows of saliva in an H-filter

[123].

Viscoelastic instabilities arise due to elastic stretching and bending of

the underlying polymer in solution (see Fig. 3.6, enabling instability in low

Reynolds numbers. In mechanically driven flows it has been found that the

instabilities lead to irregular flow patterns (Fig. 4.1) and can improve mixing

(Fig. 4.2), and for channel flow mixing visually appears like repetitively folded

and kneaded material (Fig. 4.2)

As is seen in the next chapter viscoelastic instabilities can be excited un-

der steady electro-osmotic pumping through elongational flow fields, it is found

that unlike pressure driven channel flows that stretching (“kneading”) of mate-

rial is not visually apparent and instead soley large scale movement of material

occurs (see Fig. 6.8 and discussion in chapter 6). This distinction can be under-

stood by no-slip boundary conditions that lead to shear, and thus stretching,

in pressure driven flows and a slip boundary condition and the absence of

strong stretching in electro-osmotic flows.
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4.5 Complicating a complex fluid - concentra-

tion fluctuation instability?

It should be noted that relaxation time of solutions is taken to be equal to

that of the underlying polymer molecules. Recent studies have found that

density fluctuations can give rise to instabilities [48] in simple liquids, and the

analogue with polymeric solutions was pointed out where concentration fluc-

tuations could play the role of density fluctuations. The ‘density fluctuation

instability is essentially due to fluid becoming structured, with small regions

having different viscosity due to fluctuations changing density, and one effec-

tively has a break down of the continuum assumption. Rather than having a

smooth fluid granularity is introduced, and if the granularity occurs on a scale

over which velocity gradients are set finite -sized effects will become possible

with unstable flows.

Using standard simple models results in an instability criteria that is nom-

inally identical to the Zimm relaxation time (see below for a detailed de-

velopment of this relationship), suggesting that two concurrent and different

instability mechanisms exist in polymer solutions. In simple liquids density

fluctuations lead to viscosity fluctuations, and thus local fluctuation in fluid

motion - in high enough velocity fields the fluctuations can lead to instabilities,

as given by the criteria

γ̇cr =

(
∂η

∂p

)−1

T

; (4.4)

where η is the density dependent viscosity and p is the pressure. In complex

fluids concentration instability should play a similar role, where fluctuation

in local concentration will lead to viscosity differences, and a possibility for

instability.

It has only been recently discovered that density fluctuations in sheared

Newtonian fluids can lead to instability, and only a few studies exist - see Ref.

[48] and Ref. [130] for the original efforts.

In Newtonian fluids the shear rates required to drive these instabilities are

large making them difficult to excite, allowing this instability mechanism to go
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unnoticed until recently. The theory developed [48] predicts the observed crit-

ical shear rate for instabilities in lubricants for over three orders of magnitude,

compelling evidence of the theories validity, as well as predicting observed in-

stability in a fluid simulation. Later work [130] further developed the theory

and noted instabilities are observed in dusty plasmas in experiments conducted

above the predicted threshold, providing additional support for validity.

Detailed, and the original, development of the density instability theory

can be found in [48]. Briefly, viscosity dependence on density is taken into

account for shear flow in the Navier-Stokes equation. Linear analysis reveals

a coupling between density fluctuations and the shear flow and that above a

critical shear rate the fluid becomes unstable. The resulting prediction for the

critical shear rate for the onset of fluctuation instability is

γ̇cr =

(
∂η

∂p

)−1

T

; (4.5)

where η is the density dependent viscosity and p is the pressure.

There is an analogy between density and concentration fluctuations in New-

tonian and complex fluids [48], respectively. For the case of complex fluids the

critical shear rate for concentration fluctuation driven instabilities is given by

γ̇cr =

(
∂η

∂Π

)−1

T

; (4.6)

where η = η(φ) is the concentration dependent viscosity dependent on the

volume fraction φ and Π is the osmotic pressure. It was noted in Ref. [48]

that complex fluids display various phase separations in flow conditions [48],

however exploration of expected thresholds in polymeric or other structured

fluids was not done. We do so here for dilute polymer solutions.

To investigate the predicted threshold given by (4.6) one can take deriva-

tives with respect to concentration [48], in order to make use of functional

relationships for the osmotic pressure and viscosity

γ̇cr =

(
∂η

∂Π

)−1

T

=

(
∂η

∂φ

∂φ

∂Π

)−1

T

=

(
∂η
∂φ

∂Π
∂φ

)−1

T

, (4.7)
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this rearrangement casts the equation in terms of the viscosity dependence

on concentration and on the osmotic modulus of the liquid (“concentration

compressibility”).

The threshold for concentration instability is estimated by using (1) the

van’t Hoff approximation for osmotic pressure in a polymeric liquid [70]

Π ≈ kTφ

b3N
; (4.8)

where kT is the thermal energy, N is the number of monomers in a polymer

chain, b is the Kuhn length, and φ is the volume fraction of polymers, and (2)

the solution viscosity as estimated from the Zimm model [70]

η ≈ ηs

(
1 + φN3ν−1

)
; (4.9)

with ηs being the solvent viscosity and ν the dimensionless scaling parameter

describing the polymers interaction with the solvent. Using these approxima-

tions it is found the threshold for concentration instability is

γ̇cr ≈
(

ηsb
3

kT
N3ν

)−1

T

. (4.10)

The term with in the bracket is the nominal Zimm relaxation time [70]

of a polymer, λZimm. The critical shear rate for concentration fluctuation

instability in shear is seen to be the same as for elastic instability for sheared

viscoelastic flows [2] (e.g. the critical Deborah number condition)

γ̇cr =
1

λ
; (4.11)

where λ is the polymer relaxation time, often approximated by λZimm for dilute

polymer suspensions.

The coinciding instability criterion for concentration and elastic instabil-

ities cannot be taken to suggest a reinterpretation of the mechanism that

leads to instabilities in viscoelastic fluids from elasticity based to purely con-

centration fluctuation based. Elastic fluids have long been investigated, with

Maxwell giving an early model, and during this time numerous simulations
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and theoretical models [2] have been studied and interpreted as verifying the

role of elasticity in driving the instability. Direct observation of individual

DNA polymers [131] confirms significant polymer stretching above the classic

viscoelastic instability threshold, as numerical simulations also demonstrate

[2, 109], and as is visually observed in the rod-climbing effect.

The evidence that elasticity plays a strong role in instability is ample and

convincing, in particular the numerical and experimental demonstrations of

single polymer instability in flows above predicted threshold where inter-

polymer effects are absent (i.e. concentration effects being absent), while

purely elastic models lead to instabilities in simulations [2]. Instead, these

coinciding instability criterions suggests the existence of two different, yet

concurrent, instability mechanisms. This is somewhat surprising, however

for different fluids their viscoelastic instability and “fluctuation” instability

threshold will be at different values, and it is unsurprising that for some liquid

they would be the same.

The apparent correspondence of predicted elastic and concentration fluc-

tuation instabilities may help explain the insensitivity towards modeling vis-

coelastic fluids as a bulk liquid or considering an individual polymer: in the

literature relaxation times of viscoelastic fluids are used interchangeably with

relaxation times of the polymers within the fluid, and no clear distinction

appears to be made [2], yet good agreement with experimentally observed

instabilities is often found [2].

If concentration mediated instability coincides with elastic instability the

apparent insensitivity between bulk and molecular perspectives becomes more

understandable. The close agreement between the proposed “fluctuation insta-

blity” and viscoelastic instability in polymeric liquids also would explain why

it has taken so long for fluctuation instabilities to be discovered - in a fluid

that easily displays them in an experimentally accessible setting the instability

is masked by an concurrent instability that is immediately and conceptually

sought, the elastic instability. Given that full quantitative understanding of

scaling properties or other detailed information is lacking the elastic instability

mechanism can be taken to (fully) explain observations; Occam’s razor cuts
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deep and alternative or additional mechanisms are not sought unless there is

a plausible need or possibility.

Consideration of hard colloidal suspensions using equation (4.7) leads to

similar threshold predictions and can act as a control with no internal dynam-

ics. Concentration instability in colloidal solutions may underlie the chaotic

motion recently demonstrated in sheared colloidal suspensions [132]. Experi-

ments done on sheared suspensions with an oscillatory flow with a rms shear of

roughly 0.3 s−1 demonstrate chaotic particle trajectories, the predicted concen-

tration fluctuation threshold1 for the experimental setup is ≈ 10−10s−1 which

is well below the experimental conditions. The experimental setup in Ref. [132]

would be a particularly effective test of the threshold predicted here, as both

microsphere and polymer suspensions can be independently probed and com-

pared as a function of concentration.

In summary, with simple models it is found that the threshold for concen-

tration instability for sheared viscoelastic flows is nominally the same as the

viscoelastic threshold. The models used both here and in the literature are

approximate but as different mechanisms (intra- versus inter- particle) under-

lie the instabilities distinction between these mechanisms should be observable

in controlled experiments and with rigorous theoretical investigations. This

possible second and concurrent mechanism for instability is an intriguing pos-

sibility.

4.6 Relaxation time estimates using detrended

fluctuation analysis

An approach that estimates the relaxation time from tracer particle data,

which uses no model assumptions, is described here.

Using the Zimm relaxation time estimate is simple and is thought to accu-

rately describe dilute solutions [2, 133]. However it is based on a model, which

1The threshold is strongly dependent on particle size, and by scaling from the nominally
230 µm microspheres used to ≈ 100 nm spheres the threshold predicted (using the Einstein
relation for viscosity and the van’t Hoff approximation for osmotic pressure) becomes close to
the shear rate used in the experiment, allowing for the experimental probing of an instability
onset.
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introduces assumptions. While these assumptions are not overly strict, as ev-

idenced by the utility of the Zimm time in describing experimental results, it

is useful to have methods to estimate relaxation time without relating to a

model in order to help verify theory and give independent estimates. Rheo-

logical measurements, for example of shear, also use model fitting of data to

find relaxation times.

By following the fluctuations of tracer particles in viscoelastic flows above

the instability threshold one should be able to find the relaxation time by

studying correlations. There should be two regimes of correlations, with dif-

ferent dynamics below and above the relaxation time. Based on this concept

the analysis of particle motion in viscoelastic flows using Detrended Fluctua-

tion Analysis (DFA) should allow the relaxation time to be found.

It is found that for unstable polymer flows in microchannels that DFA

can find the relaxation time. The key limitation of this technique for finding

relaxation times is, in addition of capturing microparticle trajectories7, the

requirement to sample at a rate higher than the inverse relaxation time.

The general idea behind DFA is that of “fractal” analysis where one selects

a window size setting a resolution for analyzing a time series, for DFA the

analysis involves measuring fluctuations, and if the time series is scale invariant

a power-law will relate the measure taken with different window sizes (see

Appendix A for more discussion and details on DFA). DFA analyses data by

looking at increasingly large time binning of time series data, fitting a best fit

line to the data, and finding the fluctuation of the data as a function of time

bin size8. This “boxing and fitting” detrends the data, allowing effects of drift

and other nonstationary effects to be reduced9, and correlation of data as a

function of bin size (in time) can be found. It is often found that different

7This is not merely a technical issue, but the microparticles presence themselves will
modify the fluid.

8In the DFA literature the bin size is denoted n, as n points are in a time period of length
T which is sampled every ∆t, and this notation is retained in Appendix A on DFA; in the
discussion here T

∆t is used.
9DFA was originally introduced to deal with physiological data, such as heart rate or

EEG data, which is often nonstationary. Most time series approaches assumes stationary
underlying parameters, DFA is a limited approach but with the advantage of not assuming
stationary conditions.
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regimes exist, each of which display a characteristic scaling law with sharp

“kinks” between these regimes, these kinks define crossover points between

different scaling regimes. More precisely, the log-log plot of fluctuations versus

bin size is used with linear regions being considered a sign of power-law scaling.

Characteristic times tChar are determined by finding the crossover cx be-

tween power law scaling regimes on the log-log plot of the fluctuations versus

box size and mapping it to the time domain:

tChar = ∆t10cx ; (4.12)

where 1/∆t is the sampling rate of the times series. The process is thus one of

transforming time-series data into fluctuation-box size data, and looking for

well defined regimes and crossovers.

DFA of the velocity data (Fig. 4.3) shows, for large time bins, power-law

(linear on the log-log plot) scaling, while for smaller time bins some nonlin-

ear curvature is seen. Simply inspecting “by-eye” gives10 a crossover between

the linear-nonlinear regions at (1.2 ± 0.1) s, and possibly another crossover

at (0.36± 0.04) s within the nonlinear region, with error due to discrete data

points and difficulty in discerning precise locations of crossovers. The exper-

imentally determined [21] relaxation time is 1.1 s, agreeing within error with

the crossover between linear and nonlinear scaling. A slight divergence from

power law like scaling can be seen between 2.0 and 2.5 in Fig. 4.3, and is likely

a weak sinusoidal signal (see Appendix A and Ref. [134]) which may be due

to vibrations in the experimental setting [135].

The first order (slowest mode) relaxation time is normally used to charac-

terize polymeric liquids, due to difficulties in extracting higher order relaxation

times from observations, however a spectrum of relaxation times are expected.

Zimm polymer theory [70] predicts that the p-th mode relaxation time λp is

given by:
λp

λ1

= (
1

p
)3ν ; (4.13)

10Both the direct plot, and the difference plot between the linear fit for the “large bin”
region and the data (e.g. residual plot), were inspected; the residual plot did not significantly
clarify the data over the raw data.
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Figure 4.3: Unstable fluid flow. Chaotic flow is exhibited by polymeric liquid
flowing through a serpentine microchannel [21] under steady forcing condi-
tions. The fluid velocity (inset), as measured by particle tracking every 40
ms, demonstrates large velocity fluctuations. Visual inspection of Detrended
Fluctuation Analysis “filtered” velocity data displays a linear region for larger
time bins that crossovers to a nonlinear region at roughly 1.2 s. Within the
nonlinear region there is some suggestion of a crossover at 0.36 s. The experi-
mentally determined [21] relaxation time is 1.1 s, agreeing with the nonlinear-
linear crossover. Zimm theory predicts a second mode relation time of 0.35 s
for good solvents, coinciding to the possible crossover in the nonlinear region;
note, however, that it is difficult to discern if this is a visual artifact or a true
crossover. The potential for “in-situ” use and the lack of fitting parameters
make DFA relaxation time estimates desirable as systematic (and hard to es-
timate) error will be reduced. A key limitation is the requirement to seed the
fluid of interest with microparticles, which will modify the liquid, and the need
to sample more rapidly than the relaxation time, which will limit the poly-
meric solutions that can be studied. Velocity fluctuation data kindly provided
by Dr. T. Burghelea [21].
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where λ1 is the first order relaxation time and ν is the Flory solvent parameter

(0.588 for a good solvent, and 0.5 for a theta solvent [70]). Assuming good

solvent conditions [21], and using the first order relaxation time determined

here, the second order relaxation time is calculated to be 0.35 s, in close

agreement with the 0.36 s value found for the possible crossover in the nonlinear

region. This agreement demonstrates the potential ability of DFA to find

higher mode relaxation times. The theta solvent case of 0.42 s is outside of

the estimated error range here, and theta conditions are not expected to apply

for PAA in water [136]. The third order and higher relaxation times cannot

be determined here due to the sampling rate and limited resolution.

Note that although the possible crossover corresponding to the second order

relaxation time was visually extracted and then found to correspond to the

second order relaxation time the data this could simply be a coincidence, with

the apparent crossover and change in scaling behaviour a perception artifact

[22]. The curvature between the supposed regimes appears to be different,

for some viewers, however the increasing space between data points may be

misleading. Looking at the residual between the data and the power-law fit

(made for times larger than the relaxation time) does not clarify over the raw

data plot. Inspecting the numerical derivative indicates only one flat region,

which corresponds to linear scaling. As the bin size is reduced scatter first

occurs in the numerical derivative and with more reduction in bin size the

numerical derivative starts to sharply change. The crossover from the “scatter

region” to the “rapid change region” occurs at ≈ 0.36 s, however as no sharp

change occurs there is a possibility that this purported crossover is simply

a perceptual artifact that happens to correspond to a physically meaningful

relaxation time by coincidence.

The Zimm relaxation time, or other estimate, and Detrended Fluctation

Analysis of tracer probe fluctuations are complementary and useful approaches.

Using the Zimm formula is simple and available for essentially any experiment,

the DFA approach is simple to apply to data and directly estimates relaxation

time from data, but requires data collection which not all setups allow limiting

its use and, in addition, tracer particles themselves will change the solution.
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Figure 4.4: Numerical derivative of fluctuation scaling in unstable fluid flow.
Visual inspection of Detrended Fluctuation Analysis “filtered” velocity data
indicates two and possibly three time correlation regimes, with a crossover at
roughly 1.2 s and possibly 0.36 s (see Fig. 4.3). For time bins smaller than the
relaxation time there appears to be possibly two correlation regimes, however
as power-law (linear on log-log plots) scaling is absent and data points start to
become more sparse for small box sizes perceptual artifacts are possible [22].
Inspecting the numerical derivative, ∂F

∂n
, where F is the DFA fluctuations (see

Fig. 4.3) and n is the bin size given by T
∆t

, shows that three distinct constant
steps are not observed, as expected if three linear regimes existed. Within the
limited resolution it is seen that a flat “tail” exists for large time bins (with
a signature of a sinusoidal signal perturbing the data here) and that a region
with significant scatter separates this tail from a rapidly changing region. The
purported crossover in the nonlinear region corresponds to the point where the
data with scatter changes into rapid change. Due to limited resolution and
the absence of visually clear linear-linear or linear-nonlinear transition, this
possible crossover may be an artifact.
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A key advantage of DFA of tracer probe data in finding relaxation time is

“in situ” use, allowing fluid behaviour to be probed in the precise experimen-

tal conditions of interest. As rheological measurements make use of simplified

experimental setup in order to facilitate contact with theory the validity of

measurements can sometimes be in doubt [2] - as a simple example shear

measurements may not always be accurate estimates of elogational flows. Ad-

ditionally rheological measurements will often make use of a given model in

order to estimate relaxation time, which can introduce systematic error.

4.7 Summary

It is noted that

� Bubbles, like polymers, act like springs and are analogous and may be

used to shed insight on polymer and other flows (such as, possibly, flow

past blunt objects).

� The analogy between polymer coils and bubbles indicates that a meso-

scopic model, where bubbles are used to represent polymer coils and

setting the surface tension allows the relaxation time to be accounted

for, may allow numerical simulations. Difficulty in implementing vis-

coelastic codes and the high Weinsenberg number problem that plagues

such codes once set up make this of interest11.

� Elastic turbulence is a recently discovered turbulence that can be excited

at arbitrarily low Reynolds numbers in polymeric flows. While it has

long been known that instabilities occur in viscoelastic fluids detailed

understanding is lacking. In addition to establishment of turbulence

in viscoelastic fluids, efficient mixing was demonstrated in mechanically

pumped elastic turbulent flows through curvilinear channels in both large

and microscaled geometries.

� Electro-osmotic flows of viscoelastic fluids have not been well studied; as

EOF pumping is one of the two main pumping schemes in microfluidics

11Bubbles can be included in many CFD codes.
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further investigation of EOF pumped viscoelastic fluids is warranted.

Simulations have been done, but focus on explicitly steady flows due to

reduction of the Cauchy equation which prevents instability from arising.

� Following Ref. [48] the similarity between density fluctuations in simple

liquids and concentration fluctuations in complex fluids was considered

for dilute polymer solutions - it is found that the instability condition

corresponds to the classic viscoelastic instability condition; in Ref. [48]

the possibility of a viscoelastic origin of the instability described was ex-

cluded for simple liquids, however it appears that for polymeric solutions

the instability threshold coincides.

� This possible concurrent instability mechanism complicates the physics,

and careful investigation (e.g. comparison of colloidal versus polymeric

solutions, and varying concentration) will be required to determine if

this proposed concentration instability exists. Currently the elastic in-

stability is assumed to be the sole mechanism, and lack of knowledge on

precise scaling properties or other details prevents either confirming or

excluding the concentration instability at present.

� By inspecting the correlations between fluctuations in tracer particle ve-

locimetry data a parameter free means of measuring the relaxation time

for viscoelastic fluids “in-situ” can be found; as the technique is simple

to perform it is a valuable alternative means for measuring the relaxation

time. The lack of free parameters and possibility for use in a specific en-

vironment will reduce systematic error in determining relaxation time.

Note that not only was the dominate (first order) relaxation time found,

but also - possibly - the second order relaxation time, which agreed with

the (Zimm) predicted value.
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Chapter 5

Polymer Instabilities in
Elongational Flow

5.1 Experimental motivation

There are three main ingredients that motivated the experimental work here.

(1) It has long been known that inclusion of polymers in working fluids allows

secondary flows and instabilities to be excited in mechanically driven flows [2],

and a new form of turbulence, elastic turbulence, in polymeric solutions has

recently been discovered [19] which can be excited at arbitrarily low Reynolds

numbers, (2) as fluid flow in microfluidic systems is typically laminar due to the

low Reynolds numbers that characterize the flows it is difficult to achieve rapid

mixing, and finally, (3) electro-osmotic pumping is one of the key means of

driving fluids in microfluidic systems. Motivated by these factors the possibil-

ity of exciting elastic instabilities and elastic turbulence in electro-osmotically

driven microflows, both as to document possible unintended departure from

laminar flow in complex fluids1 and to intentionally promote instability, was

undertaken.

5.2 Preliminary efforts: viscous solutions

Highly viscous liquids are often used in viscoelastic fluid studies as (1) diffusion

is reduced, allowing for diffusive mechanisms to be small relative to convec-

1As lab on the chip applications are pursued concentrated cell, DNA, microparticle, or
other complex fluids are increasingly used.
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tive instabilities, simplifying studies2, and (2) the relaxation time is increased,

making fluids more elastic allowing higher Wi numbers to be explored. Ini-

tially highly viscous sugar solutions were used, however several issues became

apparent

� sample preparation took long setup, which did not cause problems for

focused experiments but would result in an undesirable protocol for ex-

perimental studies making use of the high viscosity solutions or in lab on

a chip diagnosis applications (i.e. if time is of the essence, as in proposed

medical uses of microfluidics, long preparation times limit use)

� filling and cleaning microchips was difficult, with bubbles often becoming

trapped and removal of viscous liquids being difficult

� velocities obtained were quite low, and transient effects long

� viscosity of the sugar solutions used appeared to undergo significant vis-

cosity changes during experiments, most likely a Joule heating effect3

In short, using highly viscous solutions was problematic for high through-

put rapid testing, one of the desirable factors for possible microfluidic lab on

a chip applications. Further, reflection on two of the key aspects of the exper-

iment (1) the relaxation time, and (2) the EOF flow rate, suggested that high

viscosity fluids would not provide a significant gain in Wi number: the vis-

cous enhancement of relaxation time (λ ∝ η) is offset by viscous depression of

velocity in EOF ( v ∝ 1
η
), limiting achievable enhancement of the Wi number

for EOF pumped liquids.

Simply putting polymers in low viscosity liquids should, to first order, lead

to the same Wi number; low viscosity liquids are easier to work with exper-

imentally and are what most lab on the chip applications use; and if rapid

mixing is the aim diffusion should not be suppressed. For these reasons sus-

pending polymers directly into low viscosity liquids (i.e. aqueous solutions)

2e.g. by increasing contrast between dyed and un-dyed liquids and time windows for
study

3Glycerin, an alternative means of increasing viscosity, experiences the same difficulty.
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was pursued instead of artificially increasing viscosity by the inclusion of con-

centrated small molecules.

5.3 Initial design and experiments

It has been shown that chaotic instabilities can arise in Dean flow (curvilinear

serpentine channels) in pressure driven microflows [21], where characterization

of macroscopic equivalent flows [19] demonstrates elastic turbulence enhances

mixing. A curvilinear chip design was undertaken and high viscosity solutions

were used. Two liquid streams, a dyed stream and an undyed stream, were

brought together in a y-branch constriction which feed the following curvilinear

section; a visual overview and brief description of the y-branch component can

be seen in Fig. 5.1.

It was noted that, as described above, highly viscous liquids did not seem

promising for lab on a chip applications. Moving towards low viscosity solu-

tions, first in the semi-dilute regime (where it was speculated that relaxation

time would be increased, yet - due to entropic repulsion from the wall - the

EOF flow rate would not be substantially reduced) and then in the dilute

region showed that instabilities would occur within the y-branch.

Based on the results in the y-branch, a microchannel with a series of sud-

den constrictions/expansions was fabricated in order to observe the effect of

stacking elongational regions.

Curved “zig-zag” approximation to serpentine streamlines were investi-

gated in Ref. [121] with electro-osmotic flow in mind but instead utilizing

pressure driven flows due to low volumetric flow rates found for EOF of the

working fluid, consisting of a high molecular weight polymer in a viscous sugar

solution. In EOF through curved channels there will be some stretching act-

ing on polymer coils due to electric field lines concentrating on inside curves,

resulting in more rapid flow on inside corners which results in shear [53]. This

effect leads to dispersion but is relatively weak [53] limiting the effective Deb-

orah number achievable in the channels. This weak effect for EOF flow is in

contrast to pressure flows where parabolic flow profiles across channels can im-
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Figure 5.1: Y-branch geometry. Elongational flow is created by merging two
streams of fluid into a single stream of half the input cross-section. One of
the streams is labeled using TAMRA, a fluorescent dye (dark pink arrow in
figure), while the other stream is dye free (white arrow), as the fluids move
downstream they mix (light pink arrow). A laser is focused exciting the dye
(yellow dot in image), allowing the amount of dye to be optically observed.
For laminar steady flows diffusive action mixes the dye, which is observed as
a steady optical signal, and it is found that addition of high molecular weight
polymer leads to instabilities leading to a time varying optical signal. For long
runs drift in the interface occurred, possibly due to Joule heating resulting
in differential flow rates suggesting that heating effects may be present. The
glass microchannels are 100 µm wide and 20 µm deep.
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pose significant shear in the channel that stretches coils, polymers then move

into bends and cross streamlines much like rubber bands impart force when

stretched around an object. A lack of observed instability for EOF Dean flows

in Ref. [121] indicates that, at least for viscous solvents, such instabilities are

difficult to excite; the experimental observations here show that, in contrast,

elogational flows can excite instablities with relative ease (i.e. with standard

EOF flow rates).

5.4 Instrumentation: the µTK

The Microfluidic Tookit, or µTK, from MicraLyne Inc. is4 a platform for elec-

trokinetic microfluidics, used for driving electrophoretic and electro-osmotic

flows. The apparatus consists of an high voltage power supply that supplies a

voltage (up to 6 kV) to platinum electrodes located on a lowerable assembly. A

microchip can be set in a machined plexiglas holder below the electrode assem-

bly, below which a 40X microscope objective is positioned allowing imaging

of microchannels. The optics module consists of an epiluminescent confocal

microscope allowing fluorescent excitation and either visual inspection by eye

or by a photomultiplier tube (PMT)5 which can be swung and held in the

optical path; the PMT data collection frequency can be selected between6 25

and 50 Hz. Removing the eyepiece allows a camera to be attached using a

custom machined connector and an optical adaptor (camera-to-microscope).

The optical module has an internal 532 nm diode laser7, a beam splitter,

and various lenses in an enclosure. The internal laser can be either focused into

an ≈ 10 µm beam waist focal spot, or expanded to ≈ 300 µm wide beam for

broad illumination of channels. Due to dust on the expansion lens of the µTK’s

available for use, lens imperfections, and high modulation of the Gaussian-like

field use of an external laser for illumination of channels was used to take

images of the entire flow field.

4or, was, MicraLyne has discontinued the µTK
5Hamamatsu H5773-03 PMT
6higher rates are possible, however the PMT only outputs at 50 Hz making the higher

rates irrelevant
7Alternatively, an 635 nm laser option option existed
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Figure 5.2: MicroTool Kit Optics Diagram. The MicraLyne Inc. µTK allows
optical observation either by eye piece or with a PMT.
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See Appendix C for more discussion of the µTK apparatus.

5.5 “Slow” expansion: y-branch

Elogational flow into an y-branch was set up and semi-dilute solutions were

electro-osmotically pumped though the device component. Instabilities were

observed and investigated and found to persist in the dilute regime8.

Microchannels with 100 µm width and 20 µm depth with the characteristic

D chemical etch cross section were formed in glass. A y-channel geometry with

two input channels of unequal length and a single output created extensional

flow at the channel intersection (see Fig. 5.3, inset).

Polymer solutions were made by adding high9 (18× 106) molecular weight

polyacrylamide (PAAm) from Polysciences Inc. to standard tris- borate-

ethylenediaminetetraacetic acid (TBE) buffer10, at 2500 ppm PAAm in 1XTBE.

The overlap concentration c∗ is ≈ 300 ppm, placing the solution in the semi-

dilute regime.

The glass microchips were loading into a µTK and flow was electro-osmotically

driven with electric fields of up to ≈ 600 V/cm. The interface between the two

input streams was observed by fluorescently tagging one input stream with a

small amount (≈ 2 µM) of tetramethylrhodamine (TAMRA) dye and exciting

with the internal 532 nm diode laser. Laser induced fluorescent profiles were

collected for various flow rates by focusing the laser to 1/10th of the channel

width (10 µm beam waist) close to the dyed-undyed fluid interface at the out-

put of the extensional region (see Fig. 5.3, inset) and collecting emitted light

with a photomultiplier tube (PMT) at 25 Hz. This approach to monitoring the

flow will capture movement of the interface perpendicular to the flow direction,

if the sampling point is close enough to the interface to observe movement.

As one moves away from the interface less of the fluctuating interface will

8Results of the instabilities observed for the semi-dilute polymer were presented at the
2007 APS March Meeting, in the Micro and Nano Fluidics section, talk “L30.00014 : Insta-
bility in extensional microflow of aqueous gel”.

9This polymer appears to be the highest molecular weight polymer soluble in aqueous
media that is commercially available, for the current time.

10TBE is selected as it is widely used in biology experiments.
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be observed which makes this technique sensitive to the precise placement of

the monitoring spot; alignment accuracy is roughly 5 µm and for the samples

investigated error of ≈ 10% was empirically found (see section 5.7).

It was found that at the highest electric fields applied bubbles would oc-

casionally form at the electrodes, for both polymer/TBE solutions and pure

TBE buffer. Bubble formation was not significant under the operating con-

ditions studied, but demonstrates an upper voltage for bubble free operation

when using TBE buffer. The bubbles would form at the input reservoirs and

occasionally break free of the electrode and flow into the microchannels and

flow downstream; as bubbles would change the amount of fluid that would

flow through the channels, would interact with each other and the walls, and

would not be deterministically created and moved downstream complicated

flow would occur. Bubbles formed and captured by the microchannels in this

manner where large in size, spanning the entire channel. The presence of bub-

bles can be seen in PMT signals by the presence of “notches” that occur when

bubbles move past the sampling spot (see Fig. 5.4), as the optical thickness

of dye would be reduced11. In the wake of bubbles good mixing was visually

observed, as has been previously noted, studied, and applied (e.g. Ref. [23]).

Fig. 5.3 shows PMT time traces at two driving potentials, and it is ap-

parent that for sufficiently large driving electric fields large fluctuations exist.

This is interpreted as instability of the fluid causing the dye intensity to spa-

tially flicker across the channel, which could be observed by eye by increasing

dye concentration and defocusing the laser to a diameter of 200 µm.

It is not readily apparent in Fig. 5.3, but an ≈ 9.5 Hz signal was present

in some PMT traces collected independent of experimental parameters, which

is attribute to environmental vibrations as this signal is in the range of the

natural resonance frequencies of buildings floors [137] (see Fig. 5.6, where this

signal is more readily visible).12

11Additionally, inspection by eye indicates that deflection of the beam occurred which
can be attributed to the change in refractive index and non-perpendicular beam-surface
interactions.

12A vibration isolation table was later used to prevent this spurious signal and it was
also found that the stage was not tightly locked down which resulted in higher sensitivity;
tightening the stage and using vibration isolation tables resulted in no observable 9.5 Hz
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Figure 5.3: Photomultiplier tube time trace for concentrated polymer solution.
1XTBE buffer with 2500 ppm (semi-dilute) PAAm was electro-osmotically
driven through an y-branch. When the driving electric field is increased suf-
ficiently significant fluctuations arise, as can be seen comparing the PMT
traces at ≈ 100 V/cm (lower) and ≈ 410 V/cm (upper) curves. The curves
have been artificially offset for visibility. Note the significant noise in the low
voltage signal; this noise creates a noise floor blelow which flow instability
properties cannot be determined with the PMT. Inset: Micrograph (40X lens)
of y-branch channel with (yellow) excited focal spot visible; the micrograph
was captured by holding a camera up to the eyepiece, and the off center focal
spot is an optical artifact due to non-perpendicular alignment (i.e. by eye the
focal spot is seen to be centered; visual alignment was confirmed by noting
equal stage displacement from the apparent center to the side walls). Flow is
from right to left, with the fluid in the bottom channel dyed with TAMRA
dye.
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Figure 5.4: Photomultiplier tube time trace for bubble train in TBE buffer. At
the highest applied voltages (6 kV here) bubbles would occur at the electrodes
after long runs; these bubbles could be captured by flow down the microchan-
nels and create complicated flow conditions. As bubbles move past the PMT
focal spot “notching” occurs as the bubbles would displace dyed liquid (reduc-
ing optical section and signal, as well as due to deflection of the beam from the
curved interfaces. Between the bubbles good mixing was visually seen, as has
previously been noted and studied (see, for example, Ref. [23]). The formation
of bubbles is a clear indication that Joule heating is present for higher applied
voltages.
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The power spectrum has power law behavior (not shown, see Fig. 5.6 for

similar spectra), which is indicative of chaotic flow [21]. The PMT voltage is

dependent on dye concentration, specific PMT bias voltage, run-to-run vari-

ation in laser output, and, due to diffusion across the dye-undyed interface,

the precise location of the excitation spot from the interface, possible thinning

effects [138], and flow velocities. It is therefore difficult to compare absolute

voltage levels in a precise manner, and a relative measure is required to better

compare different experimental conditions. The relative PMT signal fluctu-

ations, δ̃PMT, defined as var
(

V
〈V〉

)
, where var(V) is the variance of the PMT

voltage signal from the average 〈V〉, are measured for various driving poten-

tials (Fig. 5.5) and found to have a threshold beyond which fluctuations grow

in size and lift off the noise floor.

Inspection of Fig. 5.3 reveals significant noise in low velocity flows, this is

due to inherent laser fluctuations. The onset of fluctutions observed in Fig. 5.5

is near the to the expected threshold of 360 V/cm, however the relatively large

noise floor makes it difficult to determine if instability truly occurs there the

> 400 V/cm that is apparent.

Using the current monitoring method [139] flow velocities were estimated.

This estimate of flow velocity allows the extensional rate to be found in the

y-branch (Fig. 5.5, inset) where the extensional rate is estimated as ε̇ = ∆v
L

with ∆v equaling the input velocity v (as velocity will double through the

y-branch) and L ≈ 100 µm is taken as the characteristic size of the expansion

region. The critical extensional rate [102] ε̇ = 0.5
λ
≈ 17 /s defined by the Zimm

relaxation time [70] of λZimm = ηsR3

kBT
≈ 0.03 s , where the TBE based solution

viscosity ηs is assumed to be that of water, the coil radius R is taken to be

[21] 0.5 µm, and a thermal energy kBT corresponding to room temperature

(22 ◦C) is used to find the critical E-field of 360 V/cm.

The Zimm relaxation time, strictly speaking, only describes dilute solution

dynamics and it is surprising that an increased relaxation time is not ob-

served in the entangled concentrate polymer solutions resulting from polymer-

noise.
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Figure 5.5: Fluctuations in photomultiplier tube time trace for semi-dilute
polymer solution. Fluctuations were measured from 80 s PMT traces of
2500 ppm solution flow at various driving electric fields. Fluctuations rapidly
grow in size beyond a predicted threshold corresponding to an electric field of
roughly 360 V/cm; however the predicted threshold is below the noise floor
not allowing determination if transition occurs earlier than the apparent value
of roughly 400 V/cm where a rapid rise in fluctuations is seen.
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polymer interactions [138]. The concentration is ≈10X the polymer coil over-

lap concentration [21], clearly no longer in the dilute regime. Two possible

mechanisms suggest themselves as explanations. Measurements on a similar

fluid [138] place the relaxation time around 2 s; while this value is significantly

larger than the Zimm relaxation time thinning effects [138] in the y-branch

will substantially reduce the relaxation time which may explain the depression

of the relaxation time to the Zimm time. It is also well known that entropic

repulsion of polymers at the walls will lead to a dilute region [140], if instabil-

ities arise within this dilute region versus in the bulk away from the wall this

can account for the Zimm relaxation time matching observations.

Entropic repulsion depletes the concentration of polymer near solid surfaces

which will result in a dilute regime near the wall. Measured EOF mobilities,

µEOF , which relate the driving electric field to the resulting velocity in the mi-

crochannels, are somewhat depressed for concentrated polymer solutions ver-

sus pure TBE buffer with a mobility reduced from (6.0±0.4)x10−4 cm2V−1s−1

to (4.2±0.2)x10−4 cm2V−1s−1. However, from bulk shear solution viscosity

measurements [138] several orders of magnitude reduction is expected rather

than the mild decrease, as viscosity is dependent on polymer concentration

this limited decrease in flow is clear evidence of a significant depletion region

near the wall. The depleted region may be the source of instabilities, however

this does not exclude instabilities from arising in the bulk. In EOF flows fluid

in the EDL is the primary flow that viscously couples to the fluid in the bulk

of the channel. An upper bound of the time for viscous diffusion to the middle

of the channel tυ can be made by assuming waters kinematic viscosity υ de-

scribes the fluid, and is approximately three orders of magnitude smaller than

the residence time tres in the y-branch expansion for typical flow velocities

(≈ 1 mm/s). As tυ
tres

� 1 the expansion is adiabatic, resulting in an uniform

flow profile across the channel depth in the absence of secondary flows (i.e.

before instabilities arise). As the relaxation time in the bulk will be greater or

equal to the Zimm time the Weissenberg number will be at least as large as in

the depleted region. As the Zimm relaxation time estimate describes experi-

mental observations it appears that significant thinning occurs. Elongational
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thinning was qualitatively observed in a similar fluid [138], which is consistent

with the possible thinning observed here, although reliable quantitative data is

not available for elongation flows of the fluid used as the extensional character

of polymeric fluids is not well known13 in most cases [141].

It was found that drift in flow rates between input channels would eventu-

ally occur, likely due to Joule heating of the polymer solution asymmetrically

effecting flow through the unequal input arm lengths, limiting the time over

which data could be collected. This, as well as hindered diffusion in concen-

trated polymer solutions, increased time required to fully dissolve concentrate

solutions, and more difficult theoretical and computational analyses, makes

working with low concentrations desirable. To test the effect of concentration,

a dilute solution (100 ppm) of PAA in 1XTBE buffer was made. To facili-

tate visual inspection increased TAMRA dye concentrations were used leading

to increased visual and PMT signal; the increased dye concentration also dra-

matically reduced experimental noise. Instabilities were also observed for these

solutions (see Fig. 5.6 inset for a representative PMT time trace) at the same

approximate driving voltages as for concentrated solutions. Completely ex-

cluding polymer from the solution resulted in laminar flow (Fig. 5.6, inset), as

expected, although a small drift in PMT voltage is apparent which is possibly

due to joule heating affecting flow rates. Thinning at high concentrations is

further supported, as instabilities occur at similar extensional rates in dilute

and concentrate solutions within the same device despite the orders of mag-

nitude difference expected if instabilities arose in the bulk without significant

thinning occurring.

In summary, using a microchannel y-branch extensional instabilities were

excited in electro-osmoticaly driven polymer flows for the first time. Poly-

mer free solutions displayed laminar flow, while both concentrate (2500 ppm)

and dilute (100 ppm) solutions of high molecular weight polymer added to

standard buffer exhibited instabilities above a critical flow rate that appears

to correspond to the Zimm relaxation time. As the Zimm relaxation time is

13Shear measurements are simpler to perform and are more reproducible, leading to the
shear viscosity being the standard measure reported.
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Figure 5.6: Power spectrum of dilute polymer solution instability. 1XTBE
buffer with 100 ppm PAA driven at ≈ 410 V/cm. Instabilities have approxi-
mate power law spectra (compare to dotted line with power ∝ 1/frequency),
characteristic of chaotic flow [21]. For steady flow there are no fluctuations,
and thus the power spectra will consist of a noise floor. Rhythmic unstable
flow, such as for von Karman instabilities (see Fig. 2.4) will result in sharp
distinct peaks in the power spectrum. Chaotic flows will have a multitude of
frequencies, which will result in an elevated power spectrum that drops off.
Note the sharp peak at roughly 9 Hz, which corresponds to the resonance
frequency of modern buildings – such as the one the experiments were done
in. This peak is attributed to building resonance coupling into the experimen-
tal setup, a hypothesis supported by the exclusion of this ≈ 9 Hz peak by
moving the apparatus to a vibration isolation table. Inset: PMT time trace
(y-axis: 0-5V) over 200 s, 100 ppm PAA solutions driven at ≈ 410 V/cm (up-
per curve) are unstable while 0 ppm PAA (no polymer added) solutions driven
at ≈ 515 V/cm (lower curve) are laminar, as is typical for flows in microfluidic
devices. Instabilities in dilute solutions occurred at similar driving fields as for
concentrated (2500 ppm) solutions indicating that Zimm relaxation dynamics
describes both solutions.
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easy to determine for given polymer solutions and extensional flows are sim-

ple to design addition of high molecular weight polymers to electro-osmotic

microfluidic devices is a promising avenue to intentionally induce instabilities.

5.6 Instabilities in abrupt expansion : con-

striction units

As instabilities were observed in an y-branch investigating the effect of stack-

ing multiple elongational units is a logical next step. By creating a series of

sudden constriction/expansion units along a microchannel the effect on mixing

can be probed. Again, for high molecular weight polymer chains it is found

that flow velocities achievable by standard electro-osmotic pumping are suffi-

cient to excite extensional instabilities in dilute solutions. The results show

that electro-osmotic flows of complex fluids are perturbed from the steady

regime, requiring care in considering and modeling the flow of liquids such as

biopolymer suspensions.

5.7 Instabilities in extensional microflows of

polymeric solutions

As before, microchannels were formed in glass, here with 100 µm and 200 µm

channel width, and 20 µm depth to the bottom of the “D”-shaped chemically

etched cross sections. Forming 2:1 constrictions (see Fig. 5.7.a) causes flow

acceleration and deceleration as liquid transverses through the constricted

regions, inducing extensional (stretching) flow fields. The sudden constric-

tion/expansion unit was chosen as this is a canonical geometry used to excite

elastic instabilities [2] and the “Manhattan” geometry is a natural choice for

microdevices.

Polymer solutions were made by adding 18×106 Da high molecular weight

(HMW) or 5× 106 Da low molecular weight (LMW) polyacrylamide (PAAm)

from Polysciences Inc. to a 20:80 vol.% methanol:water mixture, where methanol

is used to prevent chain scission during storage [142]. The use of alcohol is
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not required for short term use of solutions14 (i.e. < months), but was chosen

in order to allow solutions to be maintained during initial investigations and

creation of protocols15.

A concentration of 120 ppm was first investigated, as this is below the over-

lap concentration for both the HMW and LMW solutions when neighboring

polymer coils impinge on each other (≈ 300 ppm and ≈ 850 ppm, respec-

tively). It was also found that concentrations of 60, 90, and 480 ppm of the

HMW sample display similar behavior to the 120 ppm concentration (as seen

in Fig. 5.10.b; see also Fig. 5.11).

The glass microchips are loaded into a Microfluidic Toolkit and flow is

electro-osmotically driven with voltages of up to 0.4 kV (electric fields as high

as ≈ 900 V/cm). The interface between the two input streams is observed

by fluorescently tagging one input solution with a small amount (≈ 21 µM)

of tetramethylrhodamine (TAMRA) dye and exciting with a 532 nm (green)

diode laser. Laser-induced fluorescence profiles are collected for various flow

rates by focusing the laser to 1/10th of the channel width (10 µm beam waist)

close to the dyed-undyed fluid interface centered in the first extensional region

(constriction unit) (the focal spot indicated with a small circle in Fig. 5.7.a),

and collecting light emitted from the dye at 570 nm (yellow) with a photomul-

tiplier tube (PMT) at 50 Hz, after filtering with a 568 nm bandpass filter (10

nm FWHM).

Data runs were 100 s in duration, with the first 20 s removed prior to

analysis to allow startup and transient behavior to attenuate. Care was taken

to thoroughly clean and rinse microchannels before use to ensure clean surfaces

and to prevent pH shifts or other effects from modifying flows. The cleaning

protocol was to flush the channels with: water (×2), ≈ 1 M nitric acid, ≈ 1 M

NaOH, water (×2), by first filling all the reservoirs and then pulling solutions

through the channels by applying vacuum to the output reservoir (reservoir 4

in Fig. 5.7.a).

14Use of alcohol inhibits EOF flow relative to pure water, and may interact with a given
sample, so is not desirable for general use.

15Aging effects on some samples were noted, motivating this precaution.
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Figure 5.7: Device schematic. The microfluidic device (a) consists of four
reservoirs connected via microchannels (two input reservoirs at positive volt-
age that flow into the grounded fourth reservoir, while the third reservoir
floats during experiments described here). A dyed (reservoir 1) stream merges
with an undyed (reservoir 2) stream and flows towards the ground (reservoir
4) through microchannels defined by a 20 µm deep chemical etch which re-
sults in the distinctive D-scooped profile associated with wet etching. Past
the intersection that merges the two input streams 200:100 µm wide channel
constrictions cause extensional flow fields. The small (not to scale) circle in
(b) indicates the photomultiplier measurement spot (≈ 10 µm focused waist
of a 532 nm diode laser) used to measure fluorescence emitted by excited dye,
while the large dashed circle outlines the field of view for microphotographs.

98



0

1

2

0

1

2

0 10 20 30 40 50 60 70 80
0

1

2

Time [s]

V
P

M
T

/
〈V

P
M

T
〉

(a)

(b)

(c)

Figure 5.8: Normalized photomultiplier tube time traces. A PMT monitors
the interface of the dyed/undyed streams of methanol-water solutions with (a)
no driving voltage (no flow), (b) driven at 0.4 kV, and (c) driven at 0.2 kV
with 120 ppm of HMW polymer added. With no polymer the PMT trace of
the flow is smooth (b), albeit with noise from inherent laser diode instability
as also seen for no flow (a), indicative of a stable interface and the laminar
flow typical in microchannels. With polymer added rapid interface motion
and instabilities are observed at moderate driving voltages, as evident by the
dramatic fluctuations in the PMT signal (c).
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Figure 5.9: Autocorrelations of Fig. 5.8 photomultiplier tube data. Methanol-
water solutions with (a) no driving voltage (no flow), (b) driven at 0.4 kV, and
(c) driven at 0.2 kV with 120 ppm of HMW polymer added. The autocorrela-
tions of polymer free fluid flow decay within a few sampling time steps and no
substructure is apparent which is indicative of noise, while unstable polymer
flows show rapid drop off followed by substructure without prominent peaks
(i.e the ACF remains below 0.5), indicating no dominant frequencies [24].
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Flow velocities in EOF are given by v = µEOFE, where µEOF is the electro-

osmotic mobility and E the applied electric field. By timing the movement of a

marker of dye over a known distance the electro-osmotic mobility was measured

to be (5.6±0.5)×10−4 cm2/Vs for polymer-free solutions, which agrees with the

value of 6.00×10−4 cm2/Vs reported in 50 µm diameter fused silica capillaries

[143]. The HMW solution has a µEOF of (5.7± 0.7)× 10−4 cm2/Vs, indicating

that for dilute solutions of large polymers the electro-osmotic mobility is not

significantly modified from the pure solvent case. For the LMW solution the

mobility is reduced to (3.1±0.2)×10−4 cm2/Vs. This reduced flow is possibly

due to polymer coils interacting with the Debye layer, as has been previously

observed in EOF pumped flows through uniform microchannels [128] – the

Debye layer here is on the order of 100 nm thick [144] and comparable to

the polymer coil hydrodynamic radii of roughly 300 (HWM) and 100 (LMW)

nm. Note that polyacrylamide is synthesized by step-growth polymerization

which results in a fairly broad tail of lower molecular weight chains for a given

polymer sample; the polydispersity index of step-growth polymers is roughly

2. As such the HMW will have a tail in of smaller polymers which will interact

with the Debye layer; however, as the HMW sample is simply the result of more

steps in synthesis a similar but shifted up in molecular weight distribution to

the LMW sample occurs, and relatively less weight fraction will occur for any

given radii in the tail. This shift in molecular weight distribution will mean

that although the HMW sample will experience increased interaction with

the Debye layer relative to a monodisperse sample the interaction will be less

than for the LMW sample. Additionally, it was found that use of a LMW

sample from Polysciences Inc. which contained ≈ 1% ammonium chloride

stopped electro-osmotic flow, even after dialysis. Pure LMW polymer from

Polysciences Inc. was used, as noted above, and demonstrated normal flow. As

PAAm is known not to adhere to channels [145], and ≈ 1% ammonium chloride

solutions in water:methanol solvent demonstrated normal flow behavior, the

mechanism preventing flow in the sample which included salt is not known.

One possibility is the presence of a contaminant copolymer similar to poly-

N-hydroxyethylacrylamide [146], which adheres to side-walls and significantly
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reduces the electro-osmotic mobility; this specific contaminant is not likely

to be present, but as it is formed via radical chemistry modifying acrylamide

based polymers in the presence of a radical. As ammonium can generate

radicals the present of the ammonium chloride salt may lead to the formation

of modified copolymers.

A visually observable fluid interface is created by flowing dyed fluid from

reservoir 1 and undyed fluid from reservoir 2 to reservoir 4, Fig. 5.7.a. The

channel geometry is designed with a 2:1 constriction in order to induce exten-

sional flow and the fluid interface is monitored in the center of this region (at

the white spot in Fig. 5.7.b). The Reynolds numbers here are < 0.01, below

the nominal creeping flow limit of Re < 1. Without polymer creeping laminar

flow persists to the highest applied voltages (Fig. 5.8.b), with the PMT traces

appearing similar to the no-flow case (see Fig. 5.8.a). In contrast very large

fluctuations arise, at sufficiently large driving electric fields, when polymer

is added to the solution (Fig. 5.8.c). This arises from an instability of the

flow causing the local dye concentration to vary under the green excitation

spot. The polymer results in large movement of the dye/undyed interface rel-

ative to the illumination spot diameter generating order-unity fluctuations in

Fig. 5.8.c. It was noted that extensional flow also exists in the cross-channel

region, due to acceleration, which excites instabilities in polymeric fluids at

high flow rates; the Deborah number in the cross-channel region is lower than

in the designed constriction and these instabilities are eliminated at low flow

rates.

No dominant oscillations were observed in PMT signals collected. The au-

tocorrelation of PMT traces of polymer solution flows have quick decay times

(≈ 0.1 s decorrelation time, taken as the e-folding time), and displayed sub-

structure indicative of no distinct frequency components, i.e. not exhibiting

sharp, large, repeated ringing which denote dominant sinusoidal frequencies.

Autocorrelations of polymer-free fluid PMT signals decayed to the noise-floor

in ≈ 2 sampling time steps and showed no substructure; indicating that fluc-

tuations in the PMT trace are noise [24]. Fig. 5.9 shows the autocorrelation

functions for the data presented in Fig. 5.8. Scatter and spectral plots (not
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shown) also did not show evidence of distinct sinusoidal frequencies [24] in

unstable polymer flow, with the PMT signal showing correlated flow with sub-

structure not consistent with the presence of sinusoidal oscillations [24]. Taken

together these measures indicate that the flow is chaotic [21]. More detailed ev-

idence is required in order to determine if the system investigated here displays

true elastic turbulence [31], in particular measurement of velocity fluctuations

and their spectral scaling properties to see if the scaling corresponds to the

Batchelor regime [31].

The PMT signal is, again, dependent on dye concentration, possible thin-

ning effects [138], and flow velocities. To reduce such effects the PMT signal

is normalized by the average voltage. To study the development of the in-

stability versus driving voltage, the PMT signal fluctuations, δ̃PMT, defined

as var
(

V
〈V〉

)
, where var(V) is the variance of the PMT voltage signal from

the average 〈V〉, are measured for various driving potentials. Polymer free

solutions display laminar flow for all driving voltages (Fig. 5.10.a), as marked

by an absence of increased fluctuation. In contrast to this laminar flow, fluc-

tuations grow in size as the driving voltage increases for a concentration of

120 ppm of the HMW sample (Fig. 5.10.a). As seen in Fig. 5.10.b similar

behavior occurrs at other concentrations of the HMW sample, both below (60,

90 ppm), and mildly above (480 ppm) the overlap concentration. Changing

the concentration and investigating fluctuations at a constant (0.2 kV) voltage

indicates that fluctuations rapidly grow from the noise floor and then plateau

with increasing concentration, with fairly uniform measured fluctuations from

∼ 1
10

X to ∼ 1X the overlap concentration, Fig. 5.11. The precise location

of the excitation spot from the interface will affect the fluctuation measure

δ̃PMT. The positional accuracy is roughly 5 µm and, by measuring away from

the interface on either side for a given experimental alignment16, introduced

error is estimated to be roughly 10% of the measured fluctuation for unstable

flows at higher flow rates (e.g. 0.2 kV and above). This error agrees with the

estimated error found by simply comparing run-to-run measurements, where

16We modified the µTK with a micrometer in order to obtain roughly 0.5 µm accuracy
for relative movement

103



0.0 0.1 0.2 0.3 0.4
0.0

0.2

0.4

Voltage [kV]

v
a
r(

V 〈
V

〉

)

 

 

0.0 0.1 0.2 0.3 0.4
0.0

0.2

0.4

Voltage [kV]

v
a
r(

V 〈
V

〉

)

 

 

0 ppm
120 ppm

60 ppm
90 ppm
480 ppm

(a)

(b)

Figure 5.10: Fluctuation amplitude in normalized fluorescence signals. Fluctu-
ations in the motion of the dyed/undyed fluid interface are measured with nor-
malized PMT voltage for (a) 120 ppm of HMW polymer; the error is roughly
on the order of 10% at higher flow rates in unstable flows. Control (polymer
free) solution fluctuations are nominally zero (compare with Fig. 5.8.b). The
instability threshold is predicted to be ≈ 0.01 kV here. Similar behavior (b)
is displayed for 60, 90, and 480 ppm samples of HMW polymer.

realignment is required between runs. For lower values of fluctuation am-

plitude intrinsic system noise begins to dominate, and for no-flow conditions

run-to-run differences in measured fluctuations is ca. 30%.

The viscoelastic instability condition (see section 2.8 in Ref. [2] and [103])

is given by

De =
λv

LChar

' λZimmv

LChar

=
λZimmµEOFE

LChar

>
1

2
. (5.1)

That is, electric fields give rise to extensional flows [147, 148], with significant

coil stretching, when De > 1/2 [2, 103]. This equation allows the critical

electric-field/voltage required for instability.

Dynamic Light Scattering experiments (Brookhaven Instruments 200SM)

for 120 ppm of the HMW sample gives a hydrodynamic radius of 296 nm while

the LMW sample has a radius of 137 nm. Using the experimental relationship
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Figure 5.11: Fluctuations at various concentrations. The fluctuations in nor-
malized PMT voltage for HMW polymer at different concentrations and 0.2
kV. It can be seen that fluctuations first increase with concentration and then
rapidly peak and plateau with mild drop off; considering each polymer as in-
dependent suggests that continued growth in instability should be observed
as concentration is increased. Measurement error is roughly 10% and on the
order of the symbol size.
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[149] between the radius of gyration Rg and the hydrodynamic radius Rh

for polyacrylamide (Rh = 0.68Rg; close to the Kirkwood-Riesman prediction

[150] of Rh = 0.665Rg) and the classic Zimm relaxation time equation (λZimm =

ηsR
3
g/kBT ) gives relaxation times of 0.025 and 0.0025 s for the HMW and LMW

samples, respectively. Using the Mark-Houwink parameters [136] for PAAm

in pure water gives relaxation times of 0.028 and 0.0029 s. The similarity in

predicted relaxation times indicates that the addition of 20% MeOH has only

a mild effect on the radius of gyration. The Zimm relaxation times are taken

as 0.03 and 0.003s. For the HMW sample Vcr ≈ 0.014 kV is calculated for

the system here 17. Above this threshold instability is observed, both visually

and as marked by an increase in PMT fluctuations, however below ≈ 0.05 kV

bias it becomes difficult to obtain data due to diffusion rates becoming non-

negligible for the low flow speeds and the fluctuation in signal approaching the

noise floor.

Photomicrographs (Fig. 5.12) captured by laser excitation of the dye show

the stable interface found in polymer-free flows (Fig. 5.12.a), sampling this in-

terface with the PMT results in a smooth time trace (compare with Fig. 5.7.b).

Adding polymer leads to fluctuations, of which the largest scale features are

apparent in Fig. 5.12.b and c (compare with Fig. 5.8.c). The largest and dom-

inant spatial scale of viscoelastic instabilities is determined by the system size,

as for inertial instabilities [2]. There is no clear lower bound on spatial scale,

with polymer size, separation, or diffusion lengths being possible cutoff lengths

[31].

To better observe the transition to instability the LMW sample is used.

The predicted critical driving voltage for the LMW sample is over an order

of magnitude larger, Vcr ≈ 0.28 kV (corresponding to a critical velocity of

roughly 2 mm/s), than for the HMW sample. The threshold observed in

Fig. 5.13, which occurs near the predicted value, supports the hypothesis that

polymer stretching drives the instability.

17The entrance length at a sudden contraction for creeping pressure driven flows is ≈
0.63D [3], and has been found to be ≈ 0.57D for creeping electro-osmotic flows [67]. Here
LChar ≈ 0.6D = 12µm.
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The discrepancy between the observed and predicted threshold is attributed

to both the relaxation time and threshold estimates and also to the existence of

molecular weight distribution in polymer samples. For example, the theoreti-

cal critical Deborah number of 0.5 is approximate, and in direct experimental

observation of DNA polymers in extensional flows [102] at a Deborah number

of ≈ 0.4 significant stretching occurred (the latter result would reduce the

estimated Vcr here to ≈ 0.23 kV, a velocity of 1.6 mm/s). Within the lim-

ited precision of predictions the experimentally observed instability threshold

agrees well with theory.

Comparison of Fig. 5.10 and Fig. 5.13 clearly reveals the fluctuations in

Fig. 5.13 are smaller. To clarify, this is due to the De numbers being an order of

magnitude smaller in the latter figure as determined by the choice in polymer

molecular weights used.

It was found that at large applied voltages globules would form which ap-

peared to be gelled rafts of polymer (see Fig. 5.17). The observed structures

retained their form while the globule remained in the field of view. These glob-

ules only formed in the HMW polymer sample, at higher voltages (& 0.5kV );

at lower voltages, or for the LMW sample, no indication of gel formation was

observed. At the voltages reported in the present study (≤ 0.4kV ) no visual

evidence of gel formation was observed in the HMW sample, and at no voltage

was gellation observed for the LMW sample. The mechanism underlying gel

formation is discussed in section 5.9 and is likely electro-thermal cross-linking

at the (Pt) electrode; electrogeneration of polymers at metal surfaces is an

established synthesis technique that requires high current densities [151]. The

possibility of contact glow electrolysis was discounted as current-voltage char-

acteristics were linear both in the presence and absence of globules, which

is not consistent contact glow electrolysis where linearity is observed only

pre-ignition of the plasma [152]. Dip coating [153] the electrodes and hard

drying polymer films in place could either prevent flow, or resulted in globule

formation at lower voltages (0.2 kV), and removal of films again prevented

globule formation at lower voltages. This result supports a high current den-

sity/thermal route to globule formation where pin hole or other imperfections
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in hard dried films would lead to a high local current density and subsequent

heating/electron effects. It is also known that polyacrylamide will sponta-

neously adhere to metal and form a partial film [154], this partial film will

result in higher current densities through the non-coated Pt surface relative

to an pristine surface and a mildly higher surface coverage appears to arise

for higher molecular weight samples [154]. This affinity for coating electrodes

requires careful cleaning18 between runs 19, while a dependence of coverage on

molecular weight could account for no observed globules arising in the LMW

samples for voltages observed to give rise to globules in the HMW samples.

Spontaneous coating of electrodes is a rapid effect [154], on the order of 10’s

of seconds, and experimental setup times ensure that the coating process is

complete before experiments commence. See the next section for further dis-

cussion.

Two alternative instability mechanisms must be discussed. Conductivity

gradients between co-flowing streams can give rise to electrohydrodynamic

(EHD) instabilities when driven by electric fields [155]. The possibility of

EHD instability is ruled out, as the (otherwise identical) polymer free solu-

tions do not show instability. It is also conceivable that dynamic polymer-wall

adhesion [145] of polymer coils coating the walls could lead to a time vary-

ing µEOF, driving instabilities. This mechanism is rejected as underlying the

instability, as PAAm does not adhere to glass [145]. This rejection is also

supported by the similarity between µEOF measurements of polymer-free and

dilute HMW polymer solutions which indicates no significant modification at

the wall occurs.

An additional possible mechanism of instability is large Joule heating lead-

ing to unstable thermal convection and thus unstable flow. Joule heating is an

issue in electro-osmotically pumped devices when large currents flow through

the fluid, changing fluid properties [156]. As unstable temperature is observed

for chips with temperatures in excess of 60 ◦C in ambient air [157] it is possible

18Once hard dried in place the transparent films are difficult to remove and require long
hydration and careful cleaning.

19Once hard dried in place the transparent films are difficult to remove and require long
hydration and careful cleaning to remove.
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Figure 5.12: Photomicrographs of (a) no polymer and (b, c) 120 ppm HMW
polymer flows at 0.2 kV. Image (c) is taken one second after (b). Dashed lines
indicate field of view and microchannel constriction outline. Note that due to
nonuniform illumination the dye is not excited uniformly over the field of view
and there is a drop off in intensity at the edges. The scale bar is 100 µm.
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Figure 5.13: Fluctuation growth transition. The LMW sample with a pre-
dicted elastic instability at vcr ≈ 2 mm/s experimentally demonstrates an
instability onset at ≈ 1.5 mm/s. Above ≈ 1.5 mm/s fluctuations grow dramat-
ically, as compared to a gentle increase below the observed threshold. While
there are accepted predicted thresholds there is no generally accepted/known
model for the shape of transition to instability; however a simple model that
assumes that the polymer coil flux through an instability region sets instabil-
ity strength suggests concave up growth, as seen here (see the next section for
more discussion).
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that flow is also unstable in such an regime. It is unlikely that unstable flow

due to unsteady convection is occurring here, as the microchips where cool to

the touch and no difference in temperature could be perceived pre- and post-

run. External temperature monitoring of thin quartz capillaries (≈ 0.1 mm) in

combination with simulation has established that the external wall tempera-

ture is a good proxy for the temperature at the internal wall, with a difference

between the temperature of internal capillary/fluid interface and the external

temperature of roughly 0.6 ◦C for a ≈ 50 ◦C increase in fluid temperature

due to Joule heating [157]. Microfluidic chips have a larger mass, which will

cause an increased difference between the internal and external temperature,

however experiments with plastic microchips in the µTK has demonstrated

that the external temperature is within a few (1-2 ◦C) degrees of the internal

fluid temperature [25]. As plastic has a reduced thermal conductivity relative

to glass (roughly 5× smaller) the observed temperature gradient of 1-2 ◦C

in plastic chips [25] will be larger than what glass would maintain, making

this offset a conservative estimate. Externally monitoring the temperature of

the glass chip used here revealed no observable temperature increase from the

ambient environment for a thermistor with a 0.1 ◦C resolution (see Fig. 5.14).

In combination with the findings for plastic microchips used in conjunction

with the µTK a bound on Joule heating of ≤ 2 ◦C can be estimated. This

is consistent with no observable breaking of linearity of the current-voltage

characteristics (see Fig. 5.18), whereas concave up nonlinear growth in current

is a signature of Joule heating.

In summary, extensional instabilities are excited in electro-osmoticaly driven

polymer flows through a 2:1 microchannel constriction. Polymer-free solutions

display creeping laminar flow, while addition of high molecular weight polymer

leads to instabilities above a critical flow rate corresponding to the viscoelas-

tic instability condition for extensional flows. Electo-osmotic pumping is in-

creasingly relevant as dimensions scale down, while viscoelastic effects become

more pronounced for small dimensions due to the inverse scaling of the Deb-

orah number with channel size (see equation 5.1). Our experimental results

demonstrate instabilities can be readily excited, even in microscaled devices
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Figure 5.14: Monitored external chip temperature. To determine if large Joule
heating occurred a thermistor was attached to the external surface of the chip,
and the chip was run under standard operating conditions (0.2 kV, 128 ppm
PAA solution). No observable heating occurred during a 10 minute run, which
is roughly 10× a typical fluctuation experiment. Shown here is the 10 minute
run (0-10 min), with 5 minute pre- and post- run data. As the glass is ≈ 1
mm thick any internal temperature changes will be observed after a diffusion
time of roughly 3 seconds and thermal steady-state should be achieved in a
few diffusion times. As no external temperature rise was observed the internal
increase will be bounded by the thermistor resolution (0.1 ◦C) and thermal
gradient maintained between the inner microchannel and the external surface.
In studies of plastic microchips in a µTK a thermal gradient of 1-2 ◦C was
observed [25], indicating that any Joule heating here will be bound by 2 ◦C
(note that glass has a higher thermal conductivity than plastic, which will
reduce the thermal gradient for the glass microchips used here). The lack
of observed external temperature growth is consistent with the low current
flowing through the device (order of µA), which is a consequent of low ion
content (this is in contrast to the TBE buffer case).

112



where laminar flow normally predominates. Electro-osmotic flow can be made

unstable intentionally through the addition of small amounts of chemically

inert polymer, allowing the possibility for enhanced mixing. Our results also

suggest caution when electro-osmically pumping biological or other viscoelas-

tic samples where instabilities may arise under conditions typically assumed

to be laminar.

5.8 Fluctuation growth

Inspection of Fig. 5.11 shows that fluctuations first grow with polymer con-

centration increase, and then peak and plateau with a gentle decrease.

Scaling properties of viscoelastic instabilities are not well understood, but

the basic elements of curvature and elastic normal stress (stretching) along

streamlines are well established as underlying instability [158] as these mech-

anisms lead to “hoop-stress” [2] allowing stretched polymers to cross stream-

lines, disturbing laminar flow. Fluctuations should grow with concentration (as

the movement of individual polymer coils underlies the fluctuations). Chang-

ing the concentration and investigating fluctuations at a constant (0.2 kV)

voltage indicates that fluctuations rapidly grow from the noise floor and then

peak and plateau with a gentle decrease as concentration is increased, with

fairly uniform measured fluctuations from ≈ 1
10

X to ≈ 1X the overlap concen-

tration, Fig. 5.11.

The fluctuation measure var
(

V
〈V〉

)
takes its maximum possible value of 1

for square-wave signals; the precise maximal value for a given signal is ≤ 1

and depends on the nature of the waveform. Smooth growth in the fluctuation

measure should occur until the maximum, for a given waveform with linear

amplitude growth. When the maximal value is reached a sudden apparent

threshold will occur and the fluctuation measure will saturate. The maximal

threshold observed here is followed by a mild decrease rather than a strict

capping and saturation; this is suggestive of a qualitative change in behavior

rather than an artifact of the fluctuation measure.

Modeling the polymer solution as a colloidal solution [159], where the soft
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Figure 5.15: Colloidal suspension viscosity at various concentrations. Einstein
[26] found the viscosity for “dilute” solutions of colloids, where dilute signifies
no particle-particle interactions. Measurements [27], circles here, reveal that
suspensions diverge from the Einstein prediction (dotted line) above a volume
fraction of roughly φ ≈ 0.1; the solid curve is a theoretical extension [28]
of Einstein’s model that attempts to take particle crowding into account but
ignores close packing effects (note that at higher concentrations, near the close
packing limit, the extended model also diverges from the data)
.
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polymer coils are thought of and approximated as hard colloidal spheres, one

expects hydrodynamic interaction mediated molecular crowding effects above

a volume fraction φ of approximately 0.1 [28], where such effects are empir-

ically found. The presence of molecular crowding in colloids was first noted

by an increase in the rate of viscosity growth with concentration due to hy-

drodynamic interactions leading to particle-particle interaction, resulting in

viscosity “hardening” [28]; see Fig. 5.15.

To estimate the concentration when hydrodynamic interactions between

polymers play a significant role one can take cthresh

c∗
= φthresh

φ∗
, with φthresh

empirically known [28] to be ≈ 0.1 and φ∗ corresponding to the overlap con-

centration which, depending on the particular packing taken near overlap,

ranges from roughly 0.5-0.7; this leads to an estimate of cthresh ≈ 40-60 ppm

for the HMW polymer used here; this estimated threshold is close in value

to the observe peak in Fig. 5.11. The similarity in thresholds suggests that

crowding may be the mechanism inhibiting growth in measures fluctuations;

the tendency for polymer coils to deform makes the hard colloid model, which

assumes polymer coils act as hard spheres, only approximate. It is known

that molecular crowding strongly affects and reduces molecular transport [160]

by hindering movement of macromoleclues; hindered movement of polymers

across streamlines will limit fluctuations, as is observed here.

Compelling evidence that hydrodynamic interactions are important also

comes from brownian dynamic simulations of λ-DNA, a biopolymer similar in

size and nature to the HMW sample used [21], in both shear and elongational

flows [29]. The simulations, that allow hydrodynamic interactions to be turned

on and off, demonstrate that for c
c∗

above 0.1 including hydrodynamic inter-

actions significantly affects calculated properties. The excellent agreement of

the ≈ 0.1c∗ threshold found in the simulation of (bio)polymers where hydrody-

namic interactions become important and the peaking of fluctuations here at

≈ 0.1c∗ supports the hypothesis that hydrodynamic interactions are limiting

growth in fluctuations.

Note that below the predicted threshold, above which hydrodynamic in-

teractions have significant affect on bulk properties, the fluctuation measure
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Figure 5.16: Fluctuations at various concentrations. The fluctuations in nor-
malized PMT voltage for HMW polymer at different concentrations and 0.2
kV. It can be seen that fluctuations increase with concentration but rapidly
peak and plateau well below the overlap concentration (at ≈ 0.1c∗, where
c∗is ≈ 300 here). Modeling the polymeric solution as a hard colloidal suspen-
sion predicts a transition in behavior at c ≈ 40-60 ppm (grey band) due to
molecular crowding. Simulations of a similar polymer [29] find a threshold of
0.1c∗ (dotted line) above which hydrodynamic interactions between polymer
coils significantly affects properties. The good agreement of both the colloidal
model and the simulations with the observed peaking of fluctuation growth
suggests hydrodynamic interactions and molecular crowding is the mechanism
inhibiting fluctuations.

has approximate (square) power-law scaling as expected for the variance given

linear growth in amplitude, which is in turn is expected if polymer coils are

independent. The approximate power-scaling occurs with a concave round-

ing versus the strictly linear curve predicted on a log-log plot. This rounding

(breaking of power-law scaling) suggests subtle polymer-polymer interactions

even in quite dilute solutions; recent systematic and careful rheological studies

have demonstrated [97] polymer-polymer interactions can exist for concentra-

tions as low as 1% of the overlap concentration in elogational flows.

To summarize: the lack of true power-law scaling at low concentrations, the

mild decrease in fluctuations above a threshold, and the correspondence of this

observed threshold with the predicted threshold for hydrodynamic interactions
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in (hard) colloids and (soft) polymers indicate hydrodynamic interactions are

important in nominally dilute solutions and limit fluctuation growth.

5.9 Globule formation

The unexpected formation of globules, aggregated polymer “microrafts”, arose

in working samples. These polymer globules are readily apparent under flu-

orescent microscopy of flowing samples, where TAMRA dye is used (see Fig.

5.17).

The formation of globules occurred at lower voltages, from an inadvertent

creation of dry PAA polymer (insulating) films on the electrodes due to a

modification of the cleaning process20. The basic mechanism was one of dip

coating : the electrodes would be emerssed into the working solution and once

removed a thin sheath of (polymeric) liquid would remain which would dry

into a hard coating [161].

Removal of the residual film eliminates globule formation at lower voltages.

Correspondingly, films can be intentionally dried on the electrodes leading to

globules, attributed to local heating at the high current density locations where

the electrical insulation of the deliberate film is weakest21. Removal of the

intentional films with vigorous cleaning again prevents the formation of the

aggregates. Further, emersion of the electrode and its plastic insulating sleeve

holding it to the experimental assembly leads to globule formation. As the

space between the platinum electrode and the plastic sleeve is snug, but not

liquid tight, high current densities will be present within the enclosed space

and at the interface into the liquid resivour.

The controlled formation/elimination of these aggregates might be of some

interest, but most importantly they pose no threat to the interpretation of the

low Reynolds number unstable flows in the core experiments.

It is known that at high current densities (i > 5 mA/cm2), and in the

20Insufficient “soaking” and post-cleaning of electrodes in the cleaning process, see Ap-
pendix B, leads to formation of films.

21For some dried on films no flow was observed, indicating no defects in the polymer film
surface
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Figure 5.17: Globule formation. Globules are formed at larger applied voltages
(≥0.5 kV). Seen here are globules formed at 1 kV potential at a concentration
of 120 ppm of the HWM sample. It was found that at larger applied voltages
globules would form in the fluid with dimensions on the order of the channel,
presumably due to cross linking of PAAm at the electrodes. Note that phase
separation can only occur in poor solvents, and therefore is excluded from
occurring here. While this effect may be of interest in making microgels [30]
on demand in microfluidics, it is not explored here. This effect only occurred
for the HMW polymer sample.
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required presence of one of a handful of electrolytes including NO−
3 , that

acrylamide will rapidly polymerize and gel in solution but at lower current

densities (i ≤ 1 mA/cm2) conversions less than 1% are obtained even after

3 hours [151]. The gelation occurs rapidly once polymers have built up in

the system [162], the initial condition of the working samples here. A pos-

sible mechanism involved in the globule formation is decompostion of 5(6)-

carboxytetramethylrhodamine (TAMRA) dye, C25H23N2O5, at the anode into

NO−
3 in combination with the high current density due to “leaky” (cracked,

pin hole, or otherwise imperfect coverage) films. However, the presence of

TAMRA does not seem to be required. Driving at high currents from the

nondye supply to the TAMRA resivour, by placing the TAMRA electrode at

zero volts, and then running the solutions from both the TAMRA and the

nondye supply to the ground, reveals a large amount of globules made visible

in the dye stream, which then quickly drop off - indicating that globules are

formed at the nondye electrode during the high current phase, swept into the

TAMRA reservoir, and then swept to the ground during the “normal run”

phase. Reducing the amount of TAMRA dye to 1/4 did not change the nature

of globule formation, indicating that either TAMRA is not required or that

≈ 5µM is well above the required level. This suggests TAMRA dye is not the

main contributor to NO−
3 , or other reactive species, involved in the gelation

process.

Further, if one of the electrodes was intentionally, or unintentionally 22,

put to a low voltage flow would preferentially sweep from the high to the

low voltage resivour at an higher current then in other experiments (due to

reduced path distance, and hence resistance) and would often lead to globual

formation. Once globules are formed at an electrode their formation tended

to persist until the electrode was cleaned. Further, if runs were done at high

voltages (> .5 kV) after long exposure of electrodes to solution globules would

form.

These observations, in combination with the observations of Otero and

Cantero, Ref. [151], where they observe the formation of a gel on anodes,

22Occasionally the control software fails to properly set the voltage on an electrode.
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indicate that films can be formed either by air drying polymers onto the elec-

trodes, or in-situ under high enough current densities (e.g. globule formation

environment), or in-situ due to polymer adsorption onto the electodes (which

will reduce the current for a given current density). Once formed films can

lead to globule formation, due to high current densities. Further, a rough es-

timate of expected current densities for 1 mm of the electrode immersed into

the liquid is on the order of 0.5 mA/cm2 for a 1 µA total current, assuming

roughly 90% of the electrode is covered in absorbed polymer [154]; thus for

electrodes that do not have a partial hard solid film covering it the current

densities are not high enough for electrogeneration of polymers [151], but the

current density is close enough to the approximate value required for synthesis

(> 5 mA/cm2) that the reduction in area that would occur in the presence

of a partial covering of a hard solid film plausibly could move the system into

the electrogeneration regime.

Under high current densities the spontaneous formation of glow discharge

can occur at anodes [152], which is known to lead to enhanced electrochemistry

and polymer modification. Under heating bubbles develop around electrodes,

and once completely enveloped a plasma can be ignited leading to “hot” elec-

trons and UV emission that can result in nonfaradic- and photo- chemistry.

This possible mechanism for globule formation is discounted here as experi-

ments remained in the Ohmic regime, which persists up until significant bubble

formation (transition to vapor enveloped electrode) that proceeds the eventual

plasma ignition. No bubbles were observed at the electrodes, and there was

also no glow observed, which would indicate the formation of plasma [152]

(hence the term “glow discharge”).

Kinetic studies of PAA absorption on gold [154] indicate that absorption is

determined by diffusion, with 10-100 s timescale for coverage dynamics. High

(> 0.9) coverage occurs rapidly once metal is emersed in a polymer solution

for molecular weights in the range of 5,000 to 1,500,000 Da, using ca. 0.5

mm diameter platinum wires (e.g. similar to electrodes used here). Earlier

thermodynamic studies [163] of PAA on gold and iron demonstrated near

complete coverage of surfaces and indictated that polymers are tightly bound
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Figure 5.18: Current-voltage characteristics for 128 ppm HMW sample. Volt-
age is swept from 0.05 to 0.80 kV in steps of 0.05 kV, with each step lasting
100 s and current is monitored at the grounding electrode. In the top panel no
globules were observed, while in the bottom panel globules formed at 0.1 kV
and were (increasingly) present at each voltage step. In the top panel a kink
appears above 0.4 kV, possibly due to Joule heating effects - although scatter
is too large to exclude linear behaviour. In the bottom panel IV characteristics
remain consistent over the entire voltage sweep, with no sudden drop or large
(order one) fluctuations as seen in contact glow electrolysis. Scatter is due to
device resolution (0.1 µA).
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Figure 5.19: Optical transmission through a bulk sample heated in a water
bath. A 128 ppm HMW PAA sample was heated up to 95 ◦C, and no reduction
in transmission was observed using a Jasco J-810 spectrometer at 500 nm.
A reduction in transmission would be expected in the presence of globules
(scattering/deflection centers). Note that bubbles formed on the sidewalls,
mainly at the edges of the rectangular container, and none appeared to exist
in the optical path. There is no discernible threshold temperature above which
decrease in transmission occurred.

and “pressed flat” against the surface at low voltages, in contrast the monomer

(acrylamide) is much less strongly associated with the electrode compared to

the polymer. Polyacrylamide also strongly bound to iron, and was shown to

considerable inhibit corrosion, again showing strong binding to the surface.

It was noted that PAA was thermally unstable at elevated temperatures (60-

80 ◦C) with behavior consistent with polymer hydrolysis leading to radical

formation and subsequent cross-linking - this thermal hydrolysis route is a

plausible mechanism for the formation of globules.

Coating the electrodes with dimethyldichlorosilane (DMDCS), which pre-

vents the adsorption of micro particles, prevented globule formation but did

not not lead to a persistent and good coating and the use of nitric acid and

NaOH in the cleaning process appeared to strip the coating. These coatings

could be used to good effect for cleaned, then coated, electrodes.

It should be noted that electro-thermal heating effects or electron-polymer
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interactions (or reactions at the electrode) are indicated, as “pure” heating in

a water bath did not lead to globules23. By immersing a sample in a water

bath and monitoring optical transmission the formation of globules would be

observed as reduced transmission due to scattering, elevating the temperature

up to 95◦C did not lead to reduction of transmitted signal (Fig. 5.19) which

suggests no globules were formed; transmission of a 532 nm laser pointer beam

and visual inspection also did not show any indication of large globules. How-

ever, these findings are complicated by the presence of MeOH in the sample

leading to several large bubbles forming on the container walls during the

heating cycle, fortuitously these bubbles did not form in the optical path. In-

spection by eye post experiment showed bubbles mainly existed at edges of the

rectangular container, and none appeared to be in the mid-section where the

optical path was.; two separate apparatus were used and neither showed reduc-

tion in transmission. Bubbles should nucleate at imperfections, and globules

would provide a likely source for bubble growth - visual inspection showed no

free-floating bubbles that could indicate the presence of globules.

Finally, it must be noted that phase separation is known to occur in poly-

mer solutions and can be induced by flow conditions. This possibility is ex-

cluded here as poor solvent conditions are a requirement for phase separation

to occur [164], while the solvent here is a good solvent. Additionally the quali-

tative behaviour observed in phase separation is different then seen here – two

liquid phases separate and coarsen over time [164]. Here gel-like globules rather

than liquid like regions were observed and no coarsening was observed. Sep-

aration can be induced by raising the temperature, causing liquid to become

cloudy [164], but raising the temperature of the sample to near the boiling

point did not induce any transition. Further, solvent “holes” first appear and

grow in phase separation [164] while here the globules would appear and, as

the voltage was increased, the number of globules would grow.

23Although localized high temperatures could lead to a pure thermal route above the
heating range explored in the water bath experiments no bubbles were observed on the
electrodes or in the liquid which tends to undercut this possibility.
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Figure 5.20: Electro-osmotic Mobility Measurement. A bolus of dye is formed
by driving dye for 10 s from reservoir 1 to reservoir 2, and then driving the
bolus downstream between reservoir 3 and reservoir 4 and monitoring the flow
with a PMT (a). Mobility is calculated using known voltages and distances,
in (b) it is seen that the inverse time versus voltage relationship is linear and
within error passes through zero, as expected. The data shown is for 120 ppm
of HMW polymer; in (a) the driving voltage was 0.2 kV.

5.10 Mobility measurements

The electro-osmotic mobility for solutions were measured by driving dyed so-

lutions from reservoir 1 to reservoir 2, forming a dyed bolus at the channel

intersection, and then driving fluid from reservoir 3 to reservoir 4. As in all

experiments fluids in a given experimental run are identical, except for the

presence or absence of dye. Focusing the laser at the bend to reservoir 4 al-

lowed the movement of the dye bolus downstream to be timed. Using known

distances and driving voltages allows mobility to be calculated. Fig. 5.20 shows

a typical time trace for 120 ppm HMW polymer as well as the inverse flow

time of the bolus versus voltage, which is linear if the fluid is well described

by a constant mobility. For 480 ppm solutions of HMW polymer a linear

relationship did not exist and the flow velocities where lower than dilute or
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polymer free solutions. As concentration increases above the overlap concen-

tration polymer-polymer interactions become important and polymer will also

be pushed into the wall (Debye layer); evidently mobility becomes dependent

on concentration details over the overlap.

5.11 Run out instability

It was noticed that when running the solutions at high voltages for long dura-

tions that instabilities would occur of a visually differing character, and these

instabilities were noted in polymer-free solutions. Visually checking reservoirs

revealed that the input reservoirs were depleted and electrode contact was ten-

uous when these instabilities occurred. The instabilities were dramatic, and

the PMT signal fluctuations, δ̃PMT, were quite large - about 0.6 for the most

dramatic run observed (see Fig. 5.21) and the fluctuation oscillations were

much more rapid than the viscoelastic instabilities. The instabilities could

last for up to about 5 minutes, but would last for indeterminate time frame

and occasionally would be intermittent. The mechanism resulting in these in-

stabilities is likely contact breaking at the electrode/liquid surface leading to

oscillatory forcing of the flows, and is reminiscent of the electrokinetic insta-

bility (EKI) where oscillatory electric field forcing [165] is harnessed to pro-

mote mixing. The “run out” instability observed here was only observable for

higher voltages (> 1 kV), and could not be controlled well. Visual inspection

revealed that rapid span-wise oscillations were present at the junction. While

time-variation was uncontrolled here one of the advantages of electrokinetic

flows is the relative ease that electric fields can be switched and changed, and

electrokinetic instability is an effective approach for promoting mixing [165].

5.12 Mixing: preliminary efforts

Characterization of mixing was attempted using the PMT, however this was

difficult as the µTK laser feedback results in different power output between
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Figure 5.21: Run out instability. It was observed that after running polymer-
free solutions for long times at high voltages (2 kV here) instabilities, of a
different character from viscoelastic instabilities, would spontaneously arise.
The signal is measured in the first constriction. Using the eye piece oscillations
perpendicular to the mean flow direction were visually observed in the junction.

runs24 limiting absolute comparison. In addition only “single pixel” sampling

is possible. Attempts to estimate polymer-free mixing, by using “two-pixel”

sampling (one run with the PMT focused near the top of the channel, and

one run with the PMT focused near the bottom of the channel), at various

distances downstream did not lead to accurate measurements and it was found

that attempt-to-attempt variation was large; here focusing was attempted near

the scalloped section of the channel near the edge in order to increase the dis-

tance between spots, which no doubt increased error (as the optical thickness

will start to change here, so misplacement will affect measured signal).

For polymer solutions the presence of fluctuations simplifies experimental

considerations - the PMT can be focused in the center of the channel, and

fluctuations measured. As fluctuations should decrease as mixing progresses

towards homogeneity a rough estimate of mixing may be possible. However, it

is not clear how to determine how much of the decrease due to instability and

what is due to diffusion and differing effective diffusion rates and instability

strengths will exist at different voltages. In Fig. 5.22 it can be seen that rapid

decrease in fluctuations is observed downstream.

24The laser can be turned on and left on, however due to software design the laser power
is briefly interrupted and the laser restarts at the start of each run. It was found that
warming up the laser would reduce the hopping between runs, but that such hopping would
still occur with about 10-15% output difference.
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Figure 5.22: Fluctuation decay downstream. 128 ppm HMW polymer was
driven downstream at different voltages and PMT signal collected in the mid-
dle of constriction units. It can be seen that the fluctuations rapidly decay
as the fluid flows downstream, as expected due to instability and diffusion
homogenizing the liquid. The PMT was focused in the middle of constriction.
Due to difficulty in interpreting 1D “single-pixel” measurements space-time
diagrams where created using video data of the flow (see the next chapter).
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“Single pixel” data collection was time consuming, and results poor and/or

difficult to interpret and compare with the literature. To allow mixing to be

better measured the µTK was moved to another lab and an external laser was

used and video data taken, allowing space-time diagrams to be created. The

results of mixing is discussed in the next chapter.

5.13 Summary

Motivated by the exciting finding of elastic turbulence the possibility of such

flows in electro-osmotically pumped polymeric fluids was investigated. It was

found that:

� Viscoelastic elongational flow instabilities can be excited in polymeric

solutions by steady electro-osmotic pumping; these instabilities occur at

standard EOF velocities.

� At flows below the critical De number for elastic instability no instability

is observed, while above the De number instability is seen, indicating an

elastic mechanism for instability; polymer-free solutions show no insta-

bility, and lower molecular weight polymer have reduced fluctuations,

again indicating an elastic mechanism.

� At semi-dilute concentrations through an y-branch geometry instabilities

were observed; it appears shear thinning occurs as the Zimm relaxation

time describes the experimentally observed instability. Drift occurred

between input channels over longer runs, possibly due to Joule heating.

It was also observed that both for polymer-doped and polymer-free solu-

tions of (salty) TBE buffers bubbles would form at high voltages, a clear

indication of Joule heating.

� Relaxation time scales with viscosity, while EOF velocity scales inversely

with viscosity. For electro-osmotically pumped flows the viscosity there-

fore cancels out of the Weissenberg number and, as working with highly

viscous solutions pose experimental difficulty due to filling and cleaning
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issues, low velocities, long transient times, and significant Joule heating

in high viscosity solutions, it is preferable to work with low viscosity so-

lutions. This has the advantage of also being directly relevant to typical

lab on a chip applications.

� For dilute polymeric solutions in water:methanol both external moni-

toring of temperature and current-voltage characteristics indicate that

Joule heating is not a factor for the voltages applied.

� The flow appears chaotic in nature, however with the current experi-

mental data true elastic turbulence cannot be established (in particular,

velocity spectrum characterization must be done to determine if elastic

turbulence proper occurs).

� Solid (cross-linked gel like), persistent, globules would form under some

experimental conditions, with an electro/thermal mechanism indicated.

These “micro-gels” may be of interest, with the electrodes forming the

gels and the narrow channels acting as a size filter, allowing gels to

be created and collected in the waste reservoir or be used within the

microchannels themselves.

� Fluctuations first rose, then peaked and mildly dropped, as polymer

concentration increased; the peak observed corresponds to the threshold

in suspensions where significant hydrodynamic interaction effects occur.

� Near run out instabilities of a different character than viscoelastic in-

stabilities were seen, even in polymer-free samples; these instabilities

occurred when electrode/liquid contact was tenuous indicating that con-

tact breaking lead to oscillatory forcing.

� PMT measured fluctuations decayed downstream, as expected for the

approach to homogenization, however it was determined that space-time

diagrams would constitute a better approach.
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Chapter 6

Mixing in Low Reynolds
Numbers

6.1 Motivation: spiking with polymers - a sim-

ple and efficient mixing scheme?

This chapter considers the use of polymers added to liquids to induce vis-

coelastic instabilities as a means of promoting mixing in microflow domains.

Can one simply spike a sample with a low cost chemically inert polymer, excite

viscoelastic instabilities, and achieve good mixing?

Shortly after elastic turbulence was established as a truly turbulent state

[47] it was shown that efficient mixing1 can be achieved [14] by including

polymers in flows pushed though serpentine channels (see Fig. 6.1). This

seminal work has framed and motived further research - instabilities can be

easily achieved, and efficient mixing has been demonstrated. It appears that

“polymers = mixing” is a good simplification, and as scaling is favorable as

dimensions reduce the equation becomes “polymers = micromixing”. Use of

viscoelastic fluids to promote mixing has been demonstrated in microscaled

Dean flows [21], where chaotic flow was established and where the earlier study

of the macroscaled version of the serpentine flow geometry demonstrated true

elastic turbulence [14], establishing that this is a viable scheme for promoting

mixing in microdevices.

Viscoelastic flows are of practical interest for lab on a chip applications

1Efficient mixing is not well defined, as there is no standard reference, but essentially
means “good, and much better than the base case”.
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as many biological materials of interest for biomedical testing, such as saliva

[166] and blood [167], are viscoelastic in nature as are many other suspensions

[109]. Several devices sort particles using laminar flow interactions [52], sug-

gesting that viscoelastic induced instabilities can have potential undesirable

effects in practice as more concentrated and complex fluids are investigated; it

has already been noted that viscoelasticity in saliva testing negatively effects

performance [166]. But, in addition to the detrimental effects of instabilities

there is the suggestion, as noted above, that improved mixing may occur by

intentionally spiking samples with polymers [14], thereby causing instability

and subsequently improved mixing. As chemical reaction rate and completion

depends on good mixing, and as many clinical, environmental, pharmaceuti-

cal, and other diagnostic applications require rapid and complete reactions,

in particular in the presence of small concentrations of sample, efficient mix-

ing is an important aspect in microdevice performance. The establishment

of viscoelastic turbulence [47] and efficient mixing [14] along with favorable

scaling properties of viscoelastic instabilities, which become easier to excite

with reducing dimensions, suggests that the use of viscoelastic fluids may be

a promising route to promote mixing in microfluidic devices.

In microfluidic devices the scales involved (typically O(100) µm) are such

that diffusive processes are slow, yet inertial fluid instabilities are suppressed

due to the small scales leading to small Reynolds numbers. This intermedi-

ate “slow scale” regime makes mixing a key issue in microfluidics [168] and

various methods have been investigated in order to enhance mixing, including

using bubbles [23], electrohydrodynamic instability [165], flow focusing [169],

and bas-relief patterning [170]. These approaches generally rely on creating

inhomogeneities to the working fluid or the microchannels. Viscoelastic fluids

can exhibit flow instabilities [2], when polymer coils stretch and bend along

stream lines which creates hoop-stress, allowing polymers to cross steam lines

thereby disrupting laminar flow [171].

Several studies motivated by Groisman and Steinbergs’ seminal work (see,

for example, [21, 172, 121]) have found that viscoelastic instabilities can be

excited in microdevices, however additional deformations of the flows - most
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Figure 6.1: The device that originally demonstrated efficient mixing in the
presence of polymer brings dyed (blue in upper panel) and undyed streams
together to flow through a serpentine device with 2N half rings. For (a) pure
solvent at N=29 no mixing is seen, while for polymer added at (b) N=8, (c)
N=29 (compare to a), and (d) N=54 unstable flow and improved mixing is
observed. Composite figure from Ref. [31]. Used with permission under a
Creative Commons license.
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notably shear - exists in prior work and highly viscous solvents are used, which

is atypical for many lab on a chip applications. Efficient mixing - up to orders

of magnitude more rapid versus the pure solvent [14] - clearly can be achieved,

but it is relative to a highly viscous (orders of magnitude larger than water)

solvent and in the presence of strong shear.

How is mixing affected by adding high molecular weight polymers to electro-

osmotically pumped microflows? Adding low concentrations of polymer to flu-

ids moderately increases viscosity (up to 2× the solvent viscosity) and dramat-

ically increases elasticity, allowing microflows to undergo viscoelastic instabil-

ity. Based on the relatively small increase in viscosity, the striking qualitative

change in stability, and early experiments that demonstrate orders of mag-

nitude improvement in mixing there is an expectation of dramatic increase

in mixing by incorporation of polymers. By excluding shear, present in all

mechanically pumped cavity flows, here it is found that contrary to such ex-

pectations absolute mixing is reduced by adding polymer to induce viscoelastic

instability. These findings demonstrate that viscoelastic instabilities do not,

in themselves, promote mixing and suggest that electro-osmotic flows are a

good platform for studying behavior of viscoelastic instabilities and elastic

turbulence.

To summarize: Here the use of electro-osmotic flow (EOF) in order to

exclude shear and solely induce elongational viscoelastic instabilities by driving

low viscosity fluids through sudden 2:1 constrictions in linear microchannels is

investigated; further, mixing in unsteady viscoelastic flows is compared relative

to mixing in polymer-free solutions in order to measure absolute change in

mixing.

6.2 Isolating viscoelastic instabilities

Mechanically driven cavity flows2 always have a significant shear component

to the flow due to no-slip conditions; in contrast EOF has effective slip bound-

2Free surface mechanical pulling experiments also have limited shear, however due to
rapid thinning these flows are short in duration making experimental investigation more
difficult, but the availability of ultrahigh speed cameras are opening up these flows to study.
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ary conditions and shear is confined to the Debye layer close to the channel

boundary [52], further, for large polymers entropic repulsion from the walls

reduces interactions of this shear regime with polymers [128]. This pumping

scheme therefore excludes the shear component that is ubiquitous to mechan-

ically pumped cavity flows, with the only shear component being due to flow

focusing. In addition to deformations caused by shearing there are possible

“Lagrangian chaos” effects [173], where flow fields result in chaotic trajecto-

ries which can lead to good mixing. By stacking identical constriction units

equally spaced down a microchannel, symmetry is imposed as to reduce possi-

ble Lagrangian chaos effects [174]. The device creates large instabilities,

however a reduction in mixing over pure diffusion in simple liquids

is observed, a direct experimental demonstration that viscoelastic

instabilities alone do not lead to efficient mixing.

6.3 Batchelor turbulence

Viscoelastic instabilities progress to elastic turbulence [47], a recently estab-

lished turbulence that arises from elastic effects. The establishment of vis-

coelastic turbulence [47] and efficient mixing attributed to viscoelasticity [14]

along with favorable scaling properties of viscoelastic instabilities, which be-

come easier to excite with reducing dimensions, suggests that the use of vis-

coelastic fluids may be a promising route to promote mixing in microfluidic

devices. Furthermore, it is well know that solution viscosity increases with

polymer concentration and at the overlap concentration viscosity is only dou-

ble that of the polymer-free solution [21]. In contrast to this relatively mild

quantitative change in viscosity (and thus decrease in diffusion) elasticity ef-

fects have dramatic qualitative impact with polymer concentrations as low as

≈ 10 ppm leading to both large drag reduction in high Reynolds number hy-

drodynamic turbulent flows [175] and sizable instability and elastic turbulence

in low Reynolds number flows [14].

The brief sketch is: adding polymers leads to large qualitative change in

flows and large instabilities, these instabilities progress to (elastic) turbulence
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(and the transition to turbulence is “quicker” in elastic turbulence than in

Newtonian turbulence [17]), only small decrease in diffusion mixing is expected,

and huge - orders of magnitude - gains in mixing rate were observed in elastic

turbulent flows [14].

However, the experimental finding of abatement of mixing found here is

consistent with the understanding that strongly driven viscoelastic flows dis-

play Batchelor turbulence [176, 177]. For inertial hydrodynamic turbulence

Batchelor turbulence exists below the dissipation scale. Above the dissipa-

tion scale eddies form at the integral scale set by the forcing on the fluid, and

via a cascade process of eddy splitting (the “bucket brigade” moving energy to

smaller scales) energy flows through a wide range of scales, eventually viscosity

makes it difficult for an eddy to split and the dissipation scale (or Kolmogorov

scale) occurs. Below the dissipation scale flows are smooth in terms of velocity

gradients, are random in time, and energy is not efficiently coupled to smaller

scales through the bucket brigade. Bachelor turbulence is thus a particularly

“mild” form of turbulence. The velocity fluctuation power spectra has been

experimentally found to scale faster than k−3 for shear flows [47] (see Fig. 6.2),

where k is the wavenumber, and the steep falloff means most of the energy

remains on the large scale - this contrasts with Kolmogorov’s two-thirds law

for inertia hydrodynamic velocity fluctuation spectra [178].

The k−3 scaling of the spectra found experimentally in shear flows is in

agreement with theoretical derivations for 3D random flows [179], which are

pure elongational flows [179, 177, 180]. This agreement, despite differing flows,

arises from the primacy of elongational flows in stretching polymers which is re-

quired for instabilities and the fact that shear flows consist of rotation and elon-

gational components (see Fig. 2.8). Note that the presence of the rotational

component will lead to tumbling of polymers [131], which will somewhat sup-

press stretching, but otherwise the elongational mechanism underlying poly-

mer stretching is present in shear flows. In the experimentally measured spec-

tra there appears to be no fingerprint of shear (see Fig. 6.2. Inspection of the

polymer free control (laminar flow [31]) demonstrates a “flat-line” spectra, as

expected for smooth flow, and which demonstrates that shear has no gross
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effects on spectra. For unstable flows one again expects no contribution to the

spectra from the mean shear, as only fluctuations are captured in the spectra.

As both the spectra theoretically determined for elongational flow and the ex-

perimentally measured spectra for shear flows follow the same scaling behavior

the underlying flow does not strongly affect the fluctuations, although there

may be subtle effects in the low frequency roll-off from power-law scaling.

In Batchelor turbulence as the velocity power spectra rapidly decays the

instability scale is on the order of device dimensions3, and the flow acts like a

spatially smooth flow that is random in time [177]. As such the extremal state

of elastic turbulence that bounds the behaviour of viscoelastic instabilities

is a particularly smooth instability regime relative to high Reynolds number

turbulence, so while the transition from smooth flow to incoherent and fully

developed instability is thought to occur more easily in viscoelastic solutions

than for Newtonian fluids [17] the dynamics are more mild.

To create efficient mixing a bridge is needed between the relatively large

scale viscoelastic instabilities and the smallest scales over which homogeneity is

required; diffusion, Lagrangian chaos, or deformations such as shear can bridge

these scales. In the “knead and fold” metaphor of mixing4 [181] viscoelastic

instabilities can provide the fold operation that creates large deformations of

material to create striations of dis-similiar material, however additional defor-

mations are needed to thin striations allowing diffusion to finally homogenize

the fluids. In the seminal work of Groisman and Steinberg that established

efficient mixing for viscoelastic fluids the viscoelastic folding is enabled by the

curvilinear bends and the kneading operation is provided by the shear that

stretches material as it flows down the serpentine channels [14]; the visually

arresting images that work reveals of thin intricate striations, i.e. good mixing,

are a result of both viscoelastistic instability (repeatedly applied, > 20 times)

and persistent shear forces.

3More precisely, the scale of instabilities in Batchelor turbulence is the integral scale set
by the velocity gradient scale, which in turn is set of device dimensions.

4As inspired by bread making.
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Figure 6.2: Power of velocity fluctuations for viscoelastic turbulent serpentine
flow. Velocity was measured in the middle of the channel (N=12) and the
spectra found; Curve 1 and 2 are of velocity fluctuations along and transverse
to the main flow direction, while curve 3 is the polymer-free solvent. A rapid
fall of the power was found, which dictates that fluctuations will be dominated
by the integral scale (device size). Figure from Ref. [31]. Used with permission
under a Creative Commons license.
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6.4 What is mixing?

Mixing is intuitive, but difficult to formally capture. Following Danckwerts

[182] who introduced the quantitative measurement of mixing there are two

key aspects to mixing: the scale and the intensity of segregation, which corre-

spond to convective fluid and diffusive mechanisms. Fluid instabilities stretch

and deform fluids on a bulk level and result in structures with a scale de-

termined by deformation history, while diffusion acts to reduce the intensity

differential of, say, dye between nearby fluid elements. Due to wanting to know

the global state of mixing in a system that has dynamics that is locally defined

mixing measures are statistical in nature, with the fluid properties sampled

in space/time and averaged. In practice mixing is almost always quantified

by the intensity of segregation, which will more rapidly converge to a “well

mixed” state if the characteristic scale is small5 and so this measure will also

implicitly contain information on scale effects. The intensity of segregation is

given (originally) by

I =
σc

c̄(1− c̄)
; (6.1)

where σc is the standard deviation of some material concentration and c̄ is the

mean value of concentration. This measure has a value of 1 when segregation

is complete, and 0 when the concentration is uniform. This basic measure

has been modified in various ways but the general form (normalized variation)

is used. There are different specific approaches to quantifying mixing, here I

use the first moment mixing index as it is simple and does not require many

assumptions:

M1 =
〈|c− c|〉

c
; (6.2)

where c is the local concentration and c is the average concentration. The

value of the first moment ranges from 0 (perfect mixing) to 1 (no mixing),

and can be considered a mixing efficiency ηmix = M1 (or, ηmix = 1-M1, if one

5i.e. the fluid is kneaded and folded such that thin tendrils of an initial “clump” of fluid
is dispersed through the volume of interest
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wants 1 to signify perfect mixing). The first moment mixing index is 0 for an

uniform concentration profile (which describes a diffusion mixed fluid when

t >> tdiffusion), 1 for a step function concentration profile (as describes two

adjacent fluid streams, one dyed and one undyed), and 0.5 for a random profile

(an approximate model for a well folded flow with no diffusive mixing).

6.5 The Linked Twist Map and mixing

The Linked Twist Map (LTM) is a simple model of mixing processes where

fluids are alternatively subjected to 2 or more velocity fields (“blinking flow”

conditions)6, it is found that such flows can lead to Lagrangian chaos (versus

the Eulerian chaos found in unsteady in time high Re turbulent fluid flows)

and rapid mixing.

The basic idea behind the LTM is that nearby fluid particles must be able

to diverge and separate in order for mixing to occur, which necessitates a

sensitivity to initial conditions. Ideally each and every fluid element of sub-

volume v should uniformly distribute into the rest of the fluid volume v̄ [182].

As studies of mixing has matured it is becoming increasingly accepted that

having two “perpendicular” flow distortions is a good strategy for mixing; see

for example the now classic herringbone micromixer [183], where staggered

chevron bas-relief structures manipulate fluid, and the “bend and expand” mi-

cromixer [184] that uses intermediate Reynolds number flows (inertial effects)

to create rotational and jet expansion effects to mix fluids. In general, the

linked twist map concept of two (plus) flow distortions and various symmetry

breaking schemes are now used to inspire design efforts [168]. When turbu-

lent (“Eularian chaos”) flows are not achievable the LTM idea provides a good

mental heuristic for starting design in “Lagrangian chaos” mixers, however nu-

merical and experimental efforts are required due to sensitivity in mixing with

small variations in geometry [32] (see Fig. 6.3 for an example where mixing is

6The idea of the LTM is conceptually and operationally similar to the idea behind Brow-
nian dynamics simulations, where flow trajectories are imposed, followed by a diffusion step;
this “two velocity field” (deterministic and random) stepping is repeated; likewise, any two
(or more) fields can be repetitively applied.
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Figure 6.3: The Linked Twist Map. Crossing fluid flow lines is required for
mixing, which can be achieved by diffusion or instabilities. Blinking flows are
an alternative means of crossing flow lines where a fluid is subjected to different
driving velocity fields in alternation, allowing initially nearby fluid particles to
become well separated. The Linked Twist Map is a mathematical description
of such flows, and is one of the few mathematically tractable approaches to
mixing. Here fluid is subjected to two different velocity fields, and as can be
seen in (b) and (c) mixing can be sensitive to the relative difference between the
velocity fields, with 10 iterations leading to dramatically better mixing from
a seemingly small difference in flow profiles. Figure from Ref. [32]. Reprinted
with permission from AAAS.
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sensitive to precise details of the device).

The evolving science of mixing will force a more precise language in de-

scribing low Reynolds numbers flows; with Stokes flows, laminar flows, low

Reynolds numbers, steady flow, low inertia, and creeping flows being used

essentially interchangeably in the past (and now). The establishment of elas-

tic turbulence complicates the picture, with highly unstable and turbulent,

but inertia “free”, flows possible, as does low inertia but chaotic flow such

as in the herringbone mixer. Creeping laminar flows is a good descriptor of

smooth, nonchaotic, laminar flow, as it brings to mind a slow, steady, per-

sistent flow, however it remains to be seen which term dominates to describe

these flows as low Reynolds flows in various manifestations are investigated7.

Further complicating the issue is the field of intermediate Reynolds number

microdevices were inertial effects are used well below the turbulence threshold

and particle-fluid as well as particle-particle interactions are used, the nonlin-

ear and unstable aspect of inertia can be ignored yet clearly inertia plays an

important role [185].

6.6 Mixing in microflows

Instabilities are suppressed in microflows and creeping laminar flows are the

norm. This results in diffusion limited mixing for most devices, which in turn

limits the speed fluids can flow at in order to achieve a certain amount of

mixing at a given location downstream. Mixing is a key issue in microfluidics

[168] and various methods have been investigated in order to enhance mixing,

including using bubbles [23], electrohydrodynamic instability [165], flow focus-

ing [169], and zeta-potential patterning [170]. These approaches generally rely

on creating inhomogeneities to the working fluid or the microchannels.

7Stokes flow is a likely candidate, although it is normally motivated as low inertia versus
viscosity which, strictly speaking, allows for time varying (due to elasticity or other effects)
flows.
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6.7 Creeping laminar diffusion

Idealized diffusion from an initially sharp interface has an erf function like

profile [186] given by

c = c0(1− erf(
y

2
√

Dt
)); (6.3)

where y=0 at the interface, D is the diffusion coefficient, and t is the contact

time (t=x/V, for a flow of velocity V and making contact at x=0). This erf-like

profile is used to theoretically describe diffusion between two initially unmixed

coflowing creeping laminar streams.

The diffusion coefficient can be calculated using the Einstein equation

D =
kT

6πηr
; (6.4)

where kT is the thermal energy (with k=1.38x10−23 J/K, T=295K for typical

room temperature), η is the viscosity of the liquid, and r is the hydrodynamic

radius of the diffusing particle. For TAMRA dye r = 1.6
2

nm [187] which gives

D ≈ 270 µm2/s; TAMRA is a small and fast diffusing particle.

To calculate mixing from experimental dye dispersions either real space or

space-time images can be used. Using the space-time diagram reduces impact

of possible artifacts, such as imperfections in the chip or illumination field, by

selecting a small spacial region, and improves the estimate by taking numerous

snapshots into account.

To estimate theoretical M1 values equation 6.2 is used assuming an ideal

erf profile, equation 6.3, as plotted in Fig. 6.4. Mixing evolves approximately

exponentially downstream8, and the mixing length measured in constriction

units is ≈ 5.7. Doubling the viscosity of the solution, which will occur at the

overlap concentration (and thus captures the expected change in viscosity),

will half the diffusion coefficient (see equation 6.4): this change shifts the

calculated M1 values up (decreases mixing) and only slightly changes slope

(the mixing length changes to 5.6). To first order increases in viscosity will

simply shift M1 by a constant.

8The linear norm of residuals is < 0.01.

142



0.6 1.0 1.4 1.8 2.2
0.0

0.2

0.4

0.6

0.8

1.0

Log(N) [unitless]

M
1 

[u
ni

tle
ss

]

 

 

D
TAMRA

0.5D
TAMRA

Figure 6.4: Effect of doubling solution viscosity on co-stream laminar mix-
ing, as measured by M1 at constriction N=2, 4, 8. Idealized diffusion from
an initially sharp interface has an erf-like profile allowing modeling of the flow
through the corrugated channels. Mixing is seen to approximately follow expo-
nential change, with an absolute shift up as viscosity increases (and diffusion
thereby decreases). Here doubling the viscosity, which captures the change
expected for adding polymer up to the overlap concentration, shifts M1 up by
roughly 20% while it does not significantly effect the slope (Nmix changes from
5.7 to 5.6). To a first approximation it is therefore expected that increase in
viscosity results in a constant shift up in the M1 curve.
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Figure 6.5: (a) Photograph of the microfluidic device, and (b) detail of the
microchannels with mixing units. Fluids are electro-osmotically driven from
the top and bottom wells to the left side well. Fluid in the top well con-
tains fluorescent dye, and mixing is optically observed by exciting dye with
an external 532 nm laser and collecting video data. Each 100:200 µm con-
striction/expansion unit creates extensional flow which induces instabilities in
viscoelastic fluids with high enough Deborah number. Due to the slip condi-
tions of electro-osmotic flow and symmetry non-viscoelastic instability mixing
mechanisms are minimized. It is found that flow rates are not affected by
the presence of polymer in the dilute regime and all flows are drivent with a
voltage of 200 V, resulting in equal flow rates and comparable flows.
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6.8 Determining mixing in flows: space-time

images

Microphotographs were taken with a Casio Exilim EX-F1 camera in video

mode (30 fps), by attaching the camera to the µTK via a custom machined at-

tachment and a Scoptronix Maxview Plus optical adaptor (camera-microscope

attachment). From video data space-time (xt) diagrams are created by taking

a vertical cut from each video frame across the channel, horizontally centered

in the constriction or expansion. Due to chemical etching side walls are scal-

loped, and the 20 µm nearest the channel edges are removed before analysis.

Runs are nominally 100 s in duration, but the initial transient flow is excluded

to prevent start up effects from influencing results.

The camera is not scientific grade and comparison of CCD intensity with

true (incident) laser power reveals nonlinear characteristics; cubing the CCD

values results in a linear response profile (see Fig. 6.6) allowing the optical

intensity as measured to be scaled and related to the dye concentration. From

video data space-time (xt) diagrams are created by taking a vertical cut from

each video frame across the channel, horizontally centered in the constriction

or expansion (see Fig. 6.8 and 6.9).

Polymer solutions were made by adding high molecular weight (18 × 106

Da) polyacrylamide from Polysciences Inc. to a 20:80 vol.% methanol:water

mixture; again, methanol is used here to prevent aging during storage [142].

The overlap concentration c∗ is ≈ 300 ppm, and to simplify the system con-

centrations are in the dilute regime (c < c∗).

In “normal” microfluidics smooth laminar flows are observed, as seen in

Fig. 6.7 for the polymer-free solutions. As the fluid flows downstream the dye

diffuses across the channel and eventually results in homogenously mixed fluid.

We observe mixing values for polymer-free flows scale approximately exponen-

tially as a function of distance downstream, Fig. 6.12; while perfect exponential

scaling is not expected calculating M1 using the theoretical erf-profile expected

[186] for laminar mixing in uniform channels results in an approximate expo-
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Figure 6.6: Raw CCD intensity values were nonlinear. Flowing pure dye
through the microchannels and taking photomicrographs with a Casio Exilim
EX-F1 camera revealed the CCD images were nonlinear versus the incident
power emitted by an external 532 nm laser. Cubing the CCD intensity results
in linear response with respect to incident power.
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Figure 6.7: Laminar flow in the first constriction. With no polymer added
creeping laminar flow with steady diffusion is observed. The top panel is a
space time diagram constructed by taking a cross channel intensity profile
across the middle of the constriction from each frame from video data, and
is 60 µm by 75 s (see Fig. 6.8 and Fig. 6.9 for where the space-time diagram
“slices” are taken). The bottom panel shows one of the cross channel intensity
profiles (0.6 s from the start of the xt diagram). Note that 20 µm are trimmed
from the edges (where wet etch rounding may lead to aberrations) of all xt-
diagrams. An erf-like profile is observed, as expected in steady coflowing
two-stream mixing.
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nential drop off9. Error in experimental M1 values is estimated at roughly 5%

of the calculated values.

Addition of polymer results in large instabilities, as can be seen in Fig. 6.8

and Fig. 6.9. The fluctuations move material transverse to the flow direction,

spanning almost the entire channel. There is no dominant frequency in the

flow, indicating chaotic flow [21], and the overall pattern displayed are stria-

tions with “comb-like” teeth randomly spaced which is consistent with elastic

turbulences’ random in time instability characteristics. Increasing the concen-

tration from 32 to 64 ppm results in larger fluctuations and tooth spacing.

As the solutions move downstream through additional elongation regions ad-

ditional striations are added, as seen in Fig. 6.11, however the general pattern

persists with diffusion appearing to be the dominant mixing mechanism.

Note that in contrast to high Re turbulent flows an enhanced diffusion rate,

indicative of broad-band excitation of instability scales, is not observed [188]

which supports the limited bandwidth visual evidence (see Fig. 6.8) that large

scale instabilities dominate the instability spectrum. The lack of enhanced

diffusion confirms that small scale instabilities below the camera resolution

are not excited to a significant extent.

Absolute mixing is hindered by reduced diffusion, and increased by insta-

bility induced deformation of the liquid. There is therefore a tradeoff involved

in adding polymer to the solution, which will allow viscoelastic instabilities

yet reduces diffusion mixing. By measuring mixing (M1) in the second ex-

pansion it is found that mixing is reduced as concentration is increased (see

Fig. 6.13), demonstrating that the advantage of instabilities is not dominant

for mixing the dye here. However, as TAMRA dye is a small molecule (≈ 1.6

nm hydrodynamic diameter [187]) these mixing experiments are a stringent -

but realistic - test. Further, as the edges of the xt-diagrams are trimmed to

reduce image processing artifacts there is a possibility of artificially increased

first moment mixing index M1 calculated for unstable flows, as material with

9The linear norm of residuals is < 0.01 over the range of mixing units tested, for fits
to both calculated estimates and measured values, indicating exponential scaling is a close
approximation of mixing behavior here.
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Figure 6.8: Photomicrograph of unstable flow in the second expansion for a
concentration of 64 ppm high molecular weight (18× 106 Da) polyacrylamide
polymer added. It is apparent that large instabilities are excited that display
a dominant scale set by the microchannel. Dashed outlines indicate field of
view and microchannel outline; the solid line indicates where the space-time
diagram slice was taken for the expansion regions. The instabilities in the
constriction regions can also be seen here at the sides of the image; regions are
centered for data collecting. See also Fig. 5.12 and Fig. 6.9.
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Figure 6.9: Photomicrograph of unstable flow in the second constriction for a
concentration of 64 ppm high molecular weight (18× 106 Da) polyacrylamide
polymer added. Dashed outlines indicate field of view and microchannel out-
line; the solid line indicates where the space-time diagram slice was taken for
the constriction regions.

150



high/low dye concentration can be injected from these regions increasing the

variance seen. Looking at the change in mixing as a function of mixing unit

as the fluid flows downstream will allow the role of instabilities to be better

understood10.

Finding the first moment mixing index, M1, for concentrations of 0 ppm,

32 ppm, and 64 ppm as the fluid moves downstream reveals that absolute

mixing is reduced in viscoelastic solutions relative to the polymer-free sam-

ple. An increase in the rate of change in mixing downstream is observed for

viscoelastic solutions. By looking at the flow at different constriction units

(N=2, 4, 8) the mixing length is calculated and a mild decrease with raising

polymer concentration is observed, with the mixing length reducing from 4.5

for 0 ppm to 4.2 for 32 ppm and finally 3.2 for 64 ppm. This mild decrease

in mixing length can be attributed to the action of instabilities, as the simple

(sharp interface) diffusion model does not result in a change in mixing length

- conceptually the distortion of the interface due to instability will lead to

both larger interfacial surface for diffusion in a given fluid volume and shorter

required diffusion distances.

The calculated M1 values for polymer-free solutions, which assumes uni-

form channels, are roughly twice as large as observed for polymer-free solu-

tions in the channels corrugated with constrictions/expansions. This enhanced

mixing has been previously observed for electro-osmotic flows through con-

strictions/expansion units where ≈ 2X enhancement was found [189]. This

enhancement is an open problem currently being investigated [190], but is

thought to be due to the modulation of width enhancing diffusion [190] due

to convective cross flow movement (e.g. periodic movement perpendicular to

the main flow direction)11.

10As discussed above, to first approximation a change in diffusion (viscosity) will result in
an absolute change and a up/down shift in the mixing value; a change in slope with mixing
unit will be associated with the instabilities.

11Naively considering the sheaves of flow lines suggests that the total distance an average
particle travels as it moves downstream in a corrugated channel will be larger than the
minimum distance (e.g. channel length); fluid off center will effectively “see” a longer channel
and thus experience more diffusion, and one should expect enhanced overall diffusion in a
given length.
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In general the progression of flow from stable through unstable and chaot-

ically unstable flows and finally to turbulent flow is thought to describe both

simple and viscoelastic fluids [17]. Based on the similarity of progression,

mixing might be expected to significantly improve with each step along the

progression, as this is the case for simple (Newtonian) fluids. However, for

chaotically unstable and (elastic) turbulent flows of viscoelastic fluids the en-

hancement of mixing may not be as large or easily obtained as expected from

the analogy with high Re flows. While large enhancement over diffusive mix-

ing has been found and noted in the literature this has been for highly viscous

solutions, which are atypical of most lab on a chip applications, in the presence

of strong shear components to the flow - which is absent in EOF. One of the

motivations of using high viscosity solvents in studies of viscoelastic fluids is

to intentionally limit diffusion, preventing the decay of contrast when dye is

used as a marker and allowing study of instabilities and mixing effects. Fur-

ther, viscoelastic fluids driven well above the viscoelastic instability threshold

display elastic turbulence which has been shown to be a realization of Batch-

elor turbulence. One of the key characteristics of Batchelor turbulence is that

instabilities are dominated by the large scale fluctuations, which are set by the

system size, and therefore there will remain a mismatch between the small-

est scale one wants homogeneity on and the instability which is intended to

drive mixing; unlike high Re turbulence Batchelor turbulence does not excite

smaller scales as readily.

Note that Lam et al. [191] create instabilities by driving viscoelastic fluids

through abrupt 8:1 constrictions using a syringe pump, and therefore have a

mechanically driven device similar to the device studied here. They observe

enhancement of mixing in their liquids over deionized water at equal flow rates,

demonstrating that absolute mixing improvements can be obtained over low

viscosity Newtonian liquids (albeit for intermediate Reynolds numbers, Re ≈

20). However, they use dis-similiar fluids of different viscosity, shear thin-

ning, and elastic properties making interpreting their results difficult as flow

focusing, shear thinning, and viscous thread folding [192] or other coflowing

effects are physical mechanisms that all may play important roles in addition
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Figure 6.10: Space time diagrams of unstable flow in second constriction.
Adding 32 ppm (top panel) and 64 ppm (bottom panel) results in instabilities
as fluid flows through the constriction/expansion units. Visual comparison
indicates that instabilities have higher average frequency for lower concentra-
tion, and that instabilities move material across the channel more with more
polymer concentration. These effects are likely due to the competition be-
tween viscosity and elasticity - more polymer increases the viscosity as well as
increases the number of “dispersed mixers” (polymer coils). The diagrams are
60 µm by 80 s.

to viscoelastic instabilities in promoting the mixing they observe. In particu-

lar Lam et al. may be observing the Kaye effect, a novelty flow disturbance

where highly shear thinning liquids poured into a heap “spurts” out in a un-

predictable manner, inadvertently putting it to effective use in mixing [193].

Studies of chaotic fluid mixing have found that persistent spacial patterns

with slow contrast decay (due to diffusion) are associated with chaotic, versus

high Re turbulent, periodic flows [174]. In the study a 2D fluid was periodically

oscillated, and the recurrent spacial structure had additional striations created

at each cycle. Here oscillatory flow is not imposed, however the symmetry and

stacking of identical elements will create a similar environment with constric-

tion/expansion flow fields alternating with time as the fluid flows through the

structured microchannel (see Fig. 6.11, where “comb”-like xt-diagram evolves

with additional fine structure, and diffusive relaxation of contrast).

It was observed that viscoelastic instabilities did not lead to rapid mix-

ing, in contrast to earlier studies [14, 21, 121] that found up to orders of
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Figure 6.11: Mixing evolution. From the top to the bottom fluids pass from the
2nd to the 4th to the 8th constriction. With no polymer (left panels) diffusion
mixes the fluids, while with 64 ppm PAA added (right panels) both diffusion
and instabilities lead to mixing.). The effects of diffusion are apparent, in both
polymer-free and polymer-added flows, with a reduction of contrast between
the 2nd and the 4th constriction, and finally to a visually homogeneous mixture
by the 8th constriction. In addition it can be seen that strong cross channel
fluctuations exist in the presence of polymer, but the pattern is highly simi-
lar and a comb-like pattern persists between the 2nd and the 4th constriction,
with addition of “teeth” but without significant pattern changing deforma-
tion. This persistence is characteristic of chaotic flows undergoing symmetric
oscillatory forcing and diffusion is the dominant mechanism leading to homo-
geneity (mixing). The lack of enhanced diffusion for viscoelastic unstabe flows
indicates that small scale instabilities are not excited. The diagrams are 60
µm by 60 s and have not been scaled, allowing comparison.
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Figure 6.12: Mixing as a function of constriction unit, as measured by the
first moment mixing index M1 (M1 → 0 for perfect mixing and M1 → 1 for
no mixing). Using space time diagrams mixing was measured downstream of
the initial junction at N=2, 4, 8. The mixing index scales exponentially, and
the mixing lengths mildly reduce with concentration (4.5 for 0 ppm, 4.2 for 32
ppm, and 3.2 for 64 ppm). The vertical shift for polymer doped fluids relative
to undoped fluid is due to reduced diffusion limiting the mixing, as increased
polymer concentration reduces the diffusion constant by increasing viscosity.
Error in M1 values is estimated to be ≈ 5%.
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Figure 6.13: Mixing as a function of concentration in the 2nd expansion unit,
as measured by the first moment mixing index M1. Using space time diagrams
mixing is measured for c = 16, 32, 64, 128, and 256 ppm (the overlap con-
centration is c∗ ≈ 300). The mixing index slowly raises with concentration in
the dilute regime; this indicates that while instabilities are promoted by the
presence of polymers absolute mixing is reduced (as diffusion is hindered by
the presence of polymers).
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magnitude improvement in mixing for mechanically driven flows. However,

significant shear stretching is present in most prior work due to no-slip con-

ditions. In a study of electrokinetic driven 2D sheet flow [194], which like

the flows here also excludes no-slip induced shear, viscoelasticity was found to

mildly suppress mixing for flows below the instability threshold, a finding that

is consistent with other studies that find either mild increase [195] or decrease

[196] in this regime where polymers are only weakly distorted. The results of

Ref. [194] are also suggestive that mixing remains mildly suppressed, rather

than enhanced, in viscoelastic liquids above the instability threshold, as it is

shown that stretching fields are reduced in these flows and by comparing a low

stretching Newtonian fluid with a high stretching shear thinning and viscoelas-

tic fluid stretching trends are shown to be likely correlated with mixing trends.

The mixing performance of low stretching Newtonian versus low stretching,

yet unstable, viscoelastic flows, was not presented; this control would provide

stronger support for correlation - while the hypothesis that stretching fields

are intimately linked with mixing is coherent and conceptually compelling ev-

idence is still lacking, due to the ability to measure stretching fields being a

recent addition to the experimental toolkit (i.e. Ref. [194] is one of the few

works in this exciting area). Both the results here which demonstrate reduced

mixing and the evidence of low stretching fields [194] in unstable viscoelastic

flows are consistent with the understanding that viscoelastic fluids driven well

above the viscoelastic instability threshold progress towards elastic turbulence

which has been shown to be a realization of Batchelor turbulence [176, 177].

One of the key characteristics of Batchelor turbulence is that instabilities

are dominated by the large scale fluctuations, which are set by the system

size, and therefore there will remain a mismatch between the smallest scale

one wants homogeneity on and the instability which is intended to drive mix-

ing. In Batchelor turbulence it has been established that the velocity decays

rapidly (the wavenumber k scales as k−x, where x has experimentally been

found to be in the range 3.3 to 3.6 [177]) which leads to weak coupling be-

tween scales, in sharp contrast to high Reynolds number turbulence with its

“bucket brigade”, and the resulting flows are random in time yet spatially
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smooth and strongly correlated on the integral scale [177]. This results in in-

stabilities dominated by large scale fluctuations, which are set by the system

size [177], and therefore there will remain a mismatch between the smallest

scale one wants homogeneity on and the instability which is intended to drive

mixing. Note that the smooth flow characteristics of Batchelor turbulence are

consistent with the observations here (see, for example, Fig. 6.9 where the

large scale nature of the instability can be visually observed) and, without

some other mechanism (such as shear) to further modify flow, are at odds

with enhanced mixing.

The observed highly unstable yet diffusion limited flows has potential to be

harnessed in applications which depend on large interfacial area; for example,

in membraneless fuel cells [197] or for use in combination with the liquid

junction potential [198]. In membraneless fuel cells a large interfacial area

is wanted, while rapid mixing is not desired, and the liquid junction potential

can be used to drive ions across interfaces, so LJP effects in combination with

viscoelastic instabilities could lead to rapid mixing of ionic species.

While it has been shown that viscoelastic instabilities alone will not lead

to efficient mixing the microfluidic platform here represents in some sense

a worse-case situation (if rapid mixing is the goal; on the other hand EOF

devices are good platforms for study of viscoelastic instabilities, as other effects

can be limited allowing the isolation of viscoelastic instability and controlled

application of other effects), where only viscoelastic instabilities (“folding”)

and fast diffusion occur.

Can mixing never-the-less be improved? By including designed stretching

elements (“kneading”), by breaking symmetries [174], or by including other

deformation elements in addition to the elongational units mixing may be

improved [181, 199]. The science of mixing is still poorly understood, but

recent frameworks using dynamical systems [199] and the linked twist map

[181], where two (or more) flow fields alternatively affect the flow, are gleaning

insight and inform design. As viscoelastic instabilities progress towards Batch-

elor turbulence, a previously experimentally inaccessible regime [176], they of-

fer an additional experimental tool for exploring basic instability and mixing
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mechanisms, as well as potential application for enhanced mixing schemes.

Using the “knead and fold” metaphor of mixing [181] viscoelastic insta-

bilities provide the fold operation that creates large deformations of material

to create striations of dis-similiar material, and additional deformations are

needed to thin striations allowing diffusion to finally homogenize the fluids.

One means of improving mixing would be to add shear (i.e. co-pressure pump-

ing; electro-osmotic flows can be used to isolate viscoelastic instabilities, and

combined pressure/EOF driven flows [200] enable controlled application of

shear allowing detailed investigation of flow evolution and mixing) or break

the symmetry of the microchannel patterning: instead of centering constric-

tions in the mid axis random location of the 100 µm constriction center within

the 200 µm channel may lead to improved mixing by increasing the defor-

mation across the flow direction for a given element, in addition by adding

“jitter” to the spacing between constrictions the time-periodic nature of the

flow field would be broken, where the time-periodic aspect leads to12 persistent

patterning [174].

6.9 Summary

To summarize, the addition of high molecular weight polyacrylamide to liquids

leads to striking viscoelastic instabilities in extensional electro-osmotic flow,

thereby breaking the laminar flow typical of flows in microchannels. The strat-

egy to promote instabilities discussed here is simple. The addition of polymer

is facilitated if pre-solvated polymer mixtures are added to working fluids13.

The use of high viscosity solvents or concentrated polymer is not required:

low viscosity, lightly polymer doped liquids undergo instability under typical

electro-osmotic flow conditions. The breaking of laminar flow for dilute low

viscosity viscoelastic fluids has implications for device design as laminar flow

12Intuitively, the flow is distorted periodically, and therefore returns to a similar state,
leading to persistence - by breaking the period close by trajectories will separate quicker,
increasing mixing.

13Initial solvation of dried polymer is time intensive, but once solvated mixtures of a
specific concentration can be rapidly mixed together with additional fluid (the sample of
interest) to give a specified final concentration. Also, alcohol, as used in the samples here,
is not required unless long term storage of polymers is intended [142].
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is often assumed in microflows; as lab on a chip applications move towards

more complex fluids this assumption must be checked. The loss of the sim-

plicity that steady laminar flow affords does not, however, mean that highly

efficient mixing is gained. The results here show that for flows of low viscosity

solutions through unoptimized geometries mixing is reduced over purely dif-

fusive mixing, despite the excitation of large viscoelastic instabilities: shear

free viscoelastic unstable flows are essentially diffusion limited. As viscoelas-

tic instabilities progress to Batchelor turbulence relatively “smooth” flows are

expected and care must be taken in designing and incorporating deformations

of such smooth flows to promote mixing. Both the results found here,

and earlier electrokinetic stretching of 2D sheets of liquid polymer

[194], demonstrate that electro-osmotic flows can be used to isolate

viscoelastic instabilities, by “turning off” shear, and that such flows

are effectively diffusion limited. Combined pressure/EOF driven flows

[200] enables controlled application of shear allowing possibility for detailed

investigation of flow evolution and mixing.

It is found that:

� Adding high molecular weight polymer leads to instability, with higher

concentration leading to larger and slower oscillations,

� Even polymer-free solutions experience enhanced mixing versus uniform

pipe flow; this finding has been previously noted in the literature,

� Increased concentration leads to absolute less mixing at a given location

in the microchannel, and (slightly) shorter mixing length (i.e. slope in

mixing as a function of mixing unit) due to instability. In contrast to the

heuristic expectation that “polymer=mixing” it is found that the slight

quantitative increase in viscosity dominates over the striking qualitative

viscoelastic instability mechanism - in this sense (purely) viscoelastic

unstable flows are diffusion limited, as diffusion is the dominant and

limiting factor,

� To repeat: efficient mixing, relative to polymer-free solutions, was not
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observed in shear-free unstable flows, demonstrating that viscoelastic

instabilities do not, by themselves, lead to good mixing. This finding is

consistent with earlier studies of 2D shear-free flows that found a mild

decrease in mixing due to viscoelasticity,

� The observed highly unstable, yet diffusion limited, flows has potential

for applications which make use of large interfacial area. Some specu-

lative applications include use in membraneless fuel cells, or for use in

combination with the liquid junction potential to enhance ionic mixing,

� Symmetry in the microchannel patterning will tend to reduce the mixing

rate, breaking this symmetry will help improve mixing rates; the Linked

Twist Map and rational design may lead to efficient mixing where the

Bachelor turbulence, that viscoelastic instabilities progress to, provides

the “fold” operation and other means will be required to “knead” the

fluids. Use of co-pressure flows would enable controlled application of

shear, allowing systematic investigation of viscoelastic instability-shear

effects,

� As EOF flows are shear-free, while shear is a significant component of all

mechanically driven cavity flows, EOF devices are a good platform for the

study of viscoelastic instabilities and elastic turbulence in isolation and

with controlled introduction of additional deformations (such as those

noted above).
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Chapter 7

Conclusions and Outlook

As device dimensions shrink and more complex fluids are investigated electro-

osmotic flows of nonNewtonian fluids will become increasingly important, mak-

ing these flows of practical interest. As a means to enable mixing the addition

of polymers to fluids is enticing, as various instabilities and even elastic turbu-

lence have been observed in some flow systems. By adding inert polymers to

fluids instabilities can be excited in devices that require no special (multistep)

fabrication processes, and it was found that viscoelastic instabilities can be ex-

cited in microchannels using standard electro-osmotic pumping rates. It was

also observed that electrode effects can create globule microgels in polyacry-

lamide solutions. This means that both intentional excitation can be achieved

by doping a working fluid with high molecular weight polymers, and also that

unintentional effects (i.e. nonlaminar flow, globules) may be observed when

working with biological or other material, requiring care.

The mixing rate was found to be reduced in studies of fast diffusing dye in

shear-free flow through symmetric microchannels; purely viscoelastic unstable

flows are effectively diffusion limited. Breaking microchannel structure sym-

metry may allow for optimization of mixing, as it has previously been found

that persistent spacial structure with slow decay occurs in periodic forcing

of chaotic flows. Adding other fluid deformation elements may also improve

mixing, as the efficient mixing in pressure pumped serpentine flows suggests

(where shear provides a persistent stretching element). Due to the exclusion

of shear the use of EOF devices enables the fundamental study of viscoelas-
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tic unstable and elastic turbulence in isolation of other mechanisms, and the

controlled application of fluid deformations, allowing instabilities and mixing

to be studied.

A key “competitor” to viscoelastic fluids as a means to enhance mixing is

“bubble fluidics” [201]: by pushing trains of bubbles through microchannels

secondary flows and rapid mixing can be achieved, and - like viscoelastic fluids

flows where memory and control has been demonstrated [202] - logic and con-

trol has been shown for bubble flows [203]. By having aqueous droplets in oils

compartmentalized reaction chambers can be achieved in this system, high

repeatability is achieved, and effective mixing has been demonstrated [204].

The main limitation of bubble fluidics is its use of pressure flows for pumping

in most schemes. Despite the advantages of bubble fluidics viscoelastic flows

has the advantage of being a single phase system which has a simple protocol

for experimental use - presolvated polymer solution can be mixed X:Y with a

sample to be investigated to give a required polymer concentration and rapidly

mixed and used; additionally a given material under study may be viscoelastic

itself, which necessitates understanding possible nonNewtonian effects.

In addition to the experimental findings on viscoelastic instabilities, it was

found that the predicted concentration fluctuation instability1 for dilute poly-

mer solutions corresponds to the viscoelastic instability. This co-incidence may

have “masked” the earlier discovery of density fluctuation instabilities, which

have only recently been discovered in simple fluids where they are difficult to

excite, and may lead to continued difficulties in modeling and understanding

polymeric instabilities2.

Discovery and investigation of density fluctuation instabilities is in its in-

fancy, but has promise for both application (i.e. mixing enhancement) as well

possible negative effects (i.e. breaking expected laminar flow when design de-

pends on it), and, of course, fundamental investigations. In general complex

1Complex fluid analogue of density fluctuation instability.
2The “High Weissenberg Number Problem” is a well known inability to computationally

track flows above the instability threshold; various numerical techniques will fail at different
particular values of the Weissenberg number, but all approaches ultimately fail relatively
close to the threshold of (physical) instability.
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fluids often have concentration/viscosity variation on the order of the velocity

gradients3 which makes finite-sized/granalarity interaction with flow fields a

distinct possibility that could lead to unstable flow; this structure-gradient

consideration provides a simple conceptual model as to why concentration

fluctuation instabilities could be expected to be excited in complex fluids4. As

was seen for viscoelastic fluids in the studies here, diffusion will be reduced

relative to macromolecular-free solutions, and depending on the nature of the

instability mixing may remain diffusion limited.

It was also discovered that correlations in tracer particles in unstable poly-

mer flow can be used to extract the relaxation time without fitting to a model

and within a given experimental setup. The first, and possibly the second, or-

der relaxation time was observed, in prior rheological studies clear observation

of relaxation time is not obtained and model fits are required. The availability

of in-situ relaxation time measurements is desirable, and as various model fits

and assumptions are typically used to estimate relaxation time this approach

allows for testing for systematic errors of a given fitting procedure. Despite

the promise of this technique it must be pointed out that there is a require-

ment to sample much faster than the relaxation time, as a cross-over must be

determined, which limits the smallest measurable relaxation time for a given

imaging system, and the addition of tracer particles themselves will change

the underlying fluid.

Finally, poly(ether sulfone) films were found to have negative resist prop-

erties and the ability to use PES as an etch-mask was demonstrated for both

plasma and chemical etching. As PES films are robust there is possibility of

incorporation in devices. A key limitation here is writing time, which will limit

feasible structures.

7.1 What next?

There are a number of projects that can be be pursued.

3“Structured fluids” is yet another term for complex fluids, and this phrase is due to the
similarity in structure-forcing size.

4E.g. the continuum assumption can clearly break down for complex fluids.
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� Further study of poly(ether sulfone) films for fluidic applications. PES

was found to be a negative resist, limiting feasible structures to small

sized features. However, sparse structures (such as pillars in a 2D array)

or “nanofluidic” channels would have reasonable write times allowing

investigation of PES for microfluidics. As PES is both transparent and

hydrophilic microfluidic applications are facilitated, further PES is food

grade which indicates that it will not release or capture material (e.g. a

concern for PDMS).

� Electron beam studies of sulfone polymers, as both positive and now

negative resist action have been observed in sulfones, indicating versa-

tility.

� Using fluorescent microspheres velocity profiles can be obtained, which

would establish if true elastic turbulence occurs.5

� Investigation of micro-gels. Dynamics were complex when globules formed,

and while it appeared that rapid mixing occurred for the liquid between

the globules the inhomogeneity of the micro-gels prevents a simple mixing

value from being found from either PMT or space-time images. Investi-

gation using chemical reactions is one possible means of probing mixing

rates.

� The BEM method has been coded into MatLab and allows fairly rapid

numerical calculations6, and average flow was confirmed against both

physical expectations and Schwarz-Christoffel calculated flows; however

due to a poor geometry input procedure that requires geometry files to

be encoded by hand it is difficult to modify geometries in order to reduce

discretizations and related distortion in calculated fields. Improving the

code and creating a toolbox, for example by including a GUI in order to

allow geometry to be created, automatic discretization refinement, and

5Note that due to EP effects particle velocity will not be solely set by fluid flow, compli-
cating analysis.

6Unoptimized code ran at comparable speeds to the Schwarz-Christoffel toolbox, albeit
with large discretization on the boundary.
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MatLab optimization (such as “vectorization”), would be valuable as no

such toolbox currently exists.

� Better control of the elongation rate can be obtained by using hyperbolic

constrictions, which have constant elongation rate through the constric-

tion [205]. Having long sections of constant elongation rate would allow

entry effects to be studied; additionally by modulating the hyperbolic

constrictions with hyperbolic expansions long regions of constant elon-

gation can be achieved, allowing for continuous deformation of fluids.

� Investigation of entry effects in EOF, in particular confirming shear-free

flow. Entry effects, caused by a rapid change in boundary geometry, are

often ignored in electro-osmotic flows. Investigating how and to what

extent flows are changed from potential flow, both experimentally and

numerically, is important to establish the precise flow conditions. It is

argued here that the Helmholtz decomposition theorem should hold, as

entry effects appear to be a pure pressure effect [8], and thus flows af-

fected by entry effects should remain irrotational (shear-free). However,

a full multi-physics simulation allowing flow rotation to be calculated

would be valuable in order to confirm, or repudiate, if this is indeed the

case.

� Symmetry in the microchannel patterning will tend to reduce the mixing

rate; breaking the symmetry may enhance mixing and studying viscoelas-

tic Lagrangian chaos effects may enable rapid mixing to be achieved.

� Investigation use of the liquid junction potential in viscoelastic unstable

flows, where increased interface is created, for enhanced ionic mixing.

� Investigation of viscoelastic and shear thinning7 liquids to promote mix-

ing in EOF pumped flows; to obtain strong thinning behaviour in poly-

acryamide solutions c > c∗ is required, which will create steric polymer-

7Shear thinning is caused by entwined polymer-polymer coils unraveling from each other
and in elongational flows such unraveling should also occur. Thinning is a more suitable
term here.
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polymer repulsion and tend to push coils into the Debye layer and thus

complicate flows. Note that it has been found that shear thinning vis-

coelastic fluids have demonstrated good mixing in 2D experiments, while

purely viscoelastic fluids had reduced mixing [194].

� Investigation of highly shear thinning liquids to study if one can harness

the Kaye effect [193] to promote mixing at microchannel expansions for

intermediate Reynolds numbers, a possible interpretation of the results

in Ref. [191]. Mechanically driven flows would be more suitable here,

in order to limit Joule heating and globule effects at the high velocities

(voltages) required and in order to induce both shear and elongational

thinning. Currently the Kaye effect is a “novelty” [193], demonstrating

an application of the effect would be fruitful in gaining more insight and

promoting further investigation into the mechanisms involved.

� Studies of colloidal mixtures is of interest, for if concentration instabili-

ties exist they should also be present in colloidal fluids. Using fluorescent

microspheres (or using a mixture of non- and dyed microspheres for high

concentrations) would allow imaging of instabilities and the collection of

velocity profiles.

� Investigation of the similarity between bubbles and polymers may lead

to an useful mesoscopic numerical model, where individual polymers are

simply modeled by bubbles with surface tension selected to give the

required relaxation time8.

� Further investigation of Detrended Fluctuation Analysis to find relax-

ation times, particularly investigating the possibility of extracting higher

order relaxation modes from experimental data.

� As EOF allows the isolation of viscoelastic instabilities fundamental mix-

ing studies are enabled; combined pressure and EOF pumped flows would

enable shear to be introduced in a controlled manner.

8Bubbles can be incorporated into many CFD codes.
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� Mechanically pulled elongation experiments also have low shear. While

these flows are short in duration, due to rapid thinning and eventual

filament breaking, the availability of ultrafast cameras is opening up

experimental opportunities here.
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Appendix A

Finding characteristic times
with detrended fluctuation
analysis

Finding characteristic response times is an important aspect in un-

derstanding a system. Due to the significance of finding such nat-

ural response times many techniques exist to measure characteris-

tic times, with spectral and the related correlation methods being

widely used approaches. A key advantage of Detrended Fluctua-

tion Analysis is its ability to find crossovers between response time

regimes and it is found that polymer relaxation times can be ex-

tracted from fluctuation data. Detrended Fluctuation Analysis also

allows the identification of periodic signals, a familiar ability of

spectral methods, and the frequency of waves emanating from a vi-

brating cylinder in a water tank are extracted. Due to the simplicity

and power of Detrended Fluctuation Analysis this technique is an

useful tool for finding characteristic times.

Detrended Fluctuation Analysis (DFA) measures the scaling behaviour of

fluctuations in a time series [206]. The profile of a time series is created

by integrating the time series (cumulatively summing prior values), and the

fluctuations are calculated by dividing the profile into boxes with n samples

(varying time windows) and finding the root-mean-square deviation from the

local least-squares fit. Calculating the fluctuation F(n) over differing box size
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n and creating the log-log plot of F(n) versus n allows the scaling behaviour

to be observed1. Linear regions correspond to power law scaling, F (n) ∝ nα,

with the scaling exponent α characterizing the correlation (e.g. α = 1
2

indicates

white noise, α = 3
2

brown noise, 1 > α > 1
2

positive correlation, etc.). The key

property often sought by users of DFA is evidence for “fractal” behaviour, as

characterized by α. However, crossovers between differing power law regimes

can also be observed [206] and give characteristic measures of a signal (e.g.

spacial scales or characteristic times). It has been found that oscillatory trends

do effect DFA leading to crossovers [134, 207], which can be used to find the

characteristic frequency of sinusoidal signals in a time series. Here, we study

the use of DFA in finding characteristic times of time series data.

There has been increasing use of DFA since its original introduction to

study subtle correlations in noncoding DNA sequences [206]. For example,

markets [208], physiological processes such as brain waves [209], climate [210],

wind speed [211] and cloud dynamics [212] have been studied by DFA. While

novelty has been one reason for the increased application of DFA the beneficial

factors include reduced sensitivity to various non-stationary effects [134] with

simple and computationally inexpensive application. There has been several

modifications to the method, however the original methodology performs well,

can be compared to more studies in the literature, and is generally applicable

and has results comparable to the various modifications [213]. Here we use

the original method [206, 214] due to its simplicity and lack of assumptions.

The current focus on using DFA to measure power law scaling is due to

its historic introduction [206] for this purpose and its apparent superiority to

competing methods. However, like other power law studies [215], claims of

fractal properties [216], power law behaviour [217], and long-memory [217] are

often not fully supported by DFA and are instead assumed from impartial

evidence. While DFA is more robust to trends than some methods correlation

properties can be effected by trends [134] and care must be taken in analyzing

1Often to make use of log transformations variables are made dimensionless by dividing
by a characteristic scale. However, in DFA this is not typically done and as pointed out
by Cleveland [22] taking logs of values containing units is often done. In DFA scaling by a
constant does not affect results, as differences between “boxed data” is probed.
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data. Moreover, linear scaling on log-log graphs is not sufficient to demon-

strate power law behaviour and, for example, log-normal distributions are not

simple to distinguish from power law distributions and accurate determination

of scaling parameters is difficult [215]. For these reasons (trend distortion of

scaling behaviour, difficulty in establishing true power law behaviour, difficulty

in extracting accurate scaling parameters) the use of DFA to characterize time

series is not as clear and simple as initial promise suggests; in Ref. [216] it

has been shown that spectral analysis of heart rate variability for diagnosing

cardiovascular disease give results consistent with DFA yet is more easily in-

terpreted, this despite a widely believed improvement in prognosis via DFA.

The difficulty in robustly characterizing scaling behaviour with DFA suggests

it is best used in conjunction with other information and approaches with its

utility found on a case-by-case basis. These considerations suggest that DFA is

more robust for finding crossovers and their associated characteristic times, as

crossover locations depend on a change in scaling properties with the specific

type and measured fluctuation values being unimportant.

The characteristic time tChar is determined by finding the crossover cx

between power law scaling regimes on the log-log plot of the fluctuations versus

box size and mapping it to the time domain:

tChar = ∆t10cx , (A.1)

where 1/∆t is the sampling rate of the times series.

A.1 Polymer relaxation times

The relaxation time of a polymeric liquid is a characteristic parameter that

describes the elasticity by identifying the time it takes for stress to decay in

the fluid [70, 2]. Measurement is typically done with macroscopic rheometers;

particular experimental conditions can often differ from rheometric flows.

The elastic stress is caused by stretching of polymer coils which are trans-

ported in the fluid, introducing nonlinear memory effects that can give rise to

instabilities [2]. It has been found that these instabilities can manifest them-

selves as (elastic) turbulence [31] and chaotic flows [21]. In Ref. [21] chaotic
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flow was observed in flows of polymeric liquids through serpentine channels,

under steady forcing. By seeding the liquid with microspheres flow velocity

data was collected (see Fig. 4.3, inset) which displays dramatic fluctuations.

DFA of the velocity data (Fig. 4.3) shows a linear scaling regime for large

bin sizes. Visual inspection allows direct estimation of a crossovers at (1.2±0.1)

s between the linear region for large bins and a nonlinear region for small

bins. Within this nonlinear region there is some suggestion of a crossover at

(0.36 ± 0.04) s, however it is difficult to interpret the nonlinear region. The

experimentally determined [21] relaxation time is 1.1 s, agreeing within error

with the crossover between linear and nonlinear scaling. A slight divergence

from power law like scaling can be seen between 2.0 and 2.5 in Fig. 4.3, and

is likely a weak sinusoidal signal (see below and Ref. [134]) which may be due

to vibrations in the experimental setting [135].

The first order (slowest mode) relaxation time is normally used to charac-

terize polymeric liquids, due to experimental difficulties in finding higher order

relaxation times, however a spectrum of relaxation times are expected. Zimm

polymer theory [70] predicts that the p-th mode relaxation time λp is given

by:
λp

λ1

= (
1

p
)3ν (A.2)

where λ1 is the first order relaxation time and ν is the Flory solvent parameter

(0.588 for a good solvent, and 0.5 for a theta solvent [70]). Assuming good

solvent conditions [21], and using the first order relaxation time determined

here, the second order relaxation time is calculated to be 0.35 s, in close

agreement with the 0.36 s value found for the possible crossover within the

nonlinear region. This agreement indicates a possible ability of DFA to find

higher mode relaxation times. The theta solvent case of 0.42 s cannot be

excluded, although our error is likely overestimated. The third order and

higher relaxation times cannot be determined here due to the sampling rate

and limited resolution of data.
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Figure A.1: Water waves. Vertical displacement of waves (top, inset) ema-
nating from a cylinder suspended in a water tank, sampled every 0.15 s as
reported in Ref. [33]. Detrended fluctuation analysis (top panel) of the dis-
placement data indicates three power law regimes, with crossovers at 1.4 and
2.5 s. These crossovers correspond to peaks in the power spectrum (bottom
panel) at 1.2 and 2.3 s. The high frequency peak is due to noise [33], and is
below the resolution of detrended fluctuation analysis.
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A.2 Oscillatory signals

To study the ability of DFA to find oscillatory signals we use data of waves

emanating from a cylinder suspended in a water tank, measured by finding

relative displacement [33]. Crossover times of (1.31± 0.84) s and (2.43± 0.23)

s are found using linear regression on the DFA data, however here it is found

that linear scaling does not well describe the middle regime and nonlinear

curvature exists here. Visual inspection reveals that divergence from the linear

regimes occurs at crossovers of (1.35± 0.15) s and (2.5± 0.4). Calculating the

power spectrum using Welch’s method reveals peaks at 2.3, 1.2, 0.9, and 0.4 s;

the first two peaks agree with the values obtained by DFA, while the 0.4 s peak

is below the resolution imposed on DFA by the requirement of boxing several

data points together to enable fluctuations to be calculated. The peak at 0.9

s is broad and weak relative to the other peaks in the spectrum, but does not

appear to be spurious. In Ref. [218] a number of characteristic times are given

for this data, with values at (2.44 ± 0.13) s and (1.29 ± 0.08) s obtained by

eigenanalysis with imposed symmetry constraints. Further values at roughly

4.85, 1.94, 0.87, and 0.43 s were found; the DFA results agree, however only

two of the 6 reported values are revealed. The power spectrum finds 4 of

the 6 values, the additional peaks found in Ref. [218] may be artifacts of

the algorithms used, e.g. (0.87, 0.43) and (4.85, 2.44) form possible “Nyquist

pairs”. These additional peaks underscore the need of complementary tools

and measures in time series analysis.

Using synthetic data we determine DFA can find sinusoidal signals in Gaus-

sian noise with signal-to-noise ratios down to SNR ≈ 1/8 (Fig. A.2). It can

be seen in Fig. A.2 that when sinusoidal oscillations introduce a crossover in

the DFA plot of noisy data that additional crossovers are introduced on either

side of the crossover associated with the harmonic period, and that a bump

shape appears in the plot which can be used to identify harmonics in noise

(see Fig. 4.3); a careful discussion and analysis of the crossovers induced by

harmonics can be found in Ref. [134].
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Figure A.2: Fluctuation scaling of noisy sinusoidal signals. DFA can accurately
find periodic signals within noise with signal-to-noise ratios down to roughly
1/8. Here sin(2πt) + δ(t), with δ(t) being Gaussian noise with zero mean and
unity standard deviation, ∆t=0.01s, and time traces were 20 s long. From the
bottom up: profile is of pure noise (SNR=0), SNR=1:2, SNR=1:8, SNR=1:50,
SNR=1:200.

A.3 Oscillatory signals?

Time series analysis can be notoriously difficult [219]. A good historical ex-

ample is Beveridge’s wheat index data [33]. The index value itself is some-

what questionable, being an aggregate value that is only partially documented,

never-the-less some 20 periods were identified [34] with an emphasized finding

being an ≈ 15 year oscillatory cycle which is identified as a rainfall cycle. Later

analysis [220] instead found this to be a 13.3 year period, and about 5 relevant

peaks were identified. A difficulty is detrending the data without inducing ar-

tifacts in the spectrum as well as the visual identification of important spectral

peaks. Investigating this data using DFA (see Fig. A.3) indicates the existence

of two crossovers, corresponding to characteristic times of roughly 8 and 25

years, neither of which were identified as important in spectral studies. The

189



0 50 100 150 200 250 300 350 400
0

50

100

150

200

250

300

350

400

Years after 1500

In
de

x 
V

al
ue

0.5 1 1.5 2
0.5

1

1.5

2

2.5

Figure A.3: Price of wheat in Europe aggregated in an index over the years
1500-1869. Using DFA (see inset) we find here that crossovers occur at roughly
8 and 25 years, neither of which correspond to peaks identified by spectral
analysis. The 8 year value identified appears to correspond to the average
time between spikes in the index value. This classic data [34] demonstrates
the difficulty in interpretation of time series analysis.

mechanisms underlying these characteristic times is unclear2, however the in-

ability to identify times that spectral studies find suggests that the significance

of the spectrally identified cycles is marginal.

A.4 Discussion

As DFA measures scaling behaviour of fluctuations instead of signal harmon-

ics, properties such as polymer relaxation time can been seen, as observed

in Fig. 4.3, despite the power spectrum not displaying any peaks [31]. This

complimentary information is a key advantage of using DFA in conjunction

with other techniques. As seen in Fig. A.1 strong harmonics can also be iden-

tified, due to the effect of the sinusoidal trend on the fluctuation calculation,

2Simply counting index spikes in the data over time intervals suggests they occur roughly
every 8 years.
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and compared with the power spectrum in finding the strongest frequency

components. Such dual identification can help reduce subjectivity and bias.

The possible ability to find higher order relaxation mode times directly from

experimental data is a particularly desirable feature, as competing methods

require assumptions and data fitting procedures [2] in order to estimate higher

order relaxation times. It must be stressed that this possibility is not well

supported, and must be considered only suggestive and more investigation is

required to establish if this possible crossover is legitimate, or simply a visual

artifact that agrees with the second order relaxation time by coincidence.

Note that previous studies [213, 221] on synthetic data found that DFA

overestimated crossovers of noisy sinusoidal time series, requiring scaling by

about exp(-0.25) in order to agree with true crossover times [213]. The scaled

polymer relaxation time of 0.93 s is within the error bounds here, however

our error is likely overestimated due to the shallow change in slope between

regimes, simply finding crossovers and estimating error “by eye” gives similar

values but with error ≈ 4× smaller, which excludes the scaled value. Inspec-

tion of Fig. A.2 suggests that the scale factor of exp(-0.25) required to find

true crossovers in Ref. [213] results from a differing methodology in selecting

the crossover. We fit in linear regions away from the crossover and find the

intersection. Due to curvature near the crossover and “overshoot” in the fluc-

tuation scaling before settling back to a linear section the crossover location

suggested visually occurs at a later time than the intercept selected crossover.

This overshoot indicates that having sufficient data on both sides of the char-

acteristic time of a harmonic is important, but can be accurately estimated

using the scaling factor determined in Ref. [213] by finding the peak of the

overshoot.

A weakness of DFA is the requirement for consistent power law scaling over

a wide range of box sizes (time windows), and significant change in scaling

behaviour, in order to establish a crossover. If processes are not characterized

by such scaling finding crossover points becomes difficult, although the shape of

the fluctuation scaling profile gives valuable information. A further weakness

is that characteristic times are found from crossovers that are raised to a
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power, equation A.1, resulting in amplification of error and limiting achievable

accuracy.

A.5 Conclusion

The use of Detrended Fluctuation Analysis to find characteristic system times

is straightforward [206]. The ability shown here to measure polymer relaxation

times from fluctuation data is a valuable addition to the existing techniques,

as it allows a robust estimate of relaxation time in experimental conditions

without the use of any free parameters or assumptions. The ability to find

oscillatory signals, akin to Fourier analysis, is useful when a small number of

dominant frequencies exist and provides information to compare with spec-

tral approaches. Extracting characteristic times of waves from water tank

data was achieved with DFA, and it was found that DFA is comparable to

Fourier approaches in finding the most significant oscillatory components. Us-

ing synthetic data demonstrates DFA can find sinusoidal signals in noise with

signal-to-noise ratios down to ≈1/8. A key difficulty in using DFA is dis-

criminating where crossovers occur. As DFA is simple to perform and can be

compared and contrasted to other approaches the technique is an useful tool

for exploratory data analysis and characterization of systems.
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Appendix B

Cleaning Process

It is important to have clean surfaces in order to obtain a consis-

tent working environment, prevent optical distortion, and reduce

the possibility of contamination of samples. All glassware and re-

lated items were cleaned prior to use, and special care was taken to

clean the microchannels before and after experiments.

Cleaning of microchips consisted of an external cleaning (isopropyl alcohol

followed by water) to ensure dust or other debris or residue would not lead to

poor optical views, followed by microchannel/electrode cleaning.

To clean microchannels a simple acid:base protocol was used, where two

water fill of resivours and channels, then (roughly 1 M) nitric acid, then NaOH

(roughly 1 M), then two more water fills. Each fill step was followed by a ≈ 5

minute “soak” of the microchip and with electrodes lowered into the resivours

and then followed by a vacuum pump out step. Finally a gentle wipe of

electrodes with wetted then dry lab tissue was done. The final dry wipe is

used in order to wick any water left between the electrode and the plastic

holding sleeve. Water was “overfilled” until water beaded up in the resivours,

to ensure that no harsh acid or base was left behind. Cleaning was done both

before and after use of the µTK.

Plastic resivours made by cutting plastic pipette tips off at the base and

epoxying the base to the glass microchip were used for longer runs, these

plastic resivours received the same cleaning protocol and when first attached

were left for a minimum of 12 hours to ensure complete setting of the quick
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dry epoxy.

Rigorous cleaning is required in order to prevent the formation of bubbles

upon fill of final working fluid, repeatability of electroosmotic flow conditions,

and post cleaning to prevent polymer dying on the inner microchannel surface

(initial solvation of dry polymer takes on the order of a day, leading to fairly

robust dried films if polymer doped solutions are left to dry on electrodes,

glass, etc.).

All glassware used was cleaned prior to use with alcohol and repeatedly

with distilled water and dried.

Occasional running flows with polymer-free solutions was performed to

allow flow to be visually checked, to ensure slow plaguing of surfaces did not

occur and to “burn off” any possible absorbed polymer films from electrodes.
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Appendix C

Microfluidic Toolkit: the µTK

Electro-osmotic experiments were undertaken with a MicraLyne

Inc. microtoolkit (µTK) apparatus. This “off the shelf” platform

electrically pumps liquids, has a microscope objective allowing vi-

sual interrogation of flows, and is controlled via provided software.

The µTK is a platform for electrokinetic microfluidics, used for driving

electrophoretic and electroosmotic flows. The apparatus consists of an high

voltage power supply that supplies a voltage (up to 6 kV) to platinum elec-

trodes located on a lowerable assembly. A microchip can be set in a machined

plexiglas holder below the electrode assembly, below which a 40X microscope

objective is positioned allowing imaging of microchannels. The optics module

consists of an epiluminescent confocal microscope allowing fluorescent excita-

tion and either visual inspection by eye or by a photomultiplier tube (PMT)1

which can be swung and held in the optical path. Removing the eyepiece

allows a camera to be attached using a custom machined connector and an

optical adaptor (camera-to-microscope).

During use the µTK was placed on an anti-vibration table to prevent me-

chanical environmental noise from affecting optical measurements.

The optical module has an internal 532 nm diode laser2, a beam splitter,

and various lenses in an enclosure. Opening the module for dusting and clean-

ing of optics has the hazard of possibly throwing the laser feedback set point

1Hamamatsu H5773-03 PMT
2Alternatively, an 635 nm laser option option existed
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Figure C.1: MicroTool Kit Optics Diagram. The MicraLyne Inc. µTK allows
optical observation either by eye piece or with a PMT.
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off, as the optical diode used to provide feedback is sensitive to position and

can be easily jarred during dismantling the optics module.

The internal laser can be either focused into an ≈ 10 µm beam waist focal

spot, or expanded to ≈ 300 µm wide beam for broad illumination of channels.

Due to dust on the expansion lens, lens imperfections, and high modulation

of the Gaussian like field use of an external laser for illumination of channels

was used for creating xt-diagrams.

The software provided allows electrode voltages to be set to a given level

for a given time duration, with the ability to set multiple steps. The internal

laser and PMT can be turned on/off, with a constant bias on the PMT. The

data collection frequency can be selected between 25 and 50 Hz (higher rates

are possible, however the PMT only outputs at 50 Hz making the higher rates

irrelevant). On turning on the laser feedback is initiated, with the precise

output power of the laser being locked-in to a level that can differ between

runs. Data can be output in a text file; an error in the software inserts blank

lines in the electrode potential value field occasionally, resulting in offset which

must be corrected with a script or by hand. Occasionally3 setting feedback on

an electrode fails and the potential will be low (positive, but near 0 V) - this

makes long multistep control programs prone to failure.

Micralyne Inc. has discontinued distribution and dedicated support of the

µTK.

3perhaps a 5 % chance
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Figure C.2: The µTK Apparatus. The µTK is a platform for electrokinetic
microfluidics. The apparatus consists of an high voltage power supply that
supplies a (software) set voltage to platinum electrodes which are located on
a lowerable assembly. A microchip is set in a machined plexiglas holder below
the electrode assembly, below which a 40X microscope objective is positioned
allowing imaging of microchannels. The optics module is an epiluminescent
confocal microscope allowing fluorescent excitation (images courtesy of Micra-
Lyne Inc.).
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Figure C.3: The µTK optics module. The observation heart of the µTK is the
epiluminescent confocal microscope which induces and captures laser induced
fluorescence detection by exciting TAMRA dye via a 532 nm laser (schematic
and image courtesy of MicraLyne Inc.).
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