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Abstract 

Facilitating trunk stability is one of the most important objectives in human balance control. This 

is especially evident in individuals with spinal cord injury (SCI) who are typically not able to 

control seated balance on their own. As a consequence of their injury, they often suffer under a 

reduction of strength and control of their trunk muscles and, hence, under reduced independence 

during daily activities. One of the top priorities for individuals with SCI is therefore to improve 

their trunk control and, consequently, quality of life. To enhance existing therapies and/or develop 

bio-inspired assistive technologies that can facilitate dynamic trunk stability in these individuals, 

a more comprehensive, quantitative understanding of the neuromechanical mechanisms of 

dynamic sitting control in non-disabled individuals is needed. The objective of this study was 

therefore twofold: (1) to quantify the effect of varying levels of seat instability as well as of visual 

information elimination on postural efficiency during continuous, multi-directional perturbations 

using a wobble board paradigm; and (2) to quantify the temporal and spatial relationship between 

muscle activity and wobble board motion during the perturbations. 15 non-disabled individuals 

were asked to sit on a wobble board inducing continuous, multi-directional perturbations and 

maintain an upright sitting posture as closely as possible. Five different hemispheres with 

decreasing diameter were attached to the bottom of the wobble board to induce five different levels 

of seat instability. Sitting tasks were performed with eyes open and eyes closed. A motion capture 

system was used to collect trunk and pelvis kinematics as well as those of the wobble board. The 

activity of fourteen major superficial trunk and upper leg muscles was recorded via an 

electromyography system. Wobble board kinematics and muscle electromyography were then 

used to characterize trunk control and stability during dynamic sitting. In a first step, 
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posturographic analyses in time and frequency domain were performed to assess postural 

proficiency. In a second step, cross-correlation analysis was applied to identify temporal and 

spatial determinants of muscle activation and, hence, reactive trunk control for the wobble board 

task. For the posturographic analyses, our findings revealed that time-domain measures were 

generally increased and frequency-domain measures generally decreased when task difficulty was 

increased. Similarly, time-domain measures were generally increased and frequency-domain 

measures generally decreased when visual information was eliminated. For the cross-correlation 

analysis, our findings indicate the existence of a relation between phasic muscle 

activation/deactivation and wobble board motion, which increased in intensity with higher levels 

of seat instability, irrespective of eye condition. Spatial features revealed that the rectus abdominis, 

erector spinae, biceps femoris, and rectus femoris muscles were correlated with anterior-posterior 

wobble board displacement, whereas the external oblique muscles were correlated with medial-

lateral wobble board displacement. Moreover, temporal features revealed that, regardless of base, 

eye condition, and wobble board displacement direction, muscle activation/deactivation preceded 

the wobble board displacement. On the one hand, the posturographic findings suggest that, by 

increasing seat instability or eliminating vision, the control effort increases and the degree of 

stability decreases. On the other hand, the cross-correlation results indicate that the dynamic 

balancing task is accomplished with significant contributions from active control mechanisms that 

originate from the central nervous system (CNS). More specifically, the spatial characterization 

suggests that the CNS modulates the phasic muscle activity levels to break the upcoming wobble 

board motion. For sagittal plane motion, this is done by increasing the effective stiffness between 

the human body and the wobble board. For frontal plane motion, further work is needed to confirm 

or dispute the use of such CNS-based stiffness control strategy. The temporal characterization 
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suggests that the CNS takes advantage of the velocity information of the body and/or wobble board 

to generate the required motor command in advance of an imminent displacement. These 

interpretations demonstrate that the performed work has made significant contributions to our 

fundamental understanding of human balance control in general and of wobble board stabilization 

more specifically. The gained knowledge may be beneficial for enhancing existing therapies and 

quantitative assessments, but also for developing bio-inspired assistive technologies that can 

facilitate trunk stability in individuals with SCI. 
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Chapter 1 

1 Introduction 

1.1 Trunk Stability in Individuals with Spinal Cord Injury 

Postural stability is defined as the ability of a system to return to an equilibrium position following 

a perturbation [1], and is achieved when the projection of the system’s center of mass (COM) is 

located within the base of support [2]. Trunk stability is one of the most critical prerequisites of 

human function and mobility, and this independent of the movement or task performed. This is not 

surprising considering that over half of the body’s mass is located above the pelvis [3]. 

Consequently, fundamental activities of daily living (ADLs) – such as sitting, standing, walking, 

and reaching – cannot be accomplished unless the trunk is being successfully stabilized [4]. In 

individuals who experience neuromuscular impairments affecting trunk control and stability, the 

consequences are oftentimes highly detrimental and can be easily recognized. For example, 

individuals who have suffered complete or incomplete spinal cord injury (SCI) between the head 

and 10th thoracic vertebra (T10) usually experience at least some degree of trunk function 

impairment [5]. As a result, affected individuals are usually not able to control seated balance on 

their own, leading to trunk muscle atrophy, reduced independence in ADLs, and, ultimately, a 

lower quality of life [6], [7].    

In order to compensate for neuromuscular deficiencies and facilitate sitting balance, individuals 

with SCI frequently tilt their pelvis further backward than non-disabled individuals, which 

increases stability in the anterior direction [8]. In addition, to artificially anchor the upper body’s 

center of mass and prevent the trunk from falling forward irrepressibly when reaching with one 

arm, they often need to hinge the other arm over the back of their chair. Using this form of 

compensation, it is literally impossible for affected individuals to perform bilateral reaching and 

grasping tasks, and larger or heavier objects have to be conveniently placed in their lap or on a 

close-by table [9]. Although such compensational sitting arrangements allow individuals with SCI 

to perform a range of upper extremity tasks during sitting, they can also cause or aggravate 
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secondary health complications such as respiratory dysfunction (reducing respiratory capacity) 

[10], [11], pressure sores [12], and kyphosis [13]–[15]. Therefore one of the highest priorities for 

individuals with SCI is to improve their trunk control [16]. In fact, in light of the described 

characteristics and consequences of impaired trunk control, it is not surprising that restoring trunk 

stability is of higher priority for individuals with SCI than restoring walking function [17] – 

highlighting the fundamental importance of trunk control in human mobility. 

1.2 Approaches for Enhancing Trunk Stability 

Several attempts have been made to improve sitting stability in individuals with SCI during 

functional upper extremity tasks such as reaching and grasping. Customizing the configurations of 

the wheelchair itself by changing its inclination angle [18], attaching footrests or chest straps [19], 

[20], or making use of novel seat cushions [21] have been shown to improve sitting stability for 

individuals with SCI. One limitation of these passive modifications is, however, that they: (1) 

support the trunk solely in the anterior direction; and (2) do not take dynamic demands into 

account that depend on the particular functional and/or environmental context. As a consequence, 

the ability to stabilize the trunk in the medial-lateral and posterior directions – as required, for 

example, during a bus ride – and to dynamically regulate such stability is oftentimes still 

compromised when using these solutions. 

In this light, recent developments suggest that neuroprostheses utilizing functional electrical 

stimulation (FES) may be able to facilitate or restore trunk stability during sitting, standing, and 

other tasks involving postural control. FES is an electromechanical technique delivering pre-

programmed (open-loop) or feedback-based (closed-loop) trains of short electrical pulses to 

specific muscles that contract to facilitate a desired posture or movement by generating the 

required forces and/or torques. To accomplish this objective, three different types of FES systems 

– or neuroprostheses – can be used: Implantable FES systems, percutaneous FES systems, and 

transcutaneous FES systems. Implantable FES systems are the most invasive option as the 

stimulator and electrodes need to be implanted in the body via surgery [22], [23]. Percutaneous 

FES systems are less invasive, but still require the stimulation electrodes to penetrate the user’s 

skin to allow fixation to the muscles of interest [23], [24]. Transcutaneous FES systems are the 



 

3 

 

only non-invasive option for which the stimulation electrodes are placed above the muscles of 

interest on the surface of the skin [23], [25]. Since the electrodes for transcutaneous FES systems 

can be removed easily, they are suitable for many assistive and rehabilitative applications [9]. 

Using transcutaneous FES systems in open- or closed-loop control schemes, functions such as 

grasping and reaching have been shown to be restorable in individuals with SCI that present with 

a range of injury severities [26]. Preliminary results indicate that FES has the potential to also 

assist in the completion of more complex tasks such as sitting, standing, and walking (e.g., [27]–

[29]). These tasks, however, have larger gravitational compensation demands, calling for higher 

overall stimulation intensities that accelerate the onset of muscle fatigue [30] and increase the risk 

of malfunction of the given FES system [28]. In addition, such postural and mobility tasks require 

the many involved muscles to be contracted synergistically, adhering to well-defined spatial and 

temporal activation patterns. 

For seated trunk stability, a solution to the first challenge – the reduction or prevention of FES-

induced muscle fatigue – is to apply low-intensity, open-loop FES, which has been suggested to 

facilitate fatigue-resistant static trunk stability by increasing overall trunk stiffness and damping 

[27]. Such low-intensity, or base level of FES can then be paired with intermittent, closed-loop 

FES that ensures dynamic trunk stability as needed for the completion of many ADLs. To define 

the required spatial and temporal muscle activation patterns – the second challenge for seated trunk 

stability – one approach is to mimic trunk muscle activation patterns that non-disabled individuals 

use to regulate trunk stability. The use of such bio-inspired, closed-loop stimulation schemes 

promises to not only generate natural movements and postures, but also to minimize energy 

expenditure and, hence, muscle fatigue during sitting. 

1.3 Thesis Objectives 

To improve trunk stability during sitting and, consequently, functional independence of individuals 

with SCI, more advanced, active approaches are needed that enhance stability not only in the 

anterior, but also in the posterior and medial-lateral directions. One potential solution is to use 

transcutaneous FES that combines a low-intensity, open-loop FES component (increasing trunk 
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stiffness and damping) with a bio-inspired, closed-loop FES component (rejecting postural 

disturbances and facilitating functional tasks). However, to realize a bio-inspired FES component 

that mimics healthy trunk stabilization during dynamic sitting while minimizing the occurrence of 

muscle fatigue, a more comprehensive understanding of the relation between muscle activity and 

multi-directional trunk motion during healthy, reactive balance control is needed. 

Based on these considerations, the overall goal of this research project was to obtain a more 

comprehensive, quantitative understanding of the neuromechanical mechanisms of dynamic sitting 

control during continuous multi-directional perturbations. Using a wobble board paradigm that 

induces continuous tilt perturbations about the continuum of horizontal axes, specific operational 

objectives were to quantify: (1) the effect of varying levels of wobble board instability on postural 

proficiency; (2) the effect of visual information on postural proficiency; (3) spatial determinants 

of trunk muscle activation; and (4) temporal determinants of trunk muscle activation. For the 

utilized unstable sitting paradigm, postural proficiency was assessed using a range of kinematic 

measures obtained from the wobble board kinematics. Future work will design closed-loop FES 

control schemes that can elicit muscle activation patterns as well as wobble board and trunk 

kinematics that mimic those obtained in the present study. For this purpose, principals of classical 

control (as in [31]) and system identification (as in [32]) will be applied. 

1.4 Organization of the Thesis 

Chapter 2 presents reviews of the literature that are relevant to this thesis: a review of trunk stability 

studies; an overview of electromyography in trunk and upper leg muscles; an overview of 

kinematic models and kinematic analysis using motion capture systems; and a review of wobble 

board studies. Chapter 3 describes the preliminary studies conducted to: (1) validate the time 

synchronization procedure, and (2) determine the most adequate “activation exercise” for eliciting 

maximum voluntary contractions of a given muscle. Chapter 4 describes the experiment conducted 

(i.e., material and methods, wobble board tasks, and analyses). Chapter 5 presents the results and 

findings. Chapter 6 discusses the results and the limitation of this study. Chapter 7 summarizes the 

findings and provides concluding remarks and recommendations for future work. 
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Chapter 2 

2 Literature Review 

2.1 Trunk Stability and Instability 

2.1.1 Introduction 

When stabilizing the trunk during functional activities such as sitting, standing, or reaching, the 

central nervous system (CNS) primarily applies two postural strategies [33], [34]: Anticipatory 

postural adjustments (APAs) and compensatory postural adjustments (CPAs). On the one hand, 

APAs activate the trunk and leg muscles prior to an external or self-induced disturbance (such as 

leaning for the purpose of reaching an object) to prepare the body for upcoming, predictable 

perturbations [35]. Note that these APAs oftentimes imply co-contraction of antagonist muscles, 

which presumably increases the stiffness of the upper body [16], [27] and further stabilizes its 

COM location. On the other hand, CPAs act following a disturbance and are used to return the 

upper body to the upright equilibrium position based on the rich information provided by sensory 

modalities including vision and proprioception [34], [36]. This sensory drive initiates the CPAs, 

which are accomplished via short-latency automatic postural responses [37] that are fine-tuned via 

long-latency, feedback-based responses [37]. 

Both APAs and CPAs are neurally-driven – or active – control mechanisms that, as described 

earlier, originate in the central nervous system. They are complemented by biomechanical – or 

passive – control mechanisms that take advantage of intraabdominal pressure [38], [39] and 

intrinsic mechanical properties of the spine, joints, and tissue [40], [41] to increase the overall 

stiffness and damping of the system [16], [27]. Since this research study is focused on spatial and 

temporal determinants of trunk muscle activation during unstable sitting, the literature review will 

primarily focus on active mechanisms of trunk control and particularly on the trunk muscles 

involved in trunk stabilization. 
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2.1.2 Muscles Involved in Trunk Stabilization 

It is well known that the large and superficial trunk muscles whose activity can be measured via 

surface electromyography (see Section 2.2) can be broadly categorized into trunk flexors and trunk 

extensors. Among the trunk flexors, the rectus abdominis muscle (RA) [42]–[45] as well as the 

internal and external oblique muscles (IO & ExO) [42]–[47] have been found to play an important 

role in trunk stabilization. On the one hand, RA contractions cause the trunk to flex (e.g., when 

bending down to pick something up from the ground) or to resist posterior trunk displacements 

(e.g., during sudden forward accelerations) [48]. On the other hand, IO and ExO contractions allow 

an individual to bend in both lateral and anterior directions (e.g., during diagonal reaching) as well 

as to axially rotate to one of the two body sides (e.g., when grasping the seatbelt prior to buckling 

up in a car) [48]. Among the trunk extensors, the erector spinae muscle (ES) has been found to 

significantly contribute to trunk stabilization [48], which is not surprising considering that it spans 

the entire length of the back. ES consists of three groups of muscles called the longissimus, 

spinalis, and iliocostalis muscles [48], which are used to stabilize the trunk against continuous 

gravitational forces that intrinsically rotate the trunk forward due to the anterior location of the 

trunk’s COM [49], [50]. Moreover, these muscle groups have been shown to also act differentially 

and synergistically to resist forward trunk displacements, e.g., during a sudden stop when sitting 

on a bus [51]–[53]. In this context, it is important to note that, in individuals with SCI, paralysis 

of the left and right ES is highly detrimental as they lose their ability to compensate for gravity, 

which is a prerequisite for executing many functional activities during sitting [54]. 

In addition to the trunk flexors and trunk extensors described above, there are several other large 

superficial muscles that directly or indirectly contribute to trunk stability. While the latissimus 

dorsi muscle (LD) – a larger, flat muscle on the dorsolateral side of the trunk – is primarily 

responsible for arm and shoulder movement [48], it also contributes to lateral flexion and extension 

of the lower trunk [48]. Finally, the biceps femoris (BF) and rectus femoris (RF) – two of the 

primary actors in the upper leg – stabilize the pelvis via hip extension [55]–[58] and hip flexion 

[55], [57], [59]–[61], respectively, indirectly promoting trunk stabilization as well. 
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2.1.3 Trunk Stability in Non-Disabled Individuals 

Numerous studies have investigated neuromuscular mechanisms that contribute to human trunk 

stabilization. For example, recent work has characterized the role of anticipation in trunk muscle 

activation and trunk stabilization [62], which relates to the previously described APAs. In addition, 

researchers have studied the effect of fatigue on spinal stability [63], whereas others have 

quantified the contribution of trunk and/or spinal stiffness to trunk stabilization [16], [27], [64], 

[65]. Furthermore, driven by the alarming number of individuals being affect by low back pain 

(LBP), the use of exercises in the prevention or treatment of this impairment has been studied [46], 

[64]–[74]. In the immediate context of the described thesis work, many studies have also reported 

on neuromuscular mechanisms underlying trunk loading [46], [64]–[66], [68]–[70], [73]–[75]  and 

functional tasks involving the trunk, including reaching [21], [19], [76], rotating [77]–[81], 

pointing [82], lifting [77], [83]–[85], hand loading [62], [86]–[88], balancing on a wobble board 

[89]–[96], and performing stability exercises [71], [72], [97]–[103].  

In most human trunk studies, the trunk was perturbed using different methodologies. The 

perturbation could be applied to the participant’s body externally (i.e., representing an external 

perturbation), using a perturbation platform, a cable or a pulley system  [46], [63]–[65], [69], [95], 

or  could be self-initiated (i.e., representing an intrinsic perturbation), using, for example, voluntary 

motion or a posture-challenging environment such as a wobble board [93], [94], [96], [104]–[107].  

2.1.4 Trunk Instability in Individuals with Spinal Cord Injury 

As mentioned earlier, facilitating trunk stability is one of the most important objectives in postural 

control, allowing humans to set the stage for successful completion of many ADLs [4]. The critical 

role of trunk stability is especially evident in individuals with SCI who are frequently not able to 

control seated balance, which, in turn, compromises their independence in many everyday 

situations [5], [7]. The inability to control seated balance is caused by the fact that affected 

individuals lose complete or partial control over their trunk muscles. Such active control, however, 

is critical considering the previously described role of especially the ES – to counteract the so-

called gravity toppling torque of the upper body during sitting. 
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Two factors associated with SCI have a significant influence on the degree of trunk control 

impairment affected individuals experience: the severity and level of the injury. The severity of 

injury can be broadly categorized into complete and incomplete SCI [108]. On the one hand, 

complete SCI is characterized by (close to) complete loss of neural connectivity between the 

central and peripheral nervous systems, resulting in a (close to) complete loss of controllability of 

the muscles below the site of injury [109]. On the other hand, incomplete SCI results in only a 

partial loss of that connectivity, allowing a certain, yet variable degree of controllability of the 

muscles below the site of injury [109], [110]. In addition to SCI severity, also the level of injury 

plays an important role in trunk instability, with especially those individuals affected by an injury 

between the head and the 10th thoracic vertebra experiencing difficulties with maintaining seated 

balance [6], [21]. 

As a direct consequence of their inability to adequately stabilize the trunk, individuals with SCI 

use non-postural muscles including the neck and shoulder muscles to facilitate compensatory 

movements or postures that allow them to maintain their balance during sitting and wheeling [91] 

. To reach an object in front of them, they usually put one arm over the back of the wheelchair to 

ensure the necessary forces to prevent the body from moving forward uncontrollably [9]. In 

addition, they tilt their pelvis backward as described earlier, resulting in a posterior shift of the 

body’s COM and an increase in overall trunk stability [111]. 

It is important to note that trunk instability and the utilized compensatory strategies can lead to 

health complications such as pressure sores [16], shoulder pain [14], kyphosis [13], and respiratory 

dysfunction reducing respiratory capacity [16]. Primary causes of these secondary consequences 

include a suboptimal spine posture during sitting, an unequal weight distribution on the seat 

cushion and back rest [9] as well as non-physiological use of intact muscles and joints (e.g., in the 

shoulder) required for compensatory movements [6], [112], [113]. Due to both the functional and 

secondary health implications of trunk instability, it is not surprising that recovering trunk stability 

is one of the highest priorities for individuals with SCI [17]. 

Several attempts have been made to improve sitting stability in individuals with SCI during upright 

– or quiet – sitting, wheeling, and reaching. Customizing the configurations of the wheelchair such 
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as using different types of seat cushions [21], using footrests or chest straps are some of the ways 

to improve sitting stability in individuals with SCI [114]. As mentioned earlier, these modifications 

have been shown, however, to only passively increase sitting stability in individuals with SCI, and 

this in the anterior direction only. 

2.2 Electromyography 

2.2.1 Introduction  

A motor unit, the smallest functional unit of muscle, consists of a motoneuron and a group of 

individual muscle fibers innervated by it [115]. The number of muscle fibers within each unit can 

vary, ranging from 3 to 2000 [115]. When an impulse reaches the neuromuscular junction, a 

synapse between the motoneuron and muscle fibers, motoneurons release a neurotransmitter called 

acetylcholine [116]. Acetylcholine then binds to its receptors on the muscle fibers; as a result, the 

electro-chemical balance of the muscle fiber membranes changes, which triggers a muscle fiber 

action potential that spreads along the muscle fiber [116]. An electromyogram (EMG) represents 

the summation of motor unit action potentials that can be detected via electrodes [117]. The 

underlying technique that is used to measure EMG signals and determine overall levels of muscle 

activity is called electromyography [115]. 

Two different types of electrodes can be used to measure EMG signals: surface and indwelling 

electrodes. Surface electrodes, non-invasive and relatively inexpensive [118], can be attached 

above the targeted muscle [1] and used to record EMG activities from the skin surface overlying 

superficial muscles [119], [120]. Indwelling electrodes can be inserted into the muscles [115]; 

therefore, they are more suitable when studying deep muscles [119]. They can also be used when 

the potential for measuring a signal from nearby muscles, known as cross-talk, is high [118]. These 

electrodes are more expensive, invasive, and may cause pain [118].  

The location of electrodes, which are generally placed over the belly of the muscle [119], can be 

different for each study. By aligning the direction of the EMG electrodes with that of the muscle 

fibers, the EMG electrodes provide the best signal to noise ratio [52]. The reference or ground 
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electrode, usually placed over a bony prominence [119], is used to eliminate environmental 

electrical noise [121].  

After choosing the location of electrodes, skin preparation is needed to reduce the impedance at 

the electrode-skin interface [3]. Based on Ohm’s law, in a circuit, impedance is the resistance to 

current flow and is directly proportional to the voltage [122]. Impedance consistency is an issue in 

measuring muscles activity [121]. Therefore, minimizing the EMG voltage variability caused by 

superficial skin resistance is important. To alleviate this effect, skin preparation is usually 

employed, which results in minimizing the EMG voltage variations that is not due to muscle 

activity [3]. There are different techniques for preparing the skin: shaving [123], using sandpaper 

[123], cleaning with ethanol [123], or cleaning with alcohol [123].  

2.2.2 EMG Signal Processing 

The raw signals that are collected from the muscles are often processed to determine the level of 

muscle activity, to quantify muscle activation profiles, and/or to detect muscle activation onsets 

[124]. A series of processing steps can be applied to the raw signals to reduce any undesired 

variability [125]. 

In the first step, any direct current components are removed to reduce equipment noise in form of 

constant voltage shifts. An optional high-pass filter [68], [117], [126]–[128] or band-pass filter 

[129]–[134] can be used to reduce the effects of cross-talk, heart rate, and/or low-frequency motion 

artifacts. Note that bandpass filters include a low-pass filter and a high-pass filter [130]. The cutoff 

frequency of high-pass and band-pass filters varies from study to study. High-pass filters have 

been using cut-off frequencies of 10 Hz [126], [127], 30 Hz [68], [127], 60 Hz [127], and 50 Hz 

[126], whereas band-pass filters have been using frequency ranges of 20-500 Hz [135], 8-300 Hz 

[136], 20-450 Hz [137], 5-490 Hz [138], and 25-500 Hz [129]. EMG signals are then full-wave 

rectified [120], [139]. 

The next step in EMG signal processing is to use a smoothing procedure for estimating EMG 

amplitude and, hence, the level of muscle activation [127]. The most commonly used methods for 

smoothing and creating a linear envelope are root-mean-square (RMS) processing [131], [132], 



 

11 

 

mean-absolute-value (MAV) processing and low-pass filtering [124], [127], [131] (such as via a 

low-pass Butterworth filter at 500 Hz [130], 2 Hz [134], 2.5Hz [46], [140] or 6 Hz [47], [141]). 

Note that a time window needs to be defined when calculating RMS (over 50 ms [131], [142] or 

1000 ms [132]) and MAV (over 100-200 ms [143], [144]).  

In addition to smoothing the EMG signals, they are oftentimes normalized. EMG is a highly 

variable signal, with its magnitude being affected by many different factors such as the thickness 

of subcutaneous tissue, electrode size and placement, skin impedance, and temperature [145]. To 

eliminate such factors [146], [147] and reduce variability, a normalization procedure is used that 

enhances the reliability of the EMG signals [123]. The normalization technique quantifies muscle 

activity as a percentage of a reference EMG value recorded during an exercise that qualifies as a 

reference test [124], [143], [147], [148]. EMG normalization allows for comparison to be made 

between participants, muscles, days, or studies [124], [143], [147]. Among many different methods 

to normalize EMG signals, the maximum voluntary contraction (MVC) and sub-maximal 

voluntary contraction (sub-MVC) tests are the most common [45], [119], [123], [146], [148]. For 

both methods and each muscle being studied, the participants perform a set of MVC exercises. For 

the MVC method, the maximum value of the EMG signal collected during the MVC exercises is 

used, in one way or another (see below), in the process of normalization [40], [41]. However, for 

the sub-MVC method, different percentages of the MVC value are used as target levels for the 

sub-MVC trials [78], and the maximum value of the EMG signal recorded during the sub-MVC 

trials is used, in one way or another (see below), for normalization. 

For eliciting MVCs from each muscle being studied, one or more exercises are performed [143]. 

The resistance required to elicit MVCs is applied by either a researcher manually or a machine 

such as a dynamometer [70], [78], [151]. In contrast to sub-MVC normalization, MVC 

normalization has the advantage of having a physiological meaning since the level of muscle 

activity is expressed relative to its maximum [147], [148]. However, since the MVC method can 

be mostly used in healthy study participants who are able to perform respective MVC exercises, it 

also has some disadvantages. Eliciting MVCs in individuals who experience pain or in the elderly 

is not always feasible [124], [146], [147]. Therefore, for comparing two groups of study 

participants for which the MVC method does not yield reliable results, the sub-MVC method (see 
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below) or other methods are used [146]. For example, some studies show that individuals with low 

back pain have lower MVC values than healthy individuals [152], [153]. Moreover, fatigue [154] 

and a lack of motivation have been shown to potentially affect the MVC results [119], [124]. It 

should also be noted that performing MVC exercises can be very time-consuming and that 

acquiring MVCs may not be anatomically possible for some muscles as nearby muscles or other 

anatomical structures may prevent maximum contractions [139].  

In case the MVC method is appropriate and chosen for normalization, normalization values are 

calculated after performing MVC exercises. For quantifying muscle activity levels, all EMG 

signals are normalized based on the value selected for normalization [124], [147], [148]. Different 

methods can be used for calculating this value: the root mean square over a specific time period 

[155]–[158], the peak amplitude [159], [160], a moving average window [145], the average of the 

signal over a fixed window, centered at the peak [161]–[163]. 

The sub-MVC method is another commonly used method to normalize EMG signals. One of the 

concerns regarding the previously described MVC technique is the reliability of EMG data. 

Motivated by this limitation, a recent study has compared the MVC and sub-MVC techniques, 

suggesting that, for normalization purposes, the sub-MVC method is more reliable [146]. In this 

context, it has also been shown that the sub-MVC method can be used to evaluate low levels of 

muscle activity with greater sensitivity [44], [119], [164]. However, establishing equivalent sub-

maximal loads – as needed for the sub-MVC method – may be difficult [123]. 

In addition to the previously described steps in EMG processing, it is also sometimes necessary to 

determine the onset of muscle activity. Among different techniques used for this purpose, two 

methods are most common: (1) Visual onset detection [76], [165]: the onset of EMG activity is 

determined by an experienced analyst, or operator. This method is highly dependent on the 

expertise of the operator and is considered to provide highly accurate onset estimates [165]–[167]. 

However, this method is very time-consuming as the analyst has to investigate each EMG 

recording separately [166]. In addition, several researchers have criticized this method for its 

subjectivity and poor reproducibility [166]. (2) Computer-based onset detection [168]: single or 

double threshold criteria in algorithm-based methods can be used. The single threshold algorithm 
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involves identification of the point in time where the processed EMG signal deviates from the 

average baseline signal by a specified number of standard deviations [166], [167], [169]. The 

double threshold method detects onset when at least 𝑟0 out of m consecutive samples exceed the 

threshold used in the single threshold method. The additional parameters (𝑟0 and m) used in the 

double threshold method allow for a more robust detection of onsets [170], [171]. Two different 

types of error can occur in algorithm-based methods [167]: Type I error occurs when the threshold 

is low and factual inactivity of muscle is identified as muscle activity [167]. Type II error occurs 

when the utilized threshold method fails to identify the onset of factual muscle activity [167]. The 

double threshold method minimizes the occurrence of Type I errors [166]. 

2.2.3 Issues with Surface EMG Recordings 

There are different factors that can affect the recording and analysis of EMG signals. Physical, 

anatomical, and/or geometrical factors of the tested individual can affect the amount of noise in 

EMG signals [120], [172]. In addition, noise artifacts from the EMG collection system itself, 

including wires, electrodes, and amplifiers, can affect the recordings of EMG muscle activities 

[173], [172]. These artifacts are oftentimes eliminated or minimized using post-recording (offline) 

signal processing techniques (such as low-pass filtering etc. [46], [140], [174]). Finally, when 

recording the activity of trunk muscles, electrical cross-talk from the heart is a major concern in 

light of the heart’s vicinity to several trunk muscles [172], [175]. 

2.3 Human Motion Capture 

2.3.1 Introduction 

Human movement analysis aims to produce quantitative information that can be used to assess and 

analyze the movements of the human musculoskeletal system [3]. This information is oftentimes 

associated with body kinematics, which are used to describe the relative movements between 

adjacent body parts, or segments [3]. Dependent on the task or movement being studied, this form 

of analysis may consider all segments of the body or a certain subset of body segments. The first 

step in using this method is to capture the three-dimensional (3D) movements of each body 
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segment. In a second step, the collected data is used to calculate kinematic variables such as linear 

displacements and velocities or angular displacements, velocities, and accelerations [3]. 

Various techniques can be used to measure the 3D movements of the body segments of interest: 

electromagnetic tracking systems [176]–[178], stereoradiography [179], optoelectronic 

stereophotogrammetry [180], [181], wearable inertial measurement units (IMUs) [182]–[187], and 

markerless motion capture systems [188]–[190]. Among these techniques, stereophotogrammetry 

is still considered the gold-standard and remains the most commonly used in fundamental scientific 

research [181]. 

2.3.2 Stereophotogrammetric Systems  

An optoelectronic stereophotogrammetric system is used to reconstruct 3D landmark coordinates 

from radiographs [191], [192], photographs [193], or video images [194]. Video-based 

optoelectronic systems, also called motion capture systems, are the most popular systems in human 

movement analysis since they are less expensive and more time efficient than other established 

techniques [195]. It should be noted at this point that new emerging techniques such as IMU-based 

and markerless systems are gaining more and more attention, especially due to their lower cost 

and enhanced ease-of-use [182], [189], [196]. However, their accuracy and reliability do not yet 

meet those of gold-standard motion capture systems [190], [196], [197]. 

When using video-based optoelectronic systems, a minimum of three markers are placed on the 

skin above each segment of interest, and their instantaneous 3D positions are measured [181]. For 

the purpose of capturing multi-body kinematics, each set of markers is assumed to represent a rigid 

portion of the human body. Note that, in many cases, a fourth marker is added to a given segment 

[31], [180], [198], increasing the robustness of the acquired data, e.g., when losing points or 

segments of data due to marker occlusion (see below).  

The markers that are used in motion capture systems can be either retroreflective (passive) or light-

emitting (active) [195]. On the one hand, retroreflective passive markers are illuminated by 

infrared light generated via an array of light-emitting diodes (LEDs) mounted around the lens of 

each stationary camera [199], [200]. Pattern recognition software or dedicated hardware circuits 
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are then used to recognize the passive markers in the video frames [199], [200]. On the other hand, 

active markers emit LED light themselves, with the system being able to automatically detect each 

marker by virtue of the markers’ sequential pulse timing [195]. The absence of batteries, wires, 

and pulsing circuitry on the body of study participants is an advantage of passive marker systems; 

however, higher possible sampling rates and accuracy in detecting 3D marker locations are 

advantages of active marker systems [195], [201].  

2.3.3 Kinematic Data Acquisition and Processing 

Independent of the system used, kinematic data are captured by attaching markers onto body 

segments and recording the markers’ movement [202]. Markers are placed individually 

(anatomical markers), usually on bony landmarks [31], [203]–[206], or in clusters of at least three 

markers (e.g., on cluster plates) [31], [207]. The location and type of markers vary widely from 

study to study [22]–[29]. Each marker must be seen by at least two cameras simultaneously for 

reconstructing the movement of different body segments [209]. During the experiment, markers 

may be obscured from camera views because of body movements such as arm swinging and 

participant rotation; therefore, using more than two cameras is recommended [209].  

In general, kinematic variables can describe the movements of different body segments that took 

place during an experiment [9] and can be obtained mathematically using a kinematic model. This 

model consists of a chain of segments and can vary from study to study [31], [203], [204], [206], 

[207]. In the context of the human trunk, the simplest kinematic model consists of a single trunk 

segment, i.e., of all the body parts between the base of the neck and the hip except the upper limbs 

[180], when treated as a single rigid body. This model considers the angles of the entire trunk with 

respect to the hip [198], [205]. While the advantage of using such model is that only 3 to 4 markers 

are needed to measure overall trunk movement, it implies that relative motion between different 

levels of the trunk is ignored [210]. More complex kinematic models divide the trunk into two 

[181], [211] or more segments [212], [213]. By increasing the number of trunk segments, the 

accuracy of reconstructing actual trunk motion is increased [181], [212], [213]. However, as a 

trunk model increases in complexity, also the computational cost increases. In contrast to the trunk, 
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the pelvis is generally treated as a single rigid body or segment. Nevertheless, the location of 

utilized landmarks can still vary from study to study [206], [208], [214].  

The location of the segment under analysis can be referenced with respect to either a local or global 

coordinate system [3]. The global coordinate system is defined based on the movement analysis 

laboratory, whereas the local coordinate system, for each segment, is defined using the 

instantaneous positions of the markers placed on the segment [3]. To define a local coordinate 

system, the instantaneous 3D positions of the markers are first captured with respect to the global 

coordinate system. Associated position vectors d1, d2, and d3 of the markers in the global 

coordinate system are shown in Figure 1.  
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Figure 1. The position vectors of the markers ( d1, d2, and d3 ) in the global coordinate system (Xg, Yg, Zg) 

that are used to define the local coordinate system (Xl, Yl, Zl). 

 

Using the definitions in Figure 1 above, the local coordinate system is then defined using the 

following calculation: 

 

Xl =
d3−d1

‖d3−d1‖
  ,  y′ =

d2−d1

‖d2−d1‖
  ,  Zl = Xl × y′, Yl = Zl × Xl   (Eq. 1)  

To describe the orientation and position of a given segment, we apply a coordinate transformation 

via the following equation: 

P
g

= R1P + O
gg

                                                             (Eq. 2) 

where 

R1
g

= [

cosθxgx1
cosθxgy1

cosθxgz1

cosθygx1
cosθygy1

cosθygz1

cosθzgx1
cosθzgy1

cosθzgz1

]                                               (Eq. 3)  

𝐗 𝐠 

𝐘 𝐠 𝐙 𝐠 

Markers 

d1 
d2 

d3 

d2- d1 

𝐗 𝐥 

𝐘 𝐥 𝐙 𝐥 



 

18 

 

 

is referred to as the rotation matrix defining the orientation of the local coordinate system relative 

to the global coordinate system. P and P
g

 are the position vectors of the segment under analysis 

relative to the local and global coordinate systems, respectively. O
g

 is the position vector of the 

origin of the local coordinate system relative to the global coordinate system and, hence, defines 

the position of the local coordinate system relative to the global coordinate system [181]. 

Extracting the 3D angles – flexion/extension, lateral bending and axial rotation in the case of the 

trunk – from the rotation matrix is often of interest [215]. The rotation matrix, derived from the 

orientation of the local coordinate system relative to the global coordinate system, can also be 

obtained by an ordered rotation sequence about the axes of a fixed (i.e., nonmoving) or a moving 

coordinate system [216]. The rotation could be either performed about three different axes (e.g., 

X, Y, Z), called Carden sequence, or about the same axis more than once (e.g., Z, Y, Z), called 

Euler sequence [216]. One possible way to then derive the rotation matrix, e.g., between {A} and 

{B}, is to first rotate {B} about the fixed ZA axis by an angle Ɣ, then about the fixed YA axis by an 

angle β, and finally about the fixed XA axis by an angle of α [215]. This set of rotations around the 

fixed axes, shown in Figure 2 (from left to right), can be used to isolate the 3D angles between the 

two coordinate systems. 
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Figure 2. To obtain the rotation matrix between coordinate systems {A} and {B}, a set of rotations around 

the fixed axes can be performed. Rotations are performed in the order of RZ(Ɣ), RY(β), RX(α). 

 

The corresponding rotation matrix is: 

RZYX(Ɣ, β, α ) = RXRYRZ 

= [
1 0 0
0 cosα −sinα
0 sinα cosα

] [
cosβ 0 sinβ

0 1 0
−sinβ 0 cosβ

] [
cosƔ −sinƔ 0
sinƔ cosƔ 0

0 0 1
]                                   (Eq. 4)  

Multiplying out, we obtain: 

RZYX(Ɣ, β, α ) 

= [

cosβcosƔ −cosβsinƔ sinβ
sinαsinβcosƔ + cosαsinƔ −sinαsinβsinƔ + cosαcosƔ −sinαcosβ

−cosαsinβcosƔ + sinαsinƔ cosαsinβsinƔ + sinαcosƔ cosαcosβ
]          (Eq. 5)  
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Let 

RZYX(Ɣ, β, α ) = [

r11 r12 r13

r21 r22 r23

r31 r32 r33

]                                               (Eq. 6) 

Then, the angles (Ɣ, β, α ) can be derived as: 

β = Atan2(r13, √r23
2 + r33

2 ) 

          α =  Atan2(−r23/cosβ,  r33/cosβ)                                              (Eq. 7)  

        Ɣ =  Atan2(−r12/cosβ, r11/cosβ) 

where Atan2(y, x) computes tan−1(y/x), but uses the signs of both x and y to determine in which 

quadrant the angle falls [215].  

2.3.4 Limitations of Stereophotogrammetric Systems 

There are various types of errors that can affect photogrammetric measurements: instrumental 

errors [195], [217], soft tissue artifacts [218], and anatomical landmark displacement errors [219]. 

Instrumental errors can be further classified as either random or systematic errors [12]. On the one 

hand, random errors may be due to marker flickering and/or electronic noise [195], [209]. On the 

other hand, systematic errors may occur due to improper lens and camera assembly or 

photogrammetric calibration inaccuracies [195]. Note that camera calibrations determine the 

optical and geometric characteristics of the cameras as well as the orientation and position of the 

camera frame with respect to a certain laboratory frame [195]. 

Errors originating at the interface between the bony segment of interest and the motion capture 

marker are classified as anatomical landmark displacement errors [219] as well as soft tissue 

artifacts [218]. The identification of anatomical landmarks depends on the level of expertise of the 

researcher, the palpation procedure, and the shape of the anatomical markers [220], [221]. The 

latter error, soft tissue artifacts, may occur due to skin movement or deformation during body 
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motion. Common direct causes of such soft tissue artifacts are muscle contractions and/or skin 

sliding, which happens mainly in areas that are closer to the joints [218]. 

2.4 Wobble Board Studies 

Several studies have employed a wobble chair, or wobble board, as a tool to investigate balance 

control of the trunk in response to perturbations during unstable sitting [89], [90], [92]–[96], [104]–

[107], [222]–[236]. In some of these studies, the wobble board had been restricted to swing in the 

sagittal and/or frontal plane only [89], [90], [92], [95], [222], [225], [227], [230], [232]. The 

swinging mechanism was provided by attaching a hemisphere to the bottom of the board [93], 

[94], [96], [104]–[107], [222]–[224], [228], [230]–[233], [236] or using a low-friction ball and 

socket joints [89], [90], [92], [95], [225]–[227], [229], [234], [235]. Task difficulty was also 

modulated by decreasing the diameter of the hemisphere attached to the bottom of the seat [94], 

[105], [228], changing the height of the seat [104], or changing the position of the springs [229], 

[233]–[235]. In addition, a foot rest, to limit the influence of lower extremities [89], [90], [92]–

[96], [104], [105], [107], [222]–[227], [230]–[232], [236] and/or a safety bar, to grasp in case of 

balance loss [92]–[94], [96], [105], [107], [222]–[224], [226], [230]–[232], [236] may have been 

used. Finally, three types of measures were used to quantify postural proficiency: (1) center of 

pressure (COP) measures obtained via a force plate attached underneath the wobble board [93], 

[94], [96], [104], [105], [107]; (2) trunk kinematics measures obtained via a motion capture system 

[90], [92], [93], [106], [225], [229]; and/or (3) wobble board kinematics measures obtained via a 

motion capture system [90], [92], [225], [229]. 

Using these wobble board paradigms, a number of research questions were investigated. Trunk 

motor control strategy differences between individuals with LBP and non-disabled participants 

have been explored in several studies [89], [90], [92], [93], [96], [105]–[107], [225], [226], [232], 

[236]. While Van Dieen et al. [107] found no significant postural sway differences between these 

two groups, Van Daele et al. [106] reported a higher postural sway in individuals with LBP when 

compared to non-disabled individuals. Freddolini et al. [225] also compared kinematics of the 

trunk and hip between the two populations. Their results suggest that individuals with LBP show 

increased hip joint motion and decreased spine motion, which may be a compensatory strategy to 
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reduce the risk of further injury and/or pain. Furthermore, in another study [90], they investigated 

the activity of the trunk muscles during unstable sitting. They found that co-contraction (i.e., the 

simultaneous activation of agonist and antagonist muscles) increased in individuals with LBP 

compared to non-disabled individuals. Willigenburg et al. [93] assessed trunk control by 

measuring COP, trunk kinematics, and trunk muscle EMG in non-disabled individuals and those 

with LBP, revealing differences in muscle activation between the two groups. Furthermore, they 

found that the LBP group exhibited larger thoraco-lumbar movements than the non-disabled 

individuals. Lariviere et al. [92] investigated the effect of sex in non-disabled individuals and those 

with LBP, finding that females utilized different movement patterns to achieve a similar 

performance as males.       

The reliability of COP, trunk, or wobble board kinematics measures during unstable sitting have 

been investigated in several studies [223], [226], [227]. Lee and Granta [227] investigated the 

reliability of wobble board kinematics measures in non-disabled participants, suggesting eight 30-

second trials to achieve acceptable reliability results. Lariviere et al. [226] also assessed the 

reliability of the COP and wobble board kinematics measures in non-disabled individuals and those 

with LBP. They suggested that three 60-second trials are required to obtain the desired reliability. 

Moreover, Barbado et al. [223] investigated the reliability of COP and kinematic parameters and 

a potential learning effect, reporting that the reliability improved when the average or best outcome 

of multiple trials were used. Moreover, they suggested that a practice session should be performed 

to get familiar with the wobble board and to overcome learning effects.  

Several studies have also examined the effect of sensory manipulations, i.e., of the visual, 

vestibular, and proprioceptive sensory systems, on trunk control during unstable sitting [96], [104], 

[105], [222], [231]. Andreopoulou et al. [222] investigated the effect of visual (eyes open/closed), 

vestibular (with or without galvanic vestibular stimulation), and proprioceptive (with or without 

muscle-tendon vibration) systems during unstable sitting. Their results suggest that postural sway 

increased with the lack of visual and/or vestibular inputs during stable sitting and more so during 

unstable sitting. They also found that proprioceptive manipulation influenced unstable sitting. 

Moreover, Silfies et al. [104] evaluated the effect of visual input and different seat instability 

levels. They found that postural sway increased when task difficulty increased or when the eyes 
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were closed. Sung et al. [96] also investigated the effect of visual manipulation in non-disabled 

individuals and those with LBP, finding that postural sway increased in the LBP group when eyes 

were closed compared to non-disabled individuals. Moreover, the effect of whole-body vibration 

on postural control of the trunk was investigated in a study by Slota et al. [233]. Their findings 

suggest that non-disabled individuals are less stable when whole-body vibration is applied. 
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Chapter 3 

3 Preliminary Studies 

3.1 Technical Validation of Time Synchronization of Recording 

Systems 

3.1.1 Background and Rationale 

In the main experiments of this study, a motion capture (MoCap) system was used to measure the 

angular kinematics of the wobble board and of different trunk segments. In addition, an EMG 

system was used to measure the activity of the large, superficial trunk muscles via surface 

electrodes. Since both systems were connected to independent, stand-alone data acquisition 

systems, a time synchronization procedure was required to align the time series data from the 

MoCap and EMG systems in time. In order to do so, a push button providing a voltage rise and 

connected to both systems was utilized. Before applying the synchronization procedure to the 

experimental data of the main experiment, a technical validation of the approach was required.  

3.1.2 Objective 

The objective of this study was to technically validate the time synchronization of the MoCap and 

EMG data acquisition systems. For this purpose, we decided to collect both MoCap and single-

channel EMG data for a simple upper limb task in a group of participants and verify time 

synchronization across the MoCap and EMG recordings. 

3.1.3 Experimental Setup 

Two data acquisition systems were used in this study. Kinematic data for the upper limb task were 

recorded using an eight-camera motion capture system (Eagle Digital Camera, Motion Analysis 

Corporation, Santa Rosa, USA) with a sampling rate of 120 Hz. Muscle activity data for the upper 
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limb task were recorded via a 16-channel Bagnoli™ EMG system (Delsys Inc., Natick, USA) and 

a PowerLab 16/35 data acquisition system (ADInstruments, Sydney, Australia). The acquired 

analog EMG signal was amplified by a Bagnoli-16 EMG System amplifier (Delsys Inc.) and 

digitized at 1,000 Hz using the LabChart (ADInstruments) data acquisition software. For the 

purpose of time synchronization, an MLA92 Push Button Switch (ADInstruments) was utilized. 

The push button was connected to both the MoCap and EMG systems via a Tee connector and two 

BNC cables. The schematic of the push button setup is shown in Figure 3. The push button 

produced an approximate 6 V output signal when the button was pressed. The MoCap Push Button 

signal was sampled at 1,200 Hz, whereas the EMG Push Button signal was sampled at 1,000 Hz. 

MATLAB 2014a software was used to analyze the data. 

 

Figure 3. The schematic of the push button setup (left) and a picture of the experimental setup (right). The 

push button is connected to both motion capture and EMG systems via two BNC cables. A Tee connector 

was utilized to connect the BNC cables.  

 

3.1.4 Participants and Experimental Procedure 

Five non-disabled male individuals were recruited to participate in this study (age: 24 ± 3.9; 

weight: 80.6 ± 7.5; height: 180.3 ± 2.8). For each participant, four MoCap markers (Motion 

Analysis Corporation, Santa Rosa, USA) were placed on the skin of the left upper limb via plastic 

marker bases and double-sided adhesive tape (VICON Corporation, Denver, USA): one marker on 
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the acromion, one marker on the lateral epicondyle, and one marker each on the medial (radial) 

and lateral (ulnar) sides of the wrist. Note that the locations of the markers were specifically chosen 

for this sub-study. To ensure stable marker attachment throughout the experiments, the marker 

bases were further secured using Durapore™ tape. Following MoCap marker attachment, the 

target location for the EMG electrode, the center of the muscle belly of the left biceps brachii, was 

first identified with a felt pen. Then, the skin above the muscle was shaved (if needed), cleaned 

with an alcohol swap, and gently abraded with sand paper. A surface EMG electrode (Bagnoli™ 

2-bar surface EMG sensors) was placed on the prepared skin using an adhesive interface for 2-bar 

sensors (Delsys Inc.). In addition, one self-adhesive reference electrode (Dermatrode, Delsys Inc.) 

was placed over the olecranon (i.e., the bony prominence at the very tip of the elbow). To ensure 

stable electrode attachment throughout the experiments, the EMG electrode was further secured 

using 3M Transpore™ tape. 

Each participant was asked to sit on a chair and place his left elbow and wrist on a table and hold 

a 5 kg dumbbell with the left hand and its palm facing up (Figure 3). The experimenter then started 

the data acquisition for both the MoCap and EMG systems and pressed the push button after 

visually confirming that both systems were collecting respective data. Once the button was 

pressed, the researcher asked the participant to perform a periodic movement by repeatedly raising 

the dumbbell to shoulder height and lowering it again to bring it back to the starting position (table 

height). A metronome was used to initiate and pace the speed of the movement, with beats 

occurring in 2-second intervals at both the table and shoulder heights. As such, the participant was 

instructed to adjust his movement speed so that the minimum (table height) and maximum 

(shoulder height) elevations were aligned with the metronome beats (resulting in a movement 

period of 4 seconds). Note that, every time the weight was returned to the starting position (table 

height), the researcher pressed the push button again. The experimental task lasted for 

approximately eight cycles and was repeated three times for each participant.  
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3.1.5 Experimental Data Processing and Analysis  

For each trial, the recorded EMG signal was first demeaned, to eliminate any DC components, and 

then rectified. For referencing purposes, the sampling frequencies of the MoCap, EMG, and push 

button signals are again shown in Table 1.  

 

Table 1. The sampling frequencies of the MoCap, EMG, and push button signals. 

Signal # Signal Sampling Frequency 

1 MoCap 120 Hz 

2 Push Button – MoCap 1,200 Hz 

3 EMG 1,000 Hz 

4 Push Button – EMG 1,000 Hz 

 

The synchronized start time (time = 0 seconds) for each system (MoCap, EMG) was identified as 

follows (Figure 4). 

1. The MoCap system time (in seconds) corresponding to the first rise in the MoCap Push 

Button signal (Signal #2) was identified (tp1
).  

2. Since the MoCap signal (Signal #1) was sampled at a lower frequency, the time of the 

sample in the MoCap signal that occurred at or just prior to tp1
 was found (tm1

). This 

time was defined as the synchronized start time  t1 in the MoCap signal (time = 0 seconds). 

3. The time difference between the time when the rise occurred (tp1
) in the MoCap Push 

Button signal (Signal #2) and the synchronized start time  t1 = tm1
 in the MoCap signal 

(Signal #1) was calculated ( ∆ = tp1
− t1 ). 

4. The EMG system time (in seconds) corresponding to the first rise in the EMG Push Button 

signal (Signal #4) was identified (tp2
). 

5. The theoretical synchronized start time t2
∗  in the EMG signal (Signal #3) was identified via 

t2
∗ =  tP2

− ∆. However, since the MoCap and EMG systems obeyed different sampling 

frequencies (see Table 1), the actual synchronized start time t2 in the EMG signal (time = 

0 seconds) was chosen as the sampled time in the EMG signal that occurred at or just after 
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t2
∗ . Considering the sampling frequency of 1,000 Hz for the EMG data, this resulted in a 

maximum synchronization error, t2 − t1, of 1 ms. 

6. All MoCap and EMG signals were finally cropped to start at t1 and t2, respectively, when 

set to 0 seconds. 

 

Figure 4. Identifying the synchronized start time in Signal #2 (A) and in Signal #4 (B). The synchronized 

start times (time = 0 seconds) in the MoCap and EMG signals (Signal #1 and Signal #3) are t1 and t2, 

respectively. ∆∗ is equal to or greater than zero and smaller than 1 ms.  

 

3.1.6 Results and Discussion 

All six participants completed the upper limb task. Exemplary acquired signals for Participant #1 

and Participant #4 are shown in Figure 5 and Figure 6, respectively. Each of these figures shows: 

the MoCap Push Button signal (top plot); the EMG Push Button signal (second plot); the demeaned 

and rectified EMG signal of the left biceps brachii (third plot); and the vertical displacement of the 

left wrist as an average of the two wrist markers, with respect to the laboratory floor (bottom plot). 

The results for other participants are given in Appendix A.  
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Figure 5. Exemplary experimental data from the third trial of Participant #1. The top subplot (PB MoCap) 

shows the MoCap Push Button signal; the second subplot (PB EMG) the EMG Push Button signal; the third 

subplot (Biceps Brachii) the rectified EMG signal of the left biceps brachii; and the bottom subplot (Vertical 

Disp.) the vertical displacement of the left wrist as an average of the two wrist markers (with respect to the 

laboratory floor). 

 

Figure 6. Exemplary experimental data from the first trial of Participant #4. The top subplot (PB MoCap) 

shows the MoCap Push Button signal; the second subplot (PB EMG) the EMG Push Button signal; the third 

subplot (Biceps Brachii) the rectified EMG signal of the left biceps brachii; and the bottom subplot (Vertical 

Disp.) the vertical displacement of the left wrist as an average of the two wrist markers (with respect to the 

laboratory floor). 
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A visual inspection was performed to evaluate the time synchronization procedure: exemplary 

rises in the push button signals (Signal #2 and Signal #4) after time synchronization are shown for 

the first trial of Participant #4 in Figure 7 (zoomed-in version of Figure 6). Since the sampling 

frequencies of the MoCap and EMG systems were different, a time shift of up to 1 ms was possible 

between the two signals (see above). The fact that the two rises occurred within 1 ms for all 

participants and trials (the maximum error) suggests that the synchronization procedure was 

implemented accurately. Furthermore, it was expected and verified that: (1) the push button signals 

during trial execution were aligned across the two systems (see Figure 5 and Figure 6; first and 

second subplots); (2) the push button signals occurred around the lowest vertical wrist position, 

i.e., at table height (see Figure 5 and Figure 6; first, second, and fourth subplots); and (3) the 

muscle activity increased when the dumbbell approached and reached the shoulder height (see 

Figure 5 and Figure 6; third and fourth subplots). 

 

Figure 7. Exemplary push button signals for the MoCap and EMG systems after time synchronization, when 

focusing on the first rise in both systems (zoomed-in version of Figure 6). Since the sampling frequencies 

of the MoCap and EMG systems were different, a between-system time shift and, hence, synchronization 

error of up to 1 ms could be observed (this trial: 0 ms). 

 

3.1.7 Conclusion and Limitations 

The time synchronization procedure of the MoCap and EMG systems was technically validated, 

with the results from all participants and trials confirming its reliability. Therefore, the described 

synchronization procedure was applied to the data collected in the main experiment. It should be 

noted, however, that the push button signals of the two systems being sampled at different 

frequencies was a minor limitation (MoCap Push Button signal: 1,200 Hz; EMG Push Button 
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signal: 1,000 Hz). As a result, a small synchronization error of up to 1 ms could be present in spite 

of performing the correct time synchronization. Considering the nature of the obtained data in both 

this sub-study and the main experiments, a maximum potential error of 1 ms is negligible. 

Nonetheless, we decided to optimize the recording systems by changing the sampling frequencies 

for the motion capture and MoCap Push Button data to 100 Hz and 1,000 Hz, respectively, in the 

main experiments. As a consequence, no delay was introduced when the described synchronization 

procedure was applied to the experimental data of the main study (ultimately implying t1 = t2 in 

Figure 4).  

3.2 Evaluation of MVC Exercises and MVC Value Identification 

Methods 

3.2.1 Background and Rationale 

As mentioned in Section 2.2.2, MVC is the most frequently used method to normalize EMG 

signals [147], [149], [150]. For eliciting maximum voluntary contractions in each trunk muscle 

being studied, various exercises have been reported. For example, the MVC exercises for the rectus 

abdominis and external oblique muscles can be grouped into sit-ups [46], [71], [75], [123], [140], 

[145], [161], [237]–[241], twist to the right and left [46], [71], [75], [98], [145], [140], [240], [161], 

[242]–[244], and right and left lateral bend [46], [98], [123], [140], [145], [161], [238], [245]. 

Trunk extensions are performed for back muscles such as the latissimus dorsi and erector spinae 

[46], [71], [123], [140], [145], [161], [237], [239]–[242], [244], [245]. MVC exercises are usually 

repeated 2 to 5 times, and EMG data from respective muscles are recorded for 3 to 5 seconds [68], 

[119], [130] Resting breaks in between trials usually last for 30 to 120 seconds [72], [237], [246]. 

The maximum value of the EMG MVC signal as obtained via a chosen MVC identification method 

[145], [161], [163], [247] is then used for normalizing the participant-specific time series EMG 

data of a given experiment (as described in detail in Section 2.2.2).  

Preliminary tests conducted in our laboratory suggest that there are multiple MVC exercise 

candidates for some of the muscles being targeted in the main experiment of this study. In addition, 

although several methods for identifying the actual MVC value from the EMG time series have 
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been reported in the literature [145], [161], [163], [247], their reliability (associated with low MVC 

variability across trials) has not been compared between methods. Therefore, conducting a 

preliminary study was required to evaluate the adequacy of different MVC exercise candidates and 

to determine the most reliable MVC value identification method. 

3.2.2 Objective 

The goal of this study was twofold: (1) to evaluate novel or secondary MVC exercise candidates 

[EX1] for the rectus abdominis, external oblique, and latissimus dorsi muscles against established 

MVC exercise candidates [EX2], in terms of the elicited EMG magnitudes; and (2) to determine 

the most appropriate method for calculating the MVC value, in terms of its within-participant 

variability across different MVC trials. 

3.2.3 Experimental Setup 

Muscle activity data for the MVC exercises were recorded via a 16-channel Bagnoli™ EMG 

system (Delsys Inc., Natick, USA) and the standalone PowerLab 16/35 data acquisition system 

(ADInstruments, Sydney, Australia). The acquired analog EMG signals were amplified by a 

Bagnoli-16 EMG System amplifier (Delsys Inc.) and digitized at 1,000 Hz using the LabChart 

(ADInstruments) data acquisition software. MATLAB R2016a software was used to analyze the 

data. 

3.2.4 Participants and Experimental Procedure  

Six non-disabled male individuals were recruited to participate in this study (age: 29.3 ± 5.1; 

weight: 70.3 ± 10.3; height: 176.2 ± 5.7). For each participant and muscle being studied, the target 

location for each EMG electrode was first identified with a marker. Then, the skin above the 

selected muscles was shaved (if needed), cleaned with an alcohol swap, and then gently abraded 

with sand paper. Using adhesive interfaces for 2-bar sensors (Delsys Inc.), six surface EMG 

electrodes (Bagnoli™ 2-bar surface EMG sensors, Delsys Inc.) were placed bilaterally on the skin 

over the following muscles: (1) RA – 3 cm lateral of the umbilicus [42], [45]–[47], [239]; (2) ExO 

– 15 cm lateral of the umbilicus, aligned at 45 degrees off the vertical [42], [45]–[47], [239]; and 



 

33 

 

(3) LD – lateral of T9 (the ninth thoracic vertebra) over the muscle belly [42], [46], [47], [239]. 

Right muscles are denoted as RRA, RExO, and RLD, whereas left muscles are denoted as LRA, 

LExO, and LLD. In addition, two self-adhesive reference electrodes (Dermatrode, Delsys Inc.) 

were placed on the left and right olecranon (the bony prominence at the very tip of the elbow). 

Note that the two references were pooled across the two subject-worn EMG boxes, serving as a 

single reference for all recorded muscle activities (as recommended by the manufacturer). To 

ensure stable electrode attachment throughout the experiments, the EMG electrodes were further 

secured using 3M Transpore™ tape. 

Participants were asked to perform two different MVC exercises for each muscle according to a 

set of exercise-specific instructions. In addition, an instructor demonstrated how to perform each 

MVC exercise correctly. Three trials, each three seconds in length, were performed for each MVC 

exercise, and a resting break of 30 seconds [246] was given in between trials. The muscle-specific 

MVC exercises were as follows: 

(1) Rectus Abdominis: [EX1] – The participant lied in supine position, with his hands 

behind the head and raised legs that were parallel and flexed at 45° at the hip joints, maintaining a 

knee joint angle of 90°. One assistant braced the trunk, keeping the chest aligned with the bench 

(supine), while another assistant applied resistance to the legs by pushing down just above the 

ankle joints. In this condition, the participant was instructed to maximally counter the trunk 

resistance while keeping his legs in starting position. [EX2] – The participant adopted a sit-up 

position on a bench with his hands positioned behind the head. The participant’s torso was to be 

flexed to approximately 45° from the horizontal, with the knees and hips flexed at 90°. While one 

assistant braced his legs and ankles, another assistant applied manual resistance backwards at the 

participant’s sternum. In this condition, the participant was instructed to maximally counter the 

trunk resistance [145], [241], [161], [243], [245].  

(2) External Oblique: [EX1] – The participant adopted a sit-up position on a bench, with 

his hands positioned behind the head and an assistant bracing his ankles and legs. The participant 

was instructed to twist, with maximal effort, right (left) by flexing his trunk to approximately 45° 

and concurrently bringing his left (right) elbow to the right (left) knee. Another assistant resisted 
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this twisting motion by pulling the participant’s left (right) shoulder backwards towards the bench 

[241], [243], [244]. [EX2] – The participant adopted a side plank position, placing his free arm 

across the chest, with the wrist on the opposite shoulder. One assistant was to secure the 

participant’s feet, while another assistant was to apply a downward force at the participant’s hip. 

In this condition, the participant bent his trunk upwards with maximal effort [245]. 

(3) Latissimus Dorsi: [EX1] – Two chairs were positioned a couple feet apart. The 

participant sat between them on the floor, with his shoulder abducted by 90° and the elbows flexed 

at 90°. The participant was instructed to raise his body with the arms with maximal effort 

(adducting the shoulder) while an assistant pushed down on his shoulders [EX2] – The participant 

lay supine, abducted his shoulder to 90°, and flexed his elbow to 90°. The participant then 

attempted to maximally adduct and internally rotate while holding to the edge of the bench with 

his opposite hand. An assistant resisted the targeted movement [145]. 

Note that, dependent on the muscle and exercise, EMGs were recorded from both body sides 

simultaneously (RA for both exercises and LD for EX1) or separately (ExO for both exercises and 

LD for EX2). 

3.2.5 Data Processing and Analysis  

For each MVC trial, the recorded EMG signal was first demeaned, to eliminate any DC 

components, and then rectified. The rectified EMG signal was then filtered using a 4th order, low-

pass Butterworth filter at a cutoff frequency of 2.5 Hz [46], [140], [174]. The MVC activation 

level was calculated via four methods: (1) the maximum value of the rectified, unfiltered EMG 

signal was selected as the MVC value [248]; (2) the maximum value of the rectified, filtered EMG 

signal was selected as the MVC value [161]; (3) the average of the rectified, filtered EMG signal 

over a 0.5 second window centered at the signal peak was selected as the MVC value [161], [247], 

[163]; and (4) a 0.5 second moving average window was applied to the rectified, filtered EMG 

signal, and the largest mean value was selected as the MVC value [145]. For each method, the 

mean and standard deviation (SD) for three MVC trials were calculated. 
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A Wilcoxon signed-rank test was used to identify significant differences in the group means 

between the two MVC exercises for a given MVC identification method. In light of the small 

sample size (n = 6), a non-parametric test was chosen as we cannot be certain that the data are 

normally distributed. The significance level was set at 0.05 to prevent excessive false-positive 

results. 

3.2.6 Results and Discussion 

All six participants completed all required MVC exercises as described above. Exemplary EMG 

results for the right muscles – RRA, RExO, and RLD – are shown in Figure 8, Figure 9, and Figure 

10, respectively (Participant #1). A visual inspection of the time series data suggests that MVC 

exercise #1 elicited higher EMG activities for RExO and RLD, whereas MVC exercise #2 elicited 

higher EMG activities for RRA. 

 

 

Figure 8. Exemplary rectified muscle activity for right rectus abdominis. Shown is the second MVC trial 

for Participant #1. 
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Figure 9. Exemplary rectified muscle activity for right external oblique. Shown is the third MVC trial for 

Participant #1. 

 

 

Figure 10. Exemplary rectified muscle activity for right latissimus dorsi. Shown is the third MVC trial 

for Participant #1. 
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Respective MVC values for Participant #1 (mean ± SD for 3 trials), obtained via the four different 

calculation methods, are shown in Table 2 (RRA), Table 3 (RExO), and Table 4 (RLD). Note that 

the results for other participants and muscles are given in Appendix B.  

 

Table 2. The MVC values of the two exercises for the right rectus abdominis. All values are presented as 

mean ± SD across three trials. All values are in mV. 

Right Rectus Abdominis (RRA) 

Participant #1 Method 1 (mV) Method 2 (mV) Method 3 (mV) Method 4 (mV) 

Exercise #1 578±162 102±8 91±8 92±8 

Exercise #2 1,506±291 375±14 322±26 333±11 
 

 

Table 3. The MVC values of the two exercises for the right external oblique. All values are presented as 

mean ± SD across three trials. All values are in mV. 

Right External Oblique (RExO) 

Participant #1 Method 1 (mV) Method 2 (mV) Method 3 (mV) Method 4 (mV) 

Exercise #1 815±28 218±18 194±13 197±16 

Exercise #2 601±152 155±29 132±22 143±32 
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Table 4. The MVC values of the two exercises for the right latissimus dorsi. All values are presented as 

mean ± SD across three trials. All values are in mV. 

Right Latissimus Dorsi (RLD) 

Participant #1 Method 1 (mV) Method 2 (mV) Method 3 (mV) Method 4 (mV) 

Exercise #1 597±92 149±34 132±26 134±25 

Exercise #2 301±57 60±8 52±9 55±9 
 

 

Table 5 shows the group-ensemble results for all muscles, both muscle-specific MVC exercises, 

and all four MVC identification methods. Three main observations can be made: (1) for a given 

MVC identification method, the MVC magnitudes were comparable across the two exercises for 

some muscles (e.g., RRA), but not for others (e.g., RLD); (2) independent of the choice of muscle, 

the variability of MVC values across trials was in most cases comparable for both exercises and a 

given MVC identification method (except for RRA and LRA, Method 1; RExO, Method 2; and 

LExO, Method 4); and (3) independent of the choice of exercise and muscle, the MVC magnitude 

and the variability of MVC identification method 1 were generally larger than for the other three 

methods. However, for RExO and LExO (exercise #1), the variability for one other MVC 

identification method (RExO: Method 2; LExO: Method 4) was comparable to or larger than the 

one for MVC identification method 1.  

The Wilcoxon signed-rank test revealed no significant differences between the two MVC exercises 

for both RRA and LRA and all MVC identification methods (Right – Method 1: p = 0.688; Method 

2: p = 0.844; Method 3: p = 0.844; Method 4: p = 0.844; Left – Method 1: p = 1.00; Method 2: p 

= 1.00; Method 3: p = 1.00; Method 4: p = 0.844). Similarly, no significant differences between 

the two exercises were found for RExO and LExO and all MVC identification methods (Right – 

Method 1: p = 0.219; Method 2: p = 0.094; Method 3: p = 0.219; Method 4: p = 0.313; Left – 

Method 1: p = 0.875; Method 2: p = 0.875; Method 3: p = 0.875; Method 4: p = 0.250). For RLD, 

exercise #1 elicited significantly larger MVC values than exercise #2, and this for all MVC 

identification methods (Method 1: p = 0.031; Method 2: p = 0.031; Method 3: p = 0.031; Method 

4: p = 0.031). For LLD, exercise #1 elicited significantly larger MVC values than exercise #2 for 
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Methods 1, 2, and 4 only (Method 1: p = 0.031; Method 2: p = 0.031; Method 3: p = 0.063; Method 

4: p = 0.031). 

 

Table 5. The MVC values for all muscles and the two chosen MVC exercises, calculated via 4 MVC value 

identification methods. All values are in mV and presented as mean ± SD. In light of the participant-specific 

EMG normalization procedure, the standard deviations are presented as the means of the within-participant 

standard deviations, assessing the group-ensemble MVC value variability across participant trials. 

 

Muscle 

Exercise #1 (all in mV) Exercise #2 (all in mV) 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

RRA 739±172 189±21 155±12 165±12 682±101 191±14 159±13 167±10 

LRA 409±89 101±8 85±11 88±9 463±35 121±12 103±6 107±9 

RExO 546±95 202±110 134±24 138±25 453±104 129±24 110±20 115±21 

LExO 513±60 151±20 128±18 189±95 538±60 154±12 134±9 138±9 

RLD 514±67 124±18 106±14 109±13 242±50 52±10 46±9 48±10 

LLD 472±58 113±10 95±15 99±0.13 246±62 62±13 53±10 55±10 

 

As mentioned above, Table 5 also suggests that, generally, MVC values obtained via MVC 

identification method 1 had greater variability in comparison to the other three methods – and this 

independent of the choice of MVC exercise and muscle. This can be explained by the fact that 

Method 1 selects the maximum peak of the unfiltered MVC time series as the MVC value; such 

unfiltered signal contains larger fluctuations due to noise than the filtered signal, which is used as 

a basis for MVC value identification in Methods 2 to 4. In other words, the signal used for Methods 

1 may not reliably represent the underlying muscle activity, and intermittent spikes will likely have 

a significant effect on a given trial’s MVC value and its variability across trials. In addition, it can 

be seen that, regardless of MVC exercise and muscle, Methods 3 and 4 agree well with each other 

in terms of MVC magnitude and variability. This may be due to the fact that, for both methods, 
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the average of a 0.5 s window was used to calculate the MVC values from the filtered EMG signal: 

in one case, the window is centered at the signal peak (Method 3); in the other case, that particular 

window is chosen which gives the maximum MVC value (Method 4). With both methods reporting 

similar MVC values and variabilities, it can be speculated that Method 4 may choose a final 

window that is positioned close to the window in Method 3 (i.e., with the center of the window in 

Method 4 being close to the signal peak). 

3.2.7 Conclusion 

In this study, two different MVC exercises were performed for each of RA, ExO, and LD. In 

addition, four different methods were investigated for identifying the MVC value used for EMG 

data normalization. Since, for RA and ExO, no significant differences between the two respective 

MVC exercises were found, MVC exercises were selected based on previous use in the literature 

as well as ease-of-use and comfort. That is, for RA and ExO, exercise #2 and exercise #1 were 

chosen, respectively. In addition, exercise #1 was chosen for LD as it elicited larger MVC values 

than exercise #2 (see Table 5). To calculate final MVC values, MVC identification Method 4 was 

chosen due to its robustness across trials, its comparability with Method 3, and its previous use in 

the literature [145]. 
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Chapter 4 

4 Materials and Methods 

4.1 Overview 

Two sitting tasks with two different eye conditions (eyes open (EO) and eyes closed (EC)) were 

performed in this study. For the first task, “Perturbed Sitting”, postural perturbations were applied 

to the seated study participant using an unstable wobble board. For the second task, “Quiet Sitting”, 

the study participant was asked to maintain an upright posture during unperturbed sitting.  

4.2 Participants 

Fifteen non-disabled male individuals were recruited to participate in this study (age: 25 ± 5.2 

years; height: 179.6 ± 6.7 cm; and weight: 75.1 ± 13.0 kg). Based on self-report, none of the 

participants had any history of neurological or musculoskeletal impairments or pain, gait or 

balance difficulties, or used a walking aid. All participants gave their written informed consent 

(see Appendices C and D) to participate in the study, whose experimental procedures were 

approved by the Health Research Ethics Board of the University of Alberta (Study ID: 

Pro00039437).  

4.3 Experimental Setup 

Two data acquisition systems were used in this study. Muscle activity data were recorded via a 16-

channel Bagnoli™ EMG system (Delsys Inc., Natick, USA) and a PowerLab 16/35 data 

acquisition system (ADInstruments, Sydney, Australia). The acquired analog EMG signals were 

amplified by a Bagnoli-16 EMG System amplifier (Delsys Inc.) and digitized at 1,000 Hz using 

the LabChart (ADInstruments) data acquisition software. The EMG setup is shown in Figure 11.  
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Figure 11. The utilized EMG setup. Left: Powerlab 16/35 data acquisition system, the LabChart data 

acquisition software, and the EMG electrodes; right: the Bagnoli-16 EMG system amplifier. 

 

Kinematic data were recorded using an eight-camera motion capture system (Eagle Digital 

Camera, Motion Analysis Corporation, Santa Rosa, USA) with a sampling rate of 100 Hz. The 

space in which the eight-camera motion capture system could capture was: 6.10 m (length) × 1.83 

m (width) × 1.83 m (height). The locations of the cameras are shown in Figure 12.  
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Figure 12. An eight-camera motion capture system was used to capture the motion of the trunk, pelvis and 

wobble board. The capture volume was: 6.10 m (length) × 1.83 m (width) × 1.83 m (height).  

 

For the purpose of time synchronization, an MLA92 Push Button Switch (ADInstruments) 

connected to both the MoCap and EMG systems was utilized. The push button produced an 

approximate 6 V output signal when the button was pressed (see Section 3.1.3 for details). A 

custom-made wobble board with a sitting surface of 0.185 m2 (diameter of 48.5 cm) and a height 

of 5.08 cm was utilized to induce multi-directional, intrinsic perturbations. When using the term 

“perturbation” in this thesis document, we refer to such multi-directional, intrinsic perturbations 

that are elicited by the challenging postural environment induced by the wobble board. One of five 

hemispheres of different diameters could be attached to the bottom of the wobble board, inducing 

five different levels of seat instability. The spherical radii, curved heights and total height of the 

bases as well as their associated levels of difficulty are listed in Table 6. 
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Table 6. The spherical radii and curved heights of the wobble board bases as well as their associated levels 

of difficulty (level 1: very easy to level 5: very difficult). 

Base 
Spherical Radius 

(cm) 
Curved Height (cm) Total Height (cm) Level of difficulty 

Base #1 25 1.19 6.25 1 

Base #2 20 1.51 6.25 2 

Base #3 15 2.08 6.25 3 

Base #4 13 2.47 6.25 4 

Base #5 11 3.07 6.25 5 

 

The wobble board was placed on a stool (width: 76.2 cm; depth: 55.9 cm; height: 71.0 cm).  Figure 

13 shows a model of the custom-made wobble board and stool as well as a photograph of the five 

different bases of the wobble board. The wobble board and base drawings used for machining are 

provided in Appendix E.  

 

 

 

 

 

 

Figure 13. Models of the custom-made wobble board and stool as well as a photograph of the 5 different 

bases of the wobble board. Top left: the 3D model of the custom-made wobble board with a sitting surface 

of 0.185 m2 (diameter of 48.5 cm); top right: the 3D model of the wobble board on the stool; bottom: a 

photograph of the five different bases of the wobble board. From left to right, Base #1 to Base #5 are shown. 

One of five hemispheres of different diameters could be attached to the bottom of the wobble board. 

Base #3 Base #4 Base #5 Base #1 Base #2 
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4.4 Experimental Procedure 

4.4.1 EMG Setup and Recordings 

For each participant and muscle being studied, the target location for each EMG electrode was 

first identified with a black marker. Then, the skin above the selected muscles was shaved if 

needed, cleaned with an alcohol swap, and then gently abraded with sand paper. Using adhesive 

interfaces for 2-bar sensors (Delsys Inc.), fourteen surface EMG electrodes (Bagnoli™ 2-bar 

surface EMG sensors, Delsys Inc.) were placed bilaterally on the skin over the following muscles: 

(1) RA – 3 cm lateral of the umbilicus, aligned vertically [42], [45]–[47], [239]; (2) ExO – 15 cm 

lateral of the umbilicus, aligned at 45 degrees off the vertical [42], [45]–[47], [239]; (3) LD – 

lateral of T9 (the ninth thoracic vertebra) over the muscle belly [42], [46], [47], [239]; (4) thoracic 

erector spinae (TES) – 5 cm lateral of T9, aligned vertically [42], [44], [47], [239]; (5) lumbar 

erector spinae (LES) – 3 cm lateral of L3 (the third lumbar vertebra), aligned vertically [42], [45], 

[47], [239], [249], [250]; (6) RF – at 50% on the line from the anterior superior iliac spine (ASIS) 

to the superior part of the patella [251]–[254]; and (7) BF – at 50% on the line between the ischial 

tuberosity and the lateral epicondyle of the tibia [253], [254]. Right muscles are denoted as RRA, 

RExO, RLD, RTES, RLES, RRF, and RBF, whereas left muscles are denoted as LRA, LExO, 

LLD, LTES, LLES, LRF, and LBF. In addition, two self-adhesive reference electrodes 

(Dermatrode, Delsys Inc.) were placed on the left and right olecranon (the bony prominence at the 

very tip of the elbow). Note that the two references were pooled across the two participant-worn 

EMG boxes, serving as a single reference for all recorded muscle activities (as recommended by 

the manufacturer). To ensure stable electrode attachment throughout the experiments, the EMG 

electrodes were further secured using 3M Transpore™ tape. The location of the surface electrodes 

is shown in Figure 14. 
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Figure 14. Back (left) and front (right) views of the location of the EMG electrodes. EMG electrodes were 

placed bilaterally on the muscles being studied. RA: rectus abdominis; ExO: external oblique; LD: 

lattisimus dorsi; TES: thoracic erector spinae; LES: lumbar erector spinae; RF: rectus femoris; and BF: 

biceps femoris. 

 

After fixating the EMG electrodes, each participant was given a tight t-shirt and shorts to wear. 

For collecting resting levels of muscle activity, the participant was then asked to “lie down on a 

bench in a supine position, with their eyes open, and to relax and not talk for 5 seconds”. Then, 

the participant was asked to perform an MVC exercise for each muscle according to a set of 

exercise-specific instructions. Three trials, each three seconds in length, were performed for each 

exercise, and a resting break of 30 seconds [246] was given in between trials. During and after 

each trial, the recorded EMG activity was monitored to confirm the quality of the signals.  

The muscle-specific MVC exercises were as follows: (1) RA: The participant adopted a sit-up 

position on a bench with his hands positioned behind the head. The participant’s torso was to be 

flexed to approximately 45° from the horizontal, with the knees and hips flexed at 90°. While one 

assistant braced his legs and ankles, another assistant applied manual resistance backwards at the 

participant’s sternum. In this condition, the participant was instructed to maximally counter the 

trunk resistance [145], [241], [161], [243], [245]; (2) ExO: The participant adopted a sit-up 

position on a bench, with his hands positioned behind the head and an assistant bracing his ankles 

and legs. The participant was instructed to twist, with maximal effort, right (left) by flexing his 

trunk to approximately 45° and concurrently bringing his left (right) elbow to the right (left) knee. 

LD 

TES 

LES 

BF 

ExO 
RA 

RF 



 

47 

 

Another assistant resisted this twisting motion by pulling the participant’s left (right) shoulder 

backwards towards the bench [241], [243], [244]; (3) LD: Two chairs were positioned a couple 

feet apart. The participant sat between them on the floor, with his shoulder abducted and the elbows 

flexed at 90°. The participant was instructed to raise his body with the arms with maximal effort 

(adducting the shoulder) while an assistant pushed down on his shoulders; (4) TES and LES: the 

participant adopted the Biering-Sorenson position (prone with the iliac crests aligned at the edge 

of the bench so that the trunk was hanging off the edge), with his arms crossed over the chest. An 

assistant secured the legs and feet to the bench. The participant was instructed to maximally extend 

the trunk against a manual force applied by an assistant near the inferior border of the scapula 

[145], [161], [245], [255]; (5) RF: the participant sat on the bench with the edge of the bench lining 

up with his knee joint. The participant was to hold onto the edge of the bench and attempt to extend 

his knee by maximally contracting the quadricep while an assistant held his lower leg in starting 

position (by holding it just superior of the ankle joint) [158]; (6) BF: the participant lied prone with 

one leg flexed at 45° while holding onto the edge of the bench with outstretched arms. One assistant 

braced the participant’s pelvis while the other attempted to straighten the leg by pulling just 

superior of the ankle joint. The participant was to resist this attempt by maximally contracting the 

hamstrings [158]. The researcher provided verbal encouragement during MVC exercises. Figure 

15 shows the MVC exercise performed for each muscle being studied. 
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Figure 15. Photographs of the MVC exercises performed for the muscles being studied: (1) RA; (2) ExO; 

(3) LD; (4) TES and LES; (5) RF; and (6) BF. 

 

(3) (4) 

(2) 

(5) (6) 

(1) 
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4.4.2 Wobble Board Practice Trials 

After performing the MVC exercises, the participant was asked to relax and lightly stretch his 

muscles. During this time, the wobble board was set up. The participant was then brought to the 

wobble board set up and was asked to practice balancing on the board. The purpose of this practice 

was threefold: (1) to allow the participant to familiarize himself with wobble board balancing; (2) 

to assess how well the participant balances on the wobble board with different bases; and (3) to 

reduce potential learning effects. As mentioned above, five different bases, attached to the bottom 

of the wobble board, were used to induce five different levels of difficulty (from Base #1: very 

easy to Base #5: very difficult). 

The specific practice procedure was as follows: First, the participant was asked to sit on the wobble 

board with Base #1, put his hands on his stomach, and try to balance with eyes open for one minute. 

Then, he was asked to repeat the task with eyes closed. After performing the task for both eye 

conditions, Base #1 was replaced by Base #2 and the task repeated for each eye condition. While 

this procedure was repeated up until Base #5, preliminary tests found that it was not safe to use 

Base #4 and Base #5 with eyes closed. Therefore, these bases were not considered for the EC 

condition. Based on how well the participant balanced on the wobble board for each eye condition, 

the bases for the main study were chosen as follows: For EC, Base #1, Base #2, and potentially 

Base #3 (if the participant was able to balance on the board with this base) were used. For EO, 

Base #3, Base #4, and potentially Base #5 were used. If the participant was not able to balance 

well on the board with Base #5 and EO, Base #2 was used instead. 

4.4.3 MoCap Setup and Recordings    

After the practice procedure, eight MoCap markers (Motion Analysis Corporation, Santa Rosa, 

USA) were placed, using plastic marker bases and double-sided adhesive tape (VICON 

Corporation, Denver, USA), on the following anatomical landmarks: the seventh cervical vertebra 

(C7), the eighth thoracic vertebra (T8), the deepest point of the incisura jugularis (IJ), the processus 

xiphoideus (PX) [205], and bilaterally on the ASIS and posterior superior iliac spine (PSIS) [208]. 

The locations of the markers on the body as shown in Figure 16 were used to capture the kinematics 

of the trunk and pelvis during balancing. 
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Figure 16. Back (left) and front (right) views of the location of MoCap markers. The markers were placed 

on the following anatomical landmarks: the seventh cervical vertebra (C7), the eighth thoracic vertebra 

(T8), the deepest point of the incisura jugularis (IJ), the processus xiphoideus (PX), and bilaterally on the 

anterior superior iliac spine (ASIS) and posterior superior iliac spine (PSIS). 

 

Moreover, four markers were placed on the wobble board. The locations of the markers on the 

wobble board to capture the kinematics of the wobble board are shown in Figure 17. To ensure 

stable attachment of all markers throughout the experiments, the marker bases were further secured 

using Durapore™ tape.  
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Figure 17. The location of the markers on the wobble board, with the participant facing the reader and the 

negative direction of the Y-axis of the laboratory coordinate system. BFR: board front right side; BBR: 

board back right side; BBL: board back left side; and BFL: board front left side. 

4.4.4 Experimental Tasks 

In the main experimental component of the study, each participant was asked to complete two 

tasks – a perturbation task and a quiet sitting task. For the perturbation task, each participant was 

instructed to sit on the wobble board and to “place the hands on the stomach, and try to maintain 

stability while keeping an upright posture”. The task was performed for both eye conditions, EC 

and EO, and the wobble board bases for each eye condition were chosen based on the practice 

trials described above. Four trials, each approximately 35 seconds in length, were performed for 

each base and eye condition, and a resting break of 30 seconds [246] was given in between trials. 

The order of performing the task with EO and EC was randomized such that some participants 

started with EC and some with EO.  

For the quiet sitting task, each participant was instructed to sit on the wobble board without base 

attached, to “place the hands on the stomach and try to maintain stability while keeping an upright 

posture”. Note that sitting on the wobble board without base equals to quiet upright sitting on a 

stool. Two trials, each 60 seconds in length [91], were performed for each eye condition. A resting 

break of 30 seconds was given in between trials. For both the perturbation and quiet sitting tasks, 

the EMG and MoCap data were recorded at the previously specified sampling frequencies and 

time-stamped via the MLA92 Push Button Switch. 

BFR 

BBR BBL 

BFL 
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4.5 Experimental Data Processing  

Using the push button signal, the EMG and MoCap signals were synchronized as described in 

Section 3.2. MATLAB R2016a and the SPSS software (SPSS Inc., Chicago, USA) were then used 

to process and analyze the synchronized EMG and MoCap signals (as described below).  

4.5.1 Processing of EMG Data 

For each MVC trial for a given muscle, the EMG signal collected from the MVC exercise was 

demeaned, rectified and then filtered using a 4th order, low-pass Butterworth filter with a cut-off 

frequency of 2.5 Hz [46], [140], [174]. A 200 ms moving average window was applied to the 

rectified and filtered EMG signal, and the largest mean value was selected as the MVC value [145]. 

The average MVC value from three MVC trials was then used to normalize the EMG data for a 

given muscle. This procedure was applied to all 14 muscles investigated in this study.  

The synchronized EMG signals, collected during the wobble board study, were demeaned, 

rectified and then filtered as the MVC EMG data [46], [140], [174]. For subsequent analyses, a 30 

second data segment was isolated for each trial, starting 1 second after the time stamp of the push 

button switch. The filtered EMG signals were then normalized for all muscles and trials using the 

following equation [168], [256]: 

EMGNK =
EMGFK

MaxK
× 100      [%]                                          (Eq.  8) 

where  EMGNK is the normalized EMG signal for muscle K, EMGFK the filtered EMG signal for 

muscle K, and MaxK the MVC value for muscle K. 
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4.5.2 Processing of MoCap Data 

4.5.2.1 Laboratory Coordinate System 

Figure 12 above shows the orientation of the laboratory coordinate system. In relation to the 

experimental setup, the X-axis points to the left of the participant, the Y-axis points to the back of 

the participant, and the Z-axis points upward.  

4.5.2.2 Wobble Board Local Coordinate System  

Four markers were placed on the wobble board (Figure 17). The position of each marker over time 

was captured using the motion capture system. Since it was assumed that all four markers lie in 

the same plane and that the line between the front markers and the line between the back markers 

were parallel, any three markers may be used (Figure 18) to create a Local Coordinate System 

(LCS): (1) using the BBL, BFL, and BFR markers: the origin of the LCS was located at BFR, with 

the x-axis pointing medially from BFR to BFL, the z-axis pointing superiorly when defined as a 

vector perpendicular to the plane spanned by the x-axis and an auxiliary vector from BFR to BBL, 

and the y-axis pointing posteriorly when defined as the cross-product of the z- and x-axes; (2) 

using the BBR, BBL, and BFR markers: the origin of the LCS was located at BBR, with the x-axis 

pointing medially from BBR to BBL, the z-axis pointing superiorly when defined as a vector 

perpendicular to the plane spanned by an auxiliary vector from BBR to BFR and the x-axis, and 

the y-axis pointing posteriorly when defined as the cross-product of the z- and x-axes; (3) using 

the BFR, BFL, and BBR markers: the origin of the LCS was located at BFR, with the x-axis 

pointing medially from BFR to BFL, the z-axis pointing superiorly when defined as a vector 

perpendicular to the plane spanned by the x-axis and an auxiliary vector from BFR to BBR, and 

the y-axis pointing posteriorly when defined as the cross-product of the z- and x-axes; and (4) 

using the BBR, BBL, and BFL markers: the origin of the LCS was located at BBR, with the x-axis 

pointing medially from BBR to BBL, the z-axis pointing superiorly when defined as a vector 

perpendicular to the plane spanned by an auxiliary vector from BBR to BFL and the x-axis, and 

the y-axis pointing posteriorly when defined as the cross-product of the z- and x-axes. The 

locations and coinciding orientations of the LCSs of the wobble board are shown in Figure 18. 
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During experimental data recording, there may be instances when a single marker was visible by 

less than two cameras; as such, a procedure for reconstructing missing data had to be developed. 

 

Figure 18. The orientation of the LCS of the wobble board using three markers: (1) using the BFR, BFL, 

and BBL markers; (2) using the BBR, BBL, and BFR markers; (3) using the BFR, BFL, and BBR markers; 

and (4) using the BBR, BBL, and BFL markers. 

 

4.5.2.3 Reconstruction of Missing Markers 

For reconstructing the missing data, a combination of three methods was used: (1) SELECT: 

selecting the three markers with the fewest missing samples; (2) INTERP: using cubic spline 

interpolation; and/or (3) SWITCH: using the 4th marker.  

First, the three markers with the fewest missing samples throughout a given trial were selected to 

create the LCS (SELECT). Then, if remaining gaps for a given marker were shorter than five 

consecutive samples, cubic spline interpolation was employed to recover missing frames 
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(INTERP). The values of the missing samples can be estimated by fitting a cubic spline, 

constructed of a piecewise third-order polynomial, through the set of data points (samples) [257]. 

However, based on Nyquist’s sampling theorem, a limit exists for the maximum number of 

consecutively missing samples that can be recovered via this method, without losing accurate 

information [258] . This theorem states that a signal should be sampled at a frequency that is at 

least twice as high as the maximum meaningful frequency component within that signal [3], [257]. 

Moreover, in agreement with the literature [259], the largest frequency component present in the 

MoCap signal was less than 10 Hz. Therefore, theoretically, the MoCap signal must be sampled at 

a minimum of 20 Hz. Since, in this study, the MoCap signal was sampled at 100 Hz (i.e., five 

times larger than the theoretical sampling frequency), the true signal can be reconstructed, via 

interpolation, if four or less consecutive samples were missing. Finally, if any remaining gap for a 

given marker was larger than four frames, the 4th marker was used to create the LCS for those 

frames (SWITCH).  

It should be noted that, practically, 4 markers may almost never lie in the same plane; therefore, 

switching to the 4th marker may introduce some fluctuation in the kinematics. Moreover, frequent 

switching between default and redundant markers could slightly change the frequency spectrum 

of the signal. Furthermore, SWITCH cannot be used if there are two markers missing 

simultaneously. Therefore, INTERP was used before SWITCH whenever possible.  

4.5.2.4 Pelvis and Trunk Local Coordinate Systems 

In order to obtain the angle kinematics of the trunk and pelvis, two LCSs were defined (Figure 19). 

For the pelvis segment, the pelvis LCS was defined using the right ASIS (RASIS), the left ASIS 

(LASIS), and the right PSIS (RPSIS) markers: the origin was located at RASIS, with the x-axis 

pointing medially from RASIS to LASIS, the z-axis pointing superiorly when defined as a vector 

perpendicular to the plane spanned by the x-axis and an auxiliary vector from RASIS to RPSIS, 

and the y-axis pointing posteriorly when defined as the cross-product of the z- and x-axes.  

For the trunk segment, the trunk LCS was defined using the T8, C7, and xiphoid markers: the 

origin was located at PX, with the y-axis pointing posteriorly from PX to T8, the x-axis pointing 
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left when defined as a vector perpendicular to the plane spanned by the y-axis and an auxiliary 

vector from PX to C7, and the z-axis pointing superiorly when defined as the cross-product of the 

x- and y-axes. The locations and orientations of the pelvis LCS and trunk LCS are shown in Figure 

19. 

 

Figure 19. The orientation of the LCS for the pelvis (left) and trunk (right) segments. For the pelvis LCS 

(left): the origin was located at RASIS, with the x-axis pointing medially from RASIS to LASIS, the z-axis 

pointing superiorly when defined as a vector perpendicular to the plane spanned by the x-axis and an 

auxiliary vector from RASIS to RPSIS, and the y-axis pointing posteriorly when defined as the cross-

product of the z- and x-axes. For the trunk LCS (right): the origin was located at PX, with the y-axis pointing 

posteriorly from PX to T8, the x-axis pointing left when defined as a vector perpendicular to the plane 

spanned by the y-axis and an auxiliary vector from PX to C7, and the z-axis pointing superiorly when 

defined as the cross-product of the x- and y-axes. Figures obtained from “Essential Skeleton 4” mobile 

application software.  

 

4.5.2.5 Wobble Board Angular Kinematics  

After constructing local coordinate systems for each segment, the wobble board angles in the 

anterior-posterior (AP) and medial-lateral (ML) directions with respect to the lab coordinate 
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system were calculated. The AP tilt angle (α) and ML tilt angle (β) were derived from the z-

component of the local y- and x-unit vectors in the laboratory coordinate system, respectively 

(Figure 20).  

 

Figure 20. The AP tilt angle (α) and ML tilt angle (β) were calculated by using the z-component of the local 

y- and x-unit vectors in the laboratory coordinate system, respectively.  

 

The z-component of the local y-unit vector was geometrically associated with the AP tilt (Eq. 9), 

whereas the z-component of the local x-unit vector was geometrically associated with the ML tilt 

(Eq. 10): 

α = arcsin (
W2Z

W2
) = arcsin (

W2Z

1
)                                               (Eq.  9) 

 

     β = −arcsin (
W1Z

W1
) = −arcsin (

W1Z

1
)                                          (Eq.  10) 

Positive AP tilt (α) represents a wobble board rotation to the front, and positive ML tilt (β) 

represents a wobble board rotation to the left of the participant. The AP and ML tilt angles (i.e., α 

and β, respectively) are shown in Figure 21. 
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Figure 21. The wobble board tilt in AP (left) and ML (right) directions. Left: side view of the participant 

on the wobble board. A positive AP tilt angle represents a wobble board rotation to the front; Right: back 

view of the participant on the wobble board. A positive ML tilt angle represents a wobble board rotation to 

the left of the participant.  

 

AP and ML wobble board tilt time series were then filtered using a 4th-order, low-pass Butterworth 

filter with a cut-off frequency of 2.5 Hz [93]. Moreover, the overall board tilt magnitude (TM) and 

the overall wobble board tilt direction (TD), shown in Figure 22, were calculated. 
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Figure 22. The wobble board’s tilt direction (TD). The left-hand side of the wobble board represents the 

negative angles (ranging from –179° to 0°), and the right-hand side of the wobble board represents the 

positive angles (ranging from 0° to 180°). 

 

The following equations were used to calculate TM and TD from the filtered AP and ML wobble 

board tilt time series: 

 TM = √AP2 + ML2  

                                   TD = Atan2(−ML, AP)                                                       (Eq.  11)   

 

For subsequent analyses, a 30-second data segment (from 1 to 31 seconds) was isolated for each 

trial. 

4.5.2.6 Trunk and Pelvis Angular Kinematics 

The pelvis and trunk data were first calibrated to align the local coordinate systems of the pelvis 

and trunk with the laboratory coordinate system [260]: first, two calibration matrices describing 

the orientation of the pelvis and trunk local coordinate systems during quiet sitting with respect to 

the laboratory were calculated. Then, for each time sample of the pelvis and trunk time series data, 
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the original LCS were designated the provisional coordinate systems. Finally, the pelvis and trunk 

coordinate systems were calculated by multiplying their provisional coordinate systems with their 

calibration matrices for each time sample. These pelvis and trunk coordinate systems were then 

the final LCSs of the pelvis and trunk segments, respectively, and were used for subsequent 

calculations [260].  

After the calibration, the 3D pelvis angles, relative to the wobble board, were extracted using a 

Cardan rotation sequence: axial rotation (Ɣ) – lateral bending (β) – flexion/extension (α)  (yaw, 

roll, and pitch) about the fixed axes of wobble board coordinate system; or flexion/extension – 

lateral bending – axial rotation (pitch, roll, and yaw) about the moving axes of pelvis coordinate 

system (Eq. 12) [261]. Similarly, the 3D trunk angles, relative to the pelvis, were extracted using 

a Cardan rotation sequence: axial rotation – lateral bending – flexion/extension (yaw, roll, and 

pitch) about the fixed axes of the pelvis coordinate system; or flexion/extension – lateral bending 

– axial rotation (pitch, roll, and yaw) about the moving axes of the trunk coordinate system (Eq. 

12) [261]. 

 

                                                       α = Atan2(
−r23

cosβ
,

r33

cosβ
) 

                                            β = Atan2(r13, √r23
2 + r33

2 )                                            (Eq. 12) 

                                                         Ɣ = Atan2(
−r12

cosβ
 , 

r11

cosβ
) 

where Atan2(y, x) computes tan−1(y/x), but uses the signs of both x and y to determine in which 

quadrant the angle falls [215]. 

4.6 Data Analysis 

Only the wobble EMG recordings and wobble board kinematics were analyzed as the analysis and 

interpretation of the trunk and pelvis kinematics was outside the scope of this thesis research. 

Analyses were performed, as described below, using the MATLAB R2016a software. 
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4.6.1 Posturographic Measures 

The AP, ML, TM, and TD time series were quantified using time and frequency-domain measures: 

the mean angle (MA), which is the mean absolute value of each time series; the root mean square 

amplitude of the angle (RMSA); the mean of the absolute angular velocity (MV); the root mean 

square amplitude of the angular velocity (RMSV); the range (RANGE); the centroidal frequency 

(CFREQ), which is the frequency at which the spectral mass is concentrated; and the frequency 

dispersion (FREQD), which is a unit-less measure of the variability in the frequency content  [262], 

[263]. The time series (i.e., AP, ML, TM, and TD) were first demeaned [262] using the following 

calculations: 

AP[n] = AP0[n] −
1

N
∑ AP0[n] 

ML[n] = ML0[n] −
1

N
∑ ML0[n]                                                    (Eq. 13) 

TM[n] = TM0[n] −
1

N
∑ TM0[n] 

TD[n] = TD0[n] −
1

N
∑ TD0[n] 

where AP0, ML0,  TM0, and TD0 are the filtered time series and N is the number of data points. All 

summations are from 1 to N. Then, MA was calculated using the following equations [262]: 

MAAP =
1

N
∑|AP[n]| 

 MAML =
1

N
∑|ML[n]|                                                            (Eq. 14) 

 MATM =
1

N
∑|TM[n]| 

 MATD =
1

N
∑|TD[n]| 

RMSA, which is the standard deviation of each time series, was calculated using the equations 

below [262]: 

RMSAAP = √
1

N
∑ AP[n]

2 
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RMSAML = √
1

N
∑ ML[n]

2                                                        (Eq. 15) 

RMSATM = √
1

N
∑ TM[n]

2 

RMSATD = √
1

N
∑ TD[n]

2 

MV is the mean of the absolute angular velocity of each time series and is calculated using the 

following expressions [262]: 

MVAP =
∑ |AP[n+1] − AP[n]|

N−1
n=1

T
    

MVML =
∑ |ML[n+1] − ML[n]|

N−1
n=1

T
                                                  (Eq. 16) 

MVTM =
∑ |TM[n+1] − TM[n]|

N−1
n=1

T
 

MVTD =
∑ |TD[n+1] − TD[n]|

N−1
n=1

T
  

where T is the time length of the experiment. RMSV, which is the standard deviation of the angular 

velocity for each time series, is calculated using the equations below [262]: 

 RMSVAP = √
1

N
∑ MVAP

2     

RMSVML = √
1

N
∑ MVML

2                                                         (Eq. 17) 

RMSVTM = √
1

N
∑ MVTM

2 

RMSVTD = √
1

N
∑ MVTD

2 

RANGE, which is the difference between the largest and the smallest values in each time series, 

is calculated using the following expression: 
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RANGEAP = maxAP − minAP 

RANGEML = maxML − minML                                                    (Eq. 18) 

  RANGETM = maxTM − minTM 

RANGETD = maxTD − minTD 

The frequency-domain measures (i.e., CFREQ and FREQD) were calculated for all time series 

(i.e., AP, ML, TM, and TD). The measures were calculated for the frequency range from 0.01 to 

5 Hz, with i and j in Eq. 19 providing these limits. ∆𝑓 is the frequency increment in the discrete 

power spectral density estimate, G[m]. These measures were calculated based on the spectral 

moment, uk, using the following equation: 

uk,AP = ∑(m∆f)k

j

m=i

GAP[m]    

uk,ML = ∑(m∆f)k

j

m=i

GML[m]                                                        (Eq. 19) 

uk,TM = ∑(m∆f)k

j

m=i

GTM[m] 

uk,TD = ∑(m∆f)k

j

m=i

GTD[m] 

where  k = 0,1,2. Finally, CFREQ and FREQD were calculated using the following calculations: 

CFREQAP = √
u2,AP

u0,AP
    

CFREQML = √
u2,ML

u0,ML
                                                              (Eq. 20) 

CFREQTM = √
u2,TM

u0,TM
 

CFREQTD = √
u2,TD

u0,TD
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FREQDAP = √1 −
u1,AP

2

u0,AP u2,AP
    

 FREQDML = √1 −
u1,ML

2

u0,ML u2,ML
                                                    (Eq. 21) 

FREQDTM = √1 −
u1,TM

2

u0,TM u2,TM
 

FREQDTD = √1 −
u1,TD

2

u0,TD u2,TD
 

For each participant and time series (i.e., AP, ML, TM, and TD), all measures were calculated and 

averaged across four trials (same eye condition and wobble board base). Then, for each measure, 

a Wilcoxon signed-rank test was used to assess whether there are any significant differences in the 

group means between: (1) Base #1 and Base #2 for EC; (2) Base #3 and Base #4 for EO; and (3) 

EC and EO for Base #2. The significance level was set at 0.05 to prevent excessive false-positive 

results. A non-parametric test (Wilcoxon signed-rank) was chosen over the equivalent parametric 

test since the Shapiro-Wilk test revealed that not all identified measures were normally distributed. 

4.6.2 Cross-Correlation  

Cross-correlation (CC) analysis between EMG and MoCap was performed to quantify the 

relationship between trunk muscle activity and wobble board motion. This analysis required that 

MoCap and EMG signals had the same sampling rate. Therefore, the sampling rate of the filtered 

EMG signals was down-sampled to 100 Hz. The CC analysis was performed in four steps (Figure 

23): first, for each direction of the board tilt (i.e., anterior (ANT) or posterior (POST) for AP; right 

(RIGHT) or left (LEFT) for ML), the three largest peaks in the MoCap signal were identified. 

Second, a 4-second window centered at each peak was created. Third, time-matched, 

corresponding 4-second windows were created in the down-sampled EMG signal. These windows 

were centered at the same time samples where the largest MoCap peaks occurred. Then, each of 

these segments (i.e., the 4-second window centered at each peak in the MoCap signal and its time-

matched 4-second window in the down-sampled EMG signal) was demeaned and cross-correlated. 

Finally, the obtained cross-correlation functions (CCF) were averaged for each trial. 
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Figure 23. The cross-correlation analysis: first, the three largest peaks in the MoCap signal were identified. 

Second, a 4-second window centered at each peak was created. Third, corresponding 4-second windows 

were created in the down-sampled EMG signal. Then, each of these segments (i.e., the 4-second window 

centered at each peak in the MoCap signal and its time-matched 4-second window in the down-sampled 

EMG signal) was demeaned and cross-correlated. Finally, the obtained CC functions were averaged for 

each trial. 

 

The CC coefficient threshold at which the CC coefficient value becomes statistically different from 

zero is ± 0.15 (P < 0.01, n = 400) [264], [265]. If the CC peak was above this threshold, there was 

said to be a correlation between EMG and board angle. 

 The CCF results were investigated at four different levels. For each level (described below), 

several factors were considered to decide whether the results are consistent: (1) the averages of r 

and τ for the largest peak (termed CCF metrics from here on); (2) the standard deviations of the 

CCF metrics; (3) the signs of the CCF metrics; and (4) the number of trials and participants that 

exhibited correlations above the defined threshold (|𝑟|= 0.15). First, for each muscle being studied 

(i.e., RA, ExO, LD, TES, LES, RF, and BF) and each direction, the CCF metrics were compared 
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between different wobble board bases and eye conditions. Second, for each muscle being studied, 

the CCF metrics were compared between different directions (i.e., between ANT and POST; and 

between LEFT and RIGHT). Third, for each muscle being studied, the CCF metrics were 

compared between the right and left body sides. Finally, the CCF metrics were compared between 

different muscles. 

Moreover, the average of the CC functions across 4 trials for a given participant as well as the 

group-ensemble CC functions across participants were calculated. Subsequently, the group mean 

value and standard deviation of the correlation coefficients, r, and the corresponding time lags, τ, 

were obtained for each participant separately as well as across participants. Data from a participant 

were excluded if the magnitude of the largest CC peak across 4 trials was below the determined 

threshold of significance (|𝑟|= 0.15) and/or if the sign of the correlation coefficient, r, or time lag, 

τ, was not consistent. It should be noted that CC functions were mirrored with respect to the x-axis 

for the POST and RIGHT directions so that positive and negative r values always imply muscle 

activation and deactivation, respectively. This procedure was performed on the MoCap time series, 

i.e., the AP and ML time series, and 14 EMG signals to quantify the relationship between muscle 

activation and wobble board motion. For example, cross-correlations were performed between AP 

and RRA, ML and RRA, AP and LRA, and so on.  
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Chapter 5 

5 Results 

5.1 Participants 

Fifteen non-disabled male individuals in the age range of 20 to 33 years were recruited to 

participate in this study. None of the participants had any history of neurological or 

musculoskeletal impairments or pain, gait or balance issues, or made use of a walking aid. The 

age, weight, height, hand dominance, and date of experiment for each participant are presented in 

Table 7.  

 

Table 7. Participant characteristics. 

Participant # Age (years) Weight (kg) Height (cm) 
Dominant 

Hand 

Date of 

Experiment 

1 24 78 178 right Dec. 11/2015 

2 32 71 170 right Jan. 22/2016 

3 22 80 178 right Jan. 28/2016 

4 32 70 177 right Jan. 29/2016 

5 21 100 188 right Feb. 02/2016 

6 20 70 177 left Feb. 04/2016 

7 32 58 178 right Feb. 09/2016 

8 23 86 185 right Feb. 16/2016 

9 23 82 186 right Feb. 22/2016 

10 20 60 173 right Feb. 25/2016 

11 23 95 195 right Mar. 04/2016 

12 21 54 173 right Mar. 09/2016 

13 32 70 178 right Mar. 16/2016 

14 22 69 174 right Mar. 31/2016 

15 33 84 184 right Apr. 22/2016 



 

68 

 

5.2 Wobble Board Base Selection  

Based on how well a given participant balanced, for each eye condition, on the wobble board, the 

bases for the main study were chosen. The bases used in the main study are shown, for each 

participant and eye condition, in Table 8.  

 

Table 8. Selection of wobble board bases for each participant and eye condition. 

Participant 

# 

Base #1 Base #2 Base #3 Base #4 Base #5 

EC EO EC EO EC EO EC EO EC EO 

1   -     -   -   - - 

2   -   -     -   -   

3   -   -     -   -   

4   -     -   -   - - 

5   -     -   -   -   

6   -     -   -   - - 

7   -     -   -   - - 

8   -   -     -   -   

9   -     -   -   - - 

10   -     -   -   - - 

11   -     -   -   - - 

12   -     -   -   - - 

13   -     -   -   - - 

14   -     -   -   - - 

15   -     -   -   - - 

 

The total number of participants that used each base, for each eye condition, and the total number 

of trials for each base and eye condition are shown in Table 9.  
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Table 9. Overall wobble board base coverage across trials and participants. 

 Base #1 Base #2 Base #3 Base #4 Base #5 

 Trials Participants Trials Participants Trials Participants Trials Participants Trials Participants 

EO 0 0 48 12 59 15 59 15 16 4 

EC 60 15 60 15 12 3 0 0 0 0 

5.3 MVC Results 

All participants completed all required MVC exercises. Exemplary MVC results for the abdominal 

muscles – RRA, LRA, RExO, and LExO – are shown in Figure 24. 

 

Figure 24. Exemplary abdominal muscle activity during respective MVC exercises for the first trial of 

Participant #5. The top subplot (RRA) shows the filtered muscle activity for the right rectus abdominis; the 

second subplot (LRA) the filtered muscle activity for the left rectus abdominis; the third subplot (RExO) 

the filtered muscle activity for the right external oblique; and the bottom subplot (LExO) the filtered muscle 

activity for left external oblique. 

 

Exemplary MVC results for the back muscles – RTES, LTES, RLES, LLES, RLD, and LLD – are 

shown in Figure 25. Exemplary MVC results for the upper leg muscles – RRF, LRF, RBF and 

LBF – are shown in Figure 26. 
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Figure 25. Exemplary back muscle activity during respective MVC exercises for the first trial of Participant 

#5. The top subplot (RTES) shows the filtered muscle activity for the right thoracic erector spinae; the 

second subplot (LTES) the filtered muscle activity for the left thoracic erector spinae; the third subplot 

(RLES) the filtered muscle activity for the right lumbar erector spinae; the fourth subplot (LLES) the filtered 

muscle activity for the left lumbar erector spinae; the fifth subplot (RLD) the filtered muscle activity for 

the right latissimus dorsi; and the bottom subplot (LLD) the filtered muscle activity for the left latissimus 

dorsi. 
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Figure 26. Exemplary upper leg muscle activity during respective MVC exercises for the first trial of 

Participant #5. The top subplot (RRF) shows the filtered muscle activity for the right rectus femoris; the 

second subplot (LRF) the filtered muscle activity for the left rectus femoris; the third subplot (RBF) the 

filtered muscle activity for the right biceps femoris; and the bottom subplot (LBF) the filtered muscle 

activity for the left biceps femoris. 

 

MVC values for the abdominal (RRA, LRA, RExO, and LExO), back (RTES, LTES, RLES, 

LLES, RLD and LLD), and upper leg (RRF, LRF, RBF, and LBF) muscles are shown for each 

participant in Table 10, Table 11, and Table 12, respectively (mean ± SD for 3 trials).  
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Table 10. MVC values for each participant and the following muscles: right rectus abdominis, left rectus 

abdominis, right external oblique, and left external oblique. All values are presented as mean ± SD across 

three trials and given in millivolts (mV). 

Participant # RRA (mV) LRA (mV) RExO (mV) LExO (mV) 

1 119 ± 2 86 ± 1 258 ± 52 363 ± 55 

2 33 ± 3 42 ± 3 115 ± 23 113 ± 20 

3 56 ± 15 37 ± 12 195 ± 43 281 ± 31 

4 31 ± 14 29 ± 6 183 ± 27 34 ± 7 

5 42 ± 5 37 ± 6 315 ± 39 273 ± 7 

6 105 ± 5 105 ± 5 280 ± 12 354 ± 16 

7 28 ± 3 44 ± 8 312 ± 35 221 ± 34 

8 43 ± 4 34 ± 3 277 ± 19 187 ± 18 

9 94 ± 43 174 ± 99 502 ± 8 314 ± 32 

10 63 ± 2 93 ± 16 239 ± 14 264 ± 35 

11 26 ± 9 29 ± 10 128 ± 6 131 ± 40 

12 104 ± 11 163 ± 37 115 ± 6 172 ± 11 

13 21 ± 8 19 ± 8 119 ± 4 126 ± 17 

14 24 ± 1 24 ± 3 73 ± 10 54 ± 13 

15 34 ± 6 48 ± 13 85 ± 16 61 ± 11 
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Table 11. MVC values for each participant and the following muscles: right thoracic erector spinae, left 

thoracic erector spinae, right lumbar erector spinae, left lumbar erector spinae, right latissimus dorsi, and 

left latissimus dorsi. All values are presented as mean ± SD across three trials and given in millivolts (mV). 

Participant # RTES (mV) LTES (mV) RLES (mV) LLES (mV) RLD (mV) LLD (mV) 

1 222 ± 33 145 ± 18 206 ± 22 150 ± 8 98 ± 33 112 ± 23 

2 42 ± 6 78 ± 27 74 ± 4 63 ± 5 24 ± 21 18 ± 12 

3 119 ± 15 125 ± 37 86 ± 8 107 ± 9 177 ± 18 262 ± 52 

4 70 ± 5 48 ± 2 101 ± 11 92 ± 14 69 ± 5 117 ± 8 

5 199 ± 43 230 ± 6 51 ± 2 66 ± 1 103 ± 6 108 ± 14 

6 149 ± 12 121 ± 5 191 ± 14 143 ± 36 87 ± 8 168 ± 19 

7 111 ± 3 80 ± 9 117 ± 7 146 ± 12 61 ± 16 76 ± 9 

8 151 ± 17 195 ± 15 89 ± 14 92 ± 9 86 ± 2 114 ± 4 

9 415 ± 388 203 ± 6 229 ± 23 169 ± 19 187 ± 29 180 ± 28 

10 106 ± 8 84 ± 8 155 ± 4 124 ± 6 135 ± 7 166 ± 7 

11 141 ± 13 107 ± 4 73 ± 5 79 ± 1 160 ± 12 197 ± 6 

12 121 ± 11 125 ± 27 161 ± 14 182 ± 14 146 ± 18 94 ± 8 

13 47 ± 2 43 ± 2 66 ± 3 67 ± 5 114 ± 12 77 ± 17 

14 81 ± 33 71 ± 10 69 ± 18 68 ± 15 29 ± 18 50 ± 53 

15 33 ± 2 32 ± 2 45 ± 4 40 ± 6 30 ± 6 69 ± 16 
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Table 12. MVC values for each participant and the following muscles: right rectus femoris, left rectus 

femoris, right biceps femoris, and left biceps femoris. All values are presented as mean ± SD across three 

trials and given in millivolts (mV). 

Participant # RRF (mV) LRF (mV) RBF (mV) LBF (mV) 

1 132 ± 13 96 ± 16 170 ± 20 117 ± 5 

2 42 ± 11 55 ± 6 144 ± 10 136 ± 23 

3 73 ± 11 117 ± 5 142 ± 19 170 ± 19 

4 78 ± 5 67 ± 3 118 ± 7 98 ± 13 

5 95 ± 5 72 ± 1 120 ± 15 144 ± 15 

6 164 ± 20 88 ± 8 333 ± 25 294 ± 51 

7 79 ± 12 96 ± 6 240 ± 25 274 ± 31 

8 87 ± 70 157 ± 5 223 ± 17 118 ± 25 

9 420 ± 62 233 ± 7 248 ± 41 188 ± 65 

10 115 ± 6 88 ± 9 224 ± 23 143 ± 18 

11 70 ± 15 90 ± 14 230 ± 10 123 ± 4 

12 148 ± 34 131 ± 26 304 ± 26 361 ± 73 

13 47 ± 12 46 ± 17 154 ± 11 160 ± 10 

14 53 ± 13 81 ± 38 98 ± 6 71 ± 6 

15 75 ± 31 86 ± 9 207 ± 41 200 ± 9 

 

The group-ensemble MVC values across participants (mean and SD) are shown, for each muscle 

studied, in Table 13. 

 

Table 13. MVC values across participants for each muscle being studied. All values are in mV. 

 RRA LRA RExO LExO RTES LTES RLES LLES RLD LLD RRF LRF RBF LBF 

Mean 55 64 213 196 134 113 114 106 100 121 112 100 197 173 

SD 34 50 116 109 95 60 59 44 53 64 92 46 69 80 
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5.4 Main Experiment Results 

5.4.1 Normalized EMG  

Exemplary normalized EMG time series for the abdominal muscles – RRA, LRA, RExO, and 

LExO – and the first trial of Participant #5, using Base #5 with eyes open, are shown in Figure 27.  

 

Figure 27. Exemplary normalized EMG time series for the abdominal muscles and the first trial of 

Participant #5, using Base #5 with eyes open. The top subplot (RRA) shows the normalized EMG time 

series for the right rectus abdominis; the second subplot (LRA) the normalized EMG for the left rectus 

abdominis; the third subplot (RExO) the normalized EMG for the right external oblique; and the bottom 

subplot (LExO) the normalized EMG for the left external oblique. 

 

Exemplary normalized EMG time series for the back muscles – RTES, LTES, RLES, LLES, RLD 

and LLD – and the first trial of Participant #5, using Base #5 with eyes open, are shown in Figure 

28. 
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Figure 28. Exemplary normalized EMG time series for the back muscles and the first trial of Participant 

#5, using Base #5 with eyes open. The top subplot (RTES) shows the normalized EMG for the right thoracic 

erector spinae; the second subplot (LTES) the normalized EMG for the left thoracic erector spinae; the third 

subplot (RLES) the normalized EMG for the right lumbar erector spinae; the fourth subplot (LLES) the 

normalized EMG for the left lumbar erector spinae; the fifth subplot (RLD) the normalized EMG for the 

right latissimus dorsi; and the bottom subplot (LLD) the normalized EMG for the left latissimus dorsi. 

 

Exemplary normalized EMG time series for the upper leg muscles – RRF, LRF, RBF, and LBF – 

and the first trial of Participant #5, using Base #5 with eyes open, are shown in Figure 29.  
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Figure 29. Exemplary normalized EMG time series for the upper leg muscles and the first trial of Participant 

#5, using Base #5 with eyes open. The top subplot (RRF) shows the normalized EMG for the right rectus 

femoris; the second subplot (LRF) the normalized EMG for the left rectus femoris; the third subplot (RBF) 

the normalized EMG for the right biceps femoris; and the bottom subplot (LBF) the normalized EMG for 

the left biceps femoris. 

 

The group-ensemble average levels of muscle activity (%EMG) for all muscles and all conditions 

(i.e., different levels of difficulty under both eye conditions) are shown in Table 14. It can be seen 

that, independent of muscle choice and eye condition, an increase in seat instability (higher wobble 

board base number) results in an increase in muscle activity. The average levels of muscle activity 

(%EMG) for all muscles and all conditions for each participant can be found in Appendix F. 
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Table 14. Average values of the normalized EMG activity across participants for all muscles and conditions. 

Values are presented as mean ± SD across participants. All values are given as a percentage of MVC (%).  

Muscle B #1, EC B #2, EC B #3, EC B #2, EO B #3, EO B #4, EO B #5, EO 

RRA (%) 5.81±4.60 6.79±5.53 12.46±13.16 5.32±3.71 6.19±4.27 7.82±6.02 12.51±14.47 

LRA (%) 6.03±5.50 7.03±7.09 10.97±5.21 5.27±4.04 6.72±5.81 7.73±6.75 11.53±8.74 

RExO (%) 5.38±4.29 6.81±5.27 12.65±9.84 5.00±5.42 6.86±5.57 8.25±7.24 11.44±9.46 

LExO (%) 5.55±4.23 6.14±4.77 9.67±6.75 5.04±4.55 7.34±5.47 8.66±7.58 10.74±7.67 

RTES (%) 3.61±2.12 4.50±2.88 7.09±4.01 3.99±2.65 3.83±2.45 4.91±3.67 6.03±3.73 

LTES (%) 4.87±2.34 5.27±2.80 7.81±3.76 4.87±2.86 4.95±3.41 6.32±6.10 6.99±4.74 

RLES (%) 2.34±1.20 2.65±1.45 2.61±0.98 2.50±1.26 2.63±1.49 3.14±2.24 3.24±1.57 

LLES (%) 2.11±1.00 2.30±1.28 2.42±1.28 2.19±1.02 2.25±1.29 2.67±1.87 2.64±1.59 

RLD (%) 5.59±3.38 6.82±4.88 11.52±11.65 5.19±3.71 5.80±4.12 7.57±5.66 10.51±8.17 

LLD (%) 5.47±6.86 5.47±6.30 15.79±20.45 5.43±7.88 6.20±10.47 6.57±8.71 19.39±29.21 

RRF (%) 5.00±5.33 5.05±5.24 5.19±4.23 4.90±5.51 5.61±6.77 7.32±8.69 5.77±5.21 

LRF (%) 4.14±3.68 4.16±3.84 4.49±5.51 4.34±3.69 4.65±4.16 6.53±8.18 5.14±3.77 

RBF (%) 1.88±1.78 2.18±3.19 2.68±2.87 1.29±1.15 4.04±7.71 2.63±4.99 3.12±3.10 

LBF (%) 1.46±1.40 1.64±2.09 2.37±2.08 0.99±0.67 1.43±1.81 1.80±2.03 2.02±1.98 
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5.4.2 Posturographic Measures  

To quantify the postural proficiency during unstable sitting, the time-domain (i.e., MA, RMSA, 

MV, RMSV, and RANGE) and frequency-domain (i.e., CFREQ, and FREQD) measures described 

above were calculated. As a result, a total 28 measures were calculated (seven for each of the AP, 

ML, TM and TD time series). All posturographic measures (mean ± SD) for all conditions and 

each participant can be found in Appendix G.  

5.4.2.1 Bases #1 and #2 under Eyes Closed Condition  

Figure 30 shows examples of the filtered AP and ML wobble board kinematics during unstable 

sitting for the third trial of Participant #15 under EC condition. Figure 30A shows the filtered AP 

(top) and ML (bottom) times series during sitting on the board with Base #1 (left) and Base #2 

(right), whereas Figure 30B depicts the planar phase plots of the wobble board kinematics during 

sitting with Base #1 (top) and Base #2 (bottom). A visual inspection of the time series data suggests 

larger wobble board displacements for Base #2 when compared to Base #1 in both AP and ML 

directions. 
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Figure 30. Examples of the wobble board kinematics in AP and ML directions. A: The AP (top) and ML 

(bottom) time series during sitting on the wobble board with Base #1 (left) and Base #2 (right) for the EC 

condition. B: The planar phase plots of the wobble board kinematics during sitting with Base #1 (top) and 

Base #2 (bottom) for the EC condition. Shown is the third trial for Participant #15.  

 

All posturographic measures when comparing wobble board kinematics between Base #1 and Base 

#2 during EC are shown in Table 15 (mean ± SD across participants). The Wilcoxon signed rank 

test revealed that the magnitudes of MA and RMSA significantly increased for Base #2 in 

comparison to Base #1 for all of AP, ML, TM, and TD (MA – AP: p < 0.001; ML: p < 0.001; TM: 

p < 0.001; TD: p = 0.018; RMSA – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.018). 

In addition, the magnitudes of MV and RMSV significantly increased for Base #2 when compared 

to Base #1 for AP, ML, and TM only (MV – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: 

p = 0.095; RMSV – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.083). The magnitude 

of RANGE significantly increased for Base #2 for all of AP, ML, TM, and TD in comparison with 

Base #1 (RANGE – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p < 0.001). The magnitude 

of CFREQ decreased for Base #2 when compared to Base #1 for AP, ML, and TM only (CFREQ 

– AP: p = 0.018; ML: p < 0.001; TM: p = 0.015; TD: p = 0.389). The magnitude of FREQD 
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increased significantly for Base #2 in comparison with Base #1 for ML, TM, and TD only (FREQD 

– AP: p = 0.208; ML: p = 0.030; TM: p = 0.015; TD: p = 0.003). 

 

Table 15. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for 

Base #1 and #2 under EC condition. Shown are the mean ± SD across participants for MA, RMSA, MV, 

RMSV, RANGE, CFREQ, and FREQD. A Wilcoxon signed rank test was used to identify potential 

differences between Base #1 and Base #2 when eyes are closed. 

Measure Base #1, EC Base #2, EC P-values 

MA (AP) (deg) 0.70 ± 0.22 1.25 ± 0.45 0.000 

MA (ML) (deg) 0.55 ± 0.17 1.17 ± 0.54 0.000 

MA (TM) (deg) 0.64 ± 0.20 1.20 ± 0.50 0.000 

MA (TD) (deg) 25.69 ± 28.68 39.69 ± 34.24 0.018 

RMSA (AP) (deg) 0.89 ± 0.27 1.56 ± 0.54 0.000 

RMSA (ML) (deg) 0.70 ± 0.22 1.51 ± 0.72 0.000 

RMSA (TM) (deg) 0.81 ± 0.24 1.50 ± 0.62 0.000 

RMSA (TD) (deg) 32.25 ± 33.45 48.64 ± 36.20 0.018 

MV (AP) (deg/s) 1.59 ± 0.58 2.51 ± 0.83 0.000 

MV (ML) (deg/s) 1.54 ± 0.55 2.57 ± 0.76 0.000 

MV (TM) (deg/s) 1.67 ± 0.55 2.66 ± 0.78 0.000 

MV (TD) (deg/s) 84.57 ± 116.01 107.43 ± 105.74 0.095 

RMSV (AP) (deg/s) 2.08 ± 0.76 3.31 ± 1.10 0.000 

RMSV (ML) (deg/s) 2.04 ± 0.68 3.43 ± 0.99 0.000 

RMSV (TM) (deg/s) 2.19 ± 0.71 3.52 ± 1.04 0.000 

RMSV (TD) (deg/s) 593.90 ± 921.62 815.75 ± 950.87 0.083 

RANGE (AP) (deg) 4.54 ± 1.42 7.78 ± 2.63 0.000 

RANGE (ML) (deg) 3.85 ± 1.09 8.04 ± 3.83 0.000 

RANGE (TM) (deg) 4.15 ± 1.17 7.34 ± 2.81 0.000 

RANGE (TD) (deg) 154.89 ± 121.92 235.15 ± 103.03 0.000 

CFREQ (AP) (Hz) 0.48 ± 0.06 0.45 ± 0.06 0.018 

CFREQ (ML) (Hz) 0.54 ± 0.08 0.46 ± 0.06 0.000 

CFREQ (TM) (Hz) 0.54 ± 0.09 0.48 ± 0.08 0.015 

CFREQ (TD) (Hz) 0.71 ± 0.28 0.79 ± 0.28 0.389 

FREQD (AP) (–) 0.56 ± 0.04 0.57 ± 0.03 0.208 

FREQD (ML) (–) 0.54 ± 0.04 0.56 ± 0.03 0.030 

FREQD (TM) (–) 0.56 ± 0.03 0.58 ± 0.03 0.015 

FREQD (TD) (–) 0.61 ± 0.05 0.66 ± 0.07 0.003 
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5.4.2.2 Bases #3 and #4 under Eyes Open Condition  

Figure 31 shows examples of the filtered AP and ML wobble board kinematics during unstable 

sitting for Participant #15 under EO condition. Figure 31A shows the AP (top) and ML (bottom) 

wobble board kinematics during sitting on the board with Base #3 (left) and Base #4 (right), 

whereas Figure 31B depicts the planar phase plots of the wobble board kinematics during sitting 

with Base #3 (top) and Base #4 (bottom). A visual inspection of the time series data suggests larger 

wobble board displacements for Base #4 when compared to Base #3 in both AP and ML directions.  

 

 

Figure 31. Examples of the wobble board kinematics in AP and ML directions. A: The AP (top) and ML 

(bottom) time series during sitting on the wobble board with Base #3 (left) and Base #4 (right) for the EO 

condition. B: The planar phase plots of the wobble board kinematics during sitting with Base #3 (top) and 

Base #4 (bottom) for the EO condition. Shown is the third trial for Participant #15.  

 

All posturographic measures when comparing wobble board kinematics between Base #3 and Base 

#4 during EO are shown in Table 16 (mean ± SD across participants). The Wilcoxon signed rank 

test revealed that MA and RMSA magnitudes significantly increased for Base #4 in comparison 
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to Base #3 for all of AP, ML, TM, and TD (MA – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; 

TD: p = 0.015; RMSA – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.010). The 

magnitude of MV significantly increased for Base #4 when compared to Base #3 for all of AP, 

ML, TM, and TD (MV – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.041). The 

magnitude of RMSV significantly increased for Base #4 in comparison with Base #3 for AP, ML, 

and TM only (RMSV – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.055). RANGE 

magnitude increased significantly for Base #4 when compared to Base #3 for all of AP, ML, TM, 

and TD (RANGE – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.008). No significant 

differences between Base #3 and Base #4 were found for the CFREQ and FREQD measures 

(CFREQ – AP: p = 0.804; ML: p = 0.934; TM: p = 0.073; TD: p = 0.252; FREQD – AP: p = 0.107; 

ML: p = 0.524; TM: p = 0.679; TD: p = 0.135). 
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Table 16. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for 

Base #3 and #4 under eyes open condition. Shown are the mean ± SD across participants for MA, RMSA, 

MV, RMSV, RANGE, CFREQ, and FREQD. A Wilcoxon signed rank test was used to identify potential 

differences between Base #3 and Base #4 when eyes were open. 

Measure B #3, EO B #4, EO P-values 

MA (AP) (deg) 1.19 ± 0.57 1.94 ± 0.94 0.000 

MA (ML) (deg) 1.20 ± 0.60 2.09 ± 1.08 0.000 

MA (TM) (deg) 1.14 ± 0.46 1.71 ±0.65 0.000 

MA (TD) (deg) 52.46 ± 39.61 63.04 ± 40.05 0.015 

RMSA (AP) (deg) 1.51 ± 0.70 2.48 ±1.20 0.000 

RMSA (ML) (deg) 1.61 ± 0.79 2.74 ±1.38 0.000 

RMSA (TM) (deg) 1.45 ± 0.55 2.15 ±0.79 0.000 

RMSA (TD) (deg) 63.60 ± 43.34 75.08 ±42.63 0.010 

MV (AP) (deg/s) 2.23 ± 1.18 3.77 ±1.81 0.000 

MV (ML) (deg/s) 2.53 ± 0.99 4.56 ±1.74 0.000 

MV (TM) (deg/s) 2.47 ± 1.08 4.09 ±1.67 0.000 

MV (TD) (deg/s) 142.95 ± 123.87 174.38 ±121.72 0.041 

RMSV (AP) (deg/s) 2.96 ± 1.57 5.01 ±2.37 0.000 

RMSV (ML) (deg/s) 3.45 ± 1.25 6.15 ±2.27 0.000 

RMSV (TM) (deg/s) 3.35 ± 1.41 5.52 ± 2.19 0.000 

RMSV (TD) (deg/s) 1227.80 ± 1070.28 1475.05 ±1108.91 0.055 

RANGE (AP) (deg) 7.60 ±3.64 12.52 ± 5.86 0.000 

RANGE (ML) (deg) 8.81 ± 3.75 14.66 ± 5.90 0.000 

RANGE (TM) (deg) 7.09 ± 2.58 10.24 ± 2.89 0.000 

RANGE (TD) (deg) 251.11 ± 121.12 291.25 ± 97.88 0.008 

CFREQ (AP) (Hz) 0.45 ± 0.08 0.45 ± 0.07 0.804 

CFREQ (ML) (Hz) 0.48 ± 0.07 0.47 ± 0.08 0.934 

CFREQ (TM) (Hz) 0.50 ± 0.08 0.53 ± 0.09 0.073 

CFREQ (TD) (Hz) 0.91 ± 0.28 0.96 ± 0.27 0.252 

FREQD (AP) (–) 0.57 ± 0.03 0.56 ± 0.03 0.107 

FREQD (ML) (–) 0.58 ± 0.03 0.57 ± 0.02 0.524 

FREQD (TM) (–) 0.60 ± 0.03 0.60 ± 0.02 0.679 

FREQD (TD) (–) 0.67 ± 0.07 0.69 ± 0.06 0.135 

 

5.4.2.3 EO and EC Conditions with Base #2  

Examples of the filtered AP and ML wobble board kinematics during unstable sitting for 

Participant #15 with Base #2 are shown in Figure 32. Figure 32A shows the AP (top) and ML 

(bottom) wobble board kinematics during sitting on the board with Base #2 for EO (left) and EC 

(right) conditions, whereas Figure 32B depicts the planar phase plots of the wobble board 

kinematics during sitting for EO (top) and EC (bottom) conditions with Base #2. A visual 
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inspection of the time series data suggests larger wobble board kinematics for EC in comparison 

to EO in both AP and ML directions. 

 

Figure 32. Examples of the wobble board kinematics in AP and ML directions. A: The AP (top) and ML 

(bottom) time series during sitting on the wobble board with Base #2 for EO (left) and EC (right) conditions. 

B: The planar phase plots of the wobble board kinematics during sitting with Base #2 for EO (top) and EC 

(bottom) conditions. Shown is the third trial for Participant #15.  

 

All posturographic measures when comparing wobble board kinematics between EO and EC for 

Base #2 are shown in Table 17 (mean ± SD across participants). The Wilcoxon signed rank test 

revealed that the magnitude of MA magnitude significantly increased for EC when compared to 

EO for all of AP, ML, TM, and TD (MA – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p 

= 0.042). RMSA magnitude increased for EC in comparison with EO for AP, ML, and TM only 

(RMSA – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.052). The magnitudes of MV 

and RMSV significantly increased for EC when compared to EO for all of AP, ML, TM, and TD 

(MV – AP: p < 0.001; ML: p < 0.001; TM: p < 0.001; TD: p = 0.012; RMSV – AP: p < 0.001; 

ML: p < 0.001; TM: p < 0.001; TD: p = 0.042). Similarly, RANGE magnitude significantly 

increased for EC in comparison with EO for all of AP, ML, TM, and TD (RANGE – AP: p < 
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0.001; ML: p = 0.001; TM: p < 0.001; TD: p = 0.042). No significant differences were found 

between EC and EO for the CFREQ measure (CFREQ – AP: p = 0.910; ML: p = 0.339; TM: p = 

0.569; TD: p = 0.266). Moreover, FREQD magnitude significantly increased for EC when 

compared to EO for AP and ML only (FREQD – AP: p = 0.042; ML: p = 0.034; TM: p = 0.176; 

TD: p = 0.204). 

 

Table 17. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for 

Base #2 under EO and EC conditions. Shown are the mean ± SD across participants for MA, RMSA, MV, 

RMSV, RANGE, CFREQ, and FREQD. A Wilcoxon signed rank test was used to identify potential 

differences between EO and EC with Base #2. 

Measure B #2, EO B #2, EC P-value 

MA (AP) (deg) 0.75 ± 0.33 1.29 ± 0.50 0.000 

MA (ML) (deg) 0.55 ±0.19 1.22 ± 0.59 0.000 

MA (TM) (deg) 0.70 ± 0.28 1.24 ± 0.56 0.000 

MA (TD) (deg) 26.78 ± 30.74 40.82 ± 36.36 0.042 

RMSA (AP) (deg) 0.94 ± 0.40 1.61 ± 0.60 0.000 

RMSA (ML) (deg) 0.70 ± 0.24 1.58 ±0.79 0.000 

RMSA (TM) (deg) 0.88 ± 0.35 1.54 ± 0.69 0.000 

RMSA (TD) (deg) 34.35 ±33.36 49.57 ± 37.72 0.052 

MV (AP) (deg/s) 1.19 ± 0.52 2.52 ± 0.92 0.000 

MV (ML) (deg/s) 1.13 ± 0.46 2.62 ± 0.85 0.000 

MV (TM) (deg/s) 1.22 ± 0.50 2.70 ± 0.87 0.000 

MV (TD) (deg/s) 69.41 ± 92.73 109.80 ± 114.30 0.012 

RMSV (AP) (deg/s) 1.58 ± 0.68 3.33 ± 1.22 0.000 

RMSV (ML) (deg/s) 1.55 ± 0.63 3.49 ± 1.11 0.000 

RMSV (TM) (deg/s) 1.62 ± 0.65 3.57 ± 1.16 0.000 

RMSV (TD) (deg/s) 548.06 ± 831.93 825.30 ± 992.42 0.042 

RANGE (AP) (deg) 4.50 ± 1.80 7.98 ± 2.92 0.000 

RANGE (ML) (deg) 3.70 ± 1.41 8.42 ± 4.20 0.001 

RANGE (TM) (deg) 4.22 ± 1.68 7.54 ± 3.11 0.000 

RANGE (TD) (deg) 170.08 ± 114.78 234.39 ± 103.68 0.042 

CFREQ (AP) (Hz) 0.44 ± 0.08 0.44 ± 0.06 0.910 

CFREQ (ML) (Hz) 0.48 ± 0.06 0.45 ± 0.07 0.339 

CFREQ (TM) (Hz) 0.46 ± 0.09 0.47 ± 0.09 0.569 

CFREQ (TD) (Hz) 0.68 ± 0.28 0.77 ± 0.29 0.266 

FREQD (AP) (–) 0.59 ± 0.03 0.56 ± 0.02 0.042 

FREQD (ML) (–) 0.58 ± 0.04 0.55 ± 0.03 0.034 

FREQD (TM) (–) 0.59 ± 0.03 0.57 ± 0.03 0.176 

FREQD (TD) (–) 0.63 ± 0.06 0.66 ± 0.07 0.204 
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5.4.3 Cross-Correlation  

Figure 33 shows an example of the wobble board kinematics in AP direction and of the 

corresponding, down-sampled normalized EMG time series for LBF for Participant #13 under 

Base #1 and EC conditions. In this figure, the three largest peaks in the anterior tilt of the wobble 

board as well as the 4-second windows centered at each peak (top) and their time-matched 

corresponding 4-second windows in the EMG time series are indicated (bottom). 

 

 

Figure 33. Exemplary wobble board kinematics in the AP direction (top subplot) and the down-sampled, 

normalized EMG signal for LBF (bottom subplot) for Participant #13 with Base #1 and EC. The top subplot 

shows the three largest peaks in the anterior tilt of the wobble board as well as the 4-second windows 

centered at each peak. The bottom subplot shows the time-matched, corresponding 4-second windows 

created in the EMG time series. 

 

The averaged CC function (from three segments) between the LBF and ANT time series shown in 

Figure 33 is given in Figure 34. It can be seen that the averaged CC functions between LBF and 

ANT has a positive peak (indicating positive correlation) with a negative time lag (r = 0.78, τ = 
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−0.12 s). The positive correlation coefficient indicates LBF muscle activation during ANT wobble 

board displacements. Moreover, the negative time lag for that peak suggests that the LBF time 

series preceded the wobble board displacement in the anterior direction. It should be noted that 

correlation coefficients (r) were normalized such that +1, 0, −1 represent perfect positive 

correlation, no correlation, and perfect negative correlation, respectively.  

 

Figure 34. The averaged CC function (from three segments) between LBF and ANT for Participant #13 

under Base #1 and EC condition. The positive correlation peak indicates LBF muscle activation during 

ANT wobble board displacements. The negative time lag for that peak suggests that the LBF time series 

preceded the wobble board displacement in the anterior direction. 

 

Our overall results demonstrate that the magnitude of correlation becomes larger with increasing 

seat instability level (except for the magnitude of correlation coefficients for ES vs ANT/POST). 

For example, Figure 35 shows the averaged CC functions across participants between RExO and 

RIGHT for different levels of difficulty (i.e., Bases #2, #3, #4, and #5) when eyes were open. It 

can be seen that, regardless of the wobble board bases, the activation of RExO preceded RIGHT. 

Moreover, a visual inspection suggests that the correlation coefficient increases when decreasing 

the diameter hemisphere (Base #2: r = 0.36 ± 0.10, τ = −0.15 ± 0.09; Base #3: r = 0.43 ± 0.12, τ = 
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−0.18 ± 0.06; Base #4: r = 0.55 ± 0.17, τ = −0.17 ± 0.05; Base #5: r = 0.68 ± 0.09, τ = −0.15 ± 

0.02). The number of participants that were used to calculate the group-ensemble CC functions 

(across participants) is given in Appendix H. 

 

 

Figure 35. The averaged CC functions across participants between RExO and RIGHT for Bases #2, #3, #4, 

and #5 when eyes were open. The activation of RExO preceded RIGHT: Base #2: r = 0.36 ± 0.10, τ = −0.15 

± 0.09; Base #3: r = 0.43 ± 0.12, τ = −0.18 ± 0.06; Base #4: r = 0.55 ± 0.17, τ = −0.17 ± 0.05; Base #5:  r = 

0.68 ± 0.09, τ = −0.15 ± 0.02. 

 

5.4.3.1 Anterior-Posterior Wobble Board Displacements 

The CC results show that, in general, ANT and POST correlated with RA, BF, RF, TES, and LES. 

However, they did not show any correlation with ExO and LD. The activation and deactivation of 

RA and BF preceded ANT and POST, respectively (Figure 36; right). In addition, the deactivation 

and activation of TES, LES, and RF preceded ANT and POST, respectively (Figure 36; left).   
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Figure 36. A schematic summary of findings during anterior-posterior wobble board displacements [266]–

[268]. The CC results indicate the activation and deactivation of RA and BF muscles, during ANT and 

POST wobble board displacements respectively. In addition, the results indicate the deactivation and 

activation of TES, LES, and RF muscles, during ANT and POST wobble board displacements respectively. 

 

The averaged CC functions across participants between RRA and ANT as well as between RRA 

and POST are shown in Figure 37. Left subplots show the averaged CC functions between RRA 

and ANT, and right subplots show the averaged CC functions between RRA and POST. Results 

are shown for Base #2 when eyes were closed (top), and Base #4 when eyes were open (bottom). 

A visual inspection suggests that, regardless of eye condition, RRA activation preceded ANT (Left 

– EC: r = 0.33 ± 0.09, τ = −0.16 ± 0.04; EO: r = 0.39 ± 0.12, τ = −0.18 ± 0.04), and RRA 

deactivation preceded POST (Right – EC:  r = −0.24 ± 0.07, τ = −0.11 ± 0.07; EO: r = −0.34 ± 

0.11, τ = −0.17 ± 0.04). 
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Figure 37. The averaged CC functions across participants between RRA and ANT (left); and the averaged 

CC functions between RRA and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a positive r and a negative time lag 

(EC: r = 0.33 ± 0.09, τ = −0.16 ± 0.04; EO: r = 0.39 ± 0.12, τ = −0.18 ± 0.04), suggesting that, regardless 

of eye condition, RRA activation preceded ANT; Right: the largest peaks had a negative r and a negative 

time lag (EC:  r = −0.24 ± 0.07, τ = −0.11 ± 0.07; EO: r = −0.34 ± 0.11, τ = −0.17 ± 0.04), suggesting that, 

regardless of eye condition, RRA deactivation preceded POST. 

 

Figure 38 shows the averaged CC functions across participants between LRA and ANT (left), and 

between LRA and POST (right). Results are shown for Base #2 when eyes were closed (top), and 

Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, LRA activation preceded ANT (Left – EC: r = 0.30 ± 0.09, τ = −0.14 ± 0.04; EO: r = 

0.40 ± 0.14, τ = −0.18 ± 0.05), and LRA deactivation preceded POST (Right – EC: r = −0.24 ± 

0.07, τ = −0.16 ± 0.06; EO: r = −0.30 ± 0.06, τ = −0.17 ± 0.05).  
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Figure 38. The averaged CC functions across participants between LRA and ANT (left); and the averaged 

CC functions between LRA and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a positive r and a negative time lag 

(EC: r = 0.30 ± 0.09, τ = −0.14 ± 0.04; EO: r = 0.40 ± 0.14, τ = −0.18 ± 0.05), suggesting that, regardless 

of eye condition, LRA activation preceded ANT; Right: the largest peaks had a negative r and a negative 

time lag (EC: r = −0.24 ± 0.07, τ = −0.16 ± 0.06; EO: r = −0.30 ± 0.06, τ = −0.17 ± 0.05), suggesting that, 

regardless of eye condition, LRA deactivation preceded POST. 

 

Figure 39 shows the averaged CC functions across participants between RTES and ANT (left), 

and between RTES and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, RTES deactivation preceded ANT (Left – EC:  r = −21 ± 0.06, τ = −0.45 ± 0.41; EO: r 

= −0.29 ± 0.07, τ = −0.19 ± 0.10), and RTES activation preceded POST (Right – EC:  r = 0.27 ± 

0.06, τ = −0.17 ± 0.09; EO: r = 0.31 ± 0.10, τ = −0.20 ± 0.09). 
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Figure 39. The averaged CC functions across participants between RTES and ANT (left); and the averaged 

CC functions between RTES and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a negative r and a negative time lag 

(EC:  r = −21 ± 0.06, τ = −0.45 ± 0.41; EO: r = −0.29 ± 0.07, τ = −0.19 ± 0.10), suggesting that, regardless 

of eye condition, RTES deactivation preceded ANT; Right: the largest peaks had a positive r and a negative 

time lag (EC:  r = 0.27 ± 0.06, τ = −0.17 ± 0.09; EO: r = 0.31 ± 0.10, τ = −0.20 ± 0.09), suggesting that, 

regardless of eye condition, RTES activation preceded POST. 

 

Figure 40 shows the averaged CC functions across participants between LTES and ANT (left), and 

between LTES and POST (right). Results are shown for Base #2 when eyes were closed (top), and 

Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, LTES deactivation preceded ANT (Left – EC:  r = −0.23 ± 0.06, τ = −0.39 ± 0.25; EO: 

r = −0.28 ± 0.08, τ = −0.24 ± 0.06), and LTES activation preceded POST (Right – EC:  r = 0.26 ± 

0.09, τ = −0.25 ± 0.08; EO: r = 0.29 ± 0.10, τ = −0.25 ± 0.08). 
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Figure 40. The averaged CC functions across participants between LTES and ANT (left); and the averaged 

CC functions between LTES and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a negative r and a negative time lag 

(EC:  r = −0.23 ± 0.06, τ = −0.39 ± 0.25; EO: r = −0.28 ± 0.08, τ = −0.24 ± 0.06), suggesting that, regardless 

of eye condition, LTES deactivation preceded ANT; Right: the largest peaks had a positive r and a negative 

time lag (EC:  r = 0.26 ± 0.09, τ = −0.25 ± 0.08; EO: r = 0.29 ± 0.10, τ = −0.25 ± 0.08), suggesting that, 

regardless of eye condition, LTES activation preceded POST. 

 

Figure 41 shows the averaged CC functions across participants between RLES and ANT (left), 

and between RLES and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, RLES deactivation preceded ANT (Left – EC:  r = −0.31 ± 0.09, τ = −0.29 ± 0.05; EO: 

r = −0.31 ± 0.07, τ = −0.22 ± 0.10), and RLES activation preceded POST (Right – EC:  r = 0.23 ± 

0.09, τ = −0.24 ± 0.08; EO: r = 0.27 ± 0.09, τ = −0.23 ± 0.07). 
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Figure 41. The averaged CC functions across participants between RLES and ANT (left); and the averaged 

CC functions between RLES and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a negative r and a negative time lag 

(EC:  r = −0.31 ± 0.09, τ = −0.29 ± 0.05; EO: r = −0.31 ± 0.07, τ = −0.22 ± 0.10), suggesting that, regardless 

of eye condition, RLES deactivation preceded ANT; Right: the largest peaks had a positive r and a negative 

time lag (EC:  r = 0.23 ± 0.09, τ = −0.24 ± 0.08; EO: r = 0.27 ± 0.09, τ = −0.23 ± 0.07), suggesting that, 

regardless of eye condition, RLES activation preceded POST. 

 

Figure 42 shows the averaged CC functions across participants between LLES and ANT (left), and 

between LLES and POST (right). Results are shown for Base #2 when eyes were closed (top), and 

Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, LLES deactivation preceded ANT (Left – EC:  r = −0.31 ± 0.09, τ = −0.25 ± 0.08; EO: 

r = −0.27 ± 0.09, τ = −0.16 ± 0.07), and LLES activation preceded POST (Right – EC:  r = 0.28 ± 

0.10, τ = −0.17 ± 0.16; EO: r = 0.28 ± 0.09, τ = −0.18 ± 0.11). 
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Figure 42. The averaged CC functions across participants between LLES and ANT (left); and the averaged 

CC functions between LLES and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a negative r and a negative time lag 

(EC:  r = −0.31 ± 0.09, τ = −0.25 ± 0.08; EO: r = −0.27 ± 0.09, τ = −0.16 ± 0.07), suggesting that, regardless 

of eye condition, RLES deactivation preceded ANT; Right: the largest peaks had a positive r and a negative 

time lag (EC:  r = 0.28 ± 0.10, τ = −0.17 ± 0.16; EO: r = 0.28 ± 0.09, τ = −0.18 ± 0.11), suggesting that, 

regardless of eye condition, RLES activation preceded POST. 

 

Figure 43 shows the averaged CC functions across participants between RBF and ANT (left), and 

between RBF and POST (right). Results are shown for Base #2 when eyes were closed (top), and 

Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, RBF activation preceded ANT (Left – EC:  r = 0.54 ± 0.11, τ = −0.19 ± 0.04; EO: r = 

0.47 ± 0.12, τ = −0.18 ± 0.05), and RBF deactivation preceded POST (Right – EC:  r = −0.46 ± 

0.16, τ = −0.18 ± 0.07; EO: r = −0.38 ± 0.17, τ = −0.20 ± 0.06). 
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Figure 43. The averaged CC functions across participants between RBF and ANT (left); and the averaged 

CC functions between RBF and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a positive r and a negative time lag 

(EC:  r = 0.54 ± 0.11, τ = −0.19 ± 0.04; EO: r = 0.47 ± 0.12, τ = −0.18 ± 0.05), suggesting that, regardless 

of eye condition, RBF activation preceded ANT; Right: the largest peaks had a negative r and a negative 

time lag (EC:  r = −0.46 ± 0.16, τ = −0.18 ± 0.07; EO: r = −0.38 ± 0.17, τ = −0.20 ± 0.06), suggesting that, 

regardless of eye condition, RBF deactivation preceded POST. 

 

Figure 44 shows the averaged CC functions across participants between LBF and ANT (left), and 

between LBF and POST (right). Results are shown for Base #2 when eyes were closed (top), and 

Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, LBF activation preceded ANT (Left – EC: r = 0.53 ± 0.12, τ = −0.18 ± 0.06; EO: r = 

0.52 ± 0.11, τ = −0.18 ± 0.06), and LBF deactivation preceded POST (Right – EC:  r = −0.45 ± 

0.13, τ = −0.19 ± 0.07; EO: r = −0.43 ± 0.16, τ = −0.19 ± 0.09). 
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Figure 44. The averaged CC functions across participants between LBF and ANT (left); and the averaged 

CC functions between LBF and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a positive r and a negative time lag 

(EC: r = 0.53 ± 0.12, τ = −0.18 ± 0.06; EO: r = 0.52 ± 0.11, τ = −0.18 ± 0.06), suggesting that, regardless 

of eye condition, RBF activation preceded ANT; Right: the largest peaks had a negative r and a negative 

time lag (EC:  r = −0.45 ± 0.13, τ = −0.19 ± 0.07; EO: r = −0.43 ± 0.16, τ = −0.19 ± 0.09), suggesting that, 

regardless of eye condition, RBF deactivation preceded POST. 

 

Figure 45 shows the averaged CC functions across participants between RRF and ANT (left), and 

between RRF and POST (right). Results are shown for Base #2 when eyes were closed (top), and 

Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of eye 

condition, RRF deactivation preceded ANT (Left – EC: r = −0.35 ± 0.10, τ = −0.21 ± 0.10; EO: r 

= −0.41 ± 0.15, τ = −0.20 ± 0.09), and RRF activation preceded POST (Right – EC: r = 0.39 ± 

0.15, τ = −0.22 ± 0.08; EO: r = 0.44 ± 0.14, τ = −0.18 ± 0.08). 
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Figure 45. The averaged CC functions across participants between RRF and ANT (left); and the averaged 

CC functions between RRF and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a negative r and a negative time lag 

(EC: r = −0.35 ± 0.10, τ = −0.21 ± 0.10; EO: r = −0.41 ± 0.15, τ = −0.20 ± 0.09), suggesting that, regardless 

of eye condition, RRF deactivation preceded ANT; Right: the largest peaks had a positive r and a negative 

time lag (EC: r = 0.39 ± 0.15, τ = −0.22 ± 0.08; EO: r = 0.44 ± 0.14, τ = −0.18 ± 0.08), suggesting that, 

regardless of eye condition, RRF activation preceded POST. 

 

Figure 46 shows the averaged CC functions across participants between LRF and ANT (left), and 

between LRF and POST (right). The results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were opened (bottom). A visual inspection suggests that regardless of eyes 

condition, LRF deactivation preceded ANT (Left – EC: r = −0.40 ± 0.14, τ = −0.25 ± 0.17; EO: r 

= −0.39 ± 0.18, τ = −0.17 ± 0.12) and LRF activation preceded POST (Right – EC:  r = 0.49 ± 

0.14, τ = −0.18 ± 0.09; EO: r = 0.47 ± 0.15, τ = −0.17 ± 0.07).  
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Figure 46. The averaged CC functions across participants between LRF and ANT (left); and the averaged 

CC functions between LRF and POST (right). Results are shown for Base #2 when eyes were closed (top), 

and Base #4 when eyes were open (bottom). Left: the largest peaks had a negative r and a negative time lag 

(EC: r = −0.40 ± 0.14, τ = −0.25 ± 0.17; EO: r = −0.39 ± 0.18, τ = −0.17 ± 0.12), suggesting that, regardless 

of eye condition, LRF deactivation preceded ANT; Right: the largest peaks had a positive r and a negative 

time lag (EC:  r = 0.49 ± 0.14, τ = −0.18 ± 0.09; EO: r = 0.47 ± 0.15, τ = −0.17 ± 0.07), suggesting that, 

regardless of eye condition, LRF activation preceded POST. 

 

The group-ensemble correlation coefficient (r) and time lag (τ) values (mean ± SD) under Base 

#2/EC and Base #4/EO conditions for ANT and POST are shown in Table 18. 
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Table 18. Correlation coefficient and time lag values for ANT and POST under Base #2/EC and Base #4/EO 

conditions for the following muscles: right rectus abdominis, left rectus abdominis, right thoracic erector 

spinae, left thoracic erector spinae, right lumbar erector spinae, left lumbar erector spinae, right biceps 

femoris, left biceps femoris, right rectus femoris, and left rectus femoris. All values are presented as mean 

± SD. 

Muscle 

Anterior Posterior 

B #2, EC B #4, EO B #2, EC B #4, EO 

r (-) τ (s) r (-) τ (s) r (-) τ (s) r (-) τ (s) 

RRA 0.33 ± 0.09 −0.16±0.04 0.39±0.12 −0.18±0.04 −0.24±0.07 −0.11±0.07 −0.34±0.11 −0.17±0.04 

LRA 0.30±0.09 −0.14±0.04 0.40±0.14 −0.18±0.05 −0.24±0.07 −0.16±0.06 −0.30±0.06 −0.17±0.05 

RTES −0.21±0.06 −0.45±0.41 −0.29±0.07 −0.19±0.10 0.27±0.06 −0.17±0.09 0.31±0.10 −0.20±0.09 

LTES −0.23±0.06 −0.39±0.25 −0.28±0.08 −0.24±0.06 0.26±0.09 −0.25±0.08 0.29±0.10 −0.25±0.08 

RLES −0.31±0.09 −0.29±0.05 −0.31±0.07 −0.22±0.10 0.23±0.09 −0.24±0.08 0.27±0.09 −0.23±0.07 

LLES −0.31±0.09 −0.25±0.08 −0.27±0.09 −0.16±0.07 0.28±0.10 −0.17±0.16 0.28±0.09 −0.18±0.11 

RBF 0.54± 0.11 −0.19±0.04 0.47±0.12 −0.18±0.05 −0.46±0.16 −0.18±0.07 −0.38±0.17 −0.20±0.06 

LBF 0.53± 0.12 −0.18±0.06 0.52±0.11 −0.18±0.06 −0.45±0.13 −0.19±0.07 −0.43±0.16 −0.19±0.09 

RRF −0.35±0.10 −0.21±0.10 −0.41±0.15 −0.20±0.09 0.39±0.15 −0.22±0.08 0.44±0.14 0.18±0.08 

LRF −0.40±0.14 −0.25±0.17 −0.39±0.18 −0.17±0.12 0.49±0.14 −0.18±0.09 0.47±0.15 0.17±0.07 

 

5.4.3.2 Medial-Lateral Wobble Board Displacements 

The CC results show that, in general, LEFT and RIGHT correlated with ExO only. The activation 

and deactivation of RExO preceded RIGHT and LEFT, respectively (Figure 47; left). Moreover, 

the deactivation and activation of LExO preceded RIGHT and LEFT, respectively (Figure 47; 

right).  
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Figure 47. A schematic summary of findings during medial-lateral wobble board displacements [268]. The 

CC results indicate the activation and deactivation of RExO during RIGHT and LEFT wobble board 

displacements, respectively. Moreover, they indicate the deactivation and activation of LExO during 

RIGHT and LEFT wobble board displacements, respectively. 

 

Figure 48 shows the averaged CC functions across participants between RExO and LEFT (left), 

and between RExO and RIGHT (right). The results are shown for Base #2 when eyes were closed 

(top), and Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of 

eye condition, RExO deactivation preceded LEFT (Left – EC: r = −0.42 ± 0.13, τ = −0.19 ± 0.09; 

EO: r = −0.50 ± 0.14, τ = −0.16 ± 0.08), and RExO activation preceded RIGHT (Right – EC:  r = 

0.43 ± 0.16, τ = −0.17 ± 0.09; EO: r = 0.55 ± 0.17, τ = −0.17 ± 0.05).  
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Figure 48. The averaged CC functions across participants between RExO and LEFT (left); and the averaged 

CC functions between RExO and RIGHT (right). Results are shown for Base #2 when eyes were closed 

(top), and Base #4 when eyes were open (bottom). Left: the largest peaks had a negative r and a negative 

time lag (EC: r = −0.42 ± 0.13, τ = −0.19 ± 0.09; EO: r = −0.50 ± 0.14, τ = −0.16 ± 0.08), suggesting that, 

regardless of eye condition, RExO deactivation preceded LEFT; Right: the largest peaks had a positive r 

and a negative time lag (EC:  r = 0.43 ± 0.16, τ = −0.17 ± 0.09; EO: r = 0.55 ± 0.17, τ = −0.17 ± 0.05), 

suggesting that, regardless of eye condition, RExO activation preceded RIGHT. 

 

Figure 49 shows the averaged CC functions across participants between LExO and LEFT (left), 

and between LExO and RIGHT (right). Results are shown for Base #2 when eyes were closed 

(top), and Base #4 when eyes were open (bottom). A visual inspection suggests that, regardless of 

eye condition, LExO activation preceded LEFT (Left – EC: r = 0.46 ± 0.16, τ = −0.18 ± 0.06; EO: 

r = 0.61 ± 0.12, τ = −0.18 ± 0.04), and LExO deactivation preceded RIGHT (Right – EC:  r = −0.38 

± 0.15, τ = −0.19 ± 0.04; EO: r = −0.55 ± 0.10, τ = −0.16 ± 0.06).  
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Figure 49. The averaged CC functions across participants between LExO and LEFT (left); and the averaged 

CC functions between LExO and RIGHT (right). Results are shown for Base #2 when eyes were closed 

(top), and Base #4 when eyes were open (bottom). Left: the largest peaks had a positive r and a negative 

time lag (EC: r = 0.46 ± 0.16, τ = −0.18 ± 0.06; EO: r = 0.61 ± 0.12, τ = −0.18 ± 0.04), suggesting that, 

regardless of eye condition, LExO activation preceded LEFT; Right: the largest peaks had a negative r and 

a negative time lag (EC:  r = −0.38 ± 0.15, τ = −0.19 ± 0.04; EO: r = −0.55 ± 0.10, τ = −0.16 ± 0.06), 

suggesting that, regardless of eye condition, LExO deactivation preceded RIGHT. 

 

The group-ensemble correlation coefficient (r) and time lag (τ) values (mean ± SD) for LEFT and 

RIGHT under Base #2/EC and Base #4/EO conditions are shown in Table 19. 

 

Table 19. Correlation coefficient and time lag values for LEFT and RIGHT under Base #2/EC and Base 

#4/EO conditions for RExO and LExO. All values are presented as mean ± SD. 

Muscle 

Left Right 

B #2, EC B #4, EO B #2, EC B #4, EO 

r (-) τ (s) r (-) τ (s) r (-) τ (s) r (-) τ (s) 

REO −0.42±0.13 −0.19±0.09 −0.50±0.14 −0.16±0.08 0.43±0.16 −0.17±0.09 0.55±0.17 −0.17±0.05 

LEO 0.46± 0.16 −0.18±0.06 0.61± 0.12 −0.18±0.04 −0.38±0.15 −0.19±0.04 −0.55±0.10 −0.16±0.06 
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Chapter 6 

6 Discussion 

The main goal of this study was to obtain a more comprehensive, quantitative understanding of 

the neuromechanical mechanisms of dynamic sitting control during continuous multi-directional 

perturbations. In what follows, we elaborate on the validity of the applied methodology to quantify 

postural control during sitting. Furthermore, we characterize the role of seat instability level and 

the presence of visual information in stabilizing the body. Finally, we discuss spatial and temporal 

determinants of dynamic sitting control and use them to propose the presence of a postural 

adjustment strategy that is CNS-based and utilized to stabilize the wobble board. 

6.1 Adequacy of Using Wobble Board Kinematics to Quantify Postural 

Control During Unstable Sitting 

As previously mentioned, three types of measures may be used to quantify postural proficiency: 

COP measures [93], [94], [96], [104], [105], [107]; trunk kinematics measures  [90], [92], [93], 

[106], [225], [229] and/or wobble board kinematics measures [89], [90], [92], [95], [225], [229]. 

Prieto et al. [262] and others [93], [94], [96], [104], [105], [107], [263] described or utilized the 

most common method for computing a range of posturographic measures (such as time-domain 

and frequency-domain measures), which is based on the displacement of the COP measured via a 

force plate. However, several studies followed the procedure applied by Prieto et al. to compute 

posturographic measures using angular kinematics instead of COP trajectories [92], [226]. More 

specifically, these studies have applied trunk kinematics to quantify postural steadiness. 

At the same time, it has been suggested that, during dynamic sitting, not only trunk kinematics, 

but also wobble board kinematics capture information similar to the COP [226]. In fact, Lariviere 

et al. [226] showed that, during unstable sitting, support surface tilt angles and COP displacements 

are highly correlated. Although wobble board kinematics measures may not completely reflect the 
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information captured by trunk kinematics, wobble board and trunk kinematics have been shown 

to be correlated as well [229]. While Freddolini et al. [89], [90], [225] used wobble board 

kinematics to quantify postural control for the lower limbs, Lee et al. [95] used them for the trunk. 

Moreover, in several studies, the kinematic trajectories of the wobble board have been applied to 

characterize postural control during unstable sitting [89], [90], [92], [95], [225], [229]. Based on 

all considerations above, we chose to use wobble board kinematics – and specifically wobble board 

kinematics measures as well as the correlation between trunk muscle activity and wobble board 

kinematics – to characterize postural control during unstable sitting. 

6.2 Postural Control Effort and Output are Affected by Seat Instability 

Level 

The results on postural steadiness in accordance with the approach by Prieto et al. [262] revealed 

that the time-domain measures were significantly larger when increasing seat instability level (i.e., 

from Base #1 to Base #2 under eyes closed condition, and from Base #3 to Base #4 under eyes 

open condition). Although there is no universal consensus regarding the interpretation of these 

measures [269], [270], it has been suggested in the literature that distance measures are associated 

with postural stability performance (i.e., the stabilization outcome) [271]–[273], whereas velocity 

measures are associated with the underlying control demand (i.e., the degree of neuromuscular 

activity required to achieve stability) [271]–[273]. However, it should be noted that these studies 

used COP measures as obtained via a force plate, whereas the present study reports on angular 

kinematic measures obtained via optical motion capture. Nevertheless, using the logic presented 

in the literature, our results suggest that, by increasing task difficulty, stability performance is 

reduced (due to an increase in MA and RMSA measures), and the need for postural adjustments is 

increased (due to an increase in MV and RMSV measures).  

These findings are consistent with the outcomes published by Cholewicki et al. [94] who reported 

that postural stability performance is reduced in AP and ML directions when task difficulty 

increases. Radebold et al. [105] and Silfies et al. [104] also showed that, by increasing seat 

instability level, stability performance decreases in both the AP and ML directions. In the former 

study, the study sample included both non-disabled individuals and those with LBP, whereas, in 
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the latter study, only non-disabled individuals participated. In terms of velocity measures, our 

results are in agreement with the findings of Oomen et al. [229] who demonstrated that the wobble 

board velocity increases when task difficulty increases. Moreover, as expected, our results 

demonstrate that the RANGE measure increased significantly when the degree of seat instability 

increased. This increase in angular displacement range is presumably a consequence of the 

increase in the velocity measures that reflects a larger control demand when stabilizing wobble 

board bases of smaller diameter [222], [229]. 

Our findings also demonstrate that the CFREQ measure significantly decreased in AP, ML, and 

TM when moving from Base #1 to Base #2 for the eyes closed condition. It has been reported that 

CFREQ is inversely proportional to and, hence, an indirect measure of the moment of inertia of a 

dynamic system and the time for that system to return to equilibrium position [272]. Systems with 

a larger moments of inertia are more sluggish and require more time to return to their initial 

position [271]–[274], which suggests that these systems may be less stable [91]. Our findings 

suggest that moving from an easier to a more difficult wobble board base may increase the effective 

moment of inertia of the trunk and wobble board system (a decrease in CFREQ measure), implying 

that the system is less stable when a more difficult wobble board base is used. This is not surprising, 

however, given the discussed time-domain evidence that postural stability performance decreases 

when the task difficulty is increased. 

6.3 Visual Input Improves Stability During Unstable Seated Balance 

The effect of visual input was investigated by comparing posturographic measures (i.e., time- and 

frequency-domain measures) between eyes open and eyes closed conditions when participants 

were balancing on Base #2. As expected, all time-domain measures, except for RMSA in TD, were 

significantly larger when eyes were closed. This indicates that stability performance is reduced 

(due to an increase in MA and RMSA measures) and the degree of postural adjustments increased 

(due to an increase in MV and RMSV measures) when visual input was lacking. It also implies a 

larger range in wobble board displacement when the eyes are closed (indicated by an increase in 

the RANGE measure) [271]–[273]. These time-domain findings on the influence of vision are 
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fully in line with those on the influence of seat instability level, indicating that increasing seat 

instability has a similar effect on dynamic balance control and output as eliminating visual input.  

The visual, proprioceptive, and vestibular systems are three major sensory systems that have been 

shown to contribute to the sensorimotor control of upper body stability [96], [104], [105], [222], 

[275]: the visual system captures information regarding the spatial orientation and motion of the 

head and trunk [104], [276]; the proprioceptive system provides information regarding the 

orientation and motion of the various body segments with respect to each other [276]; and the 

vestibular system measures information regarding head orientation and motion in space [276]. 

Knowledge on the spatial and intersegmental orientation of the body as acquired by these sensory 

modalities has been shown to be essential for postural control and head stability once passed on to 

the CNS [277]. By eliminating visual input, a reduced level of information is available to the 

neuromuscular control system, resulting in a stronger reliance on the proprioceptive and vestibular 

systems [276]. Previous studies have shown that, in response to perturbations during sitting, 

participants rely more heavily on visual and proprioceptive inputs to stabilize the head and trunk 

[278], [279]. Our results suggest that the accuracy and precision of postural control can not be 

fully compensated by the proprioceptive and vestibular systems, and that the output of the postural 

control system is reduced when the eyes are closed [104]. However, further investigation is 

required to confirm these relations. 

Our results are in line with the findings of Silfies et al. [104] who also reported that stability 

performance decreases with eyes closed. Moreover, our results are consistent with those of 

Andreopoulou et al. [222] who found that wobble board sway increased in the ML direction when 

eyes are closed. Our findings also demonstrate that, for the eyes open condition, FREQD was 

significantly larger in the AP and ML directions than for the eyes closed condition. It has been 

suggested for upright standing and quasi-static sitting measured via a force plate that FREQD may 

be related to trunk stiffness, with a decrease in trunk stiffness presumably increasing FREQD 

[271]–[273], [280]. Furthermore, Collins and De Luca [281] suggested that visual input may 

reduce trunk stiffness during static standing. Taken together, these findings may explain why 

FREQD decreased when eyes were closed: with the lack of visual input, trunk stiffness presumably 

increased and, consequently, FREQD decreased. Note that such increase in trunk stiffness may be 
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caused by a larger degree of co-contraction of agonist and antagonist muscles [16], [27] in 

comparison to the eyes open condition. 

In addition to dynamic sitting, several studies have investigated the effect of eye condition on quiet 

sitting. Vette et al. [263] examined sitting balance of non-disabled participants, sitting directly on 

a force plate without a footrest, and reported that none of the time-domain measures were 

significantly different with the lack of visual input. Similarly, Serra-Ano et al. [282] and 

Maaswinkel et al. [283] showed that the lack of vision had no significant effect on time-domain 

measures in non-disabled individuals during quiet sitting. Moreover, Radebold et al. [105] and 

Andreopoulou et al. [222] found that, during unstable sitting, postural stability performance 

reduces in the absence of visual input; however, this dependency was not present for quiet sitting. 

In the study conducted by Radebold et al. [105], the performance of non-disabled individuals was 

compared with that of individuals suffering under LBP. Meanwhile, in the study by Andreooulou 

et al. [222], only non-disabled individuals participated. Findings from all of the above studies 

suggest that, during dynamic sitting, vision has a more significant role in stabilizing the human 

body than during quiet sitting, and that a lack of visual input reduces postural stability for dynamic 

sitting only.  

6.4 How Does the Human Body Control Upright Sitting While 

Balancing on a Wobble Board?  

6.4.1 Correlation Between Muscle Activation/Deactivation and Wobble Board 

Motion Confirms the Presence of Active Control  

Stability is defined as the ability of a system to return to an equilibrium position after an external 

or internal perturbation [1]. For quiet sitting and gentle perturbations, a tonic activation of muscles 

may be sufficient to achieve stability of the trunk [16], [169]. For large perturbations, however, 

neurally-driven, direction-specific activation of the muscles is essential for maintaining trunk 

stability [1]. In this context, the results of this study showed that, independent of muscle and base, 

correlations between muscle activity and wobble board displacement exist. This suggests that, 

during unstable sitting, phasic muscle activation is required to stabilize the trunk, with this phasic 
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activation being indicative of active control (i.e., control that originates in the CNS and is neurally-

driven) [52], [284]–[287]. It should be noted that we are not questioning the existence and 

contribution of passive control to dynamic sitting (i.e., stabilization due to intrinsic mechanical 

properties of the spine, joints, and connective tissue as well as due to intraabdominal pressure); 

however, our results strongly suggest that active control is involved in maintaining stability during 

unstable sitting.      

Overall, the outcomes of this study indicate that the activity of the trunk and upper leg muscles are 

correlated with wobble board motion. Moreover, it can be seen that, generally, the degree of 

correlation increased with increasing degree of seat instability (see Figure 35). This suggests that, 

when task difficulty increased, wobble board displacement and/or phasic trunk and upper leg 

muscle activation/deactivation increased – and this irrespective of eye condition. On the one hand, 

an increase in wobble board displacement with task difficulty agrees with our posturographic 

findings above, which is also consistent with previous studies on postural sway during dynamic 

sitting [94], [104], [105]. On the other hand, Oomen et al. [229] reported that, during dynamic 

sitting, muscle activation increases when task difficulty increases. Taken together, these previous 

studies support our conclusion that most likely both – wobble board displacement and phasic 

muscle activation/deactivation – increased when seat instability level increased. 

6.4.2 Spatial Configuration of Trunk and Upper Leg Muscles is a Key Influencer of 

Active Control  

Our findings also provide strong evidence for the existence of a direction-specific activation or 

deactivation of the trunk and upper leg muscles. Several studies have investigated the muscle 

response to perturbations during sitting. Zedka et al. [51] investigated responses of the trunk 

muscles to perturbations in the AP and ML directions during sitting and reported that trunk muscles 

respond to perturbations in a direction-specific manner. Moreover, Preuss and Fung [53], 

investigating the response of the trunk muscles to multidirectional perturbations in eight directions 

during both sitting and standing, reported that the direction of the perturbation influences the 

activity of the trunk muscles. Masani et al. [52]  also applied perturbation forces in eight different 

directions during sitting, demonstrating that the muscle response depended on the pulling 

direction. Our results agree with these studies in the fact that, for each direction of the perturbation 



 

111 

 

(i.e., each direction of the wobble board displacement), certain muscles got intermittently 

activated. This directional dependency of the muscles may be explained by their geometry and 

anatomical placement [288]. Since the fibers of the RA and ES muscles run vertically down the 

trunk [48], they are more likely to get activated in the sagittal plane [52]. Conversely, since the 

fibers of ExO cross the trunk diagonally and transversely [48], they cover a wider range than RA 

and ES, and this across the sagittal and frontal planes. Therefore, also the range of action of ExO 

may be wider than of RA and ES [52].  

Co-activation (i.e., contraction of a group of muscles) [51], [90], [229], [289], [290] and reciprocal 

activation (i.e., contraction of an agonist muscle while its antagonist relaxes) [229], [290], [291] 

of the muscles have been reported in several studies. Based on the task, the CNS chooses the 

appropriate muscle recruitment strategy to stabilize the body [224], [292]. The results of this study 

suggest that the CNS uses co-activation and reciprocal activation of muscles to stabilize the body 

during dynamic sitting: RA and BF got activated (deactivated) shortly before the wobble board 

tilted forward (backward); ES and RF got activated (deactivated) shortly before the wobble board 

tilted backward (forward); RExO got activated (deactivated) shortly before the wobble board tilted 

to the right (left); and LExO got activated (deactivated) shortly before the wobble board tilted to 

the left (right). Using co-activation and reciprocal activation of the muscles in this spatial and 

temporal configuration suggests that the CNS may implement a control strategy for stabilizing the 

wobble board that, while common across muscles, is differentially executed based on the muscles’ 

anatomical placement. 

6.4.3 Temporal and Spatial Determinants of Trunk and Upper Leg Muscle 

Activation/Deactivation Provide Insights into the Underlying Type of Active 

Control 

Our results showed that RA and BF activation or deactivation preceded wobble board motion by 

approximately 200 ms; ES and RF activation preceded wobble board motion by approximately 

250 and 200 ms, respectively; ES and RF deactivation preceded wobble board motion by 

approximately 300 and 200 ms, respectively; and RExO and LExO activation or deactivation 

preceded wobble board motion by approximately 200 ms. These time delays between muscle 

activation/deactivation and wobble board motion are in line with the studies by Gatev al. [284] 
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and Masani et al. [287] who reported that, during quiet standing, EMG activity preceded COP 

displacement by approximately 250 to 300 ms and 250 ms, respectively. Gatev al. [284] concluded 

that the CNS anticipates changes in body position based on position and velocity measurements 

by the proprioceptive and vestibular systems [284], [286], [293] and activates the muscles in 

advance to stabilize the body. Masani et al. [286], [287]  supported this interpretation by means of 

simulation studies, concluding that the body velocity information must play a significant role in 

modulating the muscle activity in such an anticipatory manner. In their as well as our cases, the 

described temporal relations capture the time interval from the time the EMG signal is generated 

to the time a moment is generated (i.e., neuromusculoskeletal torque generation delay) [294] to 

cause or counter the measured motion or ground reaction. In the literature, the 

neuromusculoskeletal torque generation delay (oftentimes also called electromechanical delay – a 

term more appropriately used for the delay between muscle fiber activation and muscle fiber force 

generation [3]) has been reported to be in the range between 200 to 380 ms for the ankle joint 

[294], which is also in line with our findings for the trunk-wobble board interface. As will be 

explored below, these temporal features, along with our results on the spatial determinants of 

muscle activation, suggest that the CNS modulates muscle activity in an anticipatory manner to 

break, or dampen, the upcoming wobble board motion via stiffness control. 

Visual observations during the experiments suggest that, during unstable sitting on the wobble 

board, trunk movement was small in comparison to wobble board movement, and that the 

participants balanced on the wobble board while keeping their trunk in a relatively stable position. 

Mechanically speaking, the wobble board was smaller, lighter, and of smaller inertia compared to 

the trunk and experienced the highest degree of instability at the wobble board-stool interface. As 

such, it is reasonable to assume that the primary goal of the dynamic system was to stabilize the 

wobble board – and that stabilizing the trunk relative to the wobble board was only a secondary, 

yet interconnected goal. Note that this mechanical assessment agrees with our visual assessment 

during the experiments.  

In parallel to these considerations on mechanical stabilization of the trunk and wobble board 

system, our results indicate that RA and BF, as well as ES and RF, are spatially correlated with 

anterior-posterior wobble board displacement. Our findings showed that RA and BF activation 
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preceded ANT, suggesting that these muscles got activated in advance of, but mostly 

simultaneously with anterior wobble board motion. Based on the velocity information of the body 

and wobble board as obtained from sensory systems (see above) [287], [295]–[297], the CNS can 

proactively contract RA and BF to break, or dampen, the forward wobble board displacement. If 

considered alone, the activation of RA may cause a backward wobble board moment when the 

trunk is assumed to be stable (see above); accordingly, if considered alone, the activation of BF 

may cause a forward wobble board moment when the trunk is assumed to be stable (see above). 

However, as both these muscles are co-contracted, they may serve as agonist and antagonist 

muscles relative to the sagittal plane motion of the wobble board, resulting in an increase of 

stiffness at the trunk-wobble board interface. Such increase in stiffness then breaks the upcoming 

wobble board movement in the anterior direction. Moreover, it can be speculated that the net 

moment generated by RA may be greater than that by BF, which counters the upcoming wobble 

board movement even further. However, further investigations into the relative moment 

contributions of RA and BF are required to confirm this.  

Similar to the above, our results also showed that ES and RF activation preceded POST, suggesting 

that these muscles got activated in advance of, but mostly simultaneously with wobble board 

motion, to break, or dampen, wobble board motion in the posterior direction. If considered alone, 

the activation of ES may cause a forward wobble board moment when the trunk is assumed to be 

stable (see above); accordingly, if considered alone, the activation of RF may cause a backward 

wobble moment when the trunk is assumed to be stable (see above). However, as both these 

muscles are co-contracted, they again may serve as agonist and antagonist muscles relative to the 

sagittal plane motion of the wobble board, resulting in an increase of stiffness at the trunk-wobble 

board interface. Such increase in stiffness then breaks the upcoming wobble board movement in 

the posterior direction. Moreover, it can be speculated that the net moment generated by ES may 

be greater than that by RF, which counters the upcoming wobble board movement even further. 

Again, further investigations into the relative moment contributions of ES and RF are required to 

confirm this.  

Moreover, among all muscles being studied, only RExO and LExO were spatially correlated with 

medial-lateral wobble board displacement. RExO (LExO) activation preceded RIGHT (LEFT), 
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suggesting that the CNS proactively contracted RExO (LExO) to break, or dampen, the upcoming 

RIGHT (LEFT) wobble board movement via a LEFT moment. Several reasons may exist why the 

ExO muscles were not paired with an antagonist muscle to increase stiffness in the frontal plane, 

as was observed for the sagittal plane: (1) the activation of other muscles studied in the present 

studied did not result in a sufficiently strong correlation with wobble board movement; (2) the 

muscle or muscles that could exhibit such behavior in the frontal plane were not studied; and/or 

(3) wobble board stabilization in the frontal plane is not a result of effective stiffness modulation, 

but a pure result of agonist, i.e., in this case of RExO (RIGHT) and LExO (LEFT) activation. 

6.5 Limitations of This Thesis Research 

This study was subject to some limitations. The first limitation of this study was the use of surface 

electrodes to record EMG. The electrical cross-talk from the heart and/or a nearby muscle is one 

of the main concerns when using surface electrodes. The second limitation of this study was that 

the markers were placed on the t-shirt and shorts instead of the skin. While errors may occur due 

to relative movement between the skin and either the t-shirt or the shorts, these errors were 

minimized by using tightly fitting garments. Moreover, marker misplacement may induce error, 

since the identification of anatomical landmarks depends on the level of expertise of the researcher. 

However, these errors were minimized by practicing both the marker placement and experimental 

protocol. Time constraints in executing the experimental protocol (due to ethical reasons and 

fatigue concerns) represented another limitation of this study: While the reliability of the 

posturographic measures requires many trials of the same condition, only four trials were 

performed per condition due to time constraints; however, it should be noted that other studies 

have used a similar number of trials in their work [107], [224], [225], [228], [231]. Although many 

previous studies have used manual exercises for eliciting trunk and leg MVCs [145], [158], [161], 

[241], [243], [245], the lack of use of an appropriate apparatus to restrict body movement during 

MVC exercises could be viewed as another limitation of this study. Finally, several aspects of this 

study could be improved: More time could have been dedicated to train the participants for MVC 

exercises to ensure that true MVCs are elicited, and to further allow them to familiarize themselves 

with the wobble board to reduce a potential effect of learning. However, increasing respective 

times would also lead to an increase in muscular and attentional fatigue. 
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Chapter 7 

7 Conclusions 

For individuals with SCI, one of the top priorities is to improve trunk control and, consequently, 

their quality of life. To enhance existing therapies or develop bio-inspired assistive technologies 

that can facilitate trunk stability in these individuals, a more comprehensive, quantitative 

understanding of the neuromechanical mechanisms of dynamic sitting control in non-disabled 

individuals is needed. 

The first objective of this study was to quantify the effect of varying levels of wobble board 

instability as well as of visual information elimination on postural efficiency during continuous, 

multi-directional perturbations. To the best of our knowledge, no study to date has used wobble 

board kinematic measures to quantify the effect of different seat instability levels on postural 

control during unstable sitting. Our findings suggest that postural stability is reduced when task 

difficulty is increased. Moreover, our results revealed that visual input significantly improves 

postural control. Although several studies investigated the effect of visual input on unstable sitting 

during multi-directional perturbations, their studies used COP measures to quantify postural 

proficiency, whereas, in our study, wobble board kinematic measures were used. Our outcomes 

suggest that the wobble board could be used, along with posturographic measures, as a stand-alone 

tool for quantitatively assessing dynamic balance – without the need for a costly force plate. To 

facilitate this, an inexpensive inertial measurement unit could be integrated into the wobble board 

to measure the wobble board’s planar or three-dimensional kinematics in real-time. More work 

would be needed, however, to validate the sensor’s measurements against a gold-standard motion 

capture system as was used in this study. Our results also demonstrate that visual information plays 

a significant role in stabilizing the body during dynamic sitting and that eliminating visual 

information during the balancing task has a similar effect on stabilization control and output as 

increasing seat instability level. 
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The second objective of this study was to quantify the temporal and spatial relationship between 

muscle activity and wobble board motion during continuous multi-directional perturbations. Our 

findings suggest that muscle activity and wobble board motion are, in fact, correlated, proving that 

active control is needed during the dynamic balancing task. More specifically, all muscles being 

studied (abdominal muscles, back muscles, and upper leg muscles) were spatially correlated with 

wobble board motion except for LD, which suggests that LD may not be a primary contributor to 

stabilizing the body during unstable sitting. These results have important implications for 

therapeutic rehabilitation programs that target an individual’s muscle strength for the purpose of 

improving trunk stability and upper body control. In this context, we have also shown that the CNS 

modulates phasic muscle activation and deactivation to break, or dampen, the upcoming wobble 

board motion. This suggests that the primary goal of the dynamic system was to stabilize the 

wobble board – and that stabilizing the trunk relative to the wobble board was only a secondary, 

yet interconnected goal. Note that this interpretation also agrees with our visual observations 

during the experiments. 

While the phasic activation/deactivation of the involved muscles is indicative of active control as 

described above, its spatial configuration suggests that it is particularly utilized by the CNS to 

increase the effective stiffness between the human body and the wobble board. The observed 

control strategy – the use of phasic muscle activity for the purpose of stiffness control – is 

characteristic and quite unique for the wobble board task and was consistently found across 

different muscles (RA, ES, BF, RF) and movement directions (ANT, POST). For the frontal plane 

(ML direction), this stiffness strategy was, however, not observed as only the ExO muscles were 

used agonistically to break, or dampen, the imminent movement. More work is needed to 

determine whether other muscles that were not studied in this work may serve as antagonists in 

the ML direction, allowing us to prove or dispute the use of stiffness control in the frontal plane.  

In addition to the spatial insights, the temporal features of muscle activation demonstrate that the 

muscles, using the stiffness control approach described above, were activated prior to wobble 

board motion. These findings are in line with previous studies for quiet standing that have 

demonstrated in both experimental and simulation work that the CNS is able to use the velocity 

information of the various sensory modalities to generate a motor command in advance of an 
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imminent displacement. The time difference between muscle activation and displacement may be 

needed – in our as well as the previous studies – to compensate for the neuromusculoskeletal torque 

generation delay between muscle activation and moment generation, which can be quite long (up 

to 300 ms and longer). If this strategy is, in fact, at work for our experimental paradigm, it 

demonstrates that the CNS uses this velocity-based approach not only for quiet standing, but also 

for other postural tasks. 

As demonstrated above, our work has made significant contributions to our fundamental 

understanding of human balance control in general and of wobble board stabilization more 

specifically. The gained knowledge may be beneficial for enhancing existing therapies for 

facilitating upper body stability and for developing advanced, bio-inspired assistive technologies 

for individuals with complete or incomplete SCI that effectively recruit target muscles in 

dependence of body kinematics.  

7.1 Recommendations for Future Work 

In the fundamental domain, future work could focus on using posturographic measures to 

characterize postural control during unstable sitting (wobble board) in comparison to quiet sitting. 

Moreover, it would be of interest to assess the trunk and pelvis kinematics during wobble board 

use and to characterize their role in body and wobble board stabilization. Finally, the role of other 

muscles, i.e., that were not studied in this work, in ML stabilization should be explored. 

In the rehabilitative domain, future work could focus on integrating a validated inertial 

measurement unit into the wobble board, allowing it to be used as a quantitative assessment tool 

for those individuals that cannot be assessed in a standing posture. As this work demonstrates, the 

kinematic measurements of the wobble board along with posturographic measures could 

distinguish between different levels of balance proficiency in dependence of seat instability level 

and the availability of visual information. Finally, a training protocol could be developed to 

examine the effect of muscle strengthening on postural proficiency on and off the wobble board.  
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In the assistive technology domain, our insights can be of assistance in the design of closed-loop 

FES control schemes that can elicit muscle activation patterns based on trunk kinematics in non-

disabled individuals. In particular, the use of stiffness control that is based on phasic activation of 

both agonist and antagonist muscles may be a promising approach for trunk stabilization. As such, 

it could complement low-level, tonic muscle activation levels that have been found to increase 

trunk stiffness during non-disabled, quiet sitting. While previous studies have shown that trunk 

and wobble board kinematics are correlated, more work is needed to quantify their relationship 

prior to the development of such technologies.  
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9 Appendices 

9.1 Appendix A – Figures for Validation of Time Synchronization 

Procedure 

Figures 1 to 15 show the acquired signals in stacked plots for participants 1 to 5. The first plot 

shows the push button signal in the EMG system; the second, the push button signal in the Mocap 

system; the third, the raw EMG signal; and the fourth, the angle of the wobble board. 

 

Figure 1. Experimental data from the first trial of Participant # 1. 
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Figure 2. Experimental data from the second trial of Participant # 1. 

 

 

 

Figure 3. Experimental data from the third trial of Participant # 1. 
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Figure 4. Experimental data from the first trial of Participant # 2. 

 

 

Figure 5. Experimental data from the second trial of Participant # 2. 
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Figure 6. Experimental data from the third trial of Participant # 2. 

 

 

Figure 7. Experimental data from the first trial of Participant # 3. 
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Figure 8. Experimental data from the second trial of Participant # 3. 

 

 

Figure 9. Experimental data from the third trial of Participant # 3. 
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Figure 10. Experimental data from the first trial of Participant # 4. 

 

 

 

Figure 11. Experimental data from the second trial of Participant # 4. 
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Figure 12. Experimental data from the third trial of Participant # 4. 

 

 

Figure 13. Experimental data from the first trial of Participant # 5. 
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Figure 14. Experimental data from the second trial of Participant # 5. 

 

Figure 15. Experimental data from the third trial of Participant # 5. 

 

 

 

 

 

 



 

150 

 

9.2 Appendix B – MVC Values Obtained via Four Different Calculation 

Methods 

Respective MVC values for Participant #1 (mean ± SD for 3 trials), obtained via the four different 

calculation methods are shown in Tables 1 to 6. 

 

Table 1. The MVC values of the two exercises for the right rectus abdominis for each participant. All values 

are presented as mean ± SD across three trials.  

Participant 

# 

RRA  

Exercise #1 (all in mV) Exercise #2 (all in mV) 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

1 578±162 102±8 91±8 92±8 1506±291 375±14 322±26 333±11 

2 595±50 170±23 144±24 150±25 512±50 162±20 140±10 149±15 

3 1690±144 494±37 421±7 435±7 1150±199 329±32 264±29 284±17 

4 268±8 80±13 67±9 71±9 415±14 134±6 110±3 116±4 

5 483±581 48±3 42±1 42±1 95±6 32±4 27±2 28±3 

6 818±89 239±44 167±26 197±21 418±45 112±7 93±8 95±7 

 

Table 2. The MVC values of the two exercises for the left rectus abdominis for each participant. All values 

are presented as mean ± SD across three trials.  

Participant 

# 

LRA  

Exercise #1 (all in mV) Exercise #2 (all in mV) 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

1 522±46 123±6 112±10 113±11 625±12 134±9 122±3 125±3 

2 230±42 76±14 61±13 64±10 189±18 57±4 49±5 53±6 

3 456±117 112±6 97±5 100±6 1265±117 333±27 272±13 285±27 

4 283±23 66 56±4 57±5 279±51 100±25 83±13 85±15 

5 169±13 48±3 42±2 44±1 105±9 32±2 26±1 27±1 

6 792±296 182±21 143±28 153±18 317±6 73±3 63±3 67±2 
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Table 3. The MVC values of the two exercises for the right external oblique for each participant. All values 

are presented as mean ± SD across three trials.  

Participant 

# 

RExO  

Exercise #1 (all in mV) Exercise #2 (all in mV) 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

1 815±28 218±18 194±13 197±16 601±152 155±29 132±22 143±32 

2 617±101 171±19 144±17 147±16 320±63 97±16 82±17 86±13 

3 555±146 153±40 142±37 143±36 688±214 199±52 175±45 179±47 

4 327±42 92±8 77±6 81±6 168±64 55±19 41±14 47±18 

5 259±31 357±479 71±2 72±2 296±6 97±15 79±11 82±8 

6 702±220 218±99 175±71 187±75 648±124 170±12 153±9 155±9 

 

Table 4. The MVC values of the two exercises for the left external oblique for each participant. All values 

are presented as mean ± SD across three trials.  

Participant 

# 

LExO 

Exercise #1 (all in mV) Exercise #2 (all in mV) 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

1 - - - - - - - - 

2 595±88 158±7 141±6 146±2 582±49 174±11 152±3 155±6 

3 431±77 133±46 102±36 333±351 846±123 230±12 197±7 207±6 

4 433±40 142±5 121±8 122±8 163±21 53±5 46±3 46±4 

5 - - - - - - - - 

6 595±34 170±22 148±21 156±19 562±49 158±19 141±21 145±20 
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Table 5. The MVC values of the two exercises for the right latissimus dorsi for each participant. All values 

are presented as mean ± SD across three trials.  

Participant 

# 

RLD  

Exercise #1 (all in mV) Exercise #2 (all in mV) 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

1 597±92 149±34 132±26 134±25 301±57 60±8 52±9 55±9 

2 486±70 124±28 99±9 101±8 172±23 46±2 38±5 39±4 

3 726±87 164±18 138±20 139±20 556±123 111±24 104±21 106±22 

4 181±24 51±4 45±5 46±5 83±9 22±3 20±3 20±3 

5 449±69 106±7 97±6 97±7 198±44 48±15 38±9 43±11 

6 647±60 149±19 124±19 135±13 142±43 29±10 26±10 27±10 

 

Table 6. The MVC values of the two exercises for the left latissimus dorsi for each participant. All values 

are presented as mean ± SD across three trials.  

Participant 

# 

LLD 

Exercise #1 (all in mV) Exercise #2 (all in mV) 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

Method 

1 

Method 

2 

Method 

3 

Method 

4 

1 670±62 136±11 107±28 113±20 304±32 71±12 59±10 62±12 

2 359±56 90±9 80±6 82±7 84±65 32±4 28±3 29±4 

3 771±168 175±15 134±28 144±24 672±150 155±19 139±14 142±13 

4 267±35 81±10 71±13 73±11 81±2 24±2 21±2 21±2 

5 352±16 84±4 69±6 76±4 191±60 53±31 41±19 44±20 

6 414±8 114±14 105±11 106±11 143±39 35±10 31±10 32±9 
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9.3 Appendix C – Health Screening Form 
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9.4 Appendix D – Consent Form 
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9.5 Appendix E – Wobble Board and Bases Drawings 
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9.6 Appendix F – Group-Ensemble Average Levels of Muscle Activity 

for Each Participant 

The average levels of muscle activity (%EMG) for all muscles and all conditions for each 

participant are shown in Tables 1 to 15. 

 

Table 1. Average values of the normalized EMG activity for Participant # 1 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 1 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 1.17 0.27 1.37 0.42 1.16 0.28 1.78 0.70 3.10 3.13 

RExO (%) 1.65 0.61 3.35 2.07 1.43 0.50 4.35 2.08 4.76 3.98 

RTES (%) 2.51 0.48 3.41 1.93 1.74 0.42 3.58 2.11 5.39 2.25 

RLES (%) 1.59 0.36 1.37 0.58 1.22 0.28 1.39 0.51 2.53 2.06 

RLD (%) 7.60 3.10 11.56 3.37 4.24 1.95 11.42 3.91 11.82 4.82 

RRF (%) 1.74 1.28 1.29 0.62 1.23 0.30 2.23 1.41 3.88 3.03 

RBF (%) 1.60 0.40 1.98 0.97 1.09 0.30 2.00 1.10 2.96 2.43 

LRA (%) 1.91 0.33 2.11 0.53 1.92 0.34 2.42 0.68 3.76 3.16 

LExO (%) 0.77 0.56 2.07 1.85 0.67 0.20 2.96 3.14 3.99 5.09 

LTES (%) 6.25 1.17 6.39 2.04 3.90 0.81 5.19 2.04 6.46 2.73 

LLES (%) 2.81 0.88 1.54 0.44 1.97 0.53 1.34 0.34 2.06 1.25 

LLD (%) 5.66 2.20 7.73 2.23 4.38 1.73 7.53 2.86 7.52 3.07 

LRF (%) 8.10 1.72 10.41 3.19 9.37 2.37 10.15 2.96 15.99 6.97 

LBF (%) 1.67 0.97 2.15 1.00 0.94 0.34 2.98 1.69 2.48 1.57 
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Table 2. Average values of the normalized EMG activity for Participant # 2 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 2 
B #1, EC B #2, EC B #2, EO B #3, EC B #3, EO B #4, EO B #5, EO 

Muscle mean SD mean SD mean SD mean SD mean SD mean SD mean SD 

RRA (%) 4.78 1.19 5.24 2.20 4.53 1.50 22.81 17.83 8.13 4.98 15.52 5.95 28.95 20.44 

RExO (%) 6.06 2.23 10.13 4.04 5.39 2.37 21.00 11.59 9.78 4.87 15.08 6.86 21.02 10.35 

RTES (%) 5.07 0.72 8.25 1.67 8.33 1.41 8.01 3.82 6.65 1.72 6.54 2.06 7.07 3.00 

RLES (%) 1.86 0.16 2.19 0.32 2.10 0.36 2.80 0.94 2.20 0.58 2.20 0.43 3.06 1.03 

RLD (%) 12.43 1.85 16.89 4.34 14.74 3.54 23.78 11.76 14.14 3.77 18.25 6.34 20.29 8.07 

RRF (%) 3.31 0.32 3.31 0.37 3.30 0.24 4.68 2.86 3.16 0.36 3.49 0.60 4.23 1.25 

RBF (%) 1.95 0.74 1.51 0.45 2.64 0.59 2.99 1.78 2.21 0.68 2.22 0.83 3.10 2.03 

LRA (%) 4.33 1.14 4.00 1.59 4.29 1.83 13.51 5.67 9.98 10.11 10.25 3.29 19.70 12.21 

LExO (%) 4.72 1.52 5.07 3.50 5.22 3.10 11.63 8.26 7.09 4.36 8.56 4.94 15.24 9.35 

LTES (%) 6.14 0.74 6.31 1.44 8.41 1.55 8.98 3.00 8.90 2.41 8.09 2.13 11.58 5.00 

LLES (%) 2.27 0.17 2.53 0.40 2.34 0.96 3.38 1.48 2.47 1.03 2.27 0.54 3.80 2.34 

LLD (%) 27.67 4.32 24.69 6.17 30.01 7.96 41.58 14.79 41.51 15.76 34.10 12.04 57.87 36.45 

LRF (%) 2.47 0.17 2.52 0.30 2.47 0.19 2.97 0.55 2.66 0.35 2.53 0.21 3.08 0.73 

LBF (%) 1.97 0.58 1.85 0.75 1.66 0.34 3.95 2.13 1.80 0.69 2.36 0.75 3.18 2.10 
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Table 3. Average values of the normalized EMG activity for Participant # 3 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 3 
B #1, EC B #2, EC B #3, EC B #3, EO B #4, EO B #5, EO 

Muscle mean SD mean SD mean SD mean SD mean SD mean SD 

RRA (%) 3.52 1.19 4.20 2.16 7.85 4.85 3.08 1.13 4.11 2.39 5.88 3.74 

RExO (%) 4.17 1.79 5.19 2.05 9.26 5.71 3.87 2.13 4.76 4.41 6.48 6.04 

RTES (%) 2.23 0.61 2.96 1.24 4.52 3.12 2.08 0.83 3.82 1.98 5.14 3.23 

RLES (%) 1.63 0.16 1.73 0.36 2.41 1.10 1.69 0.21 2.11 0.57 2.34 1.11 

RLD (%) 1.26 0.52 1.72 1.23 3.12 3.70 1.51 0.96 2.35 1.41 3.49 2.64 

RRF (%) 9.39 2.38 5.49 2.05 7.48 5.92 4.55 1.40 6.19 2.74 6.65 3.43 

RBF (%) 0.82 0.29 1.19 0.64 3.16 4.06 1.04 0.63 2.07 2.89 4.43 4.54 

LRA (%) 5.61 1.37 5.76 2.88 11.34 5.18 5.20 1.33 6.93 4.13 8.61 4.47 

LExO (%) 5.26 2.47 2.81 1.72 7.50 4.92 3.83 1.58 6.11 4.58 6.28 5.17 

LTES (%) 5.79 1.57 5.01 2.36 5.24 2.33 3.35 1.48 4.96 2.43 5.71 2.43 

LLES (%) 1.06 0.14 1.13 0.20 1.58 0.61 1.11 0.12 1.38 0.42 1.44 0.40 

LLD (%) 2.71 0.85 2.26 1.22 2.21 1.14 1.32 0.48 1.85 0.89 2.52 1.34 

LRF (%) 8.02 3.27 3.38 2.63 7.94 8.58 5.48 2.47 7.73 4.58 6.63 5.01 

LBF (%) 0.60 0.07 1.09 0.78 1.65 1.88 0.67 0.33 1.04 1.45 1.68 1.97 
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Table 4. Average values of the normalized EMG activity for Participant # 4 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 4 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 4.84 0.46 4.94 0.59 5.08 0.57 4.93 0.49 6.03 2.52 

RExO (%) 2.69 1.08 2.36 1.16 1.13 0.22 1.50 0.66 3.20 3.11 

RTES (%) 4.16 0.94 3.99 0.73 4.47 0.98 4.51 1.11 5.61 2.57 

RLES (%) 1.56 0.24 1.99 0.90 2.93 0.81 2.48 0.67 3.88 1.94 

RLD (%) 3.82 2.01 3.92 1.65 2.85 0.63 4.20 1.84 5.82 3.39 

RRF (%) 4.20 2.59 3.40 1.11 4.75 1.39 7.80 3.50 16.24 10.09 

RBF (%) 4.06 1.93 3.37 1.30 2.84 2.43 2.93 3.71 5.97 15.27 

LRA (%) 5.80 0.52 5.87 0.55 5.79 0.60 5.86 0.59 6.86 1.89 

LExO (%) 6.87 1.79 5.92 1.59 5.02 0.74 5.71 1.66 13.95 12.56 

LTES (%) 5.86 1.81 5.96 2.03 6.17 1.86 7.08 4.17 15.44 15.55 

LLES (%) 2.34 1.11 2.46 1.30 2.55 0.55 2.84 0.98 5.13 3.30 

LLD (%) 1.81 0.65 1.58 0.32 1.54 0.31 1.61 0.41 2.42 1.11 

LRF (%) 4.33 1.88 2.86 1.37 4.16 1.73 7.73 5.45 20.44 19.65 

LBF (%) 1.03 0.16 1.07 0.41 0.95 0.07 1.00 0.11 1.44 1.11 
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Table 5. Average values of the normalized EMG activity for Participant # 5 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 5 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO B #5, EO 

Muscle mean SD mean SD mean SD mean SD mean SD mean SD 

RRA (%) 7.94 1.48 9.06 1.60 9.09 1.56 8.99 1.54 9.01 2.02 10.70 4.68 

RExO (%) 11.94 2.77 13.26 3.13 12.07 2.74 12.57 2.73 11.95 3.18 13.92 5.90 

RTES (%) 1.23 0.38 1.22 0.39 1.31 0.35 1.33 0.32 1.81 0.59 2.71 1.37 

RLES (%) 4.06 0.67 4.12 0.73 3.75 0.55 4.21 0.65 4.50 0.72 5.21 1.36 

RLD (%) 6.53 3.84 4.80 2.32 6.68 3.70 6.01 2.30 8.13 3.37 11.74 4.69 

RRF (%) 2.35 0.83 2.55 0.91 2.13 0.64 2.01 0.52 4.21 1.92 8.93 8.54 

RBF (%) 1.69 0.98 1.56 0.73 1.08 0.18 1.26 0.44 1.83 1.15 3.30 2.93 

LRA (%) 8.50 1.62 9.73 1.60 9.28 1.49 9.58 1.60 10.88 4.08 11.88 5.23 

LExO (%) 13.48 3.01 14.52 3.60 13.50 2.90 13.61 3.02 12.51 3.30 14.49 5.60 

LTES (%) 1.42 0.37 1.39 0.35 1.17 0.30 1.15 0.31 1.44 0.44 2.32 1.34 

LLES (%) 2.35 0.35 2.61 0.45 2.40 0.36 2.63 0.42 2.77 0.47 3.24 0.85 

LLD (%) 12.00 3.45 11.84 3.21 9.81 3.10 7.94 2.09 8.76 3.17 13.36 5.59 

LRF (%) 2.57 1.01 3.53 1.56 2.51 0.75 3.08 1.22 4.69 1.71 7.30 3.80 

LBF (%) 0.89 0.21 1.03 0.28 0.78 0.13 0.69 0.10 0.99 0.36 2.20 2.18 
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Table 6. Average values of the normalized EMG activity for Participant # 6 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 6 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 2.54 0.92 4.21 1.59 2.71 0.80 2.60 0.68 4.81 1.76 

RExO (%) 2.04 1.03 2.73 1.00 2.98 0.91 2.82 0.95 4.70 1.99 

RTES (%) 5.30 1.05 4.79 1.16 3.39 1.11 4.47 1.08 4.86 1.42 

RLES (%) 0.92 0.16 0.97 0.19 0.91 0.19 0.93 0.19 1.03 0.26 

RLD (%) 7.81 1.97 7.54 2.35 4.12 1.83 6.16 1.58 6.46 2.79 

RRF (%) 0.91 0.07 0.97 0.15 1.02 0.13 0.98 0.17 1.42 0.77 

RBF (%) 1.40 0.39 1.17 0.58 0.90 0.39 0.44 0.14 0.49 0.25 

LRA (%) 2.50 0.88 3.67 1.06 2.54 0.57 2.50 0.55 4.23 1.74 

LExO (%) 1.55 0.90 1.63 0.68 2.08 0.59 2.11 0.78 3.04 1.86 

LTES (%) 7.19 1.46 6.11 1.67 3.18 1.55 4.17 1.71 3.42 1.42 

LLES (%) 1.23 0.23 1.37 0.46 1.21 0.24 1.15 0.23 1.35 0.52 

LLD (%) 4.30 1.81 3.23 0.82 1.27 0.51 1.66 0.62 1.95 1.16 

LRF (%) 2.20 0.38 2.76 0.71 2.40 0.43 2.47 0.64 2.99 1.06 

LBF (%) 1.63 1.18 0.90 0.66 0.47 0.09 0.54 0.17 0.58 0.40 
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Table 7. Average values of the normalized EMG activity for Participant # 7 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 7 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 6.27 0.71 6.23 0.66 6.06 0.64 6.20 0.67 6.32 0.76 

RExO (%) 0.86 0.21 0.93 0.29 0.72 0.09 0.89 0.42 1.10 0.57 

RTES (%) 6.81 1.16 7.05 1.32 6.28 0.93 7.71 2.06 8.27 2.27 

RLES (%) 2.83 0.47 4.60 1.11 2.98 0.43 3.83 1.51 4.00 1.40 

RLD (%) 7.17 2.18 8.41 2.16 6.36 1.30 8.77 1.53 10.35 2.55 

RRF (%) 1.98 0.16 2.34 0.45 2.20 0.28 2.00 0.40 2.74 0.65 

RBF (%) 0.53 0.25 0.78 0.49 0.57 0.34 0.55 0.20 0.70 0.40 

LRA (%) 4.06 0.39 4.09 0.37 4.03 0.37 4.12 0.39 4.15 0.55 

LExO (%) 2.43 1.41 2.01 1.15 1.57 0.52 2.66 1.40 4.30 2.39 

LTES (%) 5.27 0.99 5.39 1.30 4.38 0.74 5.31 1.17 6.52 2.08 

LLES (%) 2.80 0.71 4.34 0.92 3.29 0.64 3.90 0.87 3.43 1.26 

LLD (%) 2.99 0.53 3.09 0.65 2.73 0.55 3.10 0.67 3.59 0.95 

LRF (%) 3.51 0.46 2.27 0.44 3.83 0.76 3.63 1.27 4.35 1.74 

LBF (%) 0.34 0.02 0.42 0.37 0.35 0.02 0.37 0.05 0.47 0.57 
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Table 8. Average values of the normalized EMG activity for Participant # 8 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 8 
B #1, EC B #2, EC B #3, EC B #3, EO B #4, EO B #5, EO 

Muscle mean SD mean SD mean SD mean SD mean SD mean SD 

RRA (%) 3.38 0.65 3.82 0.83 6.46 2.43 4.06 0.73 3.75 0.80 4.49 1.36 

RExO (%) 3.27 1.40 4.13 1.83 7.50 3.54 4.43 1.21 2.85 1.71 4.34 2.61 

RTES (%) 2.54 0.92 5.20 3.26 8.60 3.75 3.13 1.82 3.17 1.34 9.19 3.39 

RLES (%) 1.90 0.23 2.02 0.29 2.62 0.84 2.14 0.28 2.13 0.30 2.37 0.42 

RLD (%) 7.11 2.15 9.28 4.02 7.16 3.56 4.94 3.17 7.16 3.80 6.52 3.25 

RRF (%) 1.50 0.23 1.93 0.71 3.54 1.87 2.08 0.82 2.97 1.76 3.26 1.71 

RBF (%) 3.73 2.31 2.63 1.91 1.90 2.15 6.77 1.87 5.45 3.39 1.65 1.12 

LRA (%) 4.96 2.23 5.12 1.20 8.08 2.71 6.49 1.96 5.33 1.46 5.94 1.59 

LExO (%) 3.15 1.17 5.20 2.06 9.74 5.90 8.00 2.01 5.07 2.46 6.93 4.54 

LTES (%) 2.41 1.24 5.67 2.08 9.05 4.29 2.23 0.87 2.42 0.80 8.36 3.28 

LLES (%) 1.47 0.29 1.63 0.32 2.26 0.84 1.69 0.25 1.70 0.32 2.10 0.59 

LLD (%) 2.67 1.39 2.30 1.90 2.79 1.55 4.02 2.33 3.68 1.51 3.80 2.66 

LRF (%) 0.91 0.16 1.35 0.63 2.76 1.71 2.07 0.91 3.63 1.93 3.56 1.80 

LBF (%) 1.79 0.85 1.12 0.63 1.48 1.04 0.90 0.25 0.82 0.10 1.01 0.38 
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Table 9. Average values of the normalized EMG activity for Participant # 9 for all muscles and conditions. Values are 

presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 9 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 1.89 0.56 2.17 0.74 1.77 0.34 3.54 2.36 4.60 3.48 

RExO (%) 2.01 0.83 2.41 1.02 1.76 0.75 4.79 2.79 10.06 6.44 

RTES (%) 0.63 0.14 0.60 0.14 0.59 0.12 0.66 0.30 0.88 0.54 

RLES (%) 4.16 1.44 4.53 1.17 4.18 0.99 5.02 1.49 6.95 4.50 

RLD (%) 3.45 1.18 3.04 1.07 2.73 1.03 3.38 0.93 4.82 2.71 

RRF (%) 1.08 0.73 2.64 1.60 0.82 0.49 0.95 0.50 2.32 1.70 

RBF (%) 1.13 0.62 0.68 0.29 1.25 0.50 0.88 0.72 1.28 1.35 

LRA (%) 1.05 0.20 1.12 0.34 1.03 0.20 1.98 2.05 2.21 1.45 

LExO (%) 2.34 1.20 4.60 1.56 1.42 0.70 8.15 3.75 10.20 7.81 

LTES (%) 6.79 1.59 7.24 2.21 4.98 1.60 8.75 2.76 8.48 3.34 

LLES (%) 1.26 0.40 1.17 0.34 1.05 0.25 1.30 0.54 1.72 1.28 

LLD (%) 1.78 0.55 1.82 0.85 1.48 0.51 2.33 0.84 3.16 1.78 

LRF (%) 0.81 0.36 1.86 1.04 0.63 0.11 1.04 0.49 1.78 1.97 

LBF (%) 0.73 0.46 0.79 0.47 0.61 0.21 2.15 1.71 2.11 1.61 
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Table 10. Average values of the normalized EMG activity for Participant # 10 for all muscles and conditions. Values 

are presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 10 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 6.41 1.06 7.63 1.24 2.55 0.66 5.24 1.13 7.21 1.71 

RExO (%) 7.53 1.74 8.49 1.92 3.03 0.81 5.47 2.16 8.53 2.53 

RTES (%) 2.42 0.49 2.90 1.26 3.59 0.68 2.54 0.59 3.00 0.67 

RLES (%) 1.05 0.14 1.05 0.13 1.06 0.21 1.06 0.24 1.05 0.18 

RLD (%) 4.58 1.56 3.91 1.35 5.90 1.80 4.46 1.86 5.08 1.52 

RRF (%) 9.54 2.46 9.41 4.02 8.90 1.85 6.83 2.12 9.16 3.34 

RBF (%) 0.98 1.11 2.50 4.73 0.94 1.56 0.97 0.93 1.34 2.36 

LRA (%) 2.22 0.48 3.08 0.57 1.59 0.32 2.86 0.97 2.59 0.56 

LExO (%) 3.20 0.98 4.63 1.48 1.72 0.59 4.71 2.51 4.13 1.95 

LTES (%) 2.93 0.92 2.95 0.90 2.77 1.00 2.98 0.92 3.11 0.92 

LLES (%) 1.10 0.20 1.11 0.17 1.11 0.16 1.17 0.33 1.15 0.34 

LLD (%) 1.34 0.55 1.34 0.54 1.36 0.59 1.39 0.54 1.45 0.54 

LRF (%) 2.12 0.54 3.19 1.67 4.26 1.38 3.52 1.49 2.35 1.42 

LBF (%) 1.23 0.32 0.79 0.14 0.70 0.07 0.91 0.40 0.98 0.41 
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Table 11. Average values of the normalized EMG activity for Participant # 11 for all muscles and conditions. Values 

are presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 11 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 17.12 2.98 19.02 3.67 14.19 2.31 16.25 2.88 18.25 5.03 

RExO (%) 12.95 3.05 16.16 3.53 19.39 4.79 19.13 4.55 21.47 6.28 

RTES (%) 1.27 0.31 1.88 0.79 1.34 0.30 1.53 0.53 2.22 0.82 

RLES (%) 3.01 0.49 3.36 0.66 2.78 0.38 3.02 0.56 4.11 1.10 

RLD (%) 2.63 0.75 3.98 1.61 1.87 0.74 2.51 1.30 4.34 1.84 

RRF (%) 17.82 8.31 16.65 8.05 17.93 5.87 23.77 7.55 28.32 12.17 

RBF (%) 0.72 0.17 0.60 0.21 0.68 0.12 28.08 10.81 0.81 0.26 

LRA (%) 19.42 4.03 20.12 4.83 14.42 2.98 18.33 3.81 19.15 6.10 

LExO (%) 11.75 2.53 12.00 2.94 11.75 3.24 13.79 3.07 16.34 5.15 

LTES (%) 2.30 0.60 2.39 1.24 2.27 0.55 1.79 0.68 3.43 1.87 

LLES (%) 3.00 0.56 3.33 0.73 2.58 0.42 2.95 0.54 3.93 0.92 

LLD (%) 2.83 0.78 2.68 1.22 2.57 0.57 1.71 0.88 3.51 1.63 

LRF (%) 13.41 4.59 12.08 5.62 11.57 4.34 12.43 4.97 13.29 6.26 

LBF (%) 1.20 0.40 1.44 0.68 0.95 0.09 1.14 0.37 1.24 0.56 
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Table 12. Average values of the normalized EMG activity for Participant # 12 for all muscles and conditions. Values 

are presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 12 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 2.56 5.21 2.07 0.71 1.99 1.45 2.64 1.89 2.97 3.09 

RExO (%) 5.14 1.91 7.67 3.01 2.63 1.17 9.38 3.15 8.51 8.38 

RTES (%) 4.81 1.42 5.29 1.91 4.13 1.33 3.36 1.54 7.48 5.36 

RLES (%) 1.02 0.32 1.04 0.18 0.98 0.35 1.05 0.23 1.55 1.08 

RLD (%) 4.07 2.90 5.11 2.63 1.98 0.97 2.53 2.15 6.77 8.91 

RRF (%) 5.33 2.69 7.91 4.45 4.59 3.37 6.38 3.71 10.37 8.05 

RBF (%) 0.58 0.33 0.64 0.18 0.50 0.08 0.65 0.25 1.14 1.89 

LRA (%) 1.29 1.01 1.29 0.46 1.18 0.36 1.78 1.01 2.33 2.58 

LExO (%) 4.43 1.82 4.00 1.89 3.04 1.51 5.57 2.06 8.32 6.84 

LTES (%) 3.11 0.86 2.35 0.70 4.87 0.92 2.10 0.63 5.13 2.41 

LLES (%) 1.14 0.26 1.23 0.28 1.20 0.31 1.18 0.32 2.06 1.58 

LLD (%) 3.37 6.19 2.47 0.73 3.15 2.86 2.61 1.59 5.36 3.56 

LRF (%) 2.58 1.24 3.74 2.18 2.35 1.62 2.46 1.12 4.35 2.97 

LBF (%) 0.48 0.20 0.64 0.64 0.44 0.10 0.51 0.21 2.17 3.58 
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Table 13. Average values of the normalized EMG activity for Participant # 13 for all muscles and conditions. Values 

are presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 13 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 13.61 2.42 18.94 3.09 8.34 1.16 10.71 2.71 16.38 6.61 

RExO (%) 11.37 3.34 13.23 3.41 5.63 2.18 8.82 3.30 10.77 5.50 

RTES (%) 6.41 1.05 7.62 1.54 8.22 1.40 6.22 1.05 6.67 2.80 

RLES (%) 3.36 0.34 3.43 0.35 3.35 0.34 3.25 0.38 3.52 1.56 

RLD (%) 3.09 1.30 3.34 1.04 4.43 1.60 3.02 0.59 3.38 1.08 

RRF (%) 10.43 2.78 11.49 4.46 10.17 7.38 14.05 7.85 12.55 6.13 

RBF (%) 2.72 1.22 2.07 0.96 1.23 0.20 1.29 0.39 1.98 1.15 

LRA (%) 17.24 3.03 25.56 4.82 9.14 1.82 14.36 4.82 20.76 9.45 

LExO (%) 8.40 2.03 10.88 2.77 5.94 1.95 9.25 2.71 8.96 4.63 

LTES (%) 7.01 1.48 6.81 1.45 8.83 1.74 6.90 1.51 6.89 1.57 

LLES (%) 3.49 0.35 3.59 0.61 3.48 0.30 3.33 0.61 4.28 2.20 

LLD (%) 4.10 1.44 4.47 1.58 3.80 1.38 4.03 1.55 4.74 1.81 

LRF (%) 4.65 0.91 5.41 1.90 5.98 5.17 7.36 4.68 7.31 5.61 

LBF (%) 5.36 2.19 4.18 3.05 2.33 1.12 1.74 1.24 3.18 2.96 
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Table 14. Average values of the normalized EMG activity for Participant # 14 for all muscles and conditions. Values 

are presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 14 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 4.89 0.87 6.59 2.05 4.62 0.88 6.55 2.11 6.81 2.22 

RExO (%) 2.17 0.58 4.10 4.33 2.81 0.86 4.61 3.54 4.84 4.84 

RTES (%) 2.92 0.66 4.55 2.04 2.54 0.52 3.75 2.11 3.98 2.12 

RLES (%) 2.39 0.38 3.33 1.06 2.12 0.26 2.61 0.66 2.86 0.62 

RLD (%) 6.06 1.38 10.62 5.88 5.85 1.52 8.19 3.67 8.97 4.62 

RRF (%) 2.97 0.68 4.08 1.47 2.51 0.37 3.36 1.50 3.28 1.08 

RBF (%) 5.24 2.08 10.52 6.02 1.80 0.86 10.51 6.11 7.15 5.71 

LRA (%) 6.15 1.87 8.53 3.86 6.79 2.13 9.02 3.87 9.16 3.32 

LExO (%) 4.24 1.32 5.79 3.60 3.14 1.05 6.56 7.06 6.34 2.62 

LTES (%) 3.83 0.86 5.76 1.57 3.51 0.65 5.29 1.95 5.09 1.27 

LLES (%) 2.13 0.44 3.14 1.03 1.68 0.18 2.37 0.93 2.43 0.61 

LLD (%) 5.44 1.12 8.30 2.30 4.95 1.39 7.22 2.84 7.51 1.66 

LRF (%) 3.41 1.11 4.80 4.60 4.10 1.81 2.87 1.36 3.90 1.87 

LBF (%) 1.98 0.51 5.85 4.54 1.45 0.10 4.69 5.41 3.89 2.90 
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Table 15. Average values of the normalized EMG activity for Participant # 15 for all muscles and conditions. Values 

are presented as mean ± SD. All values are given as a percentage of MVC (%). 

Participant 

# 15 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

Muscle mean SD mean SD mean SD mean SD mean SD 

RRA (%) 6.24 0.59 6.33 2.95 7.10 0.74 8.26 1.78 8.46 5.90 

RExO (%) 6.82 1.80 7.95 3.76 6.09 1.86 10.01 5.31 11.29 7.64 

RTES (%) 5.83 1.49 7.81 2.76 5.88 1.48 5.84 1.51 9.94 6.19 

RLES (%) 3.81 0.63 3.97 0.99 4.16 0.76 4.64 0.89 4.72 1.68 

RLD (%) 6.16 1.64 8.14 3.16 5.73 1.19 6.33 1.43 10.08 5.34 

RRF (%) 2.47 0.92 2.31 0.93 4.19 2.18 3.40 1.84 2.59 1.64 

RBF (%) 1.11 0.60 1.45 1.17 1.21 0.80 2.68 1.83 4.05 2.34 

LRA (%) 5.46 0.55 5.40 2.16 6.50 0.71 6.96 2.59 7.39 4.39 

LExO (%) 10.60 3.83 10.91 6.08 10.39 3.80 15.88 7.78 18.04 11.34 

LTES (%) 6.82 2.59 9.35 4.04 8.83 3.45 9.19 4.30 13.94 6.70 

LLES (%) 3.13 1.18 3.35 1.78 3.56 1.05 4.35 1.83 4.38 2.21 

LLD (%) 3.32 0.92 4.24 2.47 3.55 1.01 5.23 3.36 9.42 7.18 

LRF (%) 2.97 1.60 2.19 0.81 2.76 1.48 2.34 0.85 2.64 2.25 

LBF (%) 0.97 0.38 1.35 0.81 1.23 0.65 2.17 1.34 3.25 2.44 
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9.7 Appendix G – Group-Ensemble Posturographic Measures for Each 

Participant  

The mean angle (MA); the root mean square amplitude of the angle (RMSA); the mean of the 

absolute angular velocity (MV); the root mean square amplitude of the angular velocity (RMSV); 

the range (RANGE); the centroidal frequency (CFREQ); and the frequency dispersion (FREQD) 

for all conditions and each participant are shown in Tables 1 to 15.  

 

Table 1. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #1. 

Participant # 1 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 1.10 0.32 1.52 0.36 1.22 0.38 1.76 0.58 3.26 0.56 

MA (ML) (deg) 0.85 0.11 1.47 0.50 0.72 0.16 2.36 1.05 3.28 0.58 

MA (TD) (deg) 9.26 2.44 13.77 6.02 7.42 1.77 23.17 11.54 44.29 5.25 

MA (TM) (deg) 1.08 0.33 1.49 0.29 1.19 0.30 1.62 0.52 2.85 0.33 

RMSA (AP) (deg) 1.36 0.35 1.89 0.40 1.44 0.38 2.20 0.59 4.02 0.68 

RMSA (ML) (deg) 1.08 0.15 1.88 0.54 0.92 0.19 2.87 1.22 4.30 0.49 

RMSA (TD) (deg) 11.62 2.98 17.58 7.30 9.49 2.18 28.51 15.08 55.02 7.51 

RMSA (TM) (deg) 1.32 0.36 1.85 0.32 1.42 0.30 2.02 0.58 3.49 0.35 

MV (AP) (deg/s) 2.97 0.32 4.00 0.28 1.83 0.24 4.40 0.98 7.30 0.75 

MV (ML) (deg/s) 2.28 0.39 3.33 0.43 1.56 0.20 4.30 1.45 6.52 1.72 

MV (TD) (deg/s) 24.34 7.56 33.35 8.68 15.46 3.12 52.17 36.85 117.30 45.16 

MV (TM) (deg/s) 2.96 0.19 3.95 0.25 1.84 0.21 4.27 1.03 7.06 1.10 

RMSV (AP) (deg/s) 3.90 0.38 5.35 0.38 2.36 0.29 5.88 1.41 9.23 0.97 

RMSV (ML) (deg/s) 2.97 0.48 4.33 0.44 2.06 0.28 5.49 1.70 8.70 2.34 

RMSV (TD) (deg/s) 32.48 10.16 48.23 13.60 23.41 7.41 319.06 542.01 858.85 602.27 

RMSV (TM) (deg/s) 3.90 0.24 5.25 0.27 2.34 0.26 5.71 1.42 9.14 1.38 

RANGE (AP) (deg) 7.09 1.44 9.58 1.90 6.19 1.00 11.64 1.44 19.10 1.91 

RANGE (ML) (deg) 5.61 0.81 10.08 1.28 4.79 0.96 13.06 4.37 22.19 0.77 

RANGE (TD) (deg) 61.01 16.62 110.81 50.15 53.85 10.80 171.37 125.33 316.91 81.76 

RANGE (TM) (deg) 6.54 1.33 9.18 1.23 6.12 0.83 10.58 2.37 14.41 0.70 

CFREQ (AP) (Hz) 0.58 0.08 0.52 0.03 0.40 0.05 0.57 0.11 0.53 0.07 

CFREQ (ML) (Hz) 0.54 0.05 0.45 0.07 0.42 0.06 0.41 0.07 0.41 0.04 

CFREQ (TD) (Hz) 0.55 0.05 0.54 0.13 0.44 0.08 0.80 0.60 0.96 0.61 

CFREQ (TM) (Hz) 0.59 0.08 0.53 0.04 0.39 0.04 0.56 0.08 0.57 0.05 

FREQD (AP) (–) 0.51 0.03 0.54 0.04 0.57 0.05 0.58 0.03 0.57 0.05 

FREQD (ML) (–) 0.51 0.07 0.52 0.02 0.53 0.04 0.59 0.05 0.58 0.03 

FREQD (TD) (–) 0.55 0.06 0.57 0.04 0.55 0.04 0.65 0.09 0.70 0.06 

FREQD (TM) (–) 0.49 0.04 0.54 0.03 0.58 0.05 0.58 0.04 0.61 0.06 
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Table 2. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #2. 

Participant # 2 
B #1, EC B #2, EC B #3, EC B #3, EO B #4, EO B #5, EO 

mean SD mean SD SD mean SD mean mean SD mean SD 

MA (AP) (deg) 0.54 0.19 1.15 0.23 3.06 0.45 1.36 0.28 1.21 0.17 2.79 0.64 

MA (ML) (deg) 0.29 0.05 0.95 0.08 2.72 0.27 1.02 0.36 1.03 0.12 2.22 0.34 

MA (TD) (deg) 2.88 0.94 14.56 4.34 27.28 4.98 8.58 2.95 6.61 0.83 20.37 5.19 

MA (TM) (deg) 0.53 0.18 1.22 0.19 2.60 0.19 1.32 0.32 1.20 0.15 2.60 0.59 

RMSA (AP) (deg) 0.73 0.27 1.48 0.29 3.89 0.61 1.72 0.37 1.56 0.30 3.54 0.64 

RMSA (ML) (deg) 0.37 0.08 1.30 0.17 3.43 0.52 1.33 0.46 1.33 0.15 2.91 0.43 

RMSA (TD) (deg) 3.70 1.33 18.81 5.73 40.04 8.60 11.10 4.00 8.47 0.64 29.85 7.52 

RMSA (TM) (deg) 0.71 0.27 1.52 0.20 3.22 0.29 1.67 0.40 1.54 0.29 3.28 0.71 

MV (AP) (deg/s) 1.30 0.41 2.89 0.25 7.02 1.06 3.57 0.81 3.23 0.54 7.37 0.56 

MV (ML) (deg/s) 0.76 0.28 2.19 0.25 6.57 0.41 2.96 1.11 3.12 0.32 6.55 0.79 

MV (TD) (deg/s) 7.56 3.27 35.91 11.63 87.39 12.42 25.29 12.79 19.36 1.43 63.79 14.14 

MV (TM) (deg/s) 1.27 0.39 2.81 0.07 7.00 0.93 3.50 0.84 3.28 0.49 7.76 0.81 

RMSV (AP) (deg/s) 1.81 0.70 3.73 0.39 9.36 1.25 4.78 1.06 4.31 0.60 9.60 0.76 

RMSV (ML) (deg/s) 1.05 0.39 3.00 0.42 8.75 0.75 4.03 1.59 4.38 0.48 8.93 1.27 

RMSV (TD) (deg/s) 10.14 4.42 51.75 16.04 884.57 171.95 36.18 19.81 27.84 2.40 319.57 263.29 

RMSV (TM) (deg/s) 1.75 0.66 3.65 0.13 9.31 1.01 4.70 1.13 4.39 0.50 10.14 0.92 

RANGE (AP) (deg) 4.18 1.67 7.58 1.35 19.25 3.28 8.96 2.61 8.40 2.33 18.59 3.38 

RANGE (ML) (deg) 2.06 0.59 7.93 1.61 18.26 4.15 8.29 2.88 7.51 0.72 17.33 3.22 

RANGE (TD) (deg) 19.65 8.10 113.03 23.74 355.59 6.53 66.24 30.96 51.25 5.73 248.36 97.08 

RANGE (TM) (deg) 4.10 1.54 7.43 1.02 14.96 1.58 8.61 2.39 7.91 2.34 17.18 4.33 

CFREQ (AP) (Hz) 0.54 0.07 0.52 0.07 0.49 0.09 0.59 0.06 0.60 0.10 0.55 0.07 

CFREQ (ML) (Hz) 0.56 0.07 0.47 0.03 0.51 0.06 0.54 0.08 0.56 0.03 0.56 0.08 

CFREQ (TD) (Hz) 0.56 0.08 0.56 0.06 1.52 0.39 0.60 0.10 0.56 0.05 0.65 0.10 

CFREQ (TM) (Hz) 0.54 0.08 0.52 0.09 0.56 0.09 0.59 0.06 0.60 0.11 0.60 0.09 

FREQD (AP) (–) 0.63 0.05 0.63 0.05 0.57 0.04 0.60 0.05 0.60 0.05 0.60 0.02 

FREQD (ML) (–) 0.54 0.04 0.62 0.05 0.59 0.08 0.59 0.02 0.56 0.03 0.62 0.03 

FREQD (TD) (–) 0.56 0.05 0.65 0.03 0.67 0.06 0.59 0.03 0.56 0.02 0.66 0.04 

FREQD (TM) (–) 0.63 0.05 0.61 0.06 0.58 0.05 0.60 0.05 0.60 0.06 0.61 0.02 
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Table 3. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #3. 

Participant # 3 
B #1, EC B #2, EC B #3, EC B #3, EO B #4, EO B #5, EO 

mean SD mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.74 0.13 1.14 0.13 2.08 0.85 0.80 0.21 1.70 0.49 2.12 0.51 

MA (ML) (deg) 0.61 0.07 0.96 0.23 2.28 0.36 0.95 0.07 2.21 0.28 2.98 0.61 

MA (TD) (deg) 21.82 5.08 69.47 47.41 96.52 19.17 91.77 9.21 120.01 4.01 65.84 7.40 

MA (TM) (deg) 0.61 0.04 1.00 0.09 2.13 0.92 0.70 0.03 1.54 0.32 2.28 0.29 

RMSA (AP) (deg) 0.98 0.17 1.40 0.17 2.78 1.07 1.01 0.25 2.20 0.65 2.73 0.59 

RMSA (ML) (deg) 0.79 0.07 1.17 0.23 3.03 0.52 1.30 0.08 2.84 0.43 3.74 0.59 

RMSA (TD) (deg) 33.66 8.49 86.37 52.03 108.41 15.67 111.34 11.42 130.72 3.19 79.73 8.38 

RMSA (TM) (deg) 0.79 0.07 1.22 0.12 2.64 1.18 0.95 0.11 1.95 0.41 2.79 0.25 

MV (AP) (deg/s) 1.78 0.44 2.11 0.32 4.21 0.83 1.31 0.05 3.11 0.45 3.96 0.59 

MV (ML) (deg/s) 2.05 0.36 2.60 0.37 5.98 1.29 2.05 0.42 5.56 0.86 7.01 0.52 

MV (TD) (deg/s) 72.83 16.21 186.87 110.63 318.05 59.92 215.04 73.80 317.14 67.88 238.18 32.30 

MV (TM) (deg/s) 1.93 0.46 2.33 0.41 5.39 0.95 1.85 0.17 3.88 0.53 5.79 0.45 

RMSV (AP) (deg/s) 2.31 0.56 2.73 0.47 5.77 1.59 1.70 0.10 4.12 0.52 5.12 0.76 

RMSV (ML) (deg/s) 2.65 0.46 3.28 0.43 7.96 1.80 2.90 0.79 7.32 1.19 9.13 0.61 

RMSV (TD) (deg/s) 712.49 420.62 1857.62 1076.85 2545.49 430.55 2168.92 667.36 2771.90 383.52 1970.43 305.32 

RMSV (TM) (deg/s) 2.51 0.60 3.00 0.51 7.39 1.47 2.60 0.40 5.28 0.64 7.57 0.69 

RANGE (AP) (deg) 5.42 1.28 6.66 1.05 14.31 4.04 5.13 1.09 11.05 3.33 14.66 3.02 

RANGE (ML) (deg) 4.29 0.37 5.58 0.38 17.05 3.50 8.00 2.63 16.35 2.61 18.95 1.76 

RANGE (TD) (deg) 302.57 108.65 359.19 1.55 359.65 0.45 359.90 0.05 359.77 0.16 359.27 0.37 

RANGE (TM) (deg) 4.00 0.59 5.60 0.60 10.83 3.80 5.47 1.68 9.48 1.77 11.58 0.87 

CFREQ (AP) (Hz) 0.44 0.08 0.39 0.04 0.41 0.04 0.42 0.07 0.45 0.05 0.41 0.02 

CFREQ (ML) (Hz) 0.58 0.05 0.50 0.03 0.54 0.07 0.48 0.12 0.52 0.02 0.52 0.04 

CFREQ (TD) (Hz) 0.78 0.32 1.09 0.12 1.35 0.13 1.11 0.25 1.21 0.07 1.38 0.29 

CFREQ (TM) (Hz) 0.56 0.09 0.48 0.04 0.51 0.11 0.55 0.09 0.59 0.06 0.53 0.04 

FREQD (AP) (–) 0.59 0.05 0.58 0.04 0.59 0.02 0.59 0.04 0.60 0.02 0.59 0.02 

FREQD (ML) (–) 0.56 0.04 0.57 0.02 0.60 0.06 0.63 0.04 0.59 0.02 0.62 0.03 

FREQD (TD) (–) 0.69 0.06 0.75 0.03 0.69 0.02 0.74 0.02 0.73 0.01 0.72 0.04 

FREQD (TM) (–) 0.59 0.04 0.61 0.02 0.64 0.04 0.63 0.03 0.63 0.02 0.64 0.04 
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Table 4. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #4. 

Participant # 4 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.98 0.32 1.28 0.11 1.17 0.39 1.36 0.18 2.84 0.69 

MA (ML) (deg) 0.73 0.32 1.01 0.26 0.74 0.12 1.33 0.24 3.35 1.08 

MA (TD) (deg) 57.33 55.33 26.10 13.06 38.73 14.55 87.41 29.38 87.07 6.13 

MA (TM) (deg) 0.82 0.24 1.22 0.06 0.85 0.22 1.38 0.37 2.33 0.52 

RMSA (AP) (deg) 1.25 0.44 1.61 0.09 1.44 0.48 1.82 0.30 3.75 0.85 

RMSA (ML) (deg) 0.96 0.49 1.26 0.32 0.93 0.16 1.83 0.31 4.20 1.35 

RMSA (TD) (deg) 66.46 62.48 33.43 16.91 52.33 21.79 104.77 26.96 101.60 5.78 

RMSA (TM) (deg) 1.01 0.26 1.53 0.08 1.08 0.29 1.71 0.45 2.93 0.70 

MV (AP) (deg/s) 2.16 0.27 2.28 0.25 2.01 0.19 2.37 0.20 5.71 1.03 

MV (ML) (deg/s) 2.33 0.81 2.44 0.52 1.68 0.30 3.21 0.48 7.89 2.45 

MV (TD) (deg/s) 206.29 237.99 62.29 31.23 104.41 47.76 269.05 86.44 242.70 52.36 

MV (TM) (deg/s) 2.37 0.54 2.48 0.46 1.84 0.29 3.03 0.46 6.75 1.93 

RMSV (AP) (deg/s) 2.76 0.36 3.06 0.23 2.69 0.27 3.06 0.27 7.65 1.40 

RMSV (ML) (deg/s) 3.08 1.02 3.26 0.64 2.17 0.39 4.36 0.64 10.63 3.56 

RMSV (TD) (deg/s) 1516.55 1814.14 220.78 296.43 949.93 719.82 2453.06 612.83 2160.89 288.72 

RMSV (TM) (deg/s) 3.07 0.78 3.29 0.52 2.46 0.47 4.03 0.54 9.23 2.73 

RANGE (AP) (deg) 5.81 1.77 7.12 0.49 6.84 2.56 9.18 1.72 21.06 6.75 

RANGE (ML) (deg) 5.60 3.22 6.34 2.01 4.58 0.88 10.75 0.89 21.11 5.89 

RANGE (TD) (deg) 212.43 170.46 193.29 111.00 303.52 111.64 359.85 0.10 359.72 0.20 

RANGE (TM) (deg) 4.95 1.09 6.76 0.76 5.47 1.85 7.94 1.96 13.92 3.17 

CFREQ (AP) (Hz) 0.50 0.10 0.43 0.04 0.50 0.04 0.39 0.06 0.41 0.04 

CFREQ (ML) (Hz) 0.62 0.14 0.50 0.05 0.47 0.05 0.44 0.06 0.47 0.08 

CFREQ (TD) (Hz) 0.90 0.39 0.56 0.05 1.00 0.35 1.28 0.21 1.11 0.16 

CFREQ (TM) (Hz) 0.59 0.13 0.46 0.05 0.50 0.01 0.47 0.02 0.57 0.11 

FREQD (AP) (–) 0.54 0.07 0.56 0.05 0.60 0.02 0.57 0.04 0.56 0.03 

FREQD (ML) (–) 0.50 0.06 0.53 0.04 0.53 0.04 0.57 0.04 0.56 0.01 

FREQD (TD) (–) 0.62 0.13 0.61 0.05 0.68 0.04 0.70 0.06 0.73 0.03 

FREQD (TM) (–) 0.54 0.06 0.59 0.04 0.57 0.02 0.61 0.05 0.62 0.02 
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Table 5. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #5. 

Participant # 5 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO B #5, EO 

mean SD mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.43 0.06 0.61 0.09 0.42 0.09 0.40 0.10 0.75 0.12 1.41 0.50 

MA (ML) (deg) 0.49 0.11 0.77 0.16 0.39 0.07 0.55 0.04 0.98 0.29 2.30 0.77 

MA (TD) (deg) 105.99 26.96 102.72 28.19 117.14 19.83 107.91 29.43 96.80 28.54 115.28 14.83 

MA (TM) (deg) 0.37 0.06 0.58 0.12 0.30 0.04 0.44 0.09 0.74 0.16 1.47 0.50 

RMSA (AP) (deg) 0.52 0.07 0.78 0.13 0.52 0.10 0.51 0.15 0.95 0.15 1.87 0.68 

RMSA (ML) (deg) 0.61 0.13 1.02 0.17 0.50 0.09 0.75 0.05 1.30 0.42 2.99 0.93 

RMSA (TD) (deg) 121.70 19.69 114.89 24.32 128.06 17.36 118.89 22.81 114.69 18.68 123.81 13.49 

RMSA (TM) (deg) 0.45 0.08 0.73 0.13 0.38 0.05 0.60 0.11 0.97 0.24 1.94 0.71 

MV (AP) (deg/s) 1.32 0.16 1.81 0.17 0.85 0.12 0.98 0.07 2.01 0.42 3.98 1.33 

MV (ML) (deg/s) 1.78 0.38 2.52 0.21 1.07 0.17 1.90 0.19 3.31 0.64 6.07 1.74 

MV (TD) (deg/s) 441.18 92.49 403.37 57.77 346.78 72.99 445.51 58.25 377.70 102.98 377.24 79.57 

MV (TM) (deg/s) 1.57 0.18 2.25 0.20 0.97 0.17 1.47 0.33 2.65 0.50 5.22 1.70 

RMSV (AP) (deg/s) 1.65 0.21 2.27 0.20 1.11 0.18 1.27 0.12 2.62 0.56 5.40 1.76 

RMSV (ML) (deg/s) 2.25 0.45 3.35 0.38 1.39 0.25 2.68 0.47 4.35 0.80 7.77 2.11 

RMSV (TD) (deg/s) 3306.59 508.24 2974.83 509.94 2891.23 476.58 3192.34 345.00 2988.38 504.08 2953.24 539.70 

RMSV (TM) (deg/s) 1.99 0.22 2.94 0.31 1.29 0.25 2.12 0.60 3.54 0.77 6.75 1.92 

RANGE (AP) (deg) 2.47 0.16 3.88 0.97 2.69 0.29 2.66 0.98 5.22 0.90 10.61 4.22 

RANGE (ML) (deg) 3.12 0.23 6.07 1.22 2.89 0.66 4.55 1.30 7.58 2.41 16.94 4.34 

RANGE (TD) (deg) 359.87 0.11 359.71 0.36 359.82 0.12 359.83 0.14 359.86 0.08 359.87 0.07 

RANGE (TM) (deg) 2.17 0.16 3.84 0.55 2.02 0.35 3.14 0.57 5.12 1.24 10.83 4.06 

CFREQ (AP) (Hz) 0.54 0.03 0.57 0.06 0.53 0.09 0.56 0.03 0.57 0.02 0.54 0.04 

CFREQ (ML) (Hz) 0.64 0.10 0.58 0.11 0.51 0.03 0.64 0.09 0.64 0.09 0.52 0.05 

CFREQ (TD) (Hz) 1.39 0.05 1.37 0.15 1.28 0.16 1.42 0.11 1.32 0.05 1.21 0.18 

CFREQ (TM) (Hz) 0.74 0.11 0.70 0.12 0.65 0.05 0.69 0.23 0.74 0.05 0.70 0.11 

FREQD (AP) (–) 0.58 0.04 0.59 0.04 0.63 0.03 0.59 0.03 0.53 0.03 0.53 0.06 

FREQD (ML) (–) 0.53 0.04 0.55 0.04 0.59 0.02 0.60 0.04 0.57 0.04 0.64 0.02 

FREQD (TD) (–) 0.68 0.03 0.70 0.04 0.71 0.04 0.68 0.02 0.72 0.03 0.76 0.03 

FREQD (TM) (–) 0.57 0.02 0.62 0.04 0.61 0.02 0.66 0.03 0.59 0.06 0.60 0.02 
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Table 6. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #6. 

Participant # 6 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.59 0.13 1.08 0.17 0.72 0.16 1.14 0.33 1.50 0.28 

MA (ML) (deg) 0.32 0.06 0.74 0.13 0.32 0.11 0.66 0.21 1.21 0.36 

MA (TD) (deg) 5.58 1.00 9.72 1.36 8.97 4.59 15.05 10.57 31.52 16.45 

MA (TM) (deg) 0.56 0.13 1.05 0.16 0.66 0.12 1.16 0.40 1.41 0.19 

RMSA (AP) (deg) 0.77 0.15 1.34 0.20 0.91 0.21 1.38 0.30 1.90 0.36 

RMSA (ML) (deg) 0.41 0.06 0.94 0.17 0.43 0.13 0.86 0.25 1.68 0.50 

RMSA (TD) (deg) 7.41 2.09 12.41 1.37 11.25 4.95 22.11 18.33 46.02 23.55 

RMSA (TM) (deg) 0.72 0.14 1.32 0.18 0.83 0.16 1.40 0.39 1.81 0.26 

MV (AP) (deg/s) 1.49 0.34 2.25 0.22 0.84 0.07 1.58 0.17 2.35 0.86 

MV (ML) (deg/s) 0.95 0.26 1.97 0.46 0.59 0.02 1.32 0.29 2.60 0.85 

MV (TD) (deg/s) 16.17 7.56 25.25 4.11 12.22 2.18 42.60 39.23 101.05 82.14 

MV (TM) (deg/s) 1.43 0.34 2.30 0.24 0.85 0.08 1.58 0.25 2.43 0.78 

RMSV (AP) (deg/s) 2.05 0.49 3.07 0.30 1.13 0.11 2.07 0.24 3.17 1.21 

RMSV (ML) (deg/s) 1.33 0.29 2.68 0.75 0.89 0.12 1.84 0.36 3.72 1.46 

RMSV (TD) (deg/s) 26.09 17.62 35.62 6.88 18.71 2.61 304.48 540.60 847.16 919.78 

RMSV (TM) (deg/s) 1.97 0.47 3.11 0.39 1.17 0.13 2.11 0.34 3.35 1.27 

RANGE (AP) (deg) 4.15 0.84 7.20 1.20 4.10 0.81 5.99 0.54 9.19 1.88 

RANGE (ML) (deg) 2.45 0.24 5.14 1.14 2.35 0.60 4.77 1.26 10.26 3.26 

RANGE (TD) (deg) 49.74 36.13 78.79 20.99 55.96 15.08 140.92 146.52 265.45 129.42 

RANGE (TM) (deg) 3.78 0.74 7.30 0.74 3.77 0.72 6.19 0.99 8.35 1.32 

CFREQ (AP) (Hz) 0.51 0.12 0.45 0.03 0.35 0.04 0.36 0.04 0.38 0.06 

CFREQ (ML) (Hz) 0.59 0.03 0.54 0.11 0.52 0.11 0.42 0.05 0.45 0.07 

CFREQ (TD) (Hz) 0.56 0.08 0.56 0.12 0.42 0.08 0.65 0.35 0.86 0.54 

CFREQ (TM) (Hz) 0.52 0.12 0.46 0.04 0.39 0.06 0.36 0.04 0.39 0.08 

FREQD (AP) (–) 0.56 0.08 0.59 0.03 0.58 0.05 0.60 0.03 0.56 0.02 

FREQD (ML) (–) 0.58 0.02 0.56 0.04 0.62 0.03 0.57 0.04 0.60 0.03 

FREQD (TD) (–) 0.62 0.03 0.56 0.05 0.62 0.07 0.63 0.08 0.65 0.05 

FREQD (TM) (–) 0.55 0.07 0.59 0.03 0.60 0.05 0.60 0.02 0.63 0.05 
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Table 7. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #7. 

Participant # 7 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.47 0.12 1.18 0.41 0.27 0.09 0.62 0.21 1.71 0.84 

MA (ML) (deg) 0.42 0.04 0.71 0.23 0.23 0.06 0.71 0.42 1.09 0.13 

MA (TD) (deg) 21.92 7.66 32.31 9.60 13.06 4.83 32.84 22.37 78.92 18.51 

MA (TM) (deg) 0.41 0.04 0.91 0.26 0.25 0.04 0.83 0.50 1.56 0.78 

RMSA (AP) (deg) 0.58 0.12 1.55 0.57 0.33 0.09 0.89 0.49 2.22 1.06 

RMSA (ML) (deg) 0.54 0.05 0.94 0.32 0.27 0.06 0.89 0.54 1.61 0.22 

RMSA (TD) (deg) 30.90 12.92 46.63 12.09 16.16 4.82 58.71 33.93 99.73 14.94 

RMSA (TM) (deg) 0.51 0.03 1.12 0.27 0.29 0.04 1.07 0.67 2.01 0.94 

MV (AP) (deg/s) 0.94 0.25 1.95 0.32 0.45 0.07 1.12 0.38 2.33 0.52 

MV (ML) (deg/s) 1.31 0.30 1.66 0.55 0.35 0.03 1.21 0.67 2.65 0.71 

MV (TD) (deg/s) 65.21 45.14 83.01 22.23 22.34 3.02 89.73 77.72 202.91 51.43 

MV (TM) (deg/s) 1.24 0.33 1.85 0.44 0.39 0.05 1.35 0.66 2.56 0.35 

RMSV (AP) (deg/s) 1.26 0.34 2.58 0.41 0.62 0.12 1.61 0.59 3.31 0.93 

RMSV (ML) (deg/s) 1.85 0.36 2.28 0.74 0.51 0.07 1.65 0.95 3.88 1.56 

RMSV (TD) (deg/s) 495.27 523.55 814.06 519.58 32.77 4.57 1164.75 962.42 2041.48 221.29 

RMSV (TM) (deg/s) 1.71 0.38 2.46 0.57 0.56 0.11 1.89 0.97 3.65 0.75 

RANGE (AP) (deg) 2.65 0.48 7.81 2.44 1.57 0.46 4.86 3.23 10.72 3.75 

RANGE (ML) (deg) 3.21 0.64 5.14 1.99 1.19 0.10 4.41 3.16 10.95 1.26 

RANGE (TD) (deg) 231.49 148.37 315.36 83.02 74.76 12.71 299.73 119.84 359.81 0.12 

RANGE (TM) (deg) 2.93 0.37 5.39 0.82 1.34 0.26 4.94 3.23 9.47 1.98 

CFREQ (AP) (Hz) 0.47 0.10 0.42 0.05 0.49 0.15 0.42 0.05 0.37 0.03 

CFREQ (ML) (Hz) 0.62 0.06 0.46 0.03 0.47 0.04 0.48 0.08 0.45 0.06 

CFREQ (TD) (Hz) 1.04 0.60 0.99 0.38 0.51 0.17 0.89 0.33 1.06 0.12 

CFREQ (TM) (Hz) 0.60 0.09 0.46 0.03 0.47 0.05 0.45 0.08 0.44 0.05 

FREQD (AP) (–) 0.59 0.03 0.60 0.04 0.58 0.03 0.64 0.03 0.57 0.01 

FREQD (ML) (–) 0.45 0.07 0.58 0.02 0.62 0.01 0.60 0.02 0.52 0.06 

FREQD (TD) (–) 0.62 0.03 0.72 0.05 0.56 0.04 0.74 0.03 0.74 0.03 

FREQD (TM) (–) 0.50 0.10 0.60 0.03 0.63 0.02 0.62 0.02 0.60 0.03 
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Table 8. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #8. 

Participant # 8 
B #1, EC B #2, EC B #3, EC B #3, EO B #4, EO B #5, EO 

mean SD mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.69 0.14 0.99 0.16 1.38 0.17 0.54 0.06 0.83 0.26 1.13 0.30 

MA (ML) (deg) 0.42 0.12 0.90 0.16 1.58 0.34 0.71 0.11 1.08 0.25 1.67 0.27 

MA (TD) (deg) 5.19 0.68 21.47 7.23 55.97 29.53 9.99 1.88 22.88 4.01 34.13 18.23 

MA (TM) (deg) 0.68 0.15 0.96 0.24 1.43 0.25 0.56 0.07 0.93 0.23 1.18 0.24 

RMSA (AP) (deg) 0.88 0.21 1.23 0.19 1.80 0.18 0.69 0.10 1.06 0.31 1.46 0.32 

RMSA (ML) (deg) 0.55 0.14 1.16 0.24 2.13 0.50 0.96 0.17 1.52 0.29 2.20 0.29 

RMSA (TD) (deg) 6.69 0.54 29.50 10.47 68.38 33.30 12.99 2.57 30.61 4.81 43.39 20.53 

RMSA (TM) (deg) 0.87 0.22 1.19 0.24 1.82 0.36 0.74 0.13 1.24 0.23 1.50 0.28 

MV (AP) (deg/s) 1.37 0.18 2.43 0.51 4.55 0.77 1.30 0.21 1.77 0.30 3.18 0.68 

MV (ML) (deg/s) 1.39 0.27 2.41 0.20 5.38 1.06 1.96 0.30 2.85 0.63 5.36 0.90 

MV (TD) (deg/s) 16.51 1.54 71.18 35.97 250.31 161.28 27.17 4.69 63.44 15.81 117.82 78.77 

MV (TM) (deg/s) 1.39 0.20 2.39 0.43 5.22 1.01 1.42 0.22 2.19 0.33 4.10 0.85 

RMSV (AP) (deg/s) 1.77 0.26 3.29 0.83 6.25 1.39 1.74 0.36 2.31 0.40 4.13 0.82 

RMSV (ML) (deg/s) 1.86 0.29 3.24 0.25 7.63 1.93 2.63 0.30 3.94 0.78 7.21 1.16 

RMSV (TD) (deg/s) 22.47 1.11 423.41 391.03 1589.16 1212.72 36.76 5.65 228.52 274.86 660.18 757.70 

RMSV (TM) (deg/s) 1.80 0.29 3.26 0.84 7.33 1.83 1.93 0.39 3.03 0.44 5.66 1.00 

RANGE (AP) (deg) 4.41 1.14 6.71 1.64 10.09 1.58 3.88 1.03 6.13 1.70 8.50 0.79 

RANGE (ML) (deg) 2.97 0.48 6.11 0.79 13.74 4.97 6.06 1.15 10.04 2.29 12.78 2.21 

RANGE (TD) (deg) 36.00 4.57 242.38 97.05 320.00 78.45 72.52 12.66 220.82 84.75 261.64 109.20 

RANGE (TM) (deg) 4.38 1.22 6.53 1.33 9.61 2.14 4.08 0.97 7.36 1.39 8.79 2.06 

CFREQ (AP) (Hz) 0.47 0.02 0.52 0.06 0.62 0.10 0.49 0.07 0.48 0.08 0.56 0.07 

CFREQ (ML) (Hz) 0.61 0.07 0.54 0.05 0.61 0.10 0.54 0.08 0.52 0.08 0.61 0.03 

CFREQ (TD) (Hz) 0.61 0.05 0.95 0.22 1.01 0.28 0.55 0.09 0.58 0.07 0.89 0.27 

CFREQ (TM) (Hz) 0.48 0.02 0.56 0.07 0.76 0.12 0.51 0.05 0.52 0.04 0.69 0.04 

FREQD (AP) (–) 0.57 0.03 0.56 0.04 0.55 0.03 0.55 0.07 0.59 0.05 0.57 0.05 

FREQD (ML) (–) 0.53 0.03 0.57 0.03 0.56 0.05 0.58 0.03 0.58 0.05 0.58 0.05 

FREQD (TD) (–) 0.57 0.01 0.66 0.04 0.69 0.06 0.57 0.04 0.64 0.04 0.66 0.05 

FREQD (TM) (–) 0.56 0.03 0.59 0.03 0.60 0.05 0.58 0.05 0.63 0.05 0.62 0.02 
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Table 9. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 and 

#2 under EC condition. Shown are the mean ± SD for Participant #9. 

Participant # 9 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 1.04 0.35 1.43 0.37 1.22 0.27 2.34 0.28 3.42 1.16 

MA (ML) (deg) 0.72 0.16 1.28 0.21 0.64 0.11 1.92 0.65 3.51 1.64 

MA (TD) (deg) 46.42 24.46 37.69 9.13 25.71 5.57 59.40 22.53 73.58 12.64 

MA (TM) (deg) 0.70 0.07 1.27 0.25 1.06 0.43 1.94 0.37 2.46 1.07 

RMSA (AP) (deg) 1.31 0.44 1.81 0.37 1.53 0.34 2.91 0.16 4.21 1.48 

RMSA (ML) (deg) 0.90 0.20 1.71 0.28 0.84 0.15 2.50 0.79 4.40 1.77 

RMSA (TD) (deg) 58.93 28.75 51.64 10.09 36.30 5.37 73.29 22.92 91.30 7.47 

RMSA (TM) (deg) 0.88 0.09 1.63 0.33 1.33 0.52 2.35 0.45 3.05 1.22 

MV (AP) (deg/s) 2.42 0.95 3.14 0.40 1.55 0.25 4.35 0.81 5.96 2.50 

MV (ML) (deg/s) 2.28 0.83 3.34 0.33 1.58 0.12 3.92 1.02 6.18 2.26 

MV (TD) (deg/s) 146.98 111.66 118.01 33.69 55.14 14.95 151.09 54.08 172.63 33.64 

MV (TM) (deg/s) 2.38 0.89 3.37 0.27 1.57 0.15 4.24 0.97 6.06 1.94 

RMSV (AP) (deg/s) 3.22 1.28 4.13 0.54 2.07 0.36 5.90 1.15 8.01 3.52 

RMSV (ML) (deg/s) 2.93 1.15 4.50 0.36 2.29 0.34 5.37 1.44 8.43 2.85 

RMSV (TD) (deg/s) 1056.80 903.61 1006.99 286.48 257.28 351.10 1219.22 778.26 1726.91 378.54 

RMSV (TM) (deg/s) 3.07 1.16 4.45 0.32 2.11 0.21 5.80 1.41 8.19 2.47 

RANGE (AP) (deg) 6.69 2.01 9.87 1.95 6.77 1.47 15.39 1.80 19.93 6.84 

RANGE (ML) (deg) 4.88 1.66 10.22 1.57 5.21 1.02 12.66 3.86 20.45 5.33 

RANGE (TD) (deg) 319.41 74.64 356.44 2.29 230.11 86.30 333.91 51.59 359.46 0.76 

RANGE (TM) (deg) 4.48 0.78 8.60 2.20 6.03 2.06 10.59 2.32 12.91 2.64 

CFREQ (AP) (Hz) 0.51 0.13 0.46 0.04 0.36 0.07 0.46 0.06 0.42 0.05 

CFREQ (ML) (Hz) 0.56 0.10 0.48 0.07 0.57 0.11 0.50 0.06 0.43 0.09 

CFREQ (TD) (Hz) 0.79 0.30 1.04 0.34 0.67 0.21 1.12 0.40 1.11 0.29 

CFREQ (TM) (Hz) 0.64 0.21 0.48 0.08 0.40 0.11 0.49 0.05 0.60 0.09 

FREQD (AP) (–) 0.50 0.05 0.55 0.05 0.59 0.03 0.52 0.06 0.52 0.04 

FREQD (ML) (–) 0.51 0.06 0.52 0.03 0.58 0.03 0.58 0.02 0.55 0.05 

FREQD (TD) (–) 0.67 0.04 0.70 0.04 0.65 0.08 0.69 0.04 0.74 0.06 

FREQD (TM) (–) 0.56 0.02 0.56 0.01 0.59 0.03 0.57 0.03 0.56 0.04 
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Table 10. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 

and #2 under EC condition. Shown are the mean ± SD for Participant #10. 

Participant # 10 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.48 0.04 0.82 0.09 0.52 0.09 0.90 0.21 1.12 0.21 

MA (ML) (deg) 0.34 0.04 0.67 0.09 0.45 0.15 0.75 0.06 0.98 0.18 

MA (TD) (deg) 7.47 1.63 17.87 8.25 15.91 8.12 10.42 1.55 10.75 3.02 

MA (TM) (deg) 0.46 0.04 0.78 0.08 0.51 0.10 0.89 0.21 1.05 0.23 

RMSA (AP) (deg) 0.61 0.05 1.06 0.13 0.66 0.11 1.13 0.23 1.40 0.27 

RMSA (ML) (deg) 0.45 0.07 0.84 0.13 0.58 0.21 0.95 0.05 1.24 0.23 

RMSA (TD) (deg) 10.56 2.67 24.27 11.81 21.37 11.52 13.27 2.00 14.85 5.26 

RMSA (TM) (deg) 0.58 0.05 1.00 0.11 0.65 0.14 1.10 0.22 1.33 0.29 

MV (AP) (deg/s) 1.18 0.29 1.74 0.23 1.30 0.13 2.01 0.11 2.39 0.27 

MV (ML) (deg/s) 0.82 0.15 1.58 0.13 1.10 0.26 2.29 0.19 2.59 0.29 

MV (TD) (deg/s) 17.74 4.42 43.17 20.94 43.39 21.39 31.49 4.27 31.45 14.66 

MV (TM) (deg/s) 1.18 0.28 1.74 0.15 1.31 0.16 2.04 0.19 2.38 0.21 

RMSV (AP) (deg/s) 1.50 0.34 2.22 0.33 1.73 0.19 2.69 0.17 3.09 0.36 

RMSV (ML) (deg/s) 1.10 0.17 2.10 0.16 1.49 0.35 3.07 0.15 3.38 0.39 

RMSV (TD) (deg/s) 24.83 5.51 70.32 40.38 69.18 40.09 44.20 6.53 179.71 294.42 

RMSV (TM) (deg/s) 1.51 0.34 2.24 0.22 1.75 0.22 2.71 0.27 3.14 0.32 

RANGE (AP) (deg) 3.01 0.28 5.61 0.94 3.50 0.78 5.49 1.04 7.29 1.55 

RANGE (ML) (deg) 2.89 0.59 4.29 1.05 2.94 1.04 5.52 0.08 6.49 1.82 

RANGE (TD) (deg) 70.45 24.35 148.07 80.14 138.27 83.58 74.60 4.65 130.50 135.52 

RANGE (TM) (deg) 2.93 0.31 5.28 0.68 3.40 0.85 5.22 0.95 7.13 1.47 

CFREQ (AP) (Hz) 0.49 0.05 0.42 0.06 0.57 0.10 0.51 0.04 0.45 0.06 

CFREQ (ML) (Hz) 0.46 0.04 0.45 0.03 0.53 0.09 0.58 0.05 0.54 0.06 

CFREQ (TD) (Hz) 0.45 0.03 0.47 0.04 0.67 0.12 0.60 0.06 0.78 0.52 

CFREQ (TM) (Hz) 0.52 0.07 0.44 0.05 0.57 0.12 0.53 0.05 0.48 0.05 

FREQD (AP) (–) 0.59 0.04 0.56 0.03 0.62 0.02 0.56 0.05 0.57 0.03 

FREQD (ML) (–) 0.61 0.01 0.60 0.03 0.62 0.01 0.56 0.04 0.60 0.03 

FREQD (TD) (–) 0.61 0.01 0.62 0.03 0.62 0.03 0.56 0.05 0.59 0.02 

FREQD (TM) (–) 0.59 0.04 0.57 0.03 0.64 0.02 0.57 0.04 0.57 0.04 
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Table 11. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 

and #2 under EC condition. Shown are the mean ± SD for Participant #11. 

Participant # 11 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.69 0.15 0.84 0.14 0.44 0.17 0.66 0.21 1.02 0.23 

MA (ML) (deg) 0.57 0.07 0.94 0.21 0.66 0.16 0.86 0.21 2.04 0.46 

MA (TD) (deg) 20.82 7.17 28.91 21.88 21.93 13.44 98.78 25.54 114.94 26.67 

MA (TM) (deg) 0.60 0.15 0.83 0.09 0.58 0.28 0.65 0.18 1.30 0.28 

RMSA (AP) (deg) 0.84 0.19 1.02 0.17 0.55 0.21 0.81 0.24 1.30 0.29 

RMSA (ML) (deg) 0.77 0.08 1.25 0.30 0.78 0.17 1.23 0.31 2.67 0.49 

RMSA (TD) (deg) 27.56 11.91 39.67 33.60 29.26 16.66 109.64 21.91 124.96 19.78 

RMSA (TM) (deg) 0.77 0.17 1.04 0.12 0.69 0.29 0.92 0.28 1.69 0.28 

MV (AP) (deg/s) 1.20 0.11 1.58 0.34 0.71 0.06 1.02 0.18 2.12 0.44 

MV (ML) (deg/s) 1.47 0.39 2.09 0.75 0.98 0.15 1.77 0.32 4.41 0.52 

MV (TD) (deg/s) 42.41 19.01 82.70 92.24 54.37 38.32 259.67 69.69 276.48 84.19 

MV (TM) (deg/s) 1.46 0.29 1.98 0.69 0.89 0.12 1.46 0.24 3.30 0.37 

RMSV (AP) (deg/s) 1.54 0.19 2.08 0.48 0.95 0.10 1.36 0.28 2.87 0.43 

RMSV (ML) (deg/s) 1.98 0.48 2.75 0.95 1.28 0.23 2.44 0.58 5.90 0.64 

RMSV (TD) (deg/s) 197.99 304.25 608.39 1105.97 484.05 570.86 2335.95 489.49 2561.90 562.73 

RMSV (TM) (deg/s) 1.92 0.36 2.61 0.97 1.15 0.15 2.07 0.38 4.66 0.55 

RANGE (AP) (deg) 4.02 1.22 4.87 0.64 2.78 0.97 4.00 1.03 6.36 1.45 

RANGE (ML) (deg) 4.25 0.40 6.47 2.29 3.33 0.55 7.40 1.77 15.15 1.52 

RANGE (TD) (deg) 174.23 123.75 194.23 121.95 212.26 163.57 359.65 0.21 359.70 0.50 

RANGE (TM) (deg) 3.91 0.95 5.19 0.95 3.09 0.78 5.21 1.79 9.13 0.91 

CFREQ (AP) (Hz) 0.40 0.05 0.42 0.04 0.39 0.07 0.38 0.03 0.45 0.01 

CFREQ (ML) (Hz) 0.53 0.11 0.42 0.06 0.41 0.10 0.45 0.10 0.44 0.06 

CFREQ (TD) (Hz) 0.57 0.27 0.60 0.31 0.74 0.52 1.14 0.12 1.17 0.17 

CFREQ (TM) (Hz) 0.54 0.16 0.47 0.07 0.39 0.08 0.53 0.11 0.53 0.09 

FREQD (AP) (–) 0.54 0.03 0.55 0.03 0.57 0.02 0.57 0.05 0.50 0.02 

FREQD (ML) (–) 0.52 0.04 0.53 0.02 0.60 0.03 0.59 0.04 0.56 0.03 

FREQD (TD) (–) 0.59 0.11 0.62 0.10 0.65 0.06 0.75 0.04 0.73 0.03 

FREQD (TM) (–) 0.55 0.05 0.55 0.02 0.58 0.04 0.63 0.02 0.60 0.05 
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Table 12. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 

and #2 under EC condition. Shown are the mean ± SD for Participant #12. 

Participant # 12 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.52 0.04 1.08 0.22 0.60 0.35 1.10 0.56 1.82 0.98 

MA (ML) (deg) 0.44 0.11 1.37 0.30 0.36 0.19 0.81 0.28 2.63 1.41 

MA (TD) (deg) 53.80 38.26 128.33 22.58 37.13 42.68 108.77 38.48 122.23 11.64 

MA (TM) (deg) 0.45 0.11 1.04 0.16 0.59 0.41 1.01 0.49 1.96 1.05 

RMSA (AP) (deg) 0.65 0.05 1.38 0.26 0.77 0.48 1.44 0.73 2.34 1.27 

RMSA (ML) (deg) 0.56 0.12 1.73 0.40 0.48 0.28 1.18 0.44 3.42 1.77 

RMSA (TD) (deg) 70.39 45.85 135.82 17.24 48.91 54.32 117.35 35.21 130.58 7.85 

RMSA (TM) (deg) 0.56 0.13 1.29 0.17 0.78 0.58 1.33 0.63 2.43 1.23 

MV (AP) (deg/s) 1.27 0.28 2.45 0.36 0.85 0.18 1.29 0.36 4.49 2.16 

MV (ML) (deg/s) 1.13 0.33 3.07 0.78 0.70 0.28 1.60 0.78 5.55 1.47 

MV (TD) (deg/s) 150.80 98.18 278.77 17.38 88.29 89.10 236.31 138.30 372.07 82.59 

MV (TM) (deg/s) 1.24 0.28 2.86 0.37 0.79 0.25 1.49 0.52 5.12 1.58 

RMSV (AP) (deg/s) 1.65 0.36 3.27 0.60 1.12 0.29 1.80 0.49 6.11 3.06 

RMSV (ML) (deg/s) 1.52 0.43 4.11 1.00 0.98 0.43 2.40 1.07 7.32 1.64 

RMSV (TD) (deg/s) 1426.31 1144.88 2643.57 248.96 912.89 1212.34 2208.45 1149.38 3045.62 426.58 

RMSV (TM) (deg/s) 1.66 0.33 3.87 0.63 1.06 0.38 2.17 0.71 6.96 2.05 

RANGE (AP) (deg) 3.39 0.91 7.83 2.23 3.44 1.98 6.66 2.93 12.64 6.91 

RANGE (ML) (deg) 3.23 0.62 9.05 2.46 2.49 1.49 6.73 2.56 17.44 7.59 

RANGE (TD) (deg) 302.03 115.63 359.87 0.07 229.54 152.19 359.79 0.22 359.95 0.06 

RANGE (TM) (deg) 3.07 0.93 6.49 0.70 3.59 2.62 6.12 2.92 10.95 3.25 

CFREQ (AP) (Hz) 0.45 0.05 0.45 0.05 0.45 0.05 0.38 0.11 0.51 0.06 

CFREQ (ML) (Hz) 0.46 0.06 0.43 0.02 0.53 0.04 0.48 0.09 0.48 0.06 

CFREQ (TD) (Hz) 1.03 0.39 1.03 0.09 0.77 0.25 0.97 0.33 1.13 0.15 

CFREQ (TM) (Hz) 0.52 0.08 0.55 0.05 0.44 0.06 0.43 0.12 0.57 0.08 

FREQD (AP) (–) 0.54 0.04 0.55 0.02 0.62 0.03 0.56 0.02 0.54 0.04 

FREQD (ML) (–) 0.52 0.04 0.56 0.02 0.62 0.05 0.57 0.02 0.61 0.02 

FREQD (TD) (–) 0.70 0.09 0.77 0.03 0.69 0.07 0.73 0.04 0.76 0.02 

FREQD (TM) (–) 0.54 0.02 0.55 0.03 0.63 0.02 0.61 0.02 0.63 0.04 
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Table 13. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 

and #2 under EC condition. Shown are the mean ± SD for Participant #13. 

Participant # 13 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.53 0.08 1.24 0.07 0.65 0.14 1.23 0.16 2.33 0.26 

MA (ML) (deg) 0.60 0.04 1.02 0.15 0.67 0.19 1.37 0.21 2.17 0.24 

MA (TD) (deg) 10.61 2.89 37.80 24.42 19.99 5.31 83.81 22.91 71.27 15.17 

MA (TM) (deg) 0.59 0.10 1.08 0.16 0.67 0.19 1.34 0.15 1.76 0.25 

RMSA (AP) (deg) 0.69 0.10 1.50 0.08 0.85 0.25 1.54 0.20 2.95 0.30 

RMSA (ML) (deg) 0.76 0.08 1.25 0.18 0.90 0.23 1.92 0.29 2.84 0.35 

RMSA (TD) (deg) 13.48 3.49 50.44 29.81 39.73 19.65 102.81 27.96 89.65 14.84 

RMSA (TM) (deg) 0.75 0.12 1.31 0.19 0.87 0.22 1.68 0.15 2.25 0.27 

MV (AP) (deg/s) 0.98 0.14 1.67 0.02 1.24 0.29 2.28 0.62 3.84 0.30 

MV (ML) (deg/s) 1.14 0.27 1.75 0.30 1.60 0.37 2.59 0.39 4.99 0.73 

MV (TD) (deg/s) 20.48 3.00 78.43 48.18 65.90 30.78 192.69 69.51 193.98 41.40 

MV (TM) (deg/s) 1.06 0.19 1.86 0.20 1.43 0.26 2.83 0.52 4.47 0.39 

RMSV (AP) (deg/s) 1.28 0.18 2.18 0.06 1.73 0.35 2.94 0.76 4.95 0.54 

RMSV (ML) (deg/s) 1.54 0.39 2.37 0.42 2.28 0.44 3.65 0.53 6.83 0.88 

RMSV (TD) (deg/s) 28.60 4.00 862.91 655.37 902.61 697.83 1957.40 773.91 1883.37 280.08 

RMSV (TM) (deg/s) 1.40 0.28 2.44 0.28 1.94 0.29 3.78 0.70 5.95 0.49 

RANGE (AP) (deg) 3.78 0.47 6.63 0.51 4.52 1.75 7.24 0.88 13.92 2.07 

RANGE (ML) (deg) 4.09 0.73 5.62 0.23 5.77 1.56 10.49 1.55 16.25 1.75 

RANGE (TD) (deg) 76.15 14.63 298.06 107.88 291.08 131.43 359.65 0.34 359.80 0.11 

RANGE (TM) (deg) 3.84 0.72 6.07 1.25 4.67 0.96 7.63 0.40 11.59 0.77 

CFREQ (AP) (Hz) 0.37 0.04 0.34 0.02 0.43 0.05 0.39 0.03 0.38 0.04 

CFREQ (ML) (Hz) 0.39 0.06 0.40 0.06 0.54 0.08 0.42 0.04 0.48 0.05 

CFREQ (TD) (Hz) 0.40 0.04 0.90 0.31 0.89 0.49 1.15 0.22 1.30 0.10 

CFREQ (TM) (Hz) 0.38 0.07 0.41 0.06 0.51 0.06 0.46 0.05 0.53 0.06 

FREQD (AP) (–) 0.58 0.06 0.55 0.03 0.60 0.05 0.55 0.04 0.54 0.02 

FREQD (ML) (–) 0.57 0.02 0.58 0.02 0.53 0.04 0.58 0.04 0.58 0.05 

FREQD (TD) (–) 0.59 0.04 0.76 0.04 0.69 0.07 0.76 0.01 0.71 0.01 

FREQD (TM) (–) 0.58 0.04 0.59 0.03 0.57 0.04 0.59 0.05 0.61 0.04 
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Table 14. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 

and #2 under EC condition. Shown are the mean ± SD for Participant #14. 

Participant # 14 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.88 0.28 1.94 0.16 0.92 0.19 1.73 1.11 2.29 0.52 

MA (ML) (deg) 0.73 0.11 2.17 0.46 0.58 0.11 1.83 0.81 1.79 0.30 

MA (TD) (deg) 7.29 3.73 24.50 7.04 7.47 2.26 18.26 16.58 30.34 11.59 

MA (TM) (deg) 0.91 0.27 2.10 0.11 0.85 0.17 1.58 0.84 1.85 0.26 

RMSA (AP) (deg) 1.10 0.35 2.35 0.16 1.11 0.19 2.09 1.26 2.82 0.54 

RMSA (ML) (deg) 0.91 0.15 2.84 0.64 0.73 0.16 2.45 1.07 2.32 0.37 

RMSA (TD) (deg) 9.31 5.13 29.09 7.68 9.22 2.41 26.93 27.10 41.52 16.33 

RMSA (TM) (deg) 1.14 0.34 2.56 0.21 1.04 0.17 1.93 1.00 2.27 0.28 

MV (AP) (deg/s) 1.39 0.19 3.05 0.47 0.79 0.02 2.54 1.18 3.57 0.51 

MV (ML) (deg/s) 1.36 0.14 3.41 0.73 0.80 0.08 2.93 0.97 3.95 0.82 

MV (TD) (deg/s) 13.85 7.25 35.97 4.07 8.56 2.56 39.65 43.81 69.75 42.82 

MV (TM) (deg/s) 1.44 0.23 3.46 0.70 0.81 0.06 2.67 1.21 3.78 0.55 

RMSV (AP) (deg/s) 1.83 0.19 4.19 0.81 1.04 0.05 3.42 1.75 4.63 0.67 

RMSV (ML) (deg/s) 1.80 0.18 4.68 0.98 1.05 0.07 4.04 1.58 5.38 1.15 

RMSV (TD) (deg/s) 18.66 10.22 54.47 9.56 11.37 2.99 326.12 532.37 450.24 680.85 

RMSV (TM) (deg/s) 1.90 0.24 4.64 0.88 1.06 0.09 3.57 1.73 4.95 0.67 

RANGE (AP) (deg) 5.35 1.51 10.78 2.41 4.80 0.44 10.84 6.74 13.64 0.81 

RANGE (ML) (deg) 4.57 0.87 15.04 3.93 3.67 0.81 12.83 5.17 12.73 2.14 

RANGE (TD) (deg) 47.66 28.41 133.62 33.31 39.35 7.14 160.55 171.81 246.28 78.08 

RANGE (TM) (deg) 5.52 1.47 11.51 2.78 4.37 0.57 8.92 4.51 11.10 1.27 

CFREQ (AP) (Hz) 0.38 0.07 0.39 0.08 0.28 0.03 0.43 0.05 0.39 0.08 

CFREQ (ML) (Hz) 0.41 0.02 0.36 0.04 0.36 0.04 0.35 0.03 0.43 0.05 

CFREQ (TD) (Hz) 0.44 0.02 0.42 0.02 0.33 0.04 0.54 0.30 0.73 0.29 

CFREQ (TM) (Hz) 0.36 0.05 0.37 0.03 0.29 0.03 0.43 0.05 0.44 0.05 

FREQD (AP) (–) 0.55 0.03 0.57 0.03 0.51 0.03 0.57 0.02 0.56 0.05 

FREQD (ML) (–) 0.54 0.04 0.56 0.02 0.56 0.05 0.53 0.02 0.55 0.02 

FREQD (TD) (–) 0.55 0.03 0.60 0.04 0.55 0.03 0.60 0.09 0.68 0.06 

FREQD (TM) (–) 0.55 0.04 0.57 0.01 0.52 0.04 0.57 0.04 0.57 0.02 
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Table 15. Analysis of the AP, ML, TM, and TD fluctuations. Posturographic measures were calculated for Base #1 

and #2 under EC condition. Shown are the mean ± SD for Participant #15. 

Participant # 15 
B #1, EC B #2, EC B #2, EO B #3, EO B #4, EO 

mean SD mean SD mean SD mean SD mean SD 

MA (AP) (deg) 0.84 0.13 2.40 0.21 0.87 0.12 1.94 0.99 3.53 1.31 

MA (ML) (deg) 0.67 0.07 2.54 0.39 0.80 0.03 2.16 1.03 4.19 1.53 

MA (TD) (deg) 8.94 1.80 30.09 19.12 7.96 0.41 30.73 14.08 39.58 17.11 

MA (TM) (deg) 0.82 0.13 2.51 0.33 0.87 0.13 1.71 0.46 2.76 0.60 

RMSA (AP) (deg) 1.06 0.20 2.97 0.24 1.17 0.20 2.46 1.23 4.65 1.74 

RMSA (ML) (deg) 0.85 0.10 3.36 0.57 1.02 0.08 3.12 1.58 5.61 1.63 

RMSA (TD) (deg) 11.33 2.57 39.02 22.35 10.12 0.72 42.28 20.55 54.01 22.55 

RMSA (TM) (deg) 1.04 0.21 3.12 0.50 1.17 0.20 2.29 0.69 3.46 0.65 

MV (AP) (deg/s) 2.11 0.55 4.32 0.50 1.85 0.12 3.28 0.77 6.53 2.10 

MV (ML) (deg/s) 2.06 0.59 4.23 0.40 1.58 0.18 3.96 1.58 6.49 1.57 

MV (TD) (deg/s) 26.17 5.96 73.24 55.14 16.05 2.27 66.79 31.11 79.03 35.68 

MV (TM) (deg/s) 2.10 0.53 4.27 0.71 1.89 0.13 3.77 0.88 5.72 1.57 

RMSV (AP) (deg/s) 2.70 0.77 5.54 0.69 2.46 0.24 4.15 0.89 8.85 2.70 

RMSV (ML) (deg/s) 2.62 0.85 5.49 0.47 2.18 0.23 5.15 1.98 8.51 1.84 

RMSV (TD) (deg/s) 33.18 8.63 563.37 655.04 23.28 2.59 650.05 516.91 692.73 476.02 

RMSV (TM) (deg/s) 2.71 0.76 5.58 0.90 2.53 0.26 4.98 1.18 7.58 1.88 

RANGE (AP) (deg) 5.71 1.89 14.63 1.63 6.77 1.32 12.11 4.80 23.22 7.62 

RANGE (ML) (deg) 4.48 1.06 17.59 3.67 5.21 0.98 16.64 9.06 25.41 2.89 

RANGE (TD) (deg) 60.62 16.08 264.40 109.43 52.43 8.50 288.19 110.19 297.19 121.69 

RANGE (TM) (deg) 5.69 2.05 14.89 2.67 6.79 1.32 11.68 3.43 14.74 1.56 

CFREQ (AP) (Hz) 0.51 0.06 0.38 0.04 0.48 0.04 0.40 0.05 0.37 0.02 

CFREQ (ML) (Hz) 0.58 0.11 0.36 0.06 0.44 0.04 0.45 0.14 0.32 0.02 

CFREQ (TD) (Hz) 0.57 0.15 0.80 0.39 0.47 0.07 0.86 0.28 0.65 0.37 

CFREQ (TM) (Hz) 0.52 0.06 0.38 0.07 0.48 0.04 0.45 0.09 0.40 0.05 

FREQD (AP) (–) 0.54 0.06 0.56 0.01 0.58 0.04 0.54 0.04 0.54 0.04 

FREQD (ML) (–) 0.56 0.04 0.54 0.03 0.54 0.08 0.52 0.04 0.55 0.04 

FREQD (TD) (–) 0.57 0.02 0.66 0.11 0.56 0.08 0.70 0.11 0.69 0.11 

FREQD (TM) (–) 0.54 0.06 0.55 0.02 0.57 0.03 0.58 0.06 0.59 0.04 
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9.8 Appendix H – Number of Participants for Calculating the Group-

Ensemble CC Functions 

The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) is shown in Tables 1 to 8. 

Table 1. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for AP direction. The results are shown for: RA, BF, RF, ES with B #2, EC and B #4, EO. 

Muscle 
Anterior Posterior 

B #2, EC B #4, EO B #2, EC B #4, EO 

RRA 6 out of 15 12 out of 15 4 out of 15 7 out of 15 

LRA 5 out of 15 11 out of 15 3 out of 15 8 out of 15 

RBF 13 out of 15 13 out of 15 14 out of 15 12 out of 15 

LBF 15 out of 15 15 out of 15 15 out of 15 15 out of 15 

RRF 11 out of 15 11 out of 15 13 out of 15 13 out of 15 

LRF 10 out of 15 12 out of 15 10 out of 15 11 out of 15 

RTES 6 out of 15 5 out of 15 8 out of 15 9 out of 15 

LTES 8 out of 15 4 out of 15 5 out of 15 8 out of 15 

RLES 8 out of 15 7 out of 15 10 out of 15 10 out of 15 

LLES 8 out of 15 9 out of 15 8 out of 15 9 out of 15 

 

Table 2. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for RA and AP direction. The results are shown for: B #1, EC; B #3, EC; B #2, EO; B #3, EO; 

and B #5, EO. 

Condition 
Anterior Posterior 

RRA LRA RRA LRA 

B #1, EC 3 out of 15 no correlation no correlation no correlation 

B #3, EC 3 out of 3 2 out of 3 3 out of 3 2 out of 3 

B #2, EO no correlation no correlation no correlation no correlation 

B #3, EO 6 out of 15 4 out of 15 5 out of 15 3 out of 15 

B #5, EO 3 out of 4 3 out of 4 2 out of 4 3 out of 4 

 

Table 3. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for BF and AP direction. The results are shown for: B #1, EC; B #3, EC; B #2, EO; B #3, EO; 

and B #5, EO. 

Condition 
Anterior Posterior 

RBF LBF RBF LBF 

B #1, EC 11 out 15 13 out of 15 10 out of 15 12 out of 15 

B #3, EC 3 out of 3 3 out of 3 3 out of 3 3 out of 3 

B #2, EO 9 out of 13 10 out of 13 8 out of 13 4 out of 13 

B #3, EO 9 out of 15 13 out of 15 10 out of 15 9 out of 15 

B #5, EO 3 out of 4 4 out of 4 3 out of 4 4 out of 4 
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Table 4. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for RF and AP direction. The results are shown for: B #1, EC; B #3, EC; B #2, EO; B #3, EO; 

and B #5, EO. 

Condition 
Anterior Posterior 

RRF LRF RRF LRF 

B #1, EC 6 out 15 7 out of 15 12 out of 15 9 out of 15 

B #3, EC 3 out of 3 2 out of 3 3 out of 3 2 out of 3 

B #2, EO 3 out of 13 4 out of 13 7 out of 13 5 out of 13 

B #3, EO 6 out of 15 9 out of 15 12 out of 15 9 out of 15 

B #5, EO 3 out of 4 2 out of 4 4 out of 4 2 out of 4 

 

Table 5. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for ES and anterior direction. The results are shown for: B #1, EC; B #3, EC; B #2, EO; B #3, 

EO; and B #5, EO. 

Condition 
Anterior 

RTES LTES RLES LLES 

B #1, EC 5 out of 15 4 out of 15 4 out of 15 9 out of 15 

B #3, EC no correlation no correlation no correlation 2 out of 3 

B #2, EO 4 out of 13 3 out of 13 4 out of 13 5 out of 13 

B #3, EO 9 out of 15 5 out of 15 5 out of 15 5 out of 15 

B #5, EO 3 out of 4 2 out of 4 3 out of 4 2 out of 4 

 

Table 6. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for ES and posterior direction. The results are shown for: B #1, EC; B #3, EC; B #2, EO; B 

#3, EO; and B #5, EO. 

Condition 
Posterior 

RTES LTES RLES LLES 

B #1, EC 2 out of 15 4 out of 15 3 out of 15 2 out of 15 

B #3, EC no correlation no correlation no correlation 2 out of 3 

B #2, EO 2 out of 15 2 out of 15 2 out of 15 no correlation 

B #3, EO 3 out of 15 3 out of 15 3 out of 15 2 out of 15 

B #5, EO 2 out of 4 1 out of 4 3 out of 4 3 out of 4 
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Table 7. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for ML direction. The results are shown for: ExO with B #2, EC and B #4, EO. 

Muscle 
Left Right 

B #2, EC B #4, EO B #2, EC B #4, EO 

RExO 13 out of 15 14 out of 15 13 out of 15 14 out of 15 

LExO 13 out of 15 13 out of 15 12 out of 15 14 out of 15 

 

Table 8. The number of participants that were used to calculate the group-ensemble CC functions (across 

participants) for ExO and ML direction. The results are shown for: B #1, EC; B #3, EC; B #2, EO; B #3, 

EO; and B #5, EO. 

Condition 
Left Right 

RExO LExO RExO LExO 

B #1, EC 11 out of 15 8 out of 15 11 out of 15 10 out of 15 

B #3, EC 3 out of 3 3 out of 3 3 out of 3 3 out of 3 
B #2, EO 9 out of 13 7 out of 13 8 out of 13 6 out of 13 

B #3, EO 12 out of 15 13 out of 15 14 out of 15 11 out of 15 

B #5, EO 4 out of 4 4 out of 4 4 out of 4 4 out of 4 

 

 

 
 

 
 

 

 

 

 


