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Abstract

This thesis investigates the important statistical tool of Esscher transform with its

applications in mathematical finance for various environments. This transformation was

introduced by F. Esscher and it became very popular afterwards, in both actuarial sciences

and finance due to its role in premium calculations and pricing. The thesis discusses the

Esscher pricing measure (or equivalently density) for both the discrete and continuous time

settings. In discrete time, we describe the Esscher martingale measure for the general case,

and we illustrate the results on the two popular models for stock, namely the binomial and

trinomial models. In the continuous time framework, we focus on the Black-Scholes model

for stock (geometric Brownian motion) only. The innovation of this thesis lies principally

in considering two level of informations: The “public” flow information denoted by F that

represents the flow of information available to all agents through time, and a bigger flow

of information denoted by G. This latter flow of information incorporates both the flow F

and the information about a death time of an agent τ as it occurs. Thus, for this larger
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flow of information, we describe the Esscher martingale measures, and the Esscher prices

for death-linked contracts. The Greeks of these Esscher prices are derived as well, besides

the comparison with the Black-Scholes pricing formula.
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Chapter 1

Introduction

Mathematical finance, also known as quantitative finance, was pioneered by Louis

Bachelier, in his Ph.D thesis defended in 1900 at Paris Sorbonne. His stunning work on

”Théorie de la Spéculation” (Theory of Speculation) was published in one of the famous

French scientific journals called Annales Scientiques de l’école Normale Suprieure. He used

the trajectories of Brownian motion for modeling the stock price movements and pricing

the European option. In 1973, Fischer Black and Myron Scholes published the paper ”The

Pricing of Options and Corporate Liabilities” [3] and Robert Merton published the paper

”On the Pricing of Corporate Debt: The Risk Structure of Interest Rates” [15]. These two

papers introduced the Black-Scholes-Merton formula for pricing European call and put

options and it made a very big impact in the field of mathematical finance and the stock

and financial derivatives market . In 1975, two years after the Black-Scholes model was

introduced, a lot of traders started using it for hedging and valuing the financial deriva-

tives. In 2008, Schachermayer and Teichmann [16] showed that the price comes from the
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CHAPTER 1. INTRODUCTION 2

Black-Scholes-Merton formula and the option pricing formulas derived by Louis Bachelier

are equal. Nowadays, Mathematical finance is one of the rapidly developing areas. It is

a combination between mathematical analysis and financial economy and focuses on the

mathematical techniques from the probability theory, stochastic process and its properties

and stochastic differential equations.

Mathematical finance is very important for many financial institutions like banks be-

cause they need a very good mathematical skills along with a good financial decisions

making ability. It provides the mathematical modeling to price the financial products like

derivatives. In the area of mathematical finance, there are many major problems in the

financial market such as hedging and pricing different financial products. There are two

popular approaches in mathematical finance for option pricing. In the first approach, the

price of any financial security equals to an expected value under the risk-neutral probability

while in the second approach the price of the option can be calculated by the Black-Scholes

formula. There are many important topics in mathematical finance such as risk measures

and portfolio management, hedging, volatility, risk management, credit risk, insurance

analysis and financial derivatives pricing under the risk-neutral probability measure. In

this thesis, we consider the topic of pricing financial products under Esscher measure for

models stopped at the death time.

Esscher Transform is one of the useful topics in mathematical finance. This transfor-

mation was introduced by the Swedish actuary F. Esscher in 1932 [7], it is named in honor

of him. Gerber and Shiu [8] (1994, 1996) used the Esscher transform for pricing some

derivatives namely options. In 2002, Kallsen and Shiryaev [11] introduced the Esscher

martingale measure for exponential processes and the Esscher martingale transform for
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linear processes. Esscher transform plays a vital role in the financial market because it is

a great tool for pricing many contingent claims (individual risks) and financial derivatives

like options. It is mainly a transformation of distribution function F (x). Esscher martin-

gale transform is a popular approach for option pricing for incomplete models. There are

two different Esscher martingale transforms for Levy processes depending on the choice of

the parameter. The first one makes the ordinary exponential process a martingale while

the other one makes the stochastic exponential a martingale. Esscher transform creates

an equivalent martingale measure on stock price process. Here are some examples of the

stochastic processes: Poisson process, Weiner process (Brownian motion) and the inverse

Gaussian process. Brownian motion and Poisson process are the most common examples

of the stochastic processes with stationary and independent increments.

A general definition of Esscher transform relies on the change of measure for certain

class of stochastic processes for modelling financial security prices, in which the Esscher

parameter is determined in such a way that the discounted price process of the primitive

securities becomes a martingale under the Esscher measure . In mathematical finance and

insurance mathematics areas, Esscher transform is a very popular way to price many fi-

nancial products. It solves major problems in quantitative finance such as option pricing,

asset allocation, and risk management. Esscher transform can be used to price the financial

derivatives of asset pools or multiple risky assets. A very notable application of Esscher

transform is inventing some hedging strategies to avoid the risk of losses. There are other

applications such as the valuation of non risky assets.

This thesis is organized as follows. There are six chapters including the current chapter.



CHAPTER 1. INTRODUCTION 4

The second chapter recalls some stochastic elements, for both discrete and continuous time.

In chapter three and four of this thesis, we address the Esscher pricing measure/density

for the discrete time models with a particular illustration on the binomial and trinomial

models. In chapter 3, we consider the model, without incorporating the mortality, denoted

by (S,F). Here S represents the price process of the underlying risky assets (stocks). In

chapter 4, we incorporate the mortality into the model and work with the model (Sτ ,G).

Here Sτ is the stocks’ price process stopped at the death time τ , and G is the resulting

flow of information from the expansion of the flow F with τ .

In chapter five and six, we discuss the Esscher pricing measure for the continuous

time namely for the Brownian motion (Weiner process). In chapter 5, the model of the

Black-Scholes for the stock without the mortality is considered. Chapter six incorporates

the mortality via considering the stopped Black-Scholes model at the death time with its

larger flow of information G. Herein, we describe the Esscher pricing measure, we price

some death-linked contracts, and we compare the obtained Esscher under mortality prices

with the Black-Scholes prices under no mortality. The Greeks for the Esscher prices are

also derived in this chapter.



Chapter 2

Mathematical Tools and

Preliminaries

In this chapter, we introduce some of mathematical tools that we used in our studies.

This chapter is divided into two sections. The first section recalls mathematical and statis-

tical tools for discrete-time setting, while the second section addresses the continuous-time

setting.

Throughout this thesis, we suppose given on a probability space (Ω,F , P ). Here, Ω

is representing all the possible outcomes, F is σ-algebra of subset of Ω and P represents

the probability measure. Below, we recall one of the most useful definitions in the field of

mathematics which is the definition of σ-algebra (see [17]).

Definition 2.0.1. A σ-algebra on Ω is any collection B of subsets of Ω satisfying the

following:

(i) (Empty set) ∅ ∈ B.
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CHAPTER 2. MATHEMATICAL TOOLS AND PRELIMINARIES 6

(ii) For any E ∈ B, then Ec := Ω \ E ∈ B.

(iii) For any sequence (En)n≥1 of elements of B, we have ∪∞n=1En ∈ B.

Definition 2.0.2. Let A and B be two events on the probability space (Ω,F , P ) such that

P (B) > 0. Then

P (A|B) =
P (A ∩B)

P (B)
.

In chapter 4, we change the probability measure, and hence we need the following

results that can be found in many probability books see for instance [13]

Lemma 2.0.1. Let Q ∼ P be equivalent two probability measures on the probability space

(Ω,F) with density Z, X be a nonnegative random variable or XZ is integrable, and G is

a sub-σ-algebra of F . Then

EQ[X|G] =
EP [XZ|G]

EP [Z|G]
.

2.1 Elements from discrete-time stochastic

Throughout this section, we consider the setting of discrete-time. A filtration F :=

(Ft)t=0,...,T is an increasing sequence of σ-algebras

F0 ⊆ Fs ⊆ Ft ⊆ FT , 0 ≤ s ≤ t ≤ T.

Definition 2.1.1. A process X = (Xt)t=0,.....,T is said to be F-adapted if Xt is Ft-measurable

for all t = 0, ...., T.

Definition 2.1.2. A process X = (Xt)t=0,.....,T is said to be F-predictable if Xt is Ft−1-

measurable for all t = 0, ...., T.
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Definition 2.1.3. Let M = (Mt)t=0,....,T be a stochastic process. M is a martingale if

(1) M is F-adapted.

(2) E|Mt| < +∞ ∀ t = 0, ....., T.

(3) E[Mt|Ft−1] = Mt−1, ∀ t = 1, ...., T.

Then, Mt is sub-martingale if and only if (1) and (2) hold, and (3) replaced by

E[Mt|Ft−1] ≥Mt−1, a.s. ∀ t = 1, ...., T.

Mt is super-martingale if and only if (1) and (2) hold, and (3) replaced by

E[Mt|Ft−1] ≤Mt−1, a.s. ∀ t = 1, ...., T.

Stopping time is one of the important random times in the area of mathematical finance,

we state below the definition of it [17]

Definition 2.1.4. On the probability space (Ω,F , P ), any nonnegative random variable τ

is a stopping time with respect to the filtration F := (Ft)t=0,...,T , if and only if

{τ = t} ∈ Ft, t = 0, ..., T.

2.2 Elements from continuous-time stochastic

In this section, we introduce the Brownian motion and its properties. Brownian mo-

tion is a continuous-time stochastic process that is widely used in physics and finance for
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modelling random behaviour over time. It is used in mathematical finance to model stock

prices. Below, we define it precisely

Definition 2.2.1. Let W = (Wt)t≥0 be a stochastic process. Then W is called a Brownian

motion if the following hold [14]:

1) The initial value of the process W0 = 0 ,

2) Wt has stationary and independent increments,

3) The process Wt is continuous in t,

4) The increments Wt −Ws are normally distributed with mean zero and variance |t− s|,

Wt −Ws ∼ N(0, |t− s|) (2.1)

Beside the definition of the Brownian motion itself, we need to define the filtration of

it

Definition 2.2.2. Let a Brownian motion Wt be defined on the probability (Ω,F , P ). A

filtration for the Brownian motion is a collection of σ-algebras (Ft)t≥0, satisfies [17]:

(i) Every set in Fs is also in Ft, for every 0 ≤ s < t

(ii) At time t, Wt is Ft-measurable,

(iii) The increment of (Wu −Wt) is independent of Ft, for 0 ≤ t < u

In order to introduce Ito’s lemma, we have to define the stochastic integral [17]. We

have to start constructing the Itô’s integral. Let Wt be a one dimensional Brownian motion

with the filtration Ft. An adapted stochastic process Xt is called elementary process, if it

is written in the form

Xt =
n∑
i=0

ξiI(ti,ti+1]t, (2.2)
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where 0 = t0 < t1 < ..... < tn < ∞, and for each index i the random variable ξi is Fti-

measurable.

Definition 2.2.3. For a simple process (Xt)t≥0 satisfying (2.2), the Itô’s integral is defined

as:

It(X) =

∫ t

0

XsdWs :=
n−1∑
i=0

ξi(W (ti+1 ∧ t)−W (ti ∧ t)).

Then, we need to define the Ito’s process

Definition 2.2.4. Let Xt be a stochastic process, Then Xt is called Itô’s process if it is

written in the following form:

Xt = X0 +

∫ t

0

asds+

∫ t

0

bsdWs

where a and b are two progressively measurable process such that

∫ t

0

[|as|+ |bs|2]ds < +∞ ∀ t ≥ 0.

After that, we introduce Itô’s lemma [17] and it is a very important part of Itô’s calculus

Lemma 2.2.1. Let (Wt)t≥0 be a Brownian motion. Then we have

f(Wt)− f(W0) =

∫ t

0

f ′(Ws)dWs +

∫ t

0

1

2
f ′′(Ws)ds

Theorem 2.2.2. Let W be a Brownian motion defined on a probability space (Ω,F , P )

and (Ft)t≥0 be the filtration. Then, let Mt be a martingale with respect to (Ft)t≥0, Mt can
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be written as follows

Mt = M0 +

∫ t

0

ψsdWs,

where ψ is a progressively measurable process such that

∫ t

0

|ψs|2ds < +∞ ∀ t ≥ 0.

Theorem 2.2.3. Let W = (Wt)t≥0 be an m-dimensional Brownian motion x ∈ R, and

A, a, Sj, σj be progressively measurable,real-valued stochastic process such that

P

{
∀t ≥ 0 :

∫ t

0

(|A(s)|+ |a(s)|)ds <∞
}

= 1,

P

{
∀t ≥ 0 :

∫ t

0

(
∣∣S2

j (s)
∣∣+
∣∣σ2
j (s)

∣∣)ds <∞} = 1.

Then the stochastic differential equation

dXt = [A(t)X(t) + a(t)] dt+
m∑
j=1

[Sj(t)X(t) + Σj(t)] dWj(t),

X(0) = x,

has a unique solution given by

X(t) = Z(t)

(
x+

∫ t

0

1

Zu

[
a(u)−

m∑
j=1

Sj(u)Σj(u)

]
du+

m∑
j=1

∫ t

0

Σj(u)

Z(u)
dWj(u)

)
, t ≥ 0.

Here

Z(t) := exp

(∫ t

0

(A(u)− 1

2
‖S(u)‖2)du+

∫ t

0

S(u)dW (u)

)
, t ≥ 0.



CHAPTER 2. MATHEMATICAL TOOLS AND PRELIMINARIES 11

Definition 2.2.5. On the probability space (Ω,F , P ), any nonnegative random variable τ

is a stopping time with respect to the filtration F := (Ft)t≥0, if and only if

{τ ≤ t} ∈ Ft, 0 ≤ t ≤ T.



Chapter 3

The Esscher pricing measure in

discrete time

In this chapter, we will focus on the Esscher pricing measure in discrete time setting.

We consider the stochastic process S = (St)t=0,...,T , which represents the stock price process,

that is defined on the filtered probability space (Ω, (Ft)t=0,...,T , P ). Throughout this section,

we also consider the following notations

S∗ =
S

B
= discounted stock price process, ∆S∗t = S∗t − S∗t−1 t=1,....,T.

Since our framework is a stochastic dynamic setting, we consider our extension of Esscher

transform, called conditional Esscher transform. Up to our knowledge, this extension was

introduced first in [4], and we refer the reader to this paper for more details and related

discussion. Below, we recall the definition of Esscher pricing density.

12
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Definition 3.0.1. Suppose that a stochastic process H = (Hn) with ∆Hn = hn, Eeakhk <

∞, k ≥ 1 and a1, a2,.... are constant then the following process Z = (Zn)n≥1 and Z0 = 1

Zn =
n∏
k=1

eakhk

E[eakhk |Fk−1]
, n ≥ 1 (3.1)

is a martingale called Esscher martingale density, or Esscher pricing density.

By constructing the family of measures (P̃N) such that dP̃N = ZNdPN and P̃N =

P̃N+1|FN . The conditional distribution

P̃N(hN ∈ A|FN−1) = E[IA(hN )
eaNhN

E[eaNhN |FN−1]
|FN−1]

is called the conditional Esscher transform.

3.1 The general framework

This section describes the Esscher pricing density by using an integral equation. More

importantly, we extend (3.1) to allow the sequence of constants (ai)i≥1 to be a predictable

process.

Theorem 3.1.1. The Esscher pricing density, denoted by Z, is given by:

Zt :=
t∏
i=1

eθi∆S
∗
i

E[eθi∆S
∗
i |Fi−1]

, t = 1, ...., T, Z0 = 1, (3.2)
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where θt is an Ft−1-measurable random variable that is the unique root of

0 = E[∆S∗t e
α∆S∗t |Ft−1] =:

∫
(x− S∗t−1)eα(x−S∗t−1)Ft(dx), where Ft(dx) := P

(
S∗t ∈ dx

∣∣Ft−1

)
.(3.3)

Proof. This proof contains three steps. In the first step, we prove that the process Z

defined in (3.2) is a positive martingale, while the second step proves that the process ZS∗

also a martingale when θ satisfies (3.3). The last step proves that the equation (3.3) has

in fact a unique solution.

Step 1. It is clear that Zt is positive since it is the product of positive random variables.

It is also clear that Zt is Ft-measurable, and satisfies

Zt = Zt−1
eθt∆S

∗
t

E[eθt∆S
∗
t |Ft−1]

, t = 1, ..., T. (3.4)

Therefore, by taking conditional expectation in the above equality, we get

E[Zt|Ft−1] = Zt−1, t = 1, ..., T.

This proves that Z a positive martingale.

Step 2. By using (3.2) and (3.3), for t = 1, ....., T , we derive

E[ZtS
∗
t |Ft−1] =

Zt−1E[eθt∆S
∗
t S∗t |Ft−1]

E[eθt∆S
∗
t |Ft−1]

=
Zt−1S

∗
t−1E[eθt∆S

∗
t |Ft−1]

E[eθt∆S
∗
t |Ft−1]

= Zt−1S
∗
t−1.

This proves that ZS∗ a martingale, and completes the second step.
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Step 3. Here we prove that (3.3) has a unique solution. To this end, we put

f(α) :=

∫
eα(x−S∗t−1)Ft(dx), α ∈ R.

Then, we get


g(α) := f ′(α) =

∫
(x− S∗t−1)eα(x−S∗t−1)Ft(dx) = 0,

g′(α) := f ′′(α) =
∫

(x− S∗t−1)2eα(x−S∗t−1)Ft(dx) > 0

(3.5)

It is clear that g is strictly increasing and continuous. We need to calculate the limits when

α goes to (+∞) and (−∞). Then

lim
α→+∞

=

∫
x>S∗t−1

(x−S∗t−1)eα(x−S∗t−1)Ft(dx)+

∫
x<S∗t−1

(x−S∗t−1)eα(x−S∗t−1)Ft(dx) =∞−0 = +∞

lim
α→−∞

=

∫
x>S∗t−1

(x−S∗t−1)eα(x−S∗t−1)Ft(dx)+

∫
x<S∗t−1

(x−S∗t−1)eα(x−S∗t−1)Ft(dx) = 0−∞ = −∞

Therefore, we have that g(+∞) = +∞ and g(−∞) = −∞. Hence by using the intermediate

value theorem, these exists a unique α ∈ R particular g(α) = 0. This proves that (3.2) has

a unique solution, and the proof of the theorem is completed.

See [2] for the intermediate value theorem.

3.2 Particular cases

In this section, we illustrate the results of the previous section on two important par-

ticular cases, namely the binomial and trinomial models.
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3.2.1 The Binomial Model

Throughout this subsection, we assume that the stock price S = (St)t=0,...,T is given by

St = St−1Yt = S0

t∏
i=1

Yi, t = 1, ...., T, S0 is a positive given number, (3.6)

and (Yt)t=1,....,T are independent and identically distributed random variables satisfying the

following

Yt =


u with probability p,

d with probability (1− p).
(3.7)

Theorem 3.2.1. The model described in (3.6)-(3.7), is arbitrage free if and only if

0 < d < 1 + r < u,

and under this assumption there is one risk-neutral probability Q given by

Q(Stock goes up) =
(1 + r)− d
u− d

=: p∗, Q(Stock goes down) =
u− (1 + r)

u− d
= 1− p∗.(3.8)

The proof of this theorem can be found in [18].

Theorem 3.2.2. The Esscher pricing density process, denoted by Z, when S follows the

binomial model of (3.6)-(3.7), is given by

Zt =
exp

(
γ
∑t

i=1 Yi
)(

peγu + (1− p)eγd
)t , where γ = (u− d)−1 ln

(
p∗(1− p)
p(1− p∗)

)
. (3.9)
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Proof. The proof of the theorem follows from Theorem 3.1.1, as soon as, we solve (3.3).This

is the aim of the rest of this proof. To this end, we calculate

∆S∗t = S∗t − S∗t−1 = S∗t−1

Yt − (1 + r)

1 + r
, t = 1, ....., T

Then, by inserting this in (3.3) and using the fact that Yt is independent of Ft−1 and has

the same distribution as Y1, we get

0 = S∗t−1E

[
Yt − (1 + r)

1 + r
exp

(
θtS
∗
t−1(Yt − (1 + r))(1 + r)−1

)
|Ft−1

]
= S∗t−1E

[
Y1 − 1− r

1 + r
exp

(
x(Y1 − (1 + r))(1 + r)−1

)]
I{x=θtS∗t−1}

= S∗t−1

[
p

(
u− 1− r

1 + r

)
exp

(
θtS
∗
t−1

u− 1− r
1 + r

)
+ (1− p)

(
d− 1− r

1 + r

)
exp

(
θtS
∗
t−1

d− 1− r
1 + r

)]

Hence, the solution to this equation is

θ̃t =
1 + r

(u− d)S∗t−1

ln

[
(1− p)(1 + r − d)

p(u− 1− r)

]
=

1 + r

(u− d)S∗t−1

ln

[
p∗(1− p)
(1− p∗)p

]
(3.10)

As a result, we get

θ̃t∆S
∗
t = θ̃tS

∗
t−1

Yt − (1 + r)

1 + r
=
Yt − (1 + r)

u− d
ln

[
p∗(1− p)
(1− p∗)p

]
= γ(Yt − (1 + r)), (3.11)
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where γ is given by (3.9). Then, by combining (3.10) and (3.11) we obtain for t = 1, ...., T

eθ̃t∆S
∗
t

E[eθ̃t∆S
∗
t |Ft−1]

=
eγ(Yt−(1+r))

E[eγ(Yt−(1+r))|Ft−1]

=
eγYt

E[eγYt |Ft−1]
=

eγYt

E[eγYt ]

=
eγY1

peγu + (1− p)eγd
.

Therefore, by inserting this in (3.2), we obtain

Zt =
t∏
i=1

eγYi

peγu + (1− p)eγd
=

exp(γ
t∑
i=1

Yi)

(peγu + (1− p)eγd)t
.

and hence (3.9) follows immediately. This ends the proof of the theorem.

3.2.2 The Trinomial Model

Throughout this subsection, we assume that the stock price S = (St)t=0,...,T is given by

St = St−1Yt = S0

t∏
i=1

Yi, t = 1, ...., T, S0 is a positive given number, (3.12)

and (Yt)t=1,....,T are independent and identically distributed random variables satisfying the

following

Yt =


u with probability p,

m with probability q,

d with probability (1− p− q)

(3.13)
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where p > 0 , q > 0 and p+ q < 1.

Theorem 3.2.3. The model described in (3.12)-(3.13), is arbitrage free if and only if

0 < d < 1 + r < u,

and under this assumption the model is incomplete, or equivalently there are many risk-

neutral probabilities.

The proof of this theorem can be found in [18].

Theorem 3.2.4. The Esscher pricing density process, denoted by Z, when S follows the

trinomial model of (3.12)-(3.13), is given by

Zt = exp

(
η̃

1 + r

t∑
i=1

Yi − t (f(η̃) + η̃)

)
, (3.14)

where f is a function given by

f(x) := ln
(
pe(x

u−1−r
1+r ) + qe(x

m−1−r
1+r ) + (1− p− q)e(x

d−1−r
1+r )

)
, (3.15)

and η̃ is the unique root of f ′(x) = 0, or equivalently

[(u−r−1)p exp[x(u−1−r)]+(m−r−1)q exp[x(m−r−1)]+(1−p−q)(d−r−1) exp[x(d−r−1)] = 0

(3.16)

Proof. The proof of the theorem follows from Theorem 3.1.1, as soon as, we solve (3.3),

and prove that (3.16) has a unique solution. This is the aim of the rest of this proof. To
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this end, we calculate

∆S∗t = S∗t − S∗t−1 = S∗t−1

Yt − (1 + r)

1 + r
, t = 1, ....., T

Then, by inserting this in (3.3), and using S∗t−1 > 0 and the fact that Yt is independent of

Ft−1 and has the same distribution as Y1, we get

0 = E

[
Yt − (1 + r)

1 + r
exp

(
αS∗t−1(Yt − (1 + r))(1 + r)−1

)
|Ft−1

]
= E

[
Y1 − (1 + r)

1 + r
exp

(
αx(Y1 − (1 + r))(1 + r)−1

)]
I{x=S∗t−1}, (since Yt is independent of Ft−1)

= p
u− 1− r

1 + r
exp

(
αS∗t−1

u− r − 1

1 + r

)
+ q

m− r − 1

1 + r
exp

(
αS∗t−1

m− r − 1

1 + r

)
+(1− p− q)d− r − 1

1 + r
exp

(
αS∗t−1

d− r − 1

1 + r

)
.

Therefore, if θt is the root for

0 = p(u−r−1)eαS
∗
t−1(u−r−1) +q(m−r−1)eαS

∗
t−1(m−r−1) +(1−p−q)(d−r−1)eαS

∗
t−1(d−r−1).

then ηt := θtS
∗
t−1 is the root for (3.16). As a result, we get

θt∆S
∗
t = θtS

∗
t−1

Yt − (1 + r)

1 + r
=
Yt − (1 + r)

1 + r
η̃, t = 1, ...., T, (3.17)



CHAPTER 3. THE ESSCHER PRICING MEASURE IN DISCRETE TIME 21

where η̃ is the unique root of (3.16), which is a real constant. Therefore, we get

E[eθt∆S
∗
t |Ft−1] = E[eθtS

∗
t−1

Yt−(1+r)
1+r |Ft−1] = E[eη̃

Y1−(1+r)
1+r ]

= pe(η̃
u−r−1

1+r ) + qe(η̃
m−r−1

1+r ) + (1− p− q)e(η̃
d−r−1

1+r )

= exp(f(η̃))

(3.18)

where f is the function defined in (3.15). Thus, by inserting (3.17) and (3.18) in (3.2)

afterwards, we obtain

Zt = exp

(
η̃

t∑
i=1

Yi − (1 + r)

1 + r
− tf(η̃)

)
= exp

(
η̃

1 + r

t∑
i=1

(Yi − (1 + r))− tf(η̃)

)

This implies (3.14). Then, the proof of the theorem will be achieved as soon as we prove

that (3.16) admits a unique solution. To this end, we put

h(x) = p(u−r−1) exp(x(u−r−1))+q(m−r−1) exp(x(m−r−1))+(1−p−q)(d−r−1) exp(x(d−r−1)).

Then we calculate the derivative of h(x)

h′(x) = p(u− r−1)2ex(u−r−1) + q(m− r−1)2ex(m−r−1) + (1−p− q)(d− r−1)2ex(d−r−1) > 0

Hence h is strictly increasing, continuous and h(+∞) = +∞ and h(−∞) = −∞. This is

due to the fact that

lim
x→+∞

αeαx =


0 if α ≤ 0,

+∞ if α > 0

(3.19)
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lim
x→−∞

αe+αx =


0 if α ≥ 0,

−∞ if α < 0

(3.20)



Chapter 4

The Esscher under mortality for

discrete-time

In this chapter, we derive the Esscher pricing density in the discrete time framework,

for the model Sτ . Since τ is not an F-stopping time, the first obstacle is to find another

filtration that incorporates the information in τ and that in F. Thus, herein, we follow the

footsteps of [6] regarding this issue, and we consider the filtration G given by

G = (Gt)t=0,..,T , Gt = Ft ∨ σ{(τ = k), k = 0, ..., t}, t ≥ 1.

Therefore, for the filtration G (as stated in [6] ) τ is a stopping time and our problem

reduces to discuss Esscher pricing measure for the model (Sτ , G). Throughout this chapter,

we consider the following lemma (See Lemma (2.4) and the equality (2.7) in Choulli and

Deng. [6] ), that we state below

23
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Lemma 4.0.1. The following assertions hold.

(1) For any nonnegative (or integrable) random variable X, we have

E [X|Gt−1] I{t≤τ} = E
[
XI{t≤τ}|Ft−1

]
(Gt−1)−1I{t≤τ}. (4.1)

(2) For any Gt−1-measurable random variable, θGt , there exists Ft−1-measurable random

variable, θFt , such that

θGt = θFt on (t ≤ τ). (4.2)

Lemma 4.0.2. The following process

Lt :=
t∏

k=1

G̃k

Gk−1

, t = 1, ...., T, (4.3)

is a positive martingale with respect to (Ft)t=0,..,T .

Proof. Remark that Lt is positive, Ft-measurable, and satisfies

E[Lt|Ft−1] = Lt−1E

[
G̃t

Gt−1

|Ft−1

]
.

Due to E[G̃t|Ft−1] = Gt−1, which follows from G̃t = P (t ≤ τ |Ft) = P (τ > t − 1|Ft), we

deduce that

E[Lt|Ft−1] = Lt−1 t=1,......,T.

This proves that L is a positive martingale.

The next theorem proves that the Esscher martingale measure for (Sτ ,G) coincides
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with the Esscher martingale measure of (S,Q,F) for some probability Q.

Theorem 4.0.3. Consider the probability Q := LT · P, where L is given in (4.3), and let

Z̃Q be the Esscher pricing density for (S,Q,F), and Z̃G be the Esscher pricing density for

(Sτ ,G). Then it holds that

Z̃Q
t∧τ = Z̃G

t , t = 0, 1, ...., T.

Proof. First, we have the density ZG, is given by

ZG
t =

t∏
i=1

eθ
G
i ∆S∗i

E[eθ
G
i ∆S∗i |Gi−1]

, t = 1, ...., T, Z0 = 1, (4.4)

where (θGi )i≥1 is a G-predictable process.

Thus, by applying (4.2), we replace θG by an F-predictable process θF.

Afterwards, we combine (4.1) and the Bayes’ rule, and get on (t ≤ τ),

E
[
eθ

F
t∆S∗t |Gt−1

]
=
E
[
eθ

F
t∆S∗t G̃t|Ft−1

]
Gt−1

= EQ[eθ
F
t∆S∗t |Ft−1].

As a result, we derive for t ≤ τ :

ZG
t =

t∏
i=1

eθ
G
i ∆S∗i

E
[
eθ

G
i ∆S∗i |Gi−1

] =
t∏
i=1

eθ
F
i∆S∗i

EQ
[
eθ

F
i∆S∗i |Fi−1

] = ZQ
t∧τ , Z0 = 1

This ends the proof of the theorem.
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4.1 The general framework

The aim of this section is to describe the Esscher pricing density for ( Sτ , G). To this

end, we start describing the Esscher pricing density for the model (S, F, Q), where Q is

given in (4.0.3). Then, we combine the obtained result with Theorem 4.0.3 to achieve our

goal.

Theorem 4.1.1. The Esscher pricing density for (S, F := (Ft)t=0,..,T , Q),denoted by Z,

is given by:

Zt :=
t∏
i=1

eθi∆S
∗
iGi−1

E[eθi∆S
∗
i G̃i|Fi−1]

, t = 1, ...., T, Z0 = 1, (4.5)

where θt is Ft−1 measurable random variable that is a unique root of

E[∆S∗t e
α∆S∗t G̃t|Ft−1] = 0 (4.6)

Proof. This proof is divided into two steps. In the first step, we prove that Z is a martingale

under Q. In the second step, we prove that ZS∗ is a martingale under Q.

Step 1.We need to change the measure by applying Bayes rule:

EQ[Zt|Ft−1] =
E[ZtLt|Ft−1]

Lt−1

.



CHAPTER 4. THE ESSCHER UNDER MORTALITY FOR DISCRETE-TIME 27

Then we derive

EQ[Zt|Ft−1] =
1

Lt−1

E

[
t∏
i=1

eθi∆S
∗
iGi−1

E[eθi∆S
∗
i G̃i|Fi−1]

t∏
i=1

G̃i

Gi−1

|Ft−1

]

=
1

Lt−1

E

[
Zt−1Lt−1

eθt∆S
∗
t G̃tGt−1

E[eθt∆S
∗
t G̃t|Ft−1]Gt−1

|Ft−1

]
= Zt−1.

This proves that Z a martingale under Q.

Step 2. Here we prove that ZS∗ is a martingale under Q if and only if (4.6) holds. To

this end, we remark that

EQ[ZtS
∗
t |Ft−1] =

E[ZtLtS
∗
t |Ft−1]

Lt−1

=
Zt−1E[S∗t e

α∆S∗t G̃t|Ft−1]

E[eα∆S∗t G̃t|Ft−1]
.

Thus, we conclude that ZS∗ is a martingale under Q if and only if S∗t−1 =
E[S∗t e

α∆S∗t G̃t|Ft−1]

E[eα∆S∗t G̃t|Ft−1]
,

or equivalently θt is the root of E[∆Ste
α∆S∗t G̃t|Ft−1] = 0. This proves the theorem.

Theorem 4.1.2. The Esscher pricing density for (Sτ ,G), denoted by ZG, is given by

ZG
t :=

t∧τ∏
i=1

eθ̃i∆S
∗
i

E[eθ̃i∆S
∗
i |Gi−1]

, t = 1, ...., T, Z0 = 1, (4.7)

where θ̃t is Ft−1-measurable random variable and the root of

E[∆S∗t e
α∆S∗t G̃t|Ft−1] = 0 (4.8)
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Proof. First, we need to define two conditional survival probabilities as follow:

Gt = P (t < τ |Ft) and G̃t = P (t ≤ τ |Ft). (4.9)

Second, we will change the measure by applying (4.2) and (4.1)

E
[
eθ

F
t∆S∗t |Gt−1

]
I{t≤τ} = E

[
eθ

F
t∆S∗t I{t≤τ}|Ft−1

]
(Gt−1)−1I{t≤τ}

Rewrite Z as follow, on (t ≤ τ)

ZG
t =

t∏
i=1

eθ
F
i∆S∗iGi−1

E[eθ
F
i∆S∗i G̃i|Fi−1]

Then,

E[Zt|Gt−1] = E[
t∏
i=1

eθ
F
i∆S∗iGi−1

E[eθ
F
i∆S∗i G̃i|Fi−1]

|Gt−1]

= E[Zt−1
eθ

F
t∆S∗tGt−1

E[eθ
F
t∆S∗t G̃t|Ft−1]

|Gt−1]

= E[Zt−1
eθ

F
t∆S∗tGt−1

E[eθ
F
t∆S∗t G̃t|Ft−1]

|Ft−1]

= Zt−1.

This proves that ZG a martingale. Then, we will prove that ZS∗ is a martingale. Remark

that on (t ≤ τ):

E[ZtS
∗
t |Gt−1] = E

[
Zt−1S

∗
t

Gt−1e
θt∆S∗t

E[G̃teθt∆S
∗
t |Ft−1]

∣∣Gt−1

]
= Zt−1Gt−1

E[S∗t e
θt∆S∗t |Gt−1]

E[G̃teθt∆S
∗
t |Ft−1]

.
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By using (4.1), we obtain

E[ZtS
∗
t |Gt−1] =

Zt−1Gt−1

E[G̃teθt∆S
∗
t |Ft−1]

E[S∗t G̃te
θt∆S∗t |Ft−1](Gt−1)−1

=
Zt−1

E[G̃teθt∆S
∗
t |Ft−1]

E[S∗t G̃te
θt∆S∗t |Ft−1].

Thus, from this equality, we deduce that ZS∗ is a martingale if and only if θ is the root of

(4.8). This ends the proof of the theorem.

4.2 Particular cases

In this section, we illustrate the results of the previous section on two important par-

ticular cases, namely the binomial and trinomial models.

Throughout this section, we consider a sequence (Yi)i≥1 of independent and identically

distributed random variables and another sequence (εi)i≥1 of independent and identically

distributed random variables that are also independent of (Yi)i≥1. Then throughout the

rest of this chapter, the filtration F := (Ft)t=0,..,T will be

F := (Fn)n=0,..,T , Fn = σ(Y1, ....., Yn, εn, ...., ε1), n ≥ 1, F0 := {∅,Ω}.

Lemma 4.2.1. Let a, b, and c be real numbers. The process

Kt := exp

[
t∑
i=1

aYi + b

t∑
i=1

εi − ct

]
, t ≥ 0.
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is a super-martingale if and only if ϕ(a)ψ(b)e−c ≤ 1, where

ϕ(x) := E[exY1 ], and ψ(x) := E[exε1 ]. (4.10)

Proof. Due to the independence of (Yt, εt) and Ft−1, we derive

E[Kt|Ft−1] = exp

[
t∑
i=1

aYi + b

t∑
i=1

εi − ct|Ft−1

]
= Kt−1E[e(aYt+bεt−c)]

= Kt−1E[eaYt ]E[ebεt ]e−c

As a result, K is a super-martingale if E[Kt|Ft−1] ≤ Kt−1, which is equivalently to

E[eaYt ]E[ebεt ]e−c ≤ 1, or equivalently to ϕ(a)ψ(b)e−c ≤ 1. This proves that Kt a super-

martingale if and only if ϕ(a)ψ(b)e−c ≤ 1.

Throughout the rest of this chapter, we assume that τ follows a model given by its

Azéma-supermartingale

G̃t := exp

[
t∑
i=1

aYi + b
t∑
i=1

εi − ct

]
, with ϕ(a)ψ(b)e−c < 1, (4.11)

where ϕ(a) and ψ(b) are defined in (4.10).

4.2.1 The Binomial model under mortality

In this subsection, we suppose that the sequence (Yi)i≥1 follows from Subsection 3.2.1

where Y1 is a binomial random variable.
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Theorem 4.2.2. The Esscher pricing density, when S follows a binomial model, for

(Sτ ,G), is given by

Zt = exp

[
γ̃

1 + r

t∧τ∑
i=1

Yi − Λ(t ∧ τ)

]
, (4.12)

where

γ̃ =
(1 + r) ln

[
p∗(1−p)
p(1−p∗)

]
u− d

− (1 + r)a, Λ := ln

ϕ
(

γ̃
1+r

+ a
)

ϕ(a)

 , (4.13)

and ϕ(a) is the function given in (4.10).

Proof. The proof of the theorem follows from (4.5), as soon as, we solve (4.6). This is the

aim of the rest of this proof. To this end, we calculate:

∆S∗t = S∗t − S∗t−1 = S∗t−1

Yt − (1 + r)

1 + r
, t = 1, ....., T

Then, by inserting this in (4.6), on (t ≤ τ) we get

0 = S∗t−1E

[
Yt − (1 + r)

1 + r
exp

(
θtS
∗
t−1

Yt − (1 + r)

1 + r

)
G̃t|Ft−1

]
= S∗t−1G̃t−1E[ebεt−c]E

[
Y1 − (1 + r)

1 + r
exp

(
x
Y1 − (1 + r)

1 + r
+ aY1

)]
I{x=θtS∗t−1}

= S∗t−1G̃t−1E[ebεt−c]

{
p
u− r − 1

1 + r
exp

(
θtS
∗
t−1

u− r − 1

1 + r
+ au

)
+

(1− p)d− r − 1

1 + r
exp

(
θtS
∗
t−1

d− r − 1

1 + r
+ ad

)}
.
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Hence, the solution to this equation is given by

θ̃t =
1 + r

(u− d)S∗t−1

ln

[
(1− p)(1 + r − d)

p(u− 1− r)

]
−a(1 + r)

S∗t−1

=
1 + r

(u− d)S∗t−1

ln

[
p∗(1− p)
(1− p∗)p

]
−a(1 + r)

S∗t−1

(4.14)

As a result, we get

θ̃t∆S
∗
t = θ̃tS

∗
t−1

Yt − (1 + r)

1 + r
= γ̃

Yt − (1 + r)

1 + r
(4.15)

where γ̃ is defined in (4.13). Remark that Gt−1 and G̃t are related by the following equation

G̃t−1ϕ(a)ψ(b)e−c = E[G̃t|Ft−1] = Gt−1 (4.16)

This implies that

G̃t−1ψ(b)e−c =
Gt−1

ϕ(a)
,

and by combining this equality with (4.14), we get

E[eθ̃t∆S
∗
t G̃t|Ft−1] = G̃t−1ψ(b)e−cE

[
exp

(
γ̃
Y1 − (1 + r)

1 + r
+ aY1

)]
=
Gt−1

ϕ(a)
e−γ̃E

[
exp

(
(

γ̃

1 + r
+ a)Y1

)]
=
Gt−1

ϕ(a)
ϕ

(
γ̃

1 + r
+ a

)
e−γ̃
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Then, by inserting this equality (4.15) and (4.16) in (4.5), we obtain

Zt =
t∏
i=1

eγ̃
Yi−(1+r)

1+r Gi−1

E
[
eγ̃

Yi−(1+r)

1+r G̃i|Fi−1

]
=

t∏
i=1

e
γ̃Yi
1+r e−γ̃ϕ(a)Gi−1

Gi−1e−γ̃ϕ
(

γ̃
1+r

+ a
)

= exp

(
γ̃

1 + r

t∑
i=1

Yi − Λt

)

where Λ is given in (4.13). This implies (4.12) and the proof of this theorem is completed.

4.2.2 The Trinomial Model Under Mortality

Hence in this subsection, we suppose that the sequence (Yi)i≥0 follows Subsection 3.2.2

where Y1 is a trinomial random variable.

Theorem 4.2.3. The Esscher pricing density, when S follows the trinomial model, for

(Sτ ,G), is given by

Zt = exp

(
η̃

t∑
i=1

Yi − Γ(t ∧ τ)

)
, (4.17)

where η̃ is the unique root of

p(u− r − 1)e(α+a)u + q(m− r − 1)e(α+a)m + (1− p− q)(d− r − 1)e(α+a)d = 0, (4.18)

and

Γ := ln

(
ϕ(η̃ + a)

ϕ(a)

)
. (4.19)
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Proof. The proof of the theorem follows from (4.5), as soon as, we solve (4.6). This is the

aim of the rest of this proof. To this end, we calculate

∆S∗t = S∗t − S∗t−1 = S∗t−1

Yt − (1 + r)

1 + r
, t = 1, ....., T

Then, by inserting this in (4.6) and using the fact that Yt is independent of Ft−1 and has

the same distribution as Y1, on (t ≤ τ) we get

0 = E

[
Yt − (1 + r)

1 + r
exp

(
αS∗t−1

Yt − (1 + r)

1 + r

)
G̃t|Ft−1

]
= G̃t−1E[ebεt−c]E

[
Y1 − (1 + r)

1 + r
exp

(
x
Y1 − (1 + r)

1 + r
+ aY1

)]
I{x=αS∗t−1},

= G̃t−1E[ebεt−c]

{
p
u− r − 1

1 + r
exp

(
αS∗t−1

u− r − 1

1 + r
+ au

)
+q

m− r − 1

1 + r
exp

(
αS∗t−1

m− r − 1

1 + r
+ am

)
+ (1− p− q)d− r − 1

1 + r
exp

(
αS∗t−1

d− r − 1

1 + r
+ ad

)}
.

Therefore, if θt is the root for

0 = p(u−r−1)eαS
∗
t−1

u−r−1
1+r

+au+q(m−r−1)eαS
∗
t−1

m−r−1
1+r

+am+(1−p−q)(d−r−1)eαS
∗
t−1

d−r−1
1+r

+ad.

then ηt :=
θtS∗t−1

1+r
is the root of

0 = p(u− r − 1)e(x+a)u + q(m− r − 1)e(x+a)m + (1− p− q)(d− r − 1)e(x+a)d.

As a result, we get

θt∆S
∗
t = θtS

∗
t−1

Yt − (1 + r)

1 + r
= (Yt − (1 + r))η̃, t = 1, ...., T, (4.20)
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where η̃ is the unique root of (4.18). By combining this with (4.16),we get

E[eθt∆S
∗
t G̃t|Ft−1] = E[eθtS

∗
t−1

Yt−(1+r)
1+r G̃t|Ft−1]

= G̃t−1E[ebεt−c]E[eη̃(Y1−(1+r))+aY1 ]

= Gt−1

ϕ(a)
[peη̃(u−r−1)+au + qeη̃(m−r−1)+am + (1− p− q)eη̃(d−r−1)+ad]

= Gt−1

ϕ(a)
e−η̃(1+r)ϕ(η̃ + a).

(4.21)

Then, by inserting this equality (4.20) and (4.21) in (4.5), we obtain

Zt =
t∧τ∏
i=1

eη̃(Yi−(1+r))Gi−1

E[eη̃(Yi−(1+r))G̃i|Ft−1]

=
t∧τ∏
i=1

eη̃Yiϕ(a)

ϕ(η̃ + a)

= exp

(
η̃
t∧τ∑
i=1

Yi − Γt

)
,

where Λ is given in (4.19). This implies (3.14). Now, we prove that (4.18) has a unique

solution. To this end, we put

f(α) = p(u−r−1)eα(u−r−1)+au+q(m−r−1)eα(m−r−1)+am+(1−p−q)(d−r−1)eα(d−r−1)+ad, α ∈ R.

Then, we have

f ′(α) = p(u−r−1)2eα(u−r−1)+au+q(m−r−1)2eα(m−r−1)+am+(1−p−q)(d−r−1)2eα(d−r−1)+ad > 0.

It is clear that f is strictly increasing and continuous, and satisfies f(+∞) = +∞ and

f(−∞) = −∞. Hence, thanks again to the intermediate value theorem, these exists
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unique η̃ ∈ R particular f(η̃) = 0. This ends the proof of the theorem.



Chapter 5

The Esscher for the continuous-time

In this chapter, we extend our studies to the continuous-time setting. Hence, through-

out this chapter, we suppose that W = (Wt)t≥0 is a Brownian motion on a probability

space (Ω,F , P ). Then the filtration F := (Ft)t≥0 is the augmented natural filtration of W .

For simplicity, we assume that the risk free rate r = 0. We suppose that the stock price

process S = (St)0≤t≤T is given by

St = S0e
Xt , where Xt = (µ− σ2

2
)t+ σWt, 0 ≤ t ≤ T, (5.1)

where S0 is a positive number, µ ∈ R is the drift rate and σ is a positive number representing

the volatility rate.

A direct application of Itô’s formula allows us to conclude that S is the unique solution to

the following stochastic differential equation

dSt = StdX̃t, where X̃t = µt+ σWt. (5.2)

37
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5.1 Definitions of Esscher pricing measure/density

For continuous-time models, there are two definitions of Esscher transform in the lit-

erature, depending wether we consider process X or the process X̃ that appeared in the

dynamics of S in (5.1) and (5.2) respectively.

Definition 5.1.1. (Esscher for exponential processes) We call exponential Esscher mar-

tingale density for the model (S, F), the process Z̃ is given by

Z̃t = exp(θ̃Xt − γ(θ̃)t), 0 ≤ t ≤ T.

Here γ(θ) is a function of θ ∈ R, such that the process exp(θXt − γ(θ)t) is a martingale,

and θ̃ is a real number such that (Z̃tSt)0≤t≤T is a martingale.

Definition 5.1.2. We call linear Esscher martingale density for (S, F), the process

Ẑt = exp(θ̂X̃t − k(θ̂)t), 0 ≤ t ≤ T,

where k(θ) is a function of a real number θ such that exp(θX̃t − k(θ)t) is a martingale,

and θ̂ is a real number such that (ẐtSt)0≤t≤T is also a martingale.
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5.2 Esscher Pricing Measures

Theorem 5.2.1. The Esscher pricing density Z, for the model (S, F) defined in (5.1), or

equivalently (5.2), is given by

Zt = exp

(
−µ
σ
Wt −

µ2

2σ2
t

)
, 0 ≤ t ≤ T. (5.3)

Proof. This proof is divided into two parts. In the first part, we need to find the process

of Vt =
∫ t

0
vs(θ)ds that makes the process

Zθ := exp(

∫ t

0

θsdXs +

∫ t

0

vs(θ)ds)

a martingale. In the second part, we have to find the value of θ̃ that makes the process

Z θ̃S a martingale.

Part 1. Consider the process Zθ

Zθ
t = eYt , where Yt =

∫ t

0

θudXu +

∫ t

0

vu(θ)du (5.4)

where S is given in (5.1).

By applying Itô’s formula to Zθ, and get

dZθ
t = ZtdYt +

1

2
Ztd 〈Y 〉t

= Zt

[
θtµ−

θtσ
2

2
+ vt +

θ2σ2

2

]
dt+ θtσdWt.
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As a result, Zθ is a martingale if and only if

vt(θ) = −θtµ+
θtσ

2

2
− θ2σ2

2
. (5.5)

Part 2. In order to find the value of θt, we need to calculate the dynamics of ZθS using

Itô’s formula. This leads to

d(ZθS)t = ZtSt[(µ+ θtσ
2)dt+ σ(1 + θt)dWt].

Therefore, ZθS is a martingale if and only if

θt =
−µ
σ2

. (5.6)

Then, by inserting (5.5) and (5.6) in (5.4), we obtain (5.3). This ends the proof of the

theorem.

We didn’t specify in the previous theorem wether we consider the linear Esscher pricing

density or the exponential Esscher pricing density for the model (S,F). This is due to the

fact that both densities coincide in this Brownian setting. In fact, the exponential Esscher

pricing density, defined by

Z̃t = exp(θ̃Xt − γ(θ̃)t), 0 ≤ t ≤ T,

can be obtained as follows. A direct application of Itô’s formula, we get

dZθ
t = Zθ

t (θσdWt + (θ(µ− σ2

2
) +

θ2σ2

2
− γ(θ))dt),
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and hence Zθ is a martingale if and only if

γ(θ) = θ(µ− σ2

2
) +

θ2σ2

2
,

and in this case we have

dZθ
t = Zθ

t σθdWt, Zθ
0 = 1 (5.7)

Similarly, we recall that the linear Esscher density

Lθt = exp(θX̃t − k(θ)t).

Due to a direct application of Itô’s formula, we get

dLθt = Lθt (θσdWt + (
θ2σ2

2
− k(θ) + θµ)dt)

Lθ is a martingale if and only if

k(θ) =
θ2σ2

2
+ θµ,

and in this case we have

dLθt = LθtσθdWt, Lθ0 = 1 (5.8)

Therefore, in this Brownian setting, Zθ and Lθ are solutions of the following equation

dZt = θσZtdWt, Z0 = 1.



CHAPTER 5. THE ESSCHER FOR THE CONTINUOUS-TIME 42

Thus, Zθ and Lθ conicide with the solution to this SDE given by (see Theorem 2.2.3 )

Zθ
t = Lθt = exp

(
θσWt −

σ2θ2

2
t

)
.

This ends the proof of the theorem.



Chapter 6

Esscher under Mortality for

Continuous-time

In this chapter, we address the Esscher pricing measure under mortality for the continu-

ous time setting. Precisely, we suppose that the stock’s price process follows the Brownian

motion model of chapter 5 (see (5.1)-(5.2)).

Lemma 6.0.1. Let α, β be two real numbers.The following process

Kt = exp(αWt + βt),

is a super-martingale if and only if β ≤ −α2

2
.

Proof. By applying Itô’s formula, we get

dKt = Kt

[
αdWt + βdt+

1

2
α2dt

]
.

43
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Then, Kt is a super-martingale if and only if

β +
α2

2
≤ 0.

This ends the proof of the lemma.

Throughout this chapter, we suppose that the death time τ follows the model given by

its survival conditional probability G̃ as follows,

G̃t := P (τ ≥ t|Ft) = exp(αWt + βt), with β <
−α2

2
. (6.1)

6.1 Esscher under Mortality

In this section, we consider the following process

Ŵt := Wt∧τ − α(t ∧ τ), (6.2)

which is a martingale under G, see [1] for details about this and related discussion.

The stock’s price process stopped at τ , Sτ , is given by

Sτt = S0e
Xt∧τ , where Xt∧τ = (µ− σ2

2
+ ασ)(t ∧ τ) + σŴt, (6.3)
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where S0 is a positive number, µ ∈ R is the drift rate, and σ is a positive number repre-

senting the volatility rate. The dynamics of Sτ are given by

dSτt = Sτt dX̃t∧τ , where X̃t∧τ := (µ+ ασ)(t ∧ τ) + σŴt. (6.4)

Proposition 6.1.1. Let θ be a real number, and consider the two processes

Zθ
t := exp(θX̃t∧τ − k(θ)(t ∧ τ)), Lθt := exp(θXt∧τ − γ(θ)(t ∧ τ)), 0 ≤ t ≤ T.

where k(θ) and γ(θ) are functions of θ.Then the following properties hold:

(1) Zθ is a G-martingale if and only if

k(θ) = θµ+
θ2σ2

2
+ αθσ. (6.5)

(2) Lθ is a G-martingale if and only if

γ(θ) = θµ+
θ2σ2

2
+ αθσ − θσ2

2
. (6.6)

(3) The two processes Zθ and Lθ coincide and

Zθ = Lθ = exp

(
θσŴt −

θ2σ2

2
(t ∧ τ)

)
, 0 ≤ t ≤ T.
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Proof. (1) To prove property (1), we directly apply Itô’s lemma and get

dZθ
t = Zθ

t θdX̃t +
1

2
Zθ
t θ

2d
〈
X̃
〉
t

= Zθ
t

(
θσdŴt +

(
θ(µ+ σα) +

θ2σ2

2
− k(θ)

)
I]0,τ ]dt

)
.

Hence, Zθ is a martingale if and only if

k(θ) = θ(µ+ σα) +
θ2σ2

2
.

This proves the property(1).

(2) Similarly, a direct application of Itô’s lemma, we get

dLθt = LθtθdXt +
1

2
Lθtθ

2d 〈X〉t

= Lθt

(
θσdŴt +

(
θ(µ− σ2

2
+ σα) +

θ2σ2

2
− γ(θ)

)
I]0,τ ]dt

)
,

and Lθ is a martingale if and only if

γ(θ) = θ(µ+ σα) +
θ2σ2

2
− θσ2

2
.

This proves the property (2).

(3) Finally, we prove the third property. By inserting (6.5) in the quantity

Zθ
t = exp(θX̃t∧τ − k(θ)(t ∧ τ)),
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we obtain

Zθ
t = exp(θX̃t∧τ − k(θ)(t ∧ τ))

= exp(θ(µ+ ασ)t ∧ τ + θσŴt − (θ(µ+ σα) +
θ2σ2

2
)(t ∧ τ))

= exp(θσŴt −
θ2σ2

2
(t ∧ τ)).

Similarly, by inserting (6.6) in the quantity

Lθt = exp(θXt∧τ − γ(θ)(t ∧ τ)),

we obtain

Lθt = exp(θXt∧τ − γ(θ)(t ∧ τ))

= exp(θ(µ− σ2

2
+ ασ)t ∧ τ + θσŴt − (θ(µ− σ2

2
+ σα) +

θ2σ2

2
)(t ∧ τ))

= exp(θσŴt −
θ2σ2

2
(t ∧ τ))

These calculations prove the property (3), and the proof of the proposition is complete.

Proposition 6.1.1.tells us that the linear and exponential Esscher pricing densities co-

incide also for ( Sτ , G). Then, in the following, we determine this Esscher pricing density.

Theorem 6.1.1. Suppose that r=0, then the Esscher pricing density for ( Sτ , G), is given
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by:

ZG
t = exp

[
−
(
µ+ σα

σ

)
Ŵt −

1

2

(µ+ σα)2

σ2
(t ∧ τ)

]

= exp

[
−
(µ
σ

+ α
)
Wt∧τ −

1

2

((µ
σ

)2

− α2

)
(t ∧ τ)

]
. (6.7)

Proof. This proof contains two steps. In the first step, we need to find the value of yt that

makes

Zθ
t = exp(

∫ t∧τ

0

θsdX̃s +

∫ t∧τ

0

ysds)

a martingale. In the second step, we need to find the value of θ that makes ZθSτ a

martingale.

Step 1. Remark that on (t ≤ τ) :

Zθ
t = eYt , where Yt =

∫ t

0

θsdX̃
τ
s +

∫ t

0

ysds. (6.8)

Then, in order to find the value of yt, we have to derive the dynamics of Zθ
t using Itô’s

formula, and get

dZt = ZtdYt +
1

2
Ztd 〈Y 〉t

= Zt

[
(θtµ+ θtσα + yt +

θ2
t σ

2

2
)dt+ σθtdŴt

]
.

As a result, Zθ is a martingale if and only if

yt = −θtµ− θtσα−
θ2
t σ

2

2
. (6.9)
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Step 2. A direct application of Itô’s formula, we get

d(ZθSτ )t = ZtS
τ
t

[
(µ+ σα + θtσ

2)I]0,τ ]dt+ (σ + θtσ)dŴt

]
,

Therefore, ZθSτ is a martingale if and only if

θt =
−(µ+ σα)

σ2
. (6.10)

Then, by inserting (6.9) and (6.10) in (6.8), we obtain (6.7). This ends the proof of the

theorem.

6.2 Esscher pricing for some contracts

Throughout this chapter, the survival process G̃ defined in (6.1) satisfies

Gt = P (τ > t|Ft) = G̃t =: 1 +mt − Vt,

where mt is a martingale and V is an increasing process given by

mt := α

∫ t

0

GsdWs and Vt := −(β +
α2

2
)

∫ t

0

Gsds.

Lemma 6.2.1. For any process F-adapted process L, we have

E[Lτ∧T ] = E

[∫ T

0

LtdVt +GTLT

]
= −(β +

α2

2
)E

[∫ T

0

LtGtdt

]
+ E[GTLT ].
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For the proof of this lemma we refer the reader to [5].

Throughout the rest of this chapter, we consider the following notations

d(t) :=
ln
(
S0

K

)
+ (µ− σ2

2
)t

σ
, 0 ≤ t ≤ T,

d1(t) :=
ln
(
S0

K

)
− σ2

2
t

σ
√
t

, d2(t) :=
ln
(
S0

K

)
+ σ2

2
t

σ
√
t

. (6.11)

Definition 6.2.1. We call variable annuity contract a contract that has the payoff

D(T ) = max(K,S(T ∧ τ)).

Theorem 6.2.2. Consider the notations in (6.11) and let ZG and Φ be the martingale

defined in (6.7), and the cumulative distribution function of the standard normal distribu-

tion. Then the following hold.

(a) The Esscher price of the call option, based on the model (Sτ ,G), is given by:

CE(0) = EQ[(S(τ ∧ T )−K)+e−rT∧τ ] = E(ZG
T (S(τ ∧ T )−K)+e−rT∧τ )

= −(
α2

2
+ β)

(
S0

∫ T

0

e(β−r+α2

2
)tΦ(d2(t))dt−K

∫ T

0

e(β−r+α2

2
)tΦ(d1(t))dt

)
+

e(β−r+α2

2
)T (S0Φ(d2(T ))−KΦ(d1(T ))) . (6.12)

(b) The Esscher price of the put, for the model ( Sτ , G), is given by:

PE(0) = EQ[(S(τ ∧ T )−K)−e−rT∧τ ] = E(ZG
T (S(τ ∧ T )−K)−e−rT∧τ )

= CE(0)− S(0)−K(
α2

2
+ β)

∫ T

0

e(β−r+α2

2
)tdt+Ke(β−r+α2

2
)T . (6.13)
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(c) The Esscher price D(0) of the variable annuity contract, for the model ( Sτ , G), is

given by:

D(0) = E[ZG
TD(T )e−r(τ∧T )]

= CE(0)−K(
α2

2
+ β)

∫ T

0

e(β−r+α2

2
)tdt+Ke(β−r+α2

2
)T . (6.14)

Proof. This proof is divided into three parts. In the first part, we prove the call option price

under Esscher measure. In the second part, we show that by using the call put parity, we

get the put option price under the Esscher measure. The third part calculates the Esscher

price of the variable annuity contract.

Part 1. Remark that:

(Sτ∧T −K)+ = (Sτ∧T −K)I{Sτ∧T>K} = Sτ∧T I{Sτ∧T>K} −KI{Sτ∧T>K} (6.15)

We will calculate the quantity of E[ZG
T e
−r(τ∧T )Sτ∧T I{Sτ∧T>K}] as follows

E[ZG
T e
−r(T∧τ)ST∧τI{ST∧τ>K}] = −E

∫ T

0

e−rtZtStI{St>K}Gt(
α2

2
+ β)dt+ E[e−rTZTSTGT I{ST>K}]

= −(
α2

2
+ β)E

∫ T

0

e−rtZtStI{St>K}Gtdt+ E[e−rTZTSTGT I{ST>K}]

= −(
α2

2
+ β)

∫ T

0

E[e−rtZtStI{St>K}Gt]dt+ E[e−rTZTSTGT I{ST>K}]
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Thus, we need to calculate E[e−rtZtStI{St>K}Gt] for 0 ≤ t ≤ T,

E[e−rtZtStI{St>K}Gt] = E[e−rtS0e
Xte−(µ

σ
+α)Wt− 1

2
((µ
σ

)2−α2)teαWt+βtI{S0eXt>K}]

= E[e−rtS0e
(µ−σ

2

2
+β− 1

2
((µ
σ

)2−α2))t+(σ+α−µ
σ
−α)WtI

{S0e
(µ−σ2

2 )t+σWt>K}
]

= E[e−rtS0e
(σ−µ

σ
)Wt+(µ−σ

2

2
+β− 1

2
((µ
σ

)2−α2))tI
{S0e

(µ−σ2
2 )t+σWt>K}

].

Since (S0e
(µ−σ

2

2
)t+σWt > K) = (Wt > −d(t)), we obtain

E[e−rtZtStI{St>K}Gt] = e−rtS0 exp

(
(µ− σ2

2
+ β − 1

2
((
µ

σ
)2 − α2))t

)∫ ∞
−d(t)

eΓx−x
2

2t

√
2πt

dx

= e−rtS0 exp

(
(µ− σ2

2
+ β − 1

2
((
µ

σ
)2 − α2))t

)∫ ∞
−d(t)

e
−1
2t

[(x−Γt)2−Γ2t2]

√
2πt

dx

= e−rtS0 exp

(
(µ− σ2

2
+ β − 1

2
((
µ

σ
)2 − α2) +

Γ2

2
)t

)
P

[
Z >

(
−d(t)√

t
− Γ
√
t

)]
= e−rtS0 exp

(
(β +

α2

2
)t

)[
1− Φ

(
−d(t)√

t
− Γ
√
t

)]
= e−rtS0 exp

(
(β +

α2

2
)t

)
Φ (d2(t)) ,

where Γ = σ − µ
σ

and d2(t) is given by (6.11).

In particular, when t = T , we get

E[e−rTZTSTGT I{ST>K}] = S0e
(β−r+α2

2
)TΦ (d2(T )) .
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By combining the calculations of the two parts, we get

E[e−r(T∧τ)ZT∧τST∧τI{ST∧τ>K}] = −(
α2

2
+ β)

∫ T

0

S0e
(β−r+α2

2
)tΦ(d2(t))dt

+S
(β−r+α2

2
)T

0 Φ(d2(T )). (6.16)

Next, we calculate the strike price part i.e E[KZG
T e
−r(τ∧T )I{Sτ∧T>K}]

KE[ZG
T e
−r(T∧τ)I{ST∧τ>K}] = −KE

∫ T

0

e−rtZtI{St>K}Gt(
α2

2
+ β)dt+KE[e−rTZT I{ST>K}GT ]

= −K(
α2

2
+ β)E

∫ T

0

e−rtZtI{St>K}Gtdt+KE[e−rTZT I{ST>K}GT ]

= −K(
α2

2
+ β)

∫ T

0

E[e−rtZtI{St>K}Gt]dt+KE[e−rTZT I{ST>K}GT ]

Similarly as before, we need to calculate E[e−rtZtI{St>K}Gt] for 0 ≤ t ≤ T.

KE[e−rtZtI{St>K}Gt] = KE[e−rte−(µ
σ

+α)Wt− 1
2

((µ
σ

)2−α2))teαWt+βtI{S0eXt>K}]

= KE[e−rte(α−(µ
σ

+α))Wt+(β− 1
2

((µ
σ

)2−α2))tI
{S0e

(µ−σ2
2 )t+σWt>K}

]

= KE[e−rte−
µ
σ
Wt+(β− 1

2
((µ
σ

)2−α2))tI
{S0e

(µ−σ2
2 )t+σWt>K}

]
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Since (S0e
(µ−σ

2

2
)t+σWt > K) = (Wt > −d(t)), we get

KE[e−rtZtI{St>K}Gt] = Ke−rt exp

(
(β − 1

2
((
µ

σ
)2 − α2))t

)∫ ∞
−d(t)

e−(µ/σ)x−x
2

2t

√
2πt

dx

= Ke−rt exp

(
(β − 1

2
((
µ

σ
)2 − α2))t

)∫ ∞
−d(t)

exp(−(x+tµ/σ)2

2t
+ (µ2/2σ2)t)

√
2πt

dx

= Ke−rt exp

(
(β − 1

2
((
µ

σ
)2 − α2) +

µ2

2σ2
)t

)
P

[
Z >

(
−d(t)√

t
+ (µ/σ)

√
t

)]
= Ke−rt exp

(
(β +

α2

2
)t

)[
1− Φ

(
−d(t)√

t
+ (µ/σ)

√
t

)]
= Ke−rt exp

(
(β +

α2

2
)t

)
Φ(d1(t)),

where d1(t) is given by (6.11).

In particular, when t = T , we get

KE[e−rTZT I{ST>K}GT ] = Ke−rT e(β+α2

2
)TΦ(d1(T )),

By putting together the calculations of the two parts of the strike price calculation, we get

KE[e−r(T∧τ)ZT∧τI{ST∧τ>K}] = −K(
α2

2
+ β − r)

∫ T

0

e(β−r+α2

2
)tΦ(d1(t))dt

+Ke−rT e(β+α2

2
)TΦ(d1(T )). (6.17)

As a result, by combining (6.15), (6.16) and (6.17), (6.12) follows

CE(0) = −(
α2

2
+ β)

∫ T

0

S0e
(β−r+α2

2
)tΦ(d2(t))dt+ S0e

(β−r+α2

2
)TΦ(d2(T )) +K(

α2

2
+ β)∫ T

0

e(β−r+α2

2
)tΦ(d1(t))dt−Ke(β−r+α2

2
)TΦ(d1(T )).
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Part 2. Here, we prove (6.13). To this end, we remark that

Sτ∧T −K = (Sτ∧T −K)+ − (Sτ∧T −K)−,

Then calculate

E[ZG
T (ST∧τ −K)e−r(τ∧T )] = S0 −KE[ZG

T e
−r(τ∧T )]

= S0 +K(
α2

2
+ β)

∫ T

0

E[e−rtZtGt]dt−KE[e−rTZTGT ]

= S0 +K(
α2

2
+ β)

∫ T

0

e(β−r+α2

2
)tdt−Ke(β−r+α2

2
)T (6.18)

Therefore, we derive

PE(0) = E[ZG
T (Sτ∧T−K)−e−r(τ∧T )] = CE(0)−S0−K(

α2

2
+β)

∫ T

0

e(β−r+α2

2
)tdt+Ke(β−r+α2

2
)T .

This proves (6.13).

Part 3. Here, we prove assertion (3). Remark that the payoff D(T ) satisfies

D(T ) = max(S(T ), K)

= max(S(T ), K)−K +K

= (S(T )−K)+ +K
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Therefore,

D(0) = E[ZG
TD(T )e−r(τ∧T )]

= E[ZG
T e
−r(τ∧T )(S(T )−K)+] + E[e−r(τ∧T )ZG

TK]

= CE(0) + E[e−r(τ∧T )ZG
TK]

= CE(0)−K(
α2

2
+ β)

∫ T

0

e(β−r+α2

2
)tdt+Ke(β−r+α2

2
)T

This proves (6.14), the last equality follows from the calculation in part 2 and the proof of

the theorem is complete.

Corollary 6.2.1. Suppose that α = 0. Then the prices CE(0), PE(0) and D(0) become

CE(0) = −β
∫ T

0

S0e
(β−r)tΦ(d2(t))dt+ S0e

(β−r)TΦ(d2(T )) +Kβ

∫ T

0

e(β−r)tΦ(d1(t))dt−

Ke(β−r)TΦ(d1(T ))

PE(0) = CE(0)− S(0)−Kβ
∫ T

0

e(β−r)tdt+Ke(β−r)T

D(0) = CE(0)−Kβ
∫ T

0

e(β−r)tdt+Ke(β−r)T .

This corollary follows immediately from Theorem 6.2.2. by putting α = 0.

Corollary 6.2.2. For t ∈ [0, T ]

CESR(t) = −(
α2

2
+ β)

(
St

∫ T−t

0

e(β−r+α2

2
)sΦ(d2(s))ds+K

∫ T−t

0

e(β−r+α2

2
)sΦ(d1(s))ds

)
+

e(β−r+α2

2
)(T−t) (StΦ(d2(T − t))−KΦ(d1(T − t)))
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PESR(t) = CESR(t)− S(t)−K(
α2

2
+ β)

∫ T−t

0

e(β−r+α2

2
)sds+Ke(β−r+α2

2
)(T−t)

DESR(t) = CESR(t)−K(
α2

2
+ β)

∫ T−t

0

e(β−r+α2

2
)sds+Ke(β−r+α2

2
)(T−t).

This corollary follows directly from Theorem 6.2.2. by replacing T and S0 with T − t

and S(t) respectively.

6.3 Relationship to Black-Scholes Prices

Definition 6.3.1. The Esscher price for an European call (respectively put) with strike K

and maturity T for the model (S,F), will be denoted by

CF
ESR(S0, K, r, σ, T ) ( respectively P F

ESR(S0, K, r, σ, T ))

Definition 6.3.2. The Esscher price for an European call (respectively put) with strike K

and maturity T for the model (Sτ ,G), will be denoted by

CG
ESR(S0, K, r, σ, T ) ( respectively PG

ESR(S0, K, r, σ, T ))

Definition 6.3.3. The Black-Scholes price for an European call (respectively put) with

strike K and maturity T for the model (S,F), will be denoted by

CBS(S0, K, r, σ, T ) ( respectively PBS(S0, K, r, σ, T ))
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Theorem 6.3.1. Consider a call and put option on the stock given by (5.1), that expire

at time T with a strike price K. Then

CBS(S0, K, r, σ, T ) = S0Φ(δ1)−Ke−rTΦ(δ2),

PBS(S0, K, r, σ, T ) = −S0Φ(δ1) +Ke−rTΦ(δ2).

where δ1 =
ln(

S0
K

)+T (r+σ2/2)

σ
√

(T )
and δ2 =

ln(
S0
K

)+T (r−σ2/2)

σ
√

(T )

The proof of the theorem can be found in various of graduate textbook such as in

corollary 3.9 of [12].

Theorem 6.3.2. Put

Γ̂ = β +
α2

2
.

Then the following hold.

CG
ESR(S0, K, r, σ, T ) = −(

α2

2
+ β)

∫ T

0

eΓ̂tCBS(S0e
−rt, K, r, σ, t)dt+ eΓ̂TCBS(S0e

−rT , K, r, σ, T )

PG
ESR(S0, K, r, σ, T ) = −(

α2

2
+ β)

∫ T

0

eΓ̂tPBS(S0e
−rt, K, r, σ, t)dt+ eΓ̂TPBS(S0e

−rT , K, r, σ, T )

Proof. The proof of the theorem follows from combining Theorem 6.2.2. with Theorem

6.3.1. as follows. Notice that for 0 ≤ t ≤ T , we have

CBS(S0e
−rt, K, r, σ, t) = S0e

−rtΦ

 ln
(
S0e−rt

K

)
+ (r + σ2

2
)t

σ
√
t

−Ke−rtΦ
 ln

(
S0e−rt

K

)
+ (r − σ2/2)t

σ
√
t


= e−rt(S0Φ(d2(t))−KΦ(d1(t)))
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This ends the proof of the theorem.

6.4 The Greeks for Esscher prices

Here in this subsection, we calculate the Greeks for Esscher prices of Section (6.2). To

this end, we recall the following notations

d1(t) :=
ln
(
S0

K

)
− σ2

2
t

σ
√
t

= d2(t)− σ
√
t, d2(t) :=

ln
(
S0

K

)
+ σ2

2
t

σ
√
t

.

Proposition 6.4.1.

∆ =
∂CE(0)

∂S0

= e(β−r+α2

2
)TΦ(d2(T ))− (

α2

2
+ β)

∫ T

0

e(β−r+α2

2
)tΦ(d2(t))dt

Γ =
∂2CE(0)

∂S2
0

= e(β−r+α2

2
)T Φ′(d2(T ))

S0σ
√
T
− (

α2

2
+ β)

∫ T

0

e(β−r+α2

2
)tΦ
′(d2(t))

S0σ
√
t
dt

∂CE(0)

∂σ
= S0e

(β−r+α2

2
)TΦ′(d2(T ))

√
T − (

α2

2
+ β)S0

∫ T

0

e(β−r+α2

2
)tΦ′(d2(t))

√
tdt

To calculate Rho, we assume that r 6= 0

Rho =
∂CE(0)

∂r
= (

α2

2
+ β)S0

∫ T

0

te(β−r+α2

2
)tΦ(d2(t))dt−K(

α2

2
+ β)

∫ T

0

te(β−r+α2

2
)tΦ(d1(t))dt

−TS0e
(β−r+α2

2
)TΦ(d2(T )) + TKe(β−r+α2

2
)TΦ(d1(T ))
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Proof. The proof of this proposition follows directly from Theorem 6.2.2. by differentiating

and using the following fact.

S0Φ′(d2(t))−KΦ′(d1(t)) = 0 ∀ 0 ≤ t ≤ T (6.19)

Then the rest of this proof we prove this fact. To this end, remark that

d1(t) = d2(t)− σ
√
t, and get

d1(t)2 = (d2(t)− σ
√
t)2 = d2(t)2 − 2d2(t)σ

√
t+ σ2t

= d2(t)2 − 2 ln

(
S0

K

)
.

Then, we get

Φ′(d1(t)) =
e−d1(t)2/2

√
2π

=
e−d2(t)2/2

√
2π

S0

K
= Φ′(d2(t))

S0

K
.

Therefore (6.19) follows immediately, and the proof of the proposition is complete.
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