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Real-Time Simulation of a Wind Energy System
Based on the Doubly-Fed Induction Generator
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Abstract—This paper presents the real-time digital simulation
of a grid-connected wind turbine generator system (WTGS)
based on a doubly-fed induction generator (DFIG). A 1.5-MW
WTGS is the basis for model development. First a detailed elec-
tromagnetic transient model for the WTGS is developed in the
MATLAB/SIMULINK environment. This model includes the
complete aerodynamic, mechanical and electrical components
of the wind turbine, the back-to-back voltage source converter
(VSC)-based power electronic interface, as well as the mechanical
and electrical controllers of the WTGS. The overall grid-con-
nected WTGS model was then order-reduced and implemented
on a PC-cluster-based real-time digital simulator. The maximum
execution time of the DFIG model and control was 5.53 �, while
that of the grid-connected WTGS was 15.375 �. Real-time os-
cilloscope results are presented to illustrate the WTGS controller
performance, the variable wind speed dynamics, and interaction
of the WTGS with grid faults. The real-time WTGS model can be
readily used for hardware-in-the-loop testing.

Index Terms—Induction generators, power system simulation,
real-time systems, wind energy.

I. INTRODUCTION

A MONG many technologies promising green power, the
utilization of wind energy via wind turbine generation

system (WTGS) is one of the most mature and well developed.
Across the world, the total capacity of wind generation is
steadily increasing, and larger wind farms are constantly being
planned and commissioned [1]–[3]. To understand the impact
of this new generation source on the existing power network,
and be able to make spontaneous decisions, authentic wind
facility models and simulators are required.

There are several offline simulators, such as PSS/E, PSCAD/
EMTDC, EMTP, and MATLAB/SIMULINK, that can repre-
sent wind generation systems with varying degrees of modeling
complexity. The main limitation of such tools is that they lack
the ability to be interfaced with physical equipment for testing
under real-time conditions. A wind turbine emulator [4]–[6]
based on an analog experimental test-bed, on the other hand,
provides real-time interaction; however, it is difficult and expen-
sive to setup. Moreover an experimental setup typically includes
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non-scalable components based on a customized platform re-
quiring constant maintenance, and it is not easily extensible to
accommodate large-scale wind farm simulations. A fully digital
real-time simulator can overcome obstacles posed by offline and
analog simulators. Although research in this area is currently
ongoing [7], [8], accurate real-time models for the doubly-fed
induction generator (DFIG)-based wind turbines are urgently
needed.

To sustain system stability and power quality, sophisticated
control and protective devices must be installed to direct the
wind facilities through hazardous fault conditions. As the
response time of these devices are continuously narrowing, a
high resolution wind energy system model suitable for electro-
magnetic studies is needed for their development, testing, and
coordination in real-time. Besides simulating a complex model
at high speed, modern real-time simulators are capable of
instantaneous communication with external hardware through
high resolution input-output (I/O) interfaces. Thus relays,
circuit breakers, and controllers can be connected to a real-time
simulator in a hardware-in-the-loop (HIL) configuration. The
precisely modeled wind facility and transmission system model
can then interact with the externally connected equipment in
real-time. An engineer can impose any type of faults on the
real-time model to evaluate equipment performance. An HIL
setup can also help avoid the time consuming and expensive
field testing and site trial data recording [9].

Due to its competitive cost and performance, the variable-
speed DFIG-based WTGS (Fig. 1) has become the most pop-
ular design in the industry [10]. Therefore this paper is focused
on modeling the DFIG-based WTGS for real-time electromag-
netic simulation studies, and the General Electric (GE) 1.5-MW
WTGS [11] is the basis for model development. A detailed elec-
tromagnetic transient WTGS model is developed on the widely
used graphical simulation platform MATLAB/SIMULINK uti-
lizing its SimPowerSystems (SPS) toolbox. This paper provides
a step-by-step illustration of the model development process
which makes the model highly customizable. A time-stamped
switching function model of the back-to-back PWM VSC pre-
cisely accounts for the discrete switching events coming from
the controller. After offline verification using PSCAD/EMTDC,
and proper model reduction, the grid-connected WTGS model is
implemented on the PC-cluster-based real-time simulator [12].
The purpose of developing a fast yet accurate grid-connected
WTGS model is to pave the way for the real-time simulation of
large-scale wind farms, since offline simulation of such farms
can be extremely time consuming.

In the rest of the paper, Sections II and III describe the
WTGS model development and system control objectives.
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Fig. 1. Doubly-fed induction generator-based WTGS schematic.

Validation of the developed WTGS model and control under
real-time conditions is presented in Section IV. In Section V
the validated model is applied for the real-time studies of a
grid-connected WTGS interacting with varying wind speed and
grid faults. Conclusions are given in Section VI.

II. WTGS MODEL DEVELOPMENT AND REDUCTION

FOR REAL-TIME SIMULATION

By following the conventional practice [13]–[20] and the
manufacturer’s documentation [11], a detailed WTGS model
based on the GE 1.5-MW concept was developed. The entire
system was divided into three submodels: aerodynamic, me-
chanical, and electrical. Even with a specific manufacturing
system as its underlining design, the developed WTGS model
does not lose its generality; it can be readily employed for the
modeling of the DFIG-based WTGSs from other manufacturers
as well.

In this section, emphasis is placed on how to properly apply
the necessary reductions to conventional models to achieve real-
time simulation in the MATLAB/SIMULINK environment. The
amount of detail conserved through the model reduction will
be sufficient for characterizing the most critical dynamics of a
DFIG-based WTGS.

A. Aerodynamic Model

The aerodynamic model calculates the amount of kinetic en-
ergy captured from the wind blowing across the turbine blades.
This calculation can get very involved via elemental analysis on
the surface of each turbine blade. To avoid such cumbersome
analysis, the relatively simple (1) has been generally accepted
for estimating the captured kinetic energy in the form of me-
chanical power [11], [15] given as

(1)

(2)

The computation of depends on the power coefficient
, air-density , turbine radius ( m), and wind

velocity ( m/s). is a function of the turbine blade tip-speed
ratio and the blade pitch angle . This function de-
scribes the percentage of power being extracted from the wind,

Fig. 2. Reproduction of the GE 1.5-MW WTGS � ��� � � relation using
curve fitting (3) in MATLAB.

TABLE I
WTGS PARAMETERS AND � COEFFICIENTS

and it is unique for each turbine. is calculated with (2), which
requires the instantaneous turbine rotational speed and .

is given from the mechanical controller depending on the
electrical power generation.

The function is usually expressed with a set of
parabolic curves. As shown in Fig. 2, the characterizing curves
for the GE 1.5-MW system were extrapolated using the curve-
fitting formula in the following and the given in [11]:

(3)

With the parameters provided in Table I, aerodynamic
model (1)–(3) were coded in C and inserted as a S-function
in SIMULINK. With the input of , , and , the
S-function can accurately calculate .

B. Mechanical Model

The mechanical model replicates the storage and transfer
of mechanical energy within the WTGS. As seen from Fig. 1,
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the mechanical energy stored in the rotating turbine is trans-
mitted to the generator rotor through two shafts and a set of
speed-boosting gears. The entire drive train can be readily
represented by the three-mass mechanical model with the
springs and dampers representing the torsional losses on the
two shafts. However, the direct implementation of this high
order model will create excessive demand on computational re-
sources during the simulation of WTGS. In an effort to balance
between simulation accuracy and speed, many researchers [11],
[20]–[22] have adopted the simplified two-mass model. Solu-
tion of the two-mass model can be found with the following
equations:

(4)

where and were the angular position of the turbine and
the generator, respectively, found from the integration of and

(generator rotor rotational speed). Mechanical and electrical
torques are represented with and , respectively.
and denote the spring constant and damping ratio, respec-
tively; and represents the torque exerted on the high speed
shaft.

In SIMULINK, the two-mass model was implemented using
the built-in math blocks. The model parameters are given in
Table I. With the and provided from the aerody-
namic and the machine model, respectively, the two-mass me-
chanical model will generate the present state to the machine
as an input. Nevertheless, it was shown in [23] that the mechan-
ical and electrical isolation established by the DFIG configura-
tion would promise further reduction of the mechanical repre-
sentation to a single lumped-mass model. The reason was that
the fluctuations related to the shaft stiffness could be buffered
by the operations of the electrical components when observed
from the grid. To solve for this single-mass model, a first-order
derivative equation is needed as follows:

(5)

where and indicate the inertia and rotational
speed of the lumped mass, respectively. Since the lumped-mass
model is already built into the SPS asynchronous machine
model [24], the implementation of (5) can be achieved by
entering the proper value through the user interface in
SIMULINK. Although the single-mass and two-mass models
were tested for the real-time simulation, the complexity of
the mechanical system can be further increased if desired for
higher fidelity of results.

C. Electrical Model

The electrical model can be divided into two main parts: the
wound rotor induction machine (WRIM) and the back-to-back
converter (BBC) as shown in Fig. 1. Due to their complexity,
a large amount of computation time was consumed in solving

Fig. 3. Electrical system model solution methodology under MATLAB/
SIMULINK.

these electrical models. To satisfy the time constraint for real-
time simulation, several model reductions were implemented.

1) Wound-Rotor Induction Machine Model: In SIMULINK,
the three-phase WRIM was represented with the Park’s model
in the arbitrary frame. Because of its nonlinear character-
istic, the built-in asynchronous machine model [25] from SPS
was solved separately as a current feedback module as shown in
Fig. 3. With the input voltage from the linear state-space
(SS) model, the WRIM model would calculate the frame
stator and rotor currents using the following equations:

(6)

where

(7)

(8)

The primed parameters symbolize the rotor electrical proper-
ties referred to the stator side. and represent the stator and
rotor winding resistances, respectively. The leakage inductance
of the stator and rotor are expressed by and , respectively.

is the magnetizing inductance bonding the stator and rotor
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Fig. 4. WRIM model implementation with the trapezoidal integrator and alge-
braic-loop compensating mechanism.

winding. Magnetic flux in the different windings and axes are
indicated with the corresponding terms.

By default, the four integration equations for calculating the
magnetic fluxes are solved with discrete forward Euler
method. In order to improve the accuracy of the machine model
while increasing the simulation time-step, the integrations were
switched to the more robust discrete trapezoidal method. How-
ever, this alteration incurred algebraic-loops in SIMULINK.

When the integration blocks are tracing for the present state
values, computations of the elementary blocks involved in the
algebraic-loop would be halted temporarily. To break out the
algebraic-loop, the common solution would be to insert a delay
right after the integration block as shown in Fig. 4. However, this
delay will not only break the loop but also affect the stability of
the machine model.

To compensate for the addition of a delay, a prediction mech-
anism was employed. In discrete-time domain, the single step
delay is , which will create an uncompensated pole at the
origin of the -plane. With a prediction function taking the form
of

(9)

in series, the single pole will become a compensated double-
pole constrained by the zero created at (0.5, 0). Thus, the overall
transfer function for the algebraic-loop compensator is given as

(10)

From another point of view, the prediction block improves the
estimation of the current state value by calculating the average
of the previous state value and the state value obtained at

.
2) Back-to-Back Converter Model: Electrical control ex-

erted upon the WRIM is realized through the switching of the
12 IGBTs contained in the BBC. Essentially, the BBC is con-
structed from two six-pulse converters connected back-to-back
at their dc terminals with the shared buffering capacitor as
shown in Fig. 1. In order to efficiently and accurately represent
the collective behavior of a six-pulse converter, a time-stamped
(TS) switching function model was utilized [12].

Fig. 5. Time-stamped switching function model for BBC representation.

In the TS converter model, individual switches are not in-
cluded. Instead, the model imitates the converter’s interactions
at ac and dc terminals using controlled voltage and current
sources, respectively, as shown in Fig. 5. Since the individual
switches are not modeled, representation of the rectifying
effect during the shut-off of all the converter switches is not
possible. The ac-side voltages are built from the dc voltage and
gating pulses while keeping the instantaneous power equal on
both sides. This technique is fast as it avoids reformulating SS
equations when the converter switch status is changed.

In order to accurately account the switching events occurring
between the discrete time-steps [26], the TS model is designed
to record the discrete switching events with a 10-ns resolution.
From the state and timing information, the TS models can pre-
cisely apply the compensation for the omitted switching events.
Since the BBC operation involves discrete switchings of the
power electronics, current shaping filters are connected at both
terminals to limit current distortions.

III. CONTROL SYSTEMS

The active power generation set-point is extracted
from a distinctive power versus control curve shown in
Fig. 6 [14], [16], [18], [19]. For the GE 1.5-MW WTGS,
the optimal speed range limited by the converter ratings is
defined to be of synchronous speed [11].
To overcome system losses, the minimum is fixed to 0.1
p.u. For low-medium , the control system will maintain
the relationship of active power and rotor speed on the curve
between points and [11]; will be kept at zero
for maximum power tracking. When reaches the optimal
speed, the control system enters speed-limiting mode until the
generated active power reaches the rated limit. Beyond point

, blade pitch regulation dominates the control and limits
the extracted . For very high , the pitch control will
operate before the turbine shut-down speed is reached.

A. Mechanical Control Objectives

The main function of the mechanical control is to regulate
the , and to generate for the electrical controller. The
practical implication of control is to regulate under
the variable wind condition. When the available wind power is
higher than the equipment rating, the turbine blades are pitched
to reduce power extraction; as the wind power falls below the
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equipment’s generation limit, the pitch angle will be kept at min-
imum to maximize power capturing. The dynamics of the pitch
control are moderately fast, and can have significant impact on
dynamic simulation results [21]. sent to the electrical con-
troller commands the generator to deliver a certain amount of
active power to the grid. The active power actually delivered

is returned to the mechanical controller for calculating
the rotor speed set-point . To return to tracking the
optimal generation curve in Fig. 6, the speed error found from

is used to drive a PI controller for the renewed .
Because of the rapidly reacting power electronics, the dynamics
of the power and speed control are very fast.

B. Electrical Control Objectives

Electrical control is accomplished by two independent con-
trollers regulating the two VSCs of the BBC as shown in Fig. 5.
Decoupled vector control is the underlying theory that brings
the BBC into action.

The electrical controller parameter design procedures given
in [14] were successfully applied. For the rotor-side converter
(VSC1) maneuvering, the stator-flux oriented indirect voltage
control method has been adopted. In the synchronously rotating
stator-flux frame, the stator side active and reactive

power could be analytically expressed in terms of the or-
thogonal rotor-side currents and , respectively [20], [27],
as follows:

(11)

(12)

The grid-side converter control (VSC2) is very similar to that
designed for a STATCOM [28]. In the synchronous reference
frame aligned with the supply voltage vector, the dc-link voltage
and the reactive power flowing to the grid are effectively con-
trolled through the direct- and quadrature-axis currents, respec-
tively.

IV. VERIFICATION OF THE DFIG
CONFIGURATION AND CONTROL

For real-time studies, validation of the model and the reduc-
tion techniques developed using SIMULINK was undertaken
in two stages. In the first stage, PSCAD/EMTDC were used
for offline verification through simulation result comparisons.
Under PSCAD/EMTDC, the DFIG configuration and its elec-
trical controller were constructed using the unaltered built-in
models. After the reduced-order SIMULINK model and the per-
formance of the controller were validated offline, real-time val-
idation was conducted. Focus of the validation was placed on
the accuracy and execution time constraint, which is directly re-
lated to the complexity of a given model.

Fig. 6. Power versus generator rotor rotational speed control curve for GE
1.5-MW WTGS.

TABLE II
SS MATRIX DIMENSIONS FOR THE DFIG CONFIGURATION

BUILT IN MATLAB/SIMULINK

A. Offline Model Validation and Complexity
Assessment in SIMULINK

Close attention has been given to maintain exactness in data
entry in both simulation environments (PSCAD/EMTDC and
MATLAB/SIMULINK). Thus, any differences in the results
would be solely caused due to the inherent modeling and solu-
tion techniques involved. To provide adequate resolution for the
power electronic model and its control, the simulation time-step
was fixed to 50 . The offline results in both environments
were found to be very similar.

For understanding how the reduction techniques improve the
model for real-time simulation, model complexity assessment
is the most direct indicator. The objectives of the model reduc-
tion are the following: 1) to reduce the size of matrices associ-
ated with the linear electrical network, 2) to minimize the total
number of states for the complete DFIG configuration, and 3) to
break out any algebraic loops in the simulation. The dimensions
of the original and reduced-order model state-space matrices are
shown in Table II. Various combinations of the WRIM integra-
tion method, the BBC model, and the mechanical model were
implemented to select the most suitable configuration which can
provide a balanced trade-off between accuracy and efficiency.
The most appropriate configuration for real-time simulation was
found to include the compensated loop-free Trapezoidal integra-
tion method for the fifth-order WRIM with a two-mass mechan-
ical model, and the Time-Stamped Bridge model for the BBC.
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Fig. 7. Oscilloscope trace of the dc-link voltage � , stator active power � ,
and stator reactive power� , when� is controlled.�-axis: 0.4 s/div., � -axis:
Ch1 �� � 0.5 MW/div., Ch2 �� � 0.45 MVar/div., Ch3 �� � 0.5 MW/div., Ch4
�� � 1.0 kV/div.

B. Real-Time Model Validation of the WTGS

The reduced-order configuration was compiled into C code
and executed on a 3-GHz Dual-Xeon node of the PC-cluster
real-time simulator [12]. One CPU of the computing node was
dedicated for the DFIG model implementation, while the other
CPU ran the real-time Linux operating system to manage the
shared memory data transfer and to interact with peripheral
hardware. On a 50 time-step, the execution time of the DFIG
model was found to be 5.53 . By instantaneously sending the
simulation results through the high resolution (10 ns) digital
output module, the waveforms were recorded using a real-time
oscilloscope.

During the 4-s simulation, shown in Figs. 7 and 8, the stator-
side active power , reactive power , and dc-link voltage

were controlled to demonstrate the isolations achieved by
the vector control.

After the uncontrolled generator starting transient at time ,
, and were steadily maintained at zero until their first step-

command occurred. At , the DFIG was ordered to
generate 0.3 MW of active power from the stator. At
later, was adjusted to . Shortly after reached
its steady state, was furthered to at .
The final adjustment of occurred at to .
For , the last two step commands came at and

in Fig. 8 with the final values of and
, respectively.

In Figs. 7 and 8, a small perturbation can be seen in the
waveform whenever a step-change of operating point was made
on and vice versa. This phenomena can be explained by the
voltage coupling between the parameters. However, vector
control has quickly resumed the independence of the control
parameters.

V. REAL-TIME SIMULATION OF A GRID-CONNECTED WTGS

The online performance of a stand-alone WTGS can be easily
extended to understand the operation of a wind farm. In this sec-

Fig. 8. Oscilloscope trace of the dc-link voltage � , stator active power � ,
and stator reactive power� , when� is controlled.�-axis: 0.4 s/div.,� -axis:
Ch1 �� � 0.5 MW/div., Ch2 �� � 0.45 MVar/div., Ch3 �� � 0.45 MVar/div.,
Ch4 �� � 1.0 kV/div.

tion, the interaction of a DFIG-based WTGS to variable wind
source and grid faults are investigated using the power system
schematic shown in Fig. 1. Constructed from the detailed DFIG
configuration presented in Sections II and III, the WTGS is con-
nected to the 25-kV infinite bus B1 through the distribution
transformer and two sections of identical three-phase transmis-
sion lines represented with distributed parameter models.

A. Variable Wind Speed Dynamics

The coordination between the mechanical and electrical con-
trollers was verified by applying variable wind speed to the grid-
connected WTGS. The variable wind source was made up
of four components [19], [23]: average speed, gust, ramp, and
turbulence. For the 40-s real-time simulation shown in Fig. 9, the
initial turbine speed was set to 0.7 p.u., and the initial power gen-
eration from the WRIM was set to zero. To achieve reasonable
resolution, the simulation time-step was fixed to 50 . The av-
erage wind speed for the case study was set to 11.3 m/s. Starting
at , the parabolic gust was given the amplitude of 3.0 m/s
and period of 33.3 s. With the amplitude of 10 m/s and the slope
of 0.5 , the ramping component was started at . Fi-
nally, the turbulence was generated as a bandlimited white-noise
with variance of 1.2 m/s.

In Fig. 9 the smooth indicated that the turbine was
working as a low-pass filter screening out the effects of the
high-frequency turbulence in . It is easy to notice the 5-s lag
between the variations in and . This delay was designed
into the mechanical controller to prevent the massively spinning
turbine from wearing the mechanical components during the
abrupt response to the ever-changing wind. The delay was
implemented in the model by a simple discrete delay function
followed by a rate and saturation limiter.

Before reaching the speed limit of 1.2 p.u., was directly
regulated by altering the active power generation . Main-
taining the proper coordination between and is critical
for the WTGS control. If too much power were extracted, the
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Fig. 9. Oscilloscope trace of final wind velocity � , turbine speed � , and
electrical powers � and � for the grid-connected WTGS. �-axis: 4
s/div., � -axis: Ch1 �� � 4.7 m/s/div., Ch3 �� � 0.3 p.u./div., Ch2 �� � 0.3
p.u./div., Ch4 �� � 0.3 p.u./div.

turbine speed would be pushed out of the optimal generation re-
gion. On the other hand, insufficient harvesting of the available
power would allow the turbine to accelerate to the hazardous
speed range. When reached its limit at , active power
generation was significantly increased to diffuse the load on the
turbine and the mechanical components.

As soon as the generator reached its capacity at ,
the pitch control was activated, in order to lessen the amount of
power being extracted from the wind. When the ceasing ramp
caused a large dip in the available wind power at , the
mechanical controller quickly responded by resetting to
zero to increase power collection from the turbine, and ordered
the electrical controller to reduce to prevent from col-
lapsing. The real-time simulation results demonstrate that the
existing controllers can effectively coordinate the mechanical
and electrical parameters to stabilize the WTGS to withstand
the disruptive variations, and prepared the entire system for the
next rising wave in . Despite the variations in other system
parameters, the vector control has kept the generated reactive
power close to zero throughout the entire simulation.

Through the wind speed interaction study, the complete me-
chanical and electrical controller design was verified. To allow
maximum power generation, turbine speed was continuously
adjusted in real-time. When the system components reached
their limits, proper control sequence was engaged to sustain the
stability.

B. Interaction With Grid Faults

Following the WECC low-voltage ride-through standard [1]
presented at the California Energy Commission, a case study
was setup to examine the reactions of the DFIG-based WTGS to
disturbances in the transmission system: a single-line-to-ground
fault on the grid for a period of 0.15 s.

Since the focus of this simulation was to study the fault re-
sponse of the given WTGS, the wind speed was kept constant at
11.3 m/s. To allow fast convergence towards the steady-state,
the WTGS was initialized to have the turbine rotation speed

Fig. 10. Oscilloscope trace of voltages and currents due to a 0.15-s duration
(� to � ) single-phase-to-ground fault at Bus B2. �-axis: 0.04 s/div., � -axis:
Ch1 �� � 100 kV/div., Ch2 �� � 1.0 kA/div., Ch3 �� � 50 kV/div., Ch4
�� � 0.07 kA/div.

Fig. 11. Oscilloscope trace of WTGS variables due to a 0.15-s duration (�
to � single-phase-to-ground fault at Bus B2. �-axis: 0.1 s/div., � -axis: Ch1
��	 �� 1.0 p.u./div., Ch2 �� � 0.42 p.u./div., Ch3 �� � 0.05 p.u./div., Ch4
�	 � 0.25 kV/div.

, generated active power ,
generated reactive , and BBC dc-link voltage

. Once the system reached steady-state at
in Fig. 10, a 9cycle/0.15 s single-phase-to-ground fault was cre-
ated in the middle of the transmission system. The transmission
system voltages and currents are shown in Fig. 10, while the
WTGS variables are shown in Fig. 11. The phase- voltage at
buses B2 and B3 immediately dropped to zero. At the distribu-
tion transformer low-voltage side, the loss of phase- voltage
caused disruptive ripples in (Fig. 11) which is the magni-
tude of the WTGS supporting voltage. From the ripples recorded
in the waveform of , it was realized that the oscillation in
has been propagating through the electrical components during
the fault.

With phase- grounding through a small impedance at bus
B2, a large unbalanced current was drawn to ground, distorting
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the balance along the line, and causing the swelling in phase
and currents at bus B3.

Under the given fault conditions, the controller was able to
maintain the WGTS online. Only a small dip in and
were observed, at the beginning of the fault. This temporary ca-
pacity loss was caused by the sudden reduction in average .
As active power generation fell while the mechanical power cap-
tured from the wind stayed constant, the turbine accelerated re-
sulting in the increase in reactive power generation. However,
the fast acting controller resumed to its pre-fault level
within 0.02 s. In order to sustain balance between the mechan-
ical and electrical torque, active power generation was increased
to slow down the turbine. Reduction in was then directly mir-
rored in the falling of for the next 0.13 s.

When the fault was normally cleared at , a large in-rush
current from the sudden engagement of phase- has created
high-frequency oscillations in all three phases, shown in the
voltage and current waveforms. With relatively low damping in
the 50-km line, the oscillations lasted for approximately 0.075
s. At the end of the oscillation, was stabilized to its pre-fault
value.

From the post-fault response, the grid-side converter con-
troller was found sensitive to the changes in . When the
fault was cleared, the large in-rush current caused a high ampli-
tude jump in with the duration less than 0.001 s. However,
the controller was sensitive enough to pick up the variation and
tried to reset the dc-link voltage. Because the variation in
was very abrupt, the controller perceived that as a command for
step-change in . This was why the signature under-damped
response appeared in after the fault, and propagated through
the line causing variations in .

By restoring , a new set-point was reached for . This
abrupt shift in turbine speed has caused minor disturbance in

. Since the speed variation was small (0.02%), was
quickly driven back to its optimal value for unit power genera-
tion. With the given shaft stiffness, the multi-mass mechanical
system settled to its steady-state in 5 s.

C. Real-Time Performance of the Complete
DFIG-Based WTGS

The real-time simulation of the grid-connected WTGS was
carried out using two nodes of the PC-cluster real-time dig-
ital simulator [12] as shown in Fig. 12. The Master node exe-
cuted the complete WTGS and the transmission system model,
while the Slave node executed the wind speed and fault gener-
ator models.

While the wind speed signal and the fault commands were
sent from the Slave to the Master subsystems, measurements
were simultaneously taken and delivered to the oscilloscope.
This high bandwidth communication is centrally managed by
the field programmable gate array (FPGA) controlled network
interfacing card. The real-time simulation was executed with 50

time-step. From the performance log shown in Table III, the
maximum computation time was 15.375 for the Master sub-
system. To finish the execution cycle for the Slave subsystem,
only 2.257 was needed. Including the 6.628 overhead
for communication, the maximum execution time was still well

Fig. 12. Real-time digital simulator setup.

TABLE III
PERFORMANCE LOG FOR THE REAL-TIME SIMULATION

OF THE GRID-CONNECTED WTGS SHOWN IN FIG. 10

below 50 , indicating that the simulator was being under uti-
lized. Over the 40-s simulation time frame, the simulator was
able to perform the complex model computation while super-
vising the intensive communication among different hardware
components.

VI. CONCLUSIONS

This paper proposes a highly customizable real-time model
of a DFIG-based grid-connected WTGS. This accurate and
efficient model was developed on a PC-cluster-based real-time
simulator. Employing the widely used MATLAB/SIMULINK
environment, a detailed electromagnetic transient model is
constructed for the WTGS, based on the GE 1.5-MW DFIG,
including the WRIM, the BBC, and the various mechanical
and electrical controllers. After rigorous offline verification
using the PSCAD/EMTDC software, several model reductions
were implemented to make the model suitable for real-time
simulation. The execution time of the single WTGS model was
5.53 on a time-step of 50 . Real-time oscilloscope results
are shown to prove the accuracy and validity of the developed
model. Recordings of the uncontrolled high-frequency starting
transient in the waveforms demonstrate the level of resolution
that was achieved by the real-time WTGS model.

The stand-alone WTGS model was then linked to a transmis-
sion system model to study the impact of grid conditions on the
WTGS. From the presented case studies, the complete WTGS
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model has demonstrated its capability to generate power under
varying wind conditions while riding through unbalanced grid
faults. The execution time of the grid-connected WTGS model
was 15.375 on a time-step of 50 . With the developed
real-time model, new controller designs or protective devices
can be easily implemented and tested in a HIL configuration. It
is also possible to include multiple WTGS models to achieve a
real-time wind farm simulation.
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