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Abstract 

Hydraulic fracturing is a technique to enhance hydrocarbon production by 

inducing fracture(s) into reservoir rock. A fracture is induced by injecting fluid 

into the reservoir at pressures greater than the formation breakdown pressure. The 

fracture(s) geometry, mode, initiation and propagation pressure, and other 

characteristics, may vary depending on geomechanical conditions such as in situ 

stresses and the rock’s physical and mechanical properties.  

Hydraulic fracturing was originally used to stimulate wellbores drilled into 

brittle hard rocks. These rocks typically behaved like linear elastic material and 

exhibited low permeability. Recently, there has been interest in stimulating 

unconsolidated and poorly consolidated formations which possess low shear 

strength and high permeability. In these cases, the assumption of linear elastic 

fracture mechanics (LEFM) and small leak-off from fracture walls may not be 

valid.  

Laboratory experiments have shown that hydraulic fracturing of 

weakly/unconsolidated sandstones can occur in the form of shear failure/fractures, 

(a) tensile fracture(s) or a combination of the two. The tensile fracture’s 

conductivity is a nonlinear function of the fracture width. Shear failure/fracturing 

results in dilative deformation, which enhances rock permeability. Shear dilation 

increases the local stresses and, consequently, increases the fracturing pressure.  

Most of the current continuum-based numerical models require a predetermined 

hydraulic fracture direction. Some recent continuum models have been adopted to 

capture fractures in a general direction, but they either lack a proper tensile 
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fracture-flow law, or do not simulate the development of shear failure/fracture and 

the interaction between the shear and tensile fractures. Beside continuum-based 

models, models have been developed based on the discrete element method. 

These models do not impose the limitations of continuum-based models, but are 

computationally costly and impractical for large-scale field problems. 

The main objective of this research is to develop a hydraulic fracture model for 

weakly/unconsolidated sandstones and combine it with field observations to study 

the main mechanisms involved and features required for modeling hydraulic 

fracturing. These include the fracturing direction, fracture modes and their 

interaction, and fracturing pressure and its variation over time. This proposed 

numerical model can simulate poroelasticity effects, rock shear failure/fracturing, 

tensile fracturing, leak-off, and shear-induced permeability variation.  

This thesis presents a method to implement the cubic law to describe the flow 

inside a tensile fracture in a continuum-smeared tensile fracture model. Touhidi-

Bahgini’s shear permeability model, which describes the shear-induced 

permeability enhancement of oil sands, is implemented to simulate shear failure. 

The smeared shear and tensile fracture schemes (including both geomechanical 

and flow aspects) are implemented to develop the smeared hydraulic fracture 

model.  

The model is validated by simulating a series of well tests in oil sands during 

cold water injection. According to the simulation results of the well tests, at 

injection pressures below the vertical stress, shear failure governs the reservoir 

response resulting in a breakdown pressure (to induce a tensile fracture) larger 
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than the maximum in situ stress. Sensitivity analysis illustrate  the high sensitivity 

of the fracturing pressure and length to the minimum and maximum in situ 

stresses, the mechanical properties of the reservoir sand such as the elastic 

modulus and cohesion, and the physical properties of the reservoir sand such as 

the absolute permeability.  

Propagation pressure is shown to be directly and fracture length is shown to be 

inversely proportional to the magnitude of the maximum principal stress as larger 

deviatoric stress would induce more intense shearing and larger dilation around 

the wellbore and the tensile fracture. Results also show lower propagation 

pressure and longer tensile fractures for sandstones with higher cohesion. 

A smaller elastic modulus is found to result in a shorter fracture and lower 

breakdown pressure but higher propagation pressure. It is also shown that 

absolute permeability of a reservoir has little influence on its breakdown pressure. 

However, lower permeabilities tend to lower the propagation pressure and 

increase the length of the tensile fracture.  
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Equation Chapter (Next) Section 1  

An invasion of armies can be resisted; an invasion of ideas cannot be resisted. 

Victor Hugo, The History of a Crime (Translation by T.H. Joyce and A. Locker) 

Chapter 1: Introduction  

Hydraulic fracturing generally refers to a process in which hydraulic pressure 

initiates and propagates a fracture in the ground (Adachi et al., 2007). Hydraulic 

fracturing is a tool to enhance hydrocarbon production by inducing fracture(s) in 

reservoir rock. A hydraulic fracture is induced by injecting fluid into a reservoir 

rock at pressures higher than fracture initiation pressure. The fracture(s) geometry 

(size, orientation, etc), mode (shear/tensile), initiation and propagation pressure 

and other characteristics may vary depending on the geomechanical conditions 

such as in situ stresses and the rock’s physical properties.  

Hydraulic fracturing was first used in the Houston gas field in western 

Kansas in 1947 (Howard and Fast, 1970) and has been successfully used for 

stimulation purposes to improve oil recovery. Hydraulic fracturing has been the 

stimulation method for more than 85 percent of gas wells and 60 percent of all oil 

wells in North America. This ratio is rising (Economides et al., 2002).  

In addition to well productivity enhancements, hydraulic fracturing has been 

implemented in a variety of other unrelated applications, including carbon 

sequestration (Reynolds and Buendia, 2017), in situ stress measurement (Hannan 

and Nzekwu, 1992), enhanced geothermal energy (Kumar et al., 2015), solid 

waste injection (Dusseault et al., 1998), groundwater remediation (Adams and 

Rowe, 2013), preconditioning in block cave mining (He et al., 2015), rock burst 

mitigation (Zhao et al., 2012), water well development (Adams and Rowe, 2013), 

and biosolid injection (Xia et al., 2007). The hydraulic fracturing process in weak 

rocks results in significant changes in rock strength and stiffness, porosity and 

permeability, and ground stresses, which are the parameters that largely influence 

the fracture response of the formation. Intricate relationships between these 

http://www.gutenberg.org/etext/10381
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parameters render the conventional fracture analysis methods insufficient to 

predict the fracturing process, particularly in weak sandstones. Hence, it is 

necessary to develop a proper modeling tool which incorporates these parameters.  

Originally, hydraulic fracturing was employed to stimulate hard-rock 

reservoirs, which typically behaved like a brittle linear-elastic material. These 

reservoirs were mostly impermeable or exhibited low permeability (Xu, 2010). 

Recently, there has been interest in stimulating unconsolidated and poorly 

consolidated formations where the material possesses low shear strength and 

higher permeability (Khodaverdian et al., 2010). Here the assumptions of linear-

elastic fracture mechanics and small fluid leak-off from fracture walls may not be 

valid.  

Researchers have found that the mode of failure during hydraulic fracturing 

of weakly consolidated sandstone is influenced by material properties such as 

dilative behavior, strength, porosity and permeability, injection pressure ramp-up 

rate, injection rate, in situ stresses, injection fluid properties, and possible solid 

concentrations in the injection fluid (Golovin et al., 2010). Moreover, wellbore 

orientation and completion type (e.g., number and direction of perforations) can 

affect the fracture geometry and propagation pattern (Daneshy, 2003, 2011). As a 

result, a complex fractured zone rather than a simple planar fracture may develop 

in weakly consolidated sandstones (Daneshy, 2003, 2011). 

Laboratory experiments have shown that hydraulic fracturing of 

weakly/unconsolidated sandstone could be in the form of shear failure/fracture, 

tensile fracture or a combination of these two modes (Daneshy, 2003). The 

hydraulic conductivity of a tensile fracture is a nonlinear function of the fracture 

width (Zimmerman and Bodvarsson, 1996; Waite et al., 1999; White, 2011). In 

shear failure, the permeability enhances due to dilation and formation of shear 

bands (Touhidi-Baghini, 1998). The shear dilation increases the local stresses and, 

consequently, increases the fracturing pressure (Pak, 1997). Due to the low 

strength of weakly consolidated sandstones, shear failure/fracturing of the 

reservoir rock during injection is likely and has been related to phenomena such 
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as multiple fracturing and fracture branching in field operations (Daneshy, 2003), 

which are generally neglected in numerical hydraulic fracture numerical models. 

Most of the current continuum-based numerical models require a 

predetermined hydraulic fracture direction (e.g., Ji (2008)). Even though some 

recent continuum models have been adopted to capture fractures in general 

directions (e.g., Xu (2010)), they lack a proper tensile fracture-flow law, or do not 

simulate the development of shear bands and their interactions with tensile 

fractures. Models have been developed by utilizing discontinuum mechanics in 

the form of the Discrete Element Method (DEM) and other methods. These 

models are computationally costly and impractical for large-scale field problems. 

1.1 Motivation 

Most current hydraulic fracture models, particularly those that are based on 

the discrete fracture approach, assume a two-wing planar fracture that is believed 

to occur in competent rocks. Laboratory tests indicate that weakly consolidated 

sand formations are prone to shear failure/fracturing around water injection wells, 

resulting in shear dilation; hence, higher permeability and higher compressive 

stresses around the wellbore.  The shear failure process may lead to the formation 

of a fracture network instead of a planar tensile fracture commonly observed in 

hard rocks. According to the literature (which will be reviewed in Chapter 2), the 

assumption of a two-wing tensile fracture with a well-defined fracture direction 

may not be an appropriate justification to simulate hydraulic fracturing in weakly 

consolidated sandstone formations. Therefore, new modeling approaches need to 

be developed.  

Smeared fracture modeling techniques are found to be more suitable than the 

discrete fracture modeling technique for hydraulic fracturing simulation in 

unconsolidated and weakly consolidated sandstones. However, there are 

limitations to some aspects of existing smeared fracturing models for hydraulic 

fracturing. They either do not distinguish between the flow conductivity of a shear 

failure/fracture and a tensile fracture (Xu, 2010) or they assign a constant 

permeability to the tensile fracture which is not a function of the fracture aperture 
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(Zhai, 2006). However, the physics of fluid flow in tensile and shear fractures is 

different.  Fluid flow in a tensile fracture can be considered as flow through an 

open space whereas flow in shear fractures (or failure zone) should be considered 

as flow through crushed materials. For a tensile fracture, fluid flow can be 

modeled by using the parallel plate theory. In such cases, the fracture hydraulic 

conductivity is a function of the fracture’s aperture. However, in a shear 

failure/fracture, the permeability of the crushed rock in the fracture band is a 

function of the fabric alteration and the dilative deformation of the shear bands. In 

existing smeared fracture models, shear fractures are only simulated as diffused 

shear failure zones.  

In the current research, a literature review was carried out to study the results 

of small- and large-scale laboratory experiments on unconsolidated and weakly 

consolidated sandstones. Next, field-fracturing data in the literature were 

collected to investigate the fracturing response of weak sandstone reservoirs. A 

combination of the field and laboratory data assessments provided some insights 

on the possible fracture modes and patterns in weak sandstones. 

A literature survey was also carried out on the existing numerical modeling 

tools used to simulate hydraulic fracturing in weakly consolidated sandstones. 

Various features of the numerical tools were evaluated, particularly those related 

to the prediction of the fracture direction, fracture modes, and the permeability 

variation of the rock matrix due to shear and tensile fracturing.  

In this research, a pseudo three-dimensional numerical tool has been 

developed to simulate hydraulic fracturing in weakly consolidated sandstones. 

The model is capable of simulating the possible failure modes and fracture 

rotation around injection wellbores. A smeared fracture approach was 

implemented and utilized based on the continuum mechanics assumption.  

1.2 Problem statement 

A significant amount of research has been directed towards understanding the 

hydraulic fracturing mechanism in weakly consolidated sandstone. These studies 
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cover a wide range of materials, stresses and injecting fluids. There are, however, 

aspects of the hydraulic fracturing process that remain unresolved for weakly 

consolidated sandstones. These issues include fracture modes and geometries for 

weak sandstones; and higher-than-expected fracture pressure in some field 

projects, which are underestimated by the numerical models.  

Shear and tensile failures/fractures are believed to be the two possible 

failure/fracture modes for hydraulic fracturing in weakly consolidated sandstones. 

The fracturing pattern in a reservoir is believed to be influenced by the formation 

of shear bands in the process zone ahead of the fracture, on the fracture walls, and 

elsewhere in the reservoir. Shear band development may precede tensile 

fracturing in weak sandstones. Further, it is believed that shear and tensile 

fractures interact with each other, resulting in un-planar (off-balance) fracture 

development in weakly consolidated sandstones. The development of shear bands 

and the concomitant shear dilation may result in stress alterations in the reservoir, 

requiring higher injection pressures to induce tensile fractures. Further, pressure 

redistribution in the medium can result in stress increases which can create 

conditions in which a tensile fracture may not be induced under the operating 

conditions. This can lead to the development of only a shear-fractured zone 

around the wellbore.  

A hydraulic fracture model is needed in which the conductivity of a tensile 

fracture is calculated according to governing fracture flow rules (e.g., cubic law) 

and the direction of a tensile fracture is not predetermined. Also, the potential 

transformation of a shear fracture to a tensile fracture and potential re-orientation 

of a tensile fracture due to shear banding at the fracture tip has not been addressed 

in the literature.  

1.3 Research objective 

The primary objective of this research is to develop a numerical tool to study 

the failure modes and pattern and the variation of fracturing pressure during field-

scale hydraulic fracturing of weakly consolidated sandstones.  A smeared fracture 

approach will be used to develop a numerical tool capable of simulating shear and 
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tensile fractures (the latter without a prescribed direction). This research will 

enhance the understanding of the mechanisms involved in the process of 

hydraulic fracturing in weakly consolidated sandstones. The main questions to be 

answered in this research are: 

 Why do some reservoirs require large fracturing pressure?  

 What factors play a role in increasing the fracturing pressure?  

This research will provide valuable information in guiding fracturing 

practices in field operations, for optimization and management of fracturing 

projects.  

1.4 Research methodology 

The methodology in this research consists of developing a pseudo-3D 

continuum-based numerical hydraulic fracture model capable of capturing both 

shear and tensile fracturing processes. A finite difference software, FLAC 

(ITASCA Consulting Group, 2006), was used to carry out the stress/strain 

analysis. A single-phase finite difference fluid flow analysis code was developed 

and linked to the geomechanical model using an iterative coupling scheme.  

A Mohr-Coulomb plasticity model with tension cut-off was used in this 

research to simulate the shear failure in the reservoir. Fracture mechanics criteria 

such as linear elastic fracture mechanics (LEFM) (stress intensity factor or energy 

release rate) were not used as they are deemed  inappropriate for weakly 

consolidated sandstones due to the large shear failure zone at the tensile fracture 

face and tip during the injection (Khodaverdian and McElfresh, 2000; McElfresh 

et al., 2002; Di Lullo et al., 2004; Bohloli and de Pater, 2006; Huang et al., 2011).  

The fracture energy regularization method (Crook et al., 2003) was used to 

reduce the mesh-size dependency in the simulation of the shear failure and tensile 

fractures. The mesh-size dependency in assigning the equivalent permeability to 

tensile fractured elements was also considered.  

For tensile fractures detected in an element considered to be a hydraulic 

fracture in the developed model, the fractures must be continuously connected to 
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the injection point (wellbore). If this criterion is satisfied, the fracture flow 

scheme is activated and simulated in the numerical model in accordance with 

fracture flow laws. Tensile fractures of isolated elements in the reservoir 

(elements not connected to the wellbore) were not considered as hydraulic 

fractures as fracture flow cannot be established in cracks that are not connected to 

the injection point. An algorithm was implemented in the numerical model to 

recognize connected tensile hydraulic fractures in the model and distinguish them 

from isolated tensile cracks (failures or fractures).  

1.5 Thesis layout  

The research is presented in six chapters.  

Chapter 1 (the current chapter) provides the background and the scope of the 

research. 

Chapter 2 presents a literature review of hydraulic fracturing with emphasis 

on hydraulic fracturing in weak sandstones.  

In Chapter 3, a permeability tensor model for tensile fractures is used to 

relate the permeability of an element, which is fractured in tension, to its 

deformation. The permeability tensor includes permeabilities in the directions 

parallel and perpendicular to the fracture. The smeared fracture approach makes it 

possible to predict a tensile fracture’s direction based on the numerical model’s 

solution instead of prescribing the fracture direction in advance. The difficulty in 

simulating tensile fracture in a continuum model is how to relate the element 

deformation to its permeability such that it results in accurate tensile fracture 

conductivity. A procedure for the permeability calculations is presented in this 

chapter and the results are validated against available data in the literature.  

Chapter 4 describes the calculation of the permeability in the elements that 

fail in shear. The existing shear permeability models are described, their 

limitations and advantages are discussed, and a proper criterion is selected to 

calculate shear-enhanced permeability to further develop the hydraulic fracture 

model. The chapter also includes the results of the model validation including 
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both shear and tensile fracture criteria against a large-scale laboratory hydraulic 

fracturing experiment. 

In Chapter 5, the coupled model is used to simulate a series of well tests in oil 

sands. The chapter presents the numerical study used to assess the fracturing 

pressures of the reservoir in a sensitivity analysis with respect to the flow and 

geomechanical parameters of the formation. These parameters include, among 

others, the minimum and maximum principal stress, apparent tensile strength and 

cohesion of the oil sands, and absolute permeability. 

Chapter 6 summarizes the current research and presents the major findings 

from this work. It also includes suggestions to further develop the model. 

1.6 Significance of the work 

Hydraulic fracturing has been the stimulation method for more than 85 

percent of the gas wells and 60 percent of all oil wells in North America and the 

ratio is still rising (Economides et al., 2002). Investment in hydraulic fracturing 

has grown from $2 billion to almost $15 billion in the last decade (Marongiu-

Porcu et al., 2010) and has become the petroleum industry’s second largest outlay 

after drilling (Economides and Wang, 2010). This technique has become a 

standard practice to develop tight gas, shale gas and coal bed methane formations 

and is still popular in oil-bearing formations in all permeability ranges 

(Economides and Wang, 2010). 

The model developed in this research will greatly increase the understanding 

of the mechanisms involved in hydraulic fracturing of weakly consolidated 

sandstones, including fracture modes and patterns. Such improved understanding 

can help to manage  and optimize fracturing jobs. Understanding the failure mode 

of hydraulic fracturing in weak or unconsolidated sandstones is important in the 

optimum design of fracturing jobs and to avoid inadvertent fractures in reservoir 

or its caprock. 
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Equation Chapter 2 Section 1 

Chapter 2: Literature Review 

2.1 Introduction 

This chapter presents a literature review on fracture mechanisms and 

numerical hydraulic fracture models. Fracture mechanisms involved in hydraulic 

fracturing of unconsolidated and weakly consolidated sandstones were studied by 

reviewing publications on laboratory research and field fracturing observations. 

Numerical hydraulic fracture models are also reviewed with an emphasis on their 

capability in simulating fracturing mechanisms in weak sandstone reservoirs.  

2.2 Definition of failure versus fracture 

The literature on the material behavior presents different definitions for 

failure. Bieniawski et al. (1969) defined failure as a change in the state of 

behavior of a material. Examples are fracturing (new cracks form or existing 

cracks are extended) and rupture (the structure disintegrates into two or more 

pieces). Goodman (1989) described failure as the total loss of integrity of a rock 

sample, and Bésuelle et al (2000) related failure to the formation of a shear band 

accompanied with the sample’s strain-softening response. 

Failure (material behavior) refers to the peak strength and post-peak behavior 

of the material where the material becomes unable to bear additional stress and its 

permeability starts to change significantly. Following the peak-strength state, 

micro-cracks join and form macro-cracks or a fracture (shear or tensile band) 

resulting in the loss of strength (strain softening/ fracturing). This fracture forms a 

highly permeable zone for fluid flow, which enhances the permeability of the 

matter.  

As failure (softening) progresses, the material totally loses its strength (or, in 

the case of unconsolidated and weakly consolidated geomaterial, its cohesion) and 

disintegrates. This thesis refers to this state as fracturing. Shear fracture in this 
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research refers to residual strength where a fracture has fully formed. Shear 

permeability of the material starts to evolve during the softening (failure) stage 

and is enhanced to the end of the fracturing stage.  

In addition to considering the material behavior, it is necessary to consider 

geometric constraints when distinguishing failure from fracture. Geometric 

constraints in this research refer to the numerical model mesh size effect. A large 

mesh size may lead to a diffused failure zone while strain localization and shear 

banding are expected according to observations (a clear example will be 

illustrated in Chapter 4 of this thesis). In this research, shearing is simulated in a 

diffused form since the mesh size is not fine enough to capture localization of 

strain. For this reason, all the diffused shear zones in the numerical results are 

referred to as shear failure, independent of the nature of the material behavior 

(i.e., failure or fracture). Failure is more spread and diffused in the material while 

fracture is more discrete and localized. 

2.3 Fracture geometry 

In hydraulic fracturing of competent impermeable rocks, a clear tensile 

fracture may develop in the direction normal to the minimum principal stress. In 

weak and unconsolidated sandstones, a tensile planar fracture may occur only 

when the injection rate is greater than the rate of fluid leak-off from the fracture 

into the formation. This usually happens when the pumping rate is high, or the 

rock permeability is low, or the injecting fluid is very viscous or contains solid 

particles that build up skin (Pak, 1997; Khodaverdian and McElfresh, 2000; de 

Pater and Dong, 2007; Golovin et al., 2010; Khodaverdian et al., 2010). At the 

other extreme, shearing can be the predominant fracturing mode in weak rocks 

when the leak-off is large due to high permeability (Pak, 1997; Khodaverdian and 

McElfresh, 2000; Khodaverdian et al., 2010). A transition exists where both shear 

and tensile modes of failure may occur simultaneously (Pak, 1997; Khodaverdian 

and McElfresh, 2000; Khodaverdian et al., 2010). 
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2.4 Fracturing mechanisms 

The fracturing mechanism in a rock may consist only of a single mode or a 

combination of three modes: opening mode, sliding mode and tearing mode, as 

shown in Fig. 2-1 (Daneshy, 2003). A tensile fracture is created by tensile stress 

and the main resistance comes from the minimum in situ stress and the tensile 

strength of the material. In this process, the fracture width is the result of the 

compression of the material surrounding the fracture walls. Larger amounts of net 

pressure (NFP1) make the fracture wider. The width is proportional to the fracture 

length and height (Daneshy, 2003).  

 

Fig. 2-1: Fracturing modes: a) Tensile mode, b) shear mode, c) tearing mode, d and e) 

combination of modes (Daneshy, 2003) 

Shear failure/fracture occurs when shear stress along a plane exceeds the 

shear strength of the material on that plane. In this process, two surfaces of the 

fracture slide over each other in opposite directions but there is no separation 

between them. This type of fracture does not reverse as easily as the tensile mode 

because it requires the two walls to slide back. Tearing mode of fracturing occurs 

due to tearing action in which two faces twist away from each other but no gap 

forms between them (Daneshy, 2003).  

                                                 

1
 Net fracturing pressure is defined as the difference between the minimum in situ stress and 

the fracturing pressure 
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By combining tensile and shear forces, a tensile-shear fracture may take 

place. In this case, the fracture results in a gap with lateral displacement 

(Daneshy, 2003) as illustrated in Fig. 2-1 d and e. It is likely that during hydraulic 

fracturing of weakly consolidated sandstones, shearing occurs at the initial stages 

of injection due to the material’s low shear strength.  

Many researchers have performed theoretical and experimental investigations 

of the initiation and subsequent propagation of tensile fractures. (Hagoort et al., 

1980; Settari, 1980; Nghiem et al., 1984; Papanastasiou, 1997b; van Dam et al., 

2000; Wu, 2006; Ji, 2008). These studies have been driven by the assumption that 

a two-wing planar fracture is parallel to minimum principal stress. This 

assumption, however, may not result in realistic outcomes or may even yield 

misleading results (Di Lullo et al., 2004) when shear fracturing takes place (Di 

Lullo et al., 2004; Bohloli and de Pater, 2006; Huang et al., 2011). 

2.4.1 Fracturing mechanisms in laboratory experiments 

This section reviews the literature on small- and large-scale laboratory 

hydraulic fracturing experiments conducted to investigate possible fracturing 

modes during injection into weak sandstones.  

2.4.1.1 Tensile fracturing mode 

A tensile hydraulic fracture naturally aligns itself according to the direction 

of in situ stresses, as shown in Fig. 2-2. The fracture plane propagates in the 

direction normal to the minimum in situ stress since this direction requires the 

least energy for propagation.  

Tensile fractures observed in hydraulic fracturing experiments have been 

reported extensively in the literature (van Dam et al., 2000; Cook et al., 2004; de 

Pater and Dong, 2007; Golovin et al., 2010; Zhou et al., 2010). Tensile fracture 

occurs in a single plane (two-wing planar fracture) and grows in an orderly 

manner, and its trend is predictable. As more fluid is injected, the fracture grows 

and becomes longer in its original plane (Daneshy, 2003). This type of fracture is 

particularly seen where the leak-off is small (impermeable rock, high viscosity 

fluid or efficient external filter cake). Tensile fracture due to the formation of a 
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filter cake is known as a formation-damage-driven fracture (Khodaverdian et al., 

2010). 

 

Fig. 2-2: Dominant tensile mode of fracturing during hydraulic fracturing (Bohloli and 

de Pater, 2006) 

2.4.1.2 Shear fracturing mode 

Shear fracture during injection is known as mobility-driven fracture 

(Khodaverdian et al., 2010). Material properties, stress level, fluid rheology, solid 

concentration, permeability and pore pressure are the most important parameters 

affecting shear fracturing (Bohloli and de Pater, 2006).  

Shear fracture usually consists of multiple bands, channeling and out-of-

plane propagation (see Fig. 2-3) as observed in hydraulic fracturing experiments 

(Pak, 1997; Khodaverdian and McElfresh, 2000; Chang, 2004; Bohloli and de 

Pater, 2006; de Pater and Dong, 2007; Golovin et al., 2010; Jasarevic et al., 2010; 

Khodaverdian et al., 2010; Zhou et al., 2010; Olson et al., 2011). Injection fluids 

in hydraulic fracturing operations cover a wide range of low-to-high viscosity 

with no-to-high concentration of solid particles with different injection rates and 

confining stresses. In these observations, shear failure could be the dominant 

mechanism or part of a mixed mode of fracturing, for instance, a process zone 

exists ahead of the tensile fracture tip, and a large concentration of shear stress in 

that zone (Papanastasiou, 1997b; Wu, 2006), as illustrated in Fig. 2-4. 
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Sometimes shear failure/fracturing is the only dominating mechanism (Pak, 

1997; Khodaverdian and McElfresh, 2000) in weak sandstones. Shear fractures 

are more likely to occur in highly permeable rocks with no-or-small skin at the 

fracture wall (high leak-off) (Zhai and Sharma, 2005; Zhai, 2006; de Pater and 

Dong, 2007; Khodaverdian et al., 2010). The development of shear bands is a 

major reason that permeability is enhanced in the formation rock (Wong, 2003; 

Zhai and Sharma, 2005; Khodaverdian et al., 2010; Zhou et al., 2010).  

.  

 

Fig. 2-3: Shear failure and branching during hydraulic fracturing, a) shear and 

subparallel fractures during cross link gel injection with 35 lb/Mgal polymer loading  

(Khodaverdian and McElfresh, 2000), and b) shear failure during injection of bentonite 

slurry with concentration of 150 g/l (Bohloli and de Pater, 2006) 

 

 

Fig. 2-4: Shear stress concentration in the process zone ahead of the fracture tip (van 

Dam et al., 2000) 

2.4.1.3 Mixed mode 

Shear fractures may open under fluid pressure (mixed mode - shear prior to 

tensile fracture) and fluid can flow inside the fracture as shown in Fig. 2-3b. In 

(a) (b) 
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this case, the shear fracture creates a conduit for fluid flow, which may allow the 

fluid pressure to exert force on the shear fracture wall and convert the shear 

fracture to a tensile fracture.  

Further, shear failure may occur at the tensile fracture faces. Such a fracture 

is known as a mobility-driven fracture (Khodaverdian et al., 2010). Fig. 2-5a 

schematically demonstrates the fracture zone which consists of the main fracture 

and several sub-parallel fractures and branches. The development of an efficient 

filter cake on the fracture wall can significantly reduce the shear failure at the 

tensile fracture walls, resulting in damage-driven fractures as shown in Fig. 2-5b. 

 

Fig. 2-5: Schematic of possible mechanisms of fracture tip propagation: a) mobility 

driven shear and tensile fractures, and b) a formation-damage-driven fracture  

(Khodaverdian et al., 2010) 

Shear failure during hydraulic fracturing may increase the net fracturing 

pressure (Pak, 1997; Khodaverdian and McElfresh, 2000; Khodaverdian et al., 

2010). These shear fractures may reduce the length of the main fracture and cause 

premature tip screen-out during fracpacking (Khodaverdian and McElfresh, 

2000). In contrast, they can increase the capacity of the rock for slurry and waste 

injection (Cook et al., 2004).  

2.4.2 Field observations of failure modes in hydraulic fracturing 

Data collected from recovered cores, minebacks, microseismicity, overcores 

and borehole video, fracturing pressure response and surface tilts (Tiltmeter 

mapping) in sandstones, jointed granites and shales as well as laboratory tests 

indicate that hydraulic fractures may not always be planar single two-wing 

fractures as conventionally thought. There is a need for a new perspective 

(a) (b) 
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including a potential for multiple far-field fracture occurrence that should replace 

the old view of a single planar fracture (Mahrer et al., 1996).  

Some field observations cannot be explained by classical models (Settari, 

1988; Weijers et al., 2000; Daneshy, 2003; Onaisi et al., 2011). The dimensions of 

field fractures are usually much smaller (Settari, 1988; Weijers et al., 2000; 

Daneshy, 2003, 2005) and their widths are much larger than predicted by the 

conventional models (Settari, 1988; Daneshy, 2003), which can be attributed  to 

the plastic deformation of the material surrounding the fracture. The actual 

fracture aperture may also be narrower than predicted (Weijers et al., 2000; 

Daneshy, 2005) due to the possible formation of multiple fractures and branches. 

Neither a larger volume of fluid nor more proppants guarantee that a longer 

fracture can be induced (Daneshy, 2003).  

The literature also indicates higher measured fracturing pressures than the 

model calculations (Settari, 1988; Leshchyshyn et al., 1996; Weijers et al., 2000; 

Daneshy, 2003; Palmer et al., 2007; Osorio and Lopez, 2009). The Delft 

Fracturing Consortium worldwide survey on fracturing pressures indicated that 

net pressures encountered in the field are commonly 50% to 100% higher than 

their corresponding values predicted by conventional fracturing simulators based 

on linear fracture mechanics (de Pater, 1996) cited by Papanastasiou, (1997b)).  

2.4.2.1 Off-Balance Fracture Growth 

Daneshy (2003) introduced the new concept of off-balance growth in 

hydraulic fracturing. A tensile planar fracture whose growth pattern is predictable 

is called “balanced.” The fracturing mode in an off-balance fracture is not solely 

Mode I and the fracture is not planar anymore; instead it is in a mixed mode and a 

multi-branch geometry. This fracture growth pattern is called “off-balance 

growth”.  Most hydraulic fractures in weak rocks occur in an off-balance pattern 

(Daneshy, 2003, 2005). 

Branching and shear fracturing are responsible for off-balance growth and the 

result is shorter and narrower fractures than what have been designed (Daneshy, 

2003, 2005). The narrow width causes a larger pressure drop along the fracture. 
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Also, fluid and proppant movement follows this off-balance pattern. Depending 

on their width, these shear fractures can open and intake proppants or prevent 

proppant placement (Daneshy, 2005).  

2.4.2.2 Types of Off-Balance Fractures 

According to Daneshi (2003), two distinct fracture characteristics are 

involved in off-balance growth: multiple fracturing and fracture branching. 

Multiple fracturing is a near-wellbore phenomenon referring to separate 

fractures created at the wellbore (Daneshi, 2003). This phenomenon has also been 

observed in laboratory experiments when the two stresses perpendicular to the 

wellbore axis are equal (Cook et al., 2004). This near-wellbore phenomenon, 

which is also known as tortuosity, is responsible for premature screen-out and/or 

low proppant concentration (Cleary et al., 1993; Aud et al., 1994).  

Multiple fracturing is dependent on the well completion design (e.g., 

borehole inclination; and number, size and distribution of the perforation). 

Additional important parameters in the development of multiple fractures include 

fluid pressure inside the wellbore, and wellbore inclination (Daneshy, 2003). 

Further details follow. 

 Injection rate:  Higher injection rates result in quick pressure increases while 

leak-off is still small. Large diameter perforation and shorter perforated 

intervals provide more flow rate to a specific part of the reservoir, increasing 

the probability of tensile fracture. Some researchers recommend high-rate 

injection to reduce the intensity of near-wellbore tortuosity (Cleary et al., 

1993; Weijers et al., 2000). 

 Length of perforation interval: Multiple fracturing is less likely when the 

perforated interval is shorter (Cleary et al., 1993; Aud et al., 1994; Abass et 

al., 1996; Weijers et al., 2000; Daneshy, 2003).  

 Perforation diameter and direction: Perforating perpendicular to the 

direction of the minimum in situ principal stress can reduce the intensity of 

multiple fracturing (Daneshy, 2003). So can a larger perforation diameter 
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(Cleary et al., 1993; Aud et al., 1994; Weijers et al., 2000), by providing more 

flow rate to a specific interval.  

 Fluid viscosity: High viscosity fluids can also reduce multiple fracturing 

(Cleary et al., 1993; Aud et al., 1994; Leshchyshyn et al., 1996; Weijers et al., 

2000). Armirola et al. (2011) found that fluid leak-off in hydraulic fracturing 

controls the fracture geometry. High-viscosity fluids create larger fracture 

width due to the low leak-off. In addition, shear fracturing is less likely to 

occur when more viscous fracturing fluids are used (Armirola et al., 2011).  

 Borehole orientation: This parameter can affect multiple fracturing (Cleary 

et al., 1993; Osorio and Lopez, 2009; Onaisi et al., 2011) due to stress 

rotation. The most impact is when fracturing a horizontal wellbore in a 

reservoir where the minimum in situ stress is parallel to the wellbore axis 

(Abass et al., 1996; Osorio and Lopez, 2009).  

 Stress anisotropy: The material stress state is closer to the shear failure 

envelope when the stress difference is larger (i.e., shear failure is more 

probable) (de Pater and Dong, 2007; Golovin et al., 2010). Osorio and Lopez 

(2009) reported different results in their laboratory experiments as a greater 

difference between in situ stresses increased the probability of tensile 

fracturing. 

Fracture branching is another type of off-balance fracture growth. Each 

fracture branch can have its own sub-branches (Daneshy, 2003).  

 

Fig. 2-6: Multiple Fracturing, a near wellebore phenomena (Daneshy, 2005) 

Higher net fracturing pressure can be a sign of multiple fracturing and 

shearing (Leshchyshyn et al., 1996; Weijers et al., 2000; Osorio and Lopez, 
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2009), even in fracturing low permeability rocks such as shale (Palmer et al., 

2007).  

2.4.3 Summary of Field Observations 

The results of laboratory experiments are consistent with most field 

observations. The major common conclusions are that both tensile and shear 

fracturing may occur during hydraulic fracturing. Shear-enhanced permeability is 

possible and higher fracturing pressure may be expected when weak and 

unconsolidated sandstones are fractured. Fluid type and injection rate, as well as 

wellbore completion and deviation, are the parameters that can be selected in such 

a way to reduce fracturing pressure.  

An ideal numerical hydraulic fracture model should be equipped with enough 

physics to capture the potential fracturing modes and their interaction as well as 

multiple fracturing/branching and the possible fracture reorientation around a 

wellbore.  

2.5 Parameters that affect the hydraulic fracturing response 

The following parameters are believed to influence the fracturing response of 

weakly consolidated sandstones.  

2.5.1 Stress-dependent elastic properties 

Laboratory experiments on weakly consolidated sandstones indicate that the 

sandstones’ elastic modulus strongly depends on the effective confining stress. 

Fig. 2-7 demonstrates such dependence for Salt Wash Sandstone. Increased pore 

pressure reduces effective stresses, leading to a lower elastic modulus. Further, 

tensile fracturing reduces the effective confining stress around the fracture, 

resulting in low elastic moduli in the near-fracture zone.  
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Fig. 2-7: Variation of elastic modulus with effective confining stress (Rahmati et al., 

2012; Rahmati, 2013) 

2.5.2 Rock Strength 

Stronger rocks are less prone to shear failure during injection. The higher the 

cohesion, the higher the likelihood of tensile fracturing preceding shear fracturing 

(Rahmati, 2013).  

2.5.3 Dilation 

Shear failure of weakly consolidated sandstones results in shear dilation, 

hence, increased permeability and faster pore pressure diffusion. This, in turn, 

increases the likelihood of additional shear failure. Further, dilation enhances in 

situ stresses (Pak, 1997) increasing the tensile fracturing pressure. 

2.5.4 Permeability 

Rock permeability is important because it influences pore pressure diffusion 

in the matrix, leading to the shear failure that, in turn, may result in higher net 

fracturing pressure. In weakly consolidated and unconsolidated sandstones, 

shearing results in dilative shear deformation, which leads to greater local stresses 

and higher fracturing pressure.  
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Pak (1997) presented a qualitative chart for the expected hydraulic fracture 

pattern in a wide range of geomaterials. This chart relates the fracture pattern to 

the permeability and cohesion of geomaterials (Fig. 2-1). According to the chart, a 

dominant planar fracture is expected in low permeability rocks with high 

cohesion, while multiple fractures are likely to occur in permeable sandstones 

with lower cohesion. In highly permeable rock with high cohesion, a rough and 

irregular fracture plane is expected, while for highly permeable rock with low 

cohesion, a zone of tiny inter-connected cracks is anticipated.  

 

Fig. 2-8: Hydraulic fracturing mechanism of different geomaterials (Pak, 1997) 

2.5.5 Fluid Viscosity 

Higher fluid viscosity reduces leak-off and results in a smaller poroelasticity 

effect, less permeability enhancement, and lower net fracturing pressure 

(Khodaverdian and McElfresh, 2000). It also reduces the possibility of shear 

failure. A viscous fluid may be injected into a highly permeable material and 

induce shear fracture while a less viscous fluid may be injected into a very low-

preamble material and result in tensile fracture. Therefore, the material’s 
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hydraulic conductivity to the injecting fluid should be considered a determining 

factor in the mode of fracture. 

2.5.6 Stress Magnitude and Direction 

The tendency to shear failure increases when the difference between the 

minimum and maximum principal stresses is higher (de Pater and Dong, 2007; 

Golovin et al., 2010). Fig. 2-9 illustrates the stress paths of a material with two 

different initial conditions. As can be seen, higher maximum principal stresses at 

Point A would lead to shear failure while the same stress path starting at Point B 

would result in a tensile fracture. Based on their laboratory experiments, however, 

Osorio and Lopez (2009) reported a higher potential of tensile fracturing for those 

cases with a greater difference between the principal in situ stresses. 

 

Fig. 2-9: Effect of initial stress state on the failure mode 

Cook et al. (2004) reported the results of laboratory-numerical research on 

injecting drill cuttings (slurry with viscosity of 50 cp) into Berea sandstone blocks 

under true triaxial testing conditions. The samples were rectangular (7.6 by 7.6 by 

16.5 cm) with a 0.6 cm well in the centre. The experiments showed multiple 

fractures for equal principal stresses. A distinct fracture, parallel to the direction 

of maximum horizontal stress, was observed for the experiments with un-equal 

horizontal principal stresses (Cook et al., 2004). 
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2.5.7 Wellbore Direction 

Abass et al. (1996) performed an experimental study on hydraulic fracturing 

of horizontal wells with openhole completion to study non-planar fractures and 

their consequences. They defined a non-planar fracture as any fracture that does 

not follow the conventional single-fracture geometry. They found three types of 

non-planar fractures: multiple parallel fractures, reoriented fractures and T-shaped 

fractures. The type of fractures depended on the deviation angle of the wellbore 

with respect to the maximum horizontal stress.  

Fracture initiation pressure is a reflection of the disturbed stress field around 

the wellbore and also is a function of a wellbore azimuth, while propagation 

pressure represents the minimum in situ stress (Abass et al., 1996). Referring to 

Fig. 2-10, as the angle between the horizontal wellbore axis and the maximum 

horizontal stress increases, fracture breakdown pressure increases (Abass et al., 

1996).  

 

Fig. 2-10: Initiation pressure as a function of the wellbore deviation angle from 

maximum horizontal stress (Abass et al., 1996) 

2.5.8 Injection Rate 

In the experiments conducted by Zhou et al. (2010), a lower injection rate of 

a viscous fluid of 3500 cp into unconsolidated sand of 300-600 md resulted in 

branching and sub-parallel fractures while a higher injection rate induced a planar 
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tortuous fracture. Fracturing pressure was 2.5 times the confining stress (7 MPa) 

for the lower injection rate, which may be attributed to higher pressure diffusion 

and more shearing. 

When fluid with a 2% solid concentration was injected into cohesionless 

sand, higher injection rates resulted in a transition from a single planar crack to 

multiple branching all around the wellbore (Golovin et al., 2010). In their large-

scale experiment on cubic samples of cohesionless sand, Jasarevic et al. (2010) 

observed multiple primary fractures formed at random locations all around the 

cased and perforated wellbore before the main fracture propagated in the direction 

perpendicular to the minimum stress (Fig. 2-11). They found that the length of 

these primary fractures is inversely related to the flow rate. 

  

Fig. 2-11: Multiple primary fractures form before propagation of the main fracture 

(Jasarevic et al., 2010) 

2.6 Review of Numerical Models for Hydraulic Fracture 

The following are three important aspects of hydraulic fracturing of 

unconsolidated sandstones which should be incorporated in the modeling (Xu and 

Wong, 2010): 

 The poroelastic deformation and shear and tensile failure/fracture of the 

matrix induced by pore fluid pressure;  

 Fluid flow in shear and tensile fractures as well as the matrix;  

 Initiation and propagation of the shear and tensile fractures in the matrix. 
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Tensile mode hydraulic fracturing has been extensively studied in past 

decades (Pak, 1997; Papanastasiou, 1997b; van Dam et al., 2000; Settari et al., 

2002b; Cook et al., 2004; Lian et al., 2006; Xue et al., 2006; Ji, 2008; Zandi et al., 

2010; Zhang et al., 2010). Several researchers have also investigated shear mode 

hydraulic fracturing of weak sand (Settari et al., 1989; Pak, 1997; Pak and Chan, 

2004; Zhai and Sharma, 2005; Wu, 2006; Zhai, 2006; Xu, 2010; Xu and Wong, 

2010).  

The assumptions of linear elastic fracture mechanics (LEFM) for crack-tip 

propagation and a tensile two-wing fracture are not valid in unconsolidated and 

weakly-consolidated sandstones when plastic deformation is involved 

(Khodaverdian and McElfresh, 2000; McElfresh et al., 2002; Di Lullo et al., 

2004; Bohloli and de Pater, 2006; Huang et al., 2011). 

Existing numerical hydraulic fracture models are based either on smeared 

fracturing (Chin and Montgomery, 2004; Zhai and Sharma, 2005; Zhai, 2006; Xu, 

2010; Xu and Wong, 2010; Xu et al., 2010), or discrete fracture (Hagoort et al., 

1980; Settari, 1980; Nghiem et al., 1984; Settari, 1988; Settari et al., 1989; Settari 

et al., 1990; Settari et al., 1992; Papanastasiou, 1997a; Papanastasiou, 1997b; 

Papanastasiou, 1999; van Dam et al., 2000; Settari et al., 2002a; Settari et al., 

2002b; Ji et al., 2004; Ji et al., 2006; Wu, 2006; Ji, 2008; Ji et al., 2009) or 

discrete element (Cook et al., 2004; Gil, 2005; Gil and Roegiers, 2006) 

approaches. They can also be divided into two major groups: models that need a 

predefined direction for the hydraulic fracture and models that can predict the 

fracture direction. Based on this classification, the following sections provide a 

description of existing numerical models of hydraulic fracturing. 

2.6.1 Models with Prescribed Fracture Direction 

2.6.1.1 Continuum Approaches 

Conventional hydraulic fracture models were developed for designing 

hydraulic fracturing treatments in the 1960s. In these models, fracture was 

simulated based on the material (volume) balance of injected fluid (Howard and 

Fast, 1970). The fracture volume at each time was equal to the total volume of 
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injected fluid minus the fluid volume leaked off from the fracture walls into the 

reservoir. The material balance of injected fluid is in the form of Eq. (2-1) (Ji, 

2008) where    is the fracture volume and    and    are fluid injection and leak-

off rates, respectively. 

, .....................................................................................................................  (2-1) 

Using Eq. (2-1) , the assumed fracture shape and the pressure distribution in 

the fracture can be used to calculate the fracture length and width (Howard and 

Fast, 1970; Gidley et al., 1989; Ji, 2008). The most popular two-dimensional 

fracture models are Carter’s, PKN and GdK (Howard and Fast, 1970) models, 

which mainly differ in their basic assumptions. Carter’s model assumes that 

fracture width is uniform through the fracture body. In the PKN model, the plane 

strain condition and elliptical fracture cross section are assumed for each vertical 

cross section perpendicular to the fracture. However, in the GdK model, the plane 

strain condition is assumed for the horizontal cross section. Both models assume a 

fixed fracture height equal to the height of the pay zone. For injection with a 

constant flow rate, these models calculate the fracture aperture at the wellbore, 

fracture length and injection pressure. 

Conventional hydraulic fracturing models do not consider all the complex 

features (e.g., poroelasticity, plastic deformation and shearing around a fracture) 

and may not be adequate to simulate hydraulic fracturing in unconsolidated oil 

sands (Settari, 1988; Ji et al., 2004; Xu et al., 2010).  

The initial (old) fracture/reservoir models included two different grid systems 

for solving fracture flow and reservoir flow (and heat transfer) (Settari, 1980; 

Nghiem et al., 1984) in which the equations could be solved in an uncoupled, 

sequentially or iteratively coupled manner. The initial models did not account for 

the way in which stress/deformation affected reservoir flow and the fracturing 

process (Settari, 1980). Settari (1980) used a fracture/flow model based on mass 

balance law (GdK model). In the initial fracture-reservoir models, the pressure 

drop in the fracture was considered negligible and the fracture flow was treated as 
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a boundary condition for reservoir flow (Hagoort et al., 1980; Settari, 1980; 

Nghiem et al., 1984). Hagoort (1978) derived equations to estimate  the fracture 

initiation, propagation and opening/closure pressures. Settari (1980) used these 

equations to consider the effect of pore pressure (poroelasticity) on fracturing. 

Nghiem et al. (1984) used the GdK fracture model and developed a 3D reservoir-

fracture model to evaluate the fracture initiation, propagation and closure 

pressures.  

Settari (Settari, 1988; Settari et al., 1989) introduced a method for the 

modular (partial) coupling of flow/stress/fracture simulation by coupling fluid 

flow to soil mechanics. It was showed that shear failure occurs around the fracture 

face due to low effective normal stress, as illustrated schematically in Fig. 2-12.  

In a coupled reservoir/stress/fracture model, Settari (1988) showed that the 

oil sands’ fracturing process is controlled by fluid leak-off which is dominated by 

the mechanical behavior of the sand, such as shear failure at the fracture face. In 

addition, studies have shown that shear stress concentration at the fracture tip 

results in a plastic zone at the tip (Papanastasiou, 1997b; van Dam et al., 2000; 

Wu, 2006).  

 

Fig. 2-12: Processes during fracturing of oil sands (Settari, 1988) 

In early hydraulic fracture models, fracture equations were solved 

independently of the reservoir equations by using an overall coefficient for the 

leak-off (Settari et al., 1990). In late 1970’s, another method was introduced in 
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which the fracture/reservoir equations were solved in a couple manner very 

similar to conventional reservoir simulation (Settari et al., 1990).  

Settari et al. (1990) proposed partial coupling of the fracture and reservoir 

flow. Fracture equations were solved numerically during the propagation. A 

fracture grid was created dynamically independent of the reservoir grid. Leak-off 

was calculated for each element using an analytical/numerical model. Then, the 

average transmissibility (kh/) of the reservoir blocks containing the fracture were 

calculated and transferred to the reservoir model. The conventional reservoir 

model treated the fracture as a stationary fracture (Settari et al., 1990). Settari at 

al. (1992) showed that a dynamic fracture with multiphase flow can be simulated 

by dynamic enhancement of transmissibilities in the fracture plane.  

A fracture model comprised of a geomechanical tool linked with a reservoir 

simulator can be an effective fracture modeling tool. In this model, the fracture is 

treated as the highly permeable part of the reservoir (Settari et al., 2002a; Settari 

et al., 2002b) and the fracture conductivity is combined with the permeability or 

transmissibility of the reservoir grid containing the fracture. Settari et al. (2002a) 

developed a 3D coupled fracture/reservoir/geomechanical model which simulates 

the fracture propagation during the fracturing job and the static fracture during the 

production. They used a dynamic transmissibility multiplier (the ratio of current 

permeability at the current pressure/stress to the original permeability under the 

original pressure/stress condition) in the fracture plane to simulate the fracture 

growth during the injection. This multiplier could be a function of pressure (for 

uncoupled modeling) or of effective stress (for coupled modeling). 

 Ji et al. (2004) presented modeling techniques for a fully coupled 

reservoir/fracture model of dynamic fracture propagation using a classic fracture 

model such as PKN or GdK. In their approach, fracture initiation (   ) and 

propagation pressure (   ) are calculated from the following equations: 

         
   

     
 , ..........................................................................................................  (2-2) 
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 , .............................................................................................................  (2-3) 

where     is the initial minimum stress,     is the critical stress intensity 

factor,     is the initial fracture half-length and    is the minimum in situ stress. 

Fracture length can be found by interpolating the grid pressures to find the 

position of the fracture tip. The fracture length, fracture maximum width and 

width distribution along the fracture can be calculated according to the GdK 

fracture model. The fracture width together with the pore pressure in the fractured 

element are used to calculate the fracture transmissibility. Then, the reservoir 

calculations are repeated to update the grid pressure. This cycle is repeated until 

convergence is attained for each time step. 

In a 3D fully coupled flow-stress-fracture model developed by Ji et al. (2006; 

2009), a finite element geomechanical model was coupled to a conventional finite 

difference reservoir simulator. In the older model, the stress/pressure-dependent 

dynamic transmissibility multiplier was introduced to consider the effect of 

fracturing on flow and stress-strain behavior. This multiplier changed 

significantly in the elements where fracturing occurred. Ji et al. (2006) used 

multipliers pre-computed in tables depending on either stress (in the coupled 

version) or pressure (in the uncoupled version) (Ji et al., 2009).  

Ji et al. (2009) simulated fracture propagation implicitly by applying pressure 

on the fracture face. Fracture face displacements caused by the fracturing pressure 

are used to calculate the permeability multipliers (Ji et al., 2009). The reservoir 

and geomechanical/fracturing modules were coupled iteratively (Ji et al., 2009). 

The 3D planar fracture pressure and geometry were treated as dynamic boundary 

conditions in both the geomechanical and flow simulators, and the fracture was 

simulated as a highly permeable matrix. In the previous model (Ji et al., 2006), 

these multipliers were pre-computed as tables depending on either stress (in the 

coupled version) or pressure (in the uncoupled version) while in the new model 

(Ji et al., 2009), these multipliers were computed based on the fracture width 

(node displacement of the fracture face) from the geomechanical module. The 

equivalent permeability in the fracture plane (x and y direction in Fig. 2-13) was 
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assessed as a function of the fracture aperture based on cubic law and resulted  in 

the following equations for the permeability multiplier (Ji et al., 2009): 

 

, ...........................................................................  (2-4)

 

, ...........................................................................  (2-5) 

where x and z are the element (grid block) size in the x and y directions, 

respectively (see Fig. 2-13); the    coefficient is used to account for the factors 

decreasing fracture permeability such as fracture tortuosity, fracture face 

roughness and irregular shape of the channel; and    is the fracture width. 

 

Fig. 2-13: Quarter layout of the fracture/reservoir model (Ji et al., 2009) 

The matrix permeability is also updated according to the permeability 

relationship with stress/strain after calibration against laboratory tests or field data 

(Ji et al., 2009).  

Assuming the fracture direction in an impermeable rock, Papanastasiou 

(1997a; 1997b; 1999) solved the continuity equation (             , 

where w is the local fracture width and q is the flow rate) in conjunction with the 

lubrication theory (which relates the pressure gradient to the fracture width, for a 

Newtonian fluid of viscosity  ) and ignored the leak-off from the fracture into the 

rock matrix. van Dam et al. (2000) used a similar approach by solving the 

Poiseulle law and continuity equation. Studies have shown that that an 

elastoplastic (hardening) rock response would result in a shorter and wider 
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fracture and higher net pressure than would elastic solutions for fracture 

propagation (Papanastasiou, 1997a; Papanastasiou, 1999; van Dam et al., 2000).  

2.6.1.2 Continuum-Discontinuum Approaches 

The continuum-discontinuum group of hydraulic fracture models includes 

special types of elements like thin-layer solid elements or zero-thickness joint 

elements. To place these special types of elements in the model, it is necessary to 

know the fracture direction and location.  

Xue et al. (2006) performed a coupled analysis of hydraulic fracturing using 

ABAQUS (based on the finite element method and cohesive elements using 

damage mechanics). Zhang et al. (2010) used ABAQUS to simulate a staged 

fracturing of a horizontal well in a thin pay zone. Their model included 

perforations, wellbore casing, cement, the pay zone, cap and base rocks, a micro-

annulus fracture and a vertical transverse fracture. They found that the micro-

annulus (see figure Fig. 2-14) fracture and the transverse fracture occurred 

simultaneously at early stages of the process and then the micro-annulus closed 

due to a higher stress concentration around the wellbore, but the transverse 

fracture propagated. It is worth noting that the micro-annulus fracture resembles 

multiple fractures discussed in laboratory experiments and field observations.  

 

Fig. 2-14: Continuum-Discontinuum model by (Zhang et al., 2010) 

Lian et al. (2006) simulated hydraulic fracturing using ABAQUS and found 

that permeability is more important in the fracture tip than in other places. Their 

study indicated that the void ratio of the medium reached the maximum value (in 

the model) at the fracture tip, resulting in a permeability increase. Similar results 

have been reported by other researchers (Khodaverdian and McElfresh, 2000; 
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Wu, 2006). This permeability enhancement may help the shearing process and 

increase the fracturing pressure. 

2.6.2 Models without Prescribed Fracture Direction 

The hydraulic fracture models that do not need any predetermined fracture 

direction are divided into two major groups: discontinuum and continuum models. 

In the discontinuum group, the discrete element method can simulate the rigid 

grains or deformable blocks and the interface between them. These types of 

models are impractical in terms of solution time and are incapable of simulating 

field-scale problems because of the large number of particles/blocks.  

In continuum models, the fracture is smeared and the equivalent properties of 

the fracture and matrix, such as permeability and porosity, are assigned to the 

continuum mesh. This approach makes it possible to model fracture flow, matrix 

flow and the stress/strain effect on permeability in a fully or partially coupled 

manner. This method has been used to simulate fracturing jobs such as solid waste 

injection in soft rock reservoirs (Chin and Montgomery, 2004) and the fracturing 

of unconsolidated sands (Zhai and Sharma, 2005; Zhai, 2006; Xu, 2010).  

2.6.2.1 Discontinuum Models (Discrete Element Models) 

Cook et al. (2004) used a 2D DEM code, MIMES (Modeling Interacting 

Multibody Engineering Systems (Rege, 1996)), and extended it to fracture 

propagation during an experimental slurry injection in Berea Sandstone (loosely 

cemented sandstone). Their model consisted of a horizontal cross section of a 4 m 

by 4 m block with a 20 cm hole at its center. Inspired by the molecular model of a 

fluid, they used a circular source to pressurize the borehole.  

Cook et al. (2004) showed that similar to their experiments, multiple fractures 

can occur when the two principal stresses are equal, leading to a higher storage 

capacity for the fractured medium, as shown in Fig. 2-15. In the case of different 

horizontal stresses, a distinct fracture occurs parallel to the direction of the 

maximum horizontal stress (Cook et al., 2004). Although this model can simulate 

the proper fracturing modes, it is limited because of its small size. 
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Fig. 2-15: Fracture pattern in DEM model by Cook et al. (2004); a) multiple fracturing 

in an isotropic stress condition, b and c) fracture perpendicular to the minimum stress at a 

stress ratio of 2:1 and 1:2 (Cook et al., 2004) 

Gil (2005) and Gil and Roegiers (2006) developed a DEM model using 

PFC3D to determine the potential and importance of the shear failure mechanism 

and the effect of leak-off during hydraulic fracturing in poorly consolidated 

sandstones (Anter sandstone). Gil (2005) found that shear failure seems to be 

more important than tensile failure for these rocks. His model dimensions were 

H=4.6 m and L=W=3.4 m, including 1,537 particles simulating the sample at a 

depth of 3,048 m. Gil showed that low viscosity fluids under low differential 

stress (acting on samples) caused unstable crack propagation (fracture that 

reached model boundaries). The cracks appeared all around the wellbore and 

formed a cylindrical cloud around it. Conversely, high viscosity fluid (more than 

500 cp) produced stable cracks regardless of the magnitude of differential 

pressure. The cracks were induced around the highest differential pressure area 

(near wellbore) without any preferential orientation.  

At higher differential pressures (17 MPa), the effect of viscosity was 

marginal and the results of all the models were similar (Gil, 2005; Gil and 

Roegiers, 2006). The results show that for Anter Sandstone, shear failure is the 

dominant failure mechanism during hydraulic fracturing. That could explain why 

the field fracturing pressure is much larger than what is predicted for 

unconsolidated sands (Gil, 2005; Gil and Roegiers, 2006). Although the model is 

capable of capturing the discontinuous nature of the fractures, 

permeability/porosity change and failure modes, it can only be used for small-

scale problems. 

(a) (b) (c) 
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2.6.2.2 Continuum Models 

2.6.2.2.1 Discrete Fracture Approach 

The discrete fracture approach can be used to simulate induced fractures. In 

this approach, nodal grafting or the node-splitting technique (Pak, 1997) is 

implemented and an induced crack can pass through the boundaries of elements or 

inside elements.  

 

Fig. 2-16: Fracture model with node-splitting technique (Pak, 1997) 

To allow the fracture propagation at element interfaces, a suitable shape 

function is added to the element interpolation functions. These additional shape 

functions can sometimes make the element incompatible and produce mesh 

locking (Pak, 1997). This method works well where the number of dominant 

fractures is limited.  

Pak (1997; Pak and Chan, 2004) developed a 2D finite element thermo-

hydro-mechanical numerical model (continuum discrete fracture model) of 

hydraulic fracturing in oil sands  and utilized the model to simulate large-scale  

hydraulic fracturing experiments. In a finite element model with the node-splitting 

technique, double nodes with the same coordinates were placed in areas prone to 

cracking. When tensile or shear failure occurred, the double nodes split to two 

separate nodes. This method can propagate a fracture through the model. Pak 

(1997) used  fracture elements to simulate fluid or heat flow inside the fracture 

such that when four of the fracture element’s six nodes were split, the fracture 

scheme was activated and a finite value for permeability was assigned to the 

element. The results showed that a fracture can be initiated by tension, and that in 

the case of a highly porous reservoir with high permeability, a single planar 

fracture is unlikely to occur and the fracture pattern will appear in the form of a 
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fractured zone with a network of interconnected tiny fractures (Pak and Chan, 

2004).  

This model provides a basis for understanding the overall behavior of 

hydraulic fracturing in unconsolidated sand, but does not accurately capture the 

mechanical behavior (frictional sliding or opening) of shear/tensile fractures. 

Also, the permeability of a tensile fracture is not tied to its width.  

2.6.2.2.2 Smeared Fracture Approach 

In the smeared fracture approach, the medium, including the fractured and 

intact rock, is treated as a continuum, and the actual stresses and strains are 

averaged over a certain representative volume known as the crack band. In this 

approach, the fracture is simulated by altering the physical and mechanical 

properties of the elements that satisfy the fracturing criteria. The smeared crack 

model is expressed as a cracked material with equivalent anisotropic continuum 

properties that are degraded in the crack band (Klerck, 2000). 

Whether to use the discrete or smeared fracture approach depends on the 

computational effectiveness of each (Bažant and Oh, 1983). The discrete 

approach involves some computational disadvantages. For instance, fracturing 

increases the number of nodes and changes the topological connectivity of the 

mesh, which creates significant challenges for automating the approach (Suidan 

and Schnobrich, 1973; Bažant and Oh, 1983). Even though the smeared fracture 

approach does not fully represent the physical nature of a crack, it is an alternative 

to the discrete fracture method, since it enables the simulation of fracture 

branching, fracture rotation and multiple shear and tensile fractures in un-

predetermined directions.  

In the smeared crack approach, the crack band is modeled by converting the 

isotropic elastic moduli of the matrix to an orthotropic one, including a reduction 

in the stiffness in the direction perpendicular to the fracture (Bažant and Oh, 

1983). If a crack propagates in an arbitrary direction with respect to mesh lines or 

follows a curved path, it can be modeled as a zigzag crack band (see Fig. 2-17). 

The overall direction of this crack in the mesh approximates the actual crack 
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direction (Bažant and Oh, 1983), as shown in Fig. 2-17. The location of a fracture 

within the element cannot be captured in this approach. The smear fracture 

approach also does not account for the exact stress concentration at the fracture 

tip, since it averages the stresses over the crack band, which is smeared over the 

element(s) located at the tip. 

 

Fig. 2-17: Zigzag crack band with length “a” and overall direction of the crack (Bažant 

and Oh, 1983) 

Researchers have proposed different methods to model a smeared crack 

fracture in concrete. The fixed crack model (Bažant and Oh, 1983), orthogonal 

fixed crack model (Klerck, 2000), rotating crack model (de Borst and Nauta, 

1985) and stabilized rotating crack model (Bažant, 1984; de Borst and Nauta, 

1985) have been proposed to consider single or multiple cracks in smeared crack 

modeling. A detailed review of these models can be found in Klerck (2000). The 

fixed crack model is overly stiff with induced shear stresses (shear response) and 

is unable to include the effective crack reorientation since the orientation of the 

crack band and the axes of orthotropy (of material behavior) are fixed at the onset 

of softening (Klerck, 2000). The orthogonal fixed crack model considers a new 

crack if it is orthogonal to the initial crack. These models need damage parameters 

to be defined according to the stress-strain behavior of the material in tension. 

Unlike the fixed crack models, the rotating crack model alleviates the excess 
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shear stress and is under-constrained and strictly valid for monotonic loading 

associated with the small rotations of principal axes. This model is also 

computationally expensive. The stabilized rotating crack models are capable of 

considering the loading history. These models also overcome the limitations of 

the fixed and rotating crack band models. The rotating crack models work well for 

large arbitrary rotations of crack bands due to dynamic loading, unloading or 

post-failure behavior (Klerck, 2000). However, these models use an LEFM 

approach which is not appropriate when large shearing and plastic zones enclose a 

tensile fracture. 

The smeared fracture approach makes it possible to simulate the discrete 

nature of fractures, which is accomplished by reducing the stiffness of fractured 

elements, especially in tensile fractures. However, this approach requires 

modifying the permeability and porosity of the fractured element. Therefore, 

finding suitable formulae for the shear or tensile fracture permeability is of 

paramount importance. As will be shown later, the main difference between 

smeared hydraulic fracture models is how the shear/tensile-related permeability 

enhancement is calculated. Fracture permeability can be a function of effective 

stress, pore pressure, strain, porosity and saturation. In some of the existing 

hydraulic fracture models, the equivalent permeability of a fractured element is a 

function of effective stress or pore pressure while in others, it is calculated as a 

function of the displacement of the fractured elements. 

In hydraulic fracturing of unconsolidated sand such as oil sand reservoirs in 

Alberta, a single fracture is unlikely to occur and the result of fracturing is a high 

porosity zone consisting of a network of micro-cracks (Pak, 1997; Xu et al., 

2010). Continuum mechanics is suitable for modeling hydraulic fracturing in such 

formations (Xu et al., 2010). Fracturing in weak or unconsolidated sandstones 

occurs in the form of a zonal fracture rather than a planar fracture (Pak, 1997; Xu 

et al., 2010). A simulation must account for strong non-linearity arising from 

shear-induced dilation, tensile parting and variation of fluid mobility (Xu et al., 

2010).  
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Using Drucker-Prager plasticity, Chin and Montgomery (2004) developed a 

3D finite element model to simulate solid waste injection in unconsolidated 

sandstone reservoirs using the smeared fracture approach. They assumed that 

when pore pressure was larger than the minimum stress in any element, local 

confined fracturing would occur. An empirically estimated high permeability 

would then be assigned to that fracture element. In their model, matrix 

permeability was a function of mean effective stress as follows: 

, ...........................................................................................................  (2-6) 

where    is the permeability at the reference effective mean stress (positive is 

compression) -usually the initial condition of laboratory test- and “b” is a 

parameter determined from experimental data for the specific reservoir.  

Zhai and Sharma (2005) and Zhai (2006) developed an iteratively coupled 2D 

finite difference model for fracturing in unconsolidated sand. Porosity and 

permeability were empirical functions of volumetric strain and effective stress 

according to Eq. (2-7) and (2-8). Fig. 2-18 illustrates the permeability variation as 

a function of mean effective stress.  

, ...........................................................................................................  (2-7) 

,  ................ (2-8) 

where    and m are coefficients that are determined from laboratory testing 

and    
  is the net confining stress as follows: 

, ..............................................................................................................................  (2-9) 

Granular materials such as sandstone have been observed to show a dilative 

response due mainly to grains rolling over each other during the process of shear 

failure development, resulting in increased porosity and permeability. The 

permeability can be assessed using the equation below: 
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, ..........................................................................................................  (2-10) 

In which       is the unit vector perpendicular to the failure plane and V is a 

constant. The permeability variation versus effective stress is shown in Fig. 2-18. 

Zhai and Sharma (2005) and Zhai (2006) concluded that in a normal faulting 

regime in unconsolidated sand, shear failure is the dominant or, likely, the sole 

fracturing mechanism. Tensile failure/fracture may occur at injection pressures 

exceeding the vertical stress (the max principal stress). For the strike-slip regime, 

shear failure was also concluded to be the dominant mechanism with tensile 

failure/fracture only occurring in the near wellbore region due to higher pore 

pressure (Zhai and Sharma, 2005). 

 

Fig. 2-18: Permeability change in the model before and after fracturing (Zhai and 

Sharma, 2005) 

Xu et al. (2010) performed 3D fully coupled finite element simulation 

(smeared approach) of field-scale hydraulic fracturing in unconsolidated oil sand. 

In their model, the smeared fracture approach was used and permeability was a 

function of porosity (Kozeny-Carman equation) as well as saturation (relative 

permeability), as shown in Fig. 2-19.  

, .........................................................................................  (2-11) 
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, .....................................................................................................................  (2-13) 

 

Fig. 2-19: Water permeability vs. porosity for absolute permeability of 3000 md, initial 

water saturation of 15% and initial porosity of 34%  (Xu et al., 2010) 

In order to simulate hydraulic fracturing in an unconsolidated sand reservoir, 

Xu (Xu, 2010; Xu and Wong, 2010) developed a 3D finite element method with 

an elastoplastic constitutive model using a strain-induced anisotropic full 

permeability model. In this hydraulic fracture model, stress level and stress path 

are considered in the permeability evolution. Xu and Wong (2010) used a non-

associative Drucker-Prager model with isotropic strain hardening and softening 

and tension cut-off. To prevent a significant tensile strain in the elements that fail 

in tension, the element stiffness was set to a very low value (Xu and Wong, 2010). 

Xu and Wong used Eq. 2-14, which is slightly modified from the original model 

proposed by Wong (2003).  

, ................................................................  (2-14) 

in which     and   
  are the principal values of induced permeability tensor 

and initial permeability tensor and    are the principal values of strain tensor, a 

and b are material constants and   is a permeability multiplier.  

This multiplier relates a material’s mechanical state to permeability and 

represents the connectivity of the microcracks in unconsolidated formations. By 
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combining the permeability multiplier with the mechanical behavior of the sand 

(Fig. 2-20), any change in the mechanical behavior can be coupled to the 

permeability matrix (Xu and Wong, 2010). This multiplier is related to the 

mechanical state as follows (Xu, 2010): 

 

Fig. 2-20: Typical Stress path and matrix mechanical behavior (Xu and Wong, 2010) 

, .......................................................  (2-15) 

where    and    are the initial values for a and b,      and      are the 

lower and upper bound for   in the strain-induced permeability model, and     is 

the equivalent plastic strain which is defined as: 

         
     

    , ........................................................................................................  (2-16) 

where   is the critical plastic strain beyond which a and b start to increase 

and m is a constant that controls the rate of change of a and b from their lower 

bound to upper bound. Fig. 2-21 illustrates how the permeability multiplier 
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changes with equivalent plastic strain. This permeability multiplier can be found 

by history-matching the field hydraulic fracturing data (Xu and Wong, 2010). 

 

Fig. 2-21: Schematic of  permeability multiplier as a function of equivalent plastic 

strain (Xu and Wong, 2010) 

Xu (2010) and Xu and Wong (2010) showed that a high permeability zone (in 

which the predominate mode of failure is shear), resulting from fracturing, 

propagates out from an injection well similar to a tensile hydraulic fracture. 

This model, however, does not adequately differentiate between the fluid 

flow behavior of shear and tensile fractures. In this model, equivalent plastic 

strain (and not the plastic tensile strain) controls the permeability change due to 

fracturing. The model works fine if shear failure occurs in a diffused form and is 

the main mechanism for fracturing. There is assumed to be no difference between 

the conductivity of a tensile fracture and a shear fracture, while the conductivity 

of a tensile fracture should be calculated according to a proper fracture flow law, 

such as the cubic law. 

2.6.3 Assessment of the Existing Tools and Approaches 

The major mechanisms and processes in the hydraulic fracturing of weak and 

unconsolidated sandstones mentioned previously must be considered in a 

numerical hydraulic fracturing model. Most of the current continuum-based 

numerical models for simulating hydraulic fracturing in weak or unconsolidated 

sandstones require a predetermined hydraulic fracture direction (Papanastasiou, 

1997b; Lian et al., 2006; Xue et al., 2006; Ji et al., 2009; Zhang et al., 2010). Even 
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though some recent continuum models are adapted to capture fractures in general 

directions (Pak, 1997; Zhai, 2006; Xu, 2010), they lack a proper tensile fracture-

flow law or do not simulate the development of shear bands and their interactions 

with the tensile fractures (Pak, 1997; Zhai, 2006; Xu and Wong, 2010). 

Within the framework of continuum mechanics, the discrete fracture and the 

smeared fracture methods are the two approaches that have been extensively used 

to simulate hydraulic fractures. In the discrete fracture modes, interface/cohesive 

elements are used to simulate the fractures. Some restrictions, however, are of 

concern in these models: (1) the logic of these programs may break down if large 

numbers of interfaces are included in the simulation; (2) new contacts cannot be 

detected automatically; and (3) the models are based on small displacements 

and/or rotation (Nagel et al., 2011). 

There is a lack of a hydraulic fracture model in which conductivity of a 

tensile fracture is calculated according to the governing fracture flow models (e.g. 

cubic law) and the direction of a tensile fracture is not predetermined.  

2.7 Fracture Flow Formulation 

This section presents a literature review on tensile and shear fracture flow to 

understand the proper governing mechanisms and equations in each fracture 

mode.  

2.7.1 Tensile fracture flow equations 

Assuming steady-state laminar flow of a Newtonian fluid between two 

parallel smooth plates (analogous to an ideal tensile fracture), the cubic law or 

parallel plate theory can be derived from the Navier-Stokes equations 

(Zimmerman and Bodvarsson, 1996; Waite et al., 1999; White, 2011). With the 

assumption of an incompressible fluid and no-slip boundary condition (meaning 

that the fluid velocity vector is equal to that of a solid at the solid-fluid boundary) 

(Zimmerman and Bodvarsson, 1996; Waite et al., 1999; White, 2011), the cubic 

law takes the form: 
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, ...................................................................................................................  (2-17) 

where Q is the flow rate, C is a constant that represents the geometry of the 

flow,  is the distance between the two plates (the fracture aperture),  is the 

gradient operator and h is the hydraulic head. 

For linear flow (Witherspoon et al., 1980; Zimmerman and Bodvarsson, 

1996; Waite et al., 1999; White, 2011), C can be expressed as: 

,  ...................................................................................................................... (2-18) 

where 

 

and L are the opening and length of the fracture, respectively, µ 

and ρ are the fluid density and viscosity, respectively, and g is the gravitational 

acceleration.  

For radial flow (e.g., a horizontal fracture in a vertical well) (Witherspoon et 

al., 1980), C can be expressed as: 

, ...........................................................................................  (2-19) 

where re and rw are the outer boundary and wellbore radius, respectively. 

Assuming that the wall shear stress, , in the fracture flow is constant, it can 

be normalized, resulting in the friction factor (White, 2011): 

, ..........................................................................................  (2-20) 

and Reynolds number: 

, .....................................................................................................................  (2-21) 

where  is fluid velocity and D is the half-aperture (D = /2). The 

constant,  , equals 96 (Witherspoon et al., 1980; Warpinski, 1985; Aydin, 2001; 

White, 2011). Chen et al. (2009) proposed Moody-type diagrams to find the 

friction coefficients of rough artificial fracture walls made of sand particles and 

cement. 
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Equation (2-20) is further modified to include the influence of fracture wall 

roughness (Witherspoon et al., 1980; Warpinski, 1985; Aydin, 2001) as follows: 

, ................................................................................................................  (2-22) 

In this equation,

 

 represents the relative roughness of the fracture walls 

(i.e., the ratio of the height of asperities to the fracture aperture). A value of larger 

than one for  represents deviation from the ideal conditions assumed in 

deriving Eq. 2-20. Lomize (1951) proposed the following equations for the 

roughness of the fracture walls in laminar flow for : 

, ...........................................................................................  (2-23) 

where  is the height of asperities. Per Lomize’s extensive study, the factor 

17 makes strongly dependent on the relative roughness of the fracture walls. 

By performing similar experiments, Louis (1969) proposed a similar equation but 

a different coefficient. Huitt (1956), Parish (1963) and Aydin (2001) have also 

described different equations for , which are not mentioned here.  

The cubic law, Eq. (1), is now modified to include the fracture wall 

roughness (Witherspoon et al., 1980; Aydin, 2001), as follows: 

, ..........................................................................................................  (2-24) 

Hydraulic conductivity of a fracture has been defined to be equivalent to the 

permeability parameter in Darcy’s law for fluid flow in porous media 

(Zimmerman and Bodvarsson, 1996). The fracture conductivity can be related to 

the equivalent fracture permeability, as follows: 

, ..................................................................................................................  (2-25) 

where is measured in square meters.  
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Oron and Berkowitz (1998) conducted experiments with water flow in 

fractures with wavy walls (sinusoidal representing large-scale roughness) at small 

Reynolds numbers and also performed simulations using lattice gas automata. 

They suggested that the aperture should be averaged over a certain fracture 

length. Waite et al. (1998; 1999) concluded that the tortuosity of the flow path and 

the aperture normal to the flow path should be considered in the cubic law 

equation. The tortuosity factor would appear in the denominator of Eq. 2-24 and 

would depend on the shape of the fracture configuration (sinusoidal in the Waite 

et al. study). 

Modeling a fracture using a numerical method with the element size equal to 

the fracture thickness will result in a very fine mesh due to the typically small 

aperture size compared to the model size, rendering the solution of such 

engineering problems computationally impractical (Settari et al., 1990; Weill and 

Latil, 1992). It has been demonstrated that a fracture can be included in much 

larger elements, provided that an equivalent permeability of the element is 

determined using the average of the matrix permeability and the fracture 

conductivity (Settari et al., 1990; Weill and Latil, 1992; Ji, 2008). Weill and Latil 

(1992) reported some mesh size effect in using the smearing method in their 

simulations with element sizes of up to 10 m.  

Based on the equivalent permeability of a fractured element, Ji (2008; Ji et 

al., 2009) used Eq. (2-26) to define a permeability multiplier (PM). A PM is a 

coefficient which, when multiplied by the matrix permeability, gives the fracture 

permeability. The PM of unity indicates fracture permeability equal to matrix 

permeability for the case where no tensile fracture has been detected.  

, .............................................................................................................  (2-26)                                                                                          

where    is the coefficient for deviation from ideal conditions due to the 

roughness of the fracture,    is the nodal tensile displacement,   is the element 

equivalent thickness in the direction of tensile stress, and    is the initial 
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permeability of the matrix. The element permeability in the direction of the tensile 

stress remains equal to the matrix permeability. 

2.7.2 Transition from Laminar to Turbulent Flow in Fractures 

Lomize (1951) and Louis (1969) found that the transition from laminar to 

turbulent flow occurs at the Reynolds number of 2400. Huitt (1956) proposed a 

value of 1800 to 4500, depending on the surface roughness. Chen et al. (2009) 

concluded that  the critical Reynolds number for rough fracture walls made of 

sand particles and cement is between 650 and 700. Qian et al. (2005) observed 

fully turbulent flow at a Reynolds number of 333 to 1414 in their large scale 

laboratory experiments on a rough-wall single fracture at large pressure gradients. 

According to Zimmerman and Yeo (2000), this transition occurs at a Reynolds 

number of 10. Based on their experiments of water flow in rough fractures as well 

as numerical modeling, Nicholl et al. (1999) proposed the critical Reynolds 

number of one for a linear relationship between pressure gradient and flow rate, 

which is much smaller than the values proposed by the others.  

2.7.3 Forchheimer Equation for Turbulent Flow in Fractures 

Darcy’s law does not adequately describe fluid flow with high flow 

velocities. A Forchheimer equation (Li and Engler, 2001) has been used for non-

Darcian flow in porous media: 

, .....................................................................................................  (2-27) 

where u is fluid velocity, is the non-Darcy coefficient, and  and are 

fluid viscosity and density, respectively. The non-linear term  accounts for 

turbulence as well as inertial effects. 

By performing laboratory experiments on fractures (1 m long and 0.25 m 

high) with apertures of four to nine millimeters at a Reynolds number of 12.2 to 

86, Qian et al. (2011) showed that the flow in a single fracture is best described by 

the Forchheimer equation: 

2dp
u u
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, .................................................................................................  (2-28) 

Similar results were obtained by Qian et al. (2007) in their experiments on 

rough fractures with apertures of 1.0, 2.0 and 2.5 millimeters and a Reynolds 

number between 245 and 759.  

However, the relationship between coefficients k1 and k2 with an aperture 

and roughness of fracture walls was not specified and would need to be studied. 

The results reported by Qian et al. (2011) showed that cubic law provides 

acceptable accuracy for low-flow velocities. 

2.7.4 Izbash Equation (Power Law) for Fully Turbulent Flow in 

Fractures 

Qian et al. (2005; 2007) performed large-scale laboratory experiments on 

fully turbulent water flow in a single fracture five m in long and 1.6 m wide. To 

simulate the roughness of the fracture walls, Qian et al. used mixtures of sand-

cement with different sand particle PSDs of 1-2, 0.5-1 and 0.25 to 0.5 millimeters 

to create coarse, medium and fine roughness, respectively. Their experiments 

covered fluid velocity in the range of 0.1 to 0.95 m/s, apertures of one to six 

millimeters and Reynolds numbers of 245 to 1414. Qian (2005; 2007) showed 

that for fully turbulent flow in a single fracture, the coefficient of the linear term 

(1/k1) in a Forchheimer equation is small compared to that of the non-linear term 

(1/k2) and could be neglected. Therefore, the Forchheimer equation reduces to the 

Izbash equation (power-law) as follows (Qian et al., 2005; 2007): 

, .....................................................................................................................  (2-29) 

where k is a factor that represents the hydraulic conductivity of a fracture and 

is calculated as (Qian et al., 2005; 2007): 

, ...........................................................................................................................  (2-30) 

which gives the following form of the Izbash equation for fully turbulent 

fluid flow in rough fractures: 
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, ............................................................................................................  (2-31) 

where  is the aperture of the fracture, g is the gravitational acceleration, 

and  is determined from Moody’s diagram (Qian et al., 2005).  

2.7.5 Shear Failure/Fracture Flow 

As discussed before, the permeability of a rock matrix may increase due to 

the dilative rock response in the shearing process. A few permeability correlations 

have accounted for shear-enhanced permeability; Kozeny-Carman (Das, 2008) 

and the models presented by Tortike and Ali (1993), Touhidi-Baghini (1998) and 

Wong (2003), which are discussed briefly below. 

The Kozeny-Carman equation expresses absolute permeability as a function 

of porosity: 

, ...................................................................................................  (2-32) 

where k and  are permeability and porosity, respectively, and the subscript 

zero denotes the initial value.  

Derived from Kozeny-Carman’s model, Tortike’s equation relates 

permeability to volumetric strain,    (Tortike and Ali, 1993; Li and Chalaturnyk, 

2006), as follows: 

, .........................................................................................................  (2-33) 

Li and Chalaturnyk (2006) conclude that this equation is applicable to 

determine the modified absolute permeability during isotropic unloading if the 

initial absolute permeability is greater than 1 x 10
-12

 m
2
 (about 1 Darcy).  

Based on permeability measurements during triaxial testing, Touhidi-Baghini 

(1998) proposed Eq. (2-34) for the permeability enhancement of McMurray oil 

sands (unconsolidated sandstone) due to shear dilation. The main assumption in 

this model is that rock matrix permeability variation is negligible during the initial 
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elastic contraction before and at the beginning of shearing (see Fig. 2-22), and a 

major increase will occur during the shear dilation phase, as schematically 

illustrated in Fig. 2-22. 

, ..................................................................................................................  (2-34) 

 

Fig. 2-22: Typical volumetric strain behavior and the corresponding absolute 

permeability variation (Touhidi-Baghini, 1998) 

The B factor may not be the same for different directions. With Bh=2 and 

Bv=5, Touhidi-Baghini  (1998) obtained a good agreement with the experimental 

results for core plugs taken in the directions parallel and normal to the bedding 

plane.  

Based on experimental results, Wong (2003) proposed a strain-induced 

permeability model for deformable porous media in which the permeability is a 

linear function of strains. In this model, the principal permeability directions do 

not necessarily coincide with the principal strain directions. With the assumptions 

of isotropy and a linear relationship between permeabilities and strain 

components, only two constants are needed to characterize the new permeability 

(Wong, 2003). 

, ..  (2-35) 

where   
  and   

  are the initial principal permeabilities,    and    are the 

principal strains, and and are calibration parameters. The constants  and 

 characterize the permeability variation that resulted from both volumetric 
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and shear deformation, respectively. The larger value of  compared to  

implies that the permeability variation is primarily dominated by the porosity 

change, and the tortuosity effect is of secondary importance (Wong, 2003).  

Dilatant behavior has been shown to be the main factor in permeability 

enhancement during the shearing process (Chalaturnyk, 1996; Touhidi-Baghini, 

1998). Permeability enhancement due to shearing occurs during the dilative phase 

and levels off as the critical state is approached. Yuan and Harrison (2005) 

proposed a model for permeability enhancement caused by shear dilation by 

relating the permeability of the element to its volumetric strain. The main 

assumption in this model is that the degraded rock element with volume V can be 

considered as a unit containing two fractures in orthogonal directions with equal 

aperture, e, as illustrated schematically in Fig. 2-23. By applying the lubrication 

theory and relating apertures of the two fractures to the volumetric strain of the 

elements, Yuan and Harrison (2005) proposed the following relationship: 

, ......................................................................................................  (2-36) 

Darcy’s law for fluid flow in porous media is used to solve the flow in the 

intact matrix as well as the tensile fracture and shear failure/fracture: 

,....................................................................................  (2-37) 

where is the specific discharge vector,  is the permeability, is the 

fluid viscosity, P is the fluid pressure, is the mass density of the fluid and , 

subscript j and k = 1, 2 are the two components of the gravity acceleration vector, 

and xj and  xk are components of the coordinate vector. 

2.7.6 Porosity Alteration 

Rock porosity varies during deformation. Porosity is related to volumetric 

strain, which can be calculated using a geomechanical model, as follows 

(Touhidi-Baghini, 1998): 
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, .......................................................................................................................  (2-38) 

where  and  are the initial and current porosities, respectively, and  is 

the volumetric strain. 

 

Fig. 2-23: Schematic representation of elastic compression and dilation during 

fracturing (Yuan and Harrison, 2005). 

2.8 Summary 

A review of the literature indicates the absence of a suitable hydraulic 

fracture model that (1) employs proper fracture flow equations (e.g., the cubic 

law), and (2) can capture the direction of a tensile fracture. Even though the 

smeared fracture approach does not fully represent the physical nature of a 

fracture, it is an alternative method to simulate tensile fractures and shear failure 

in un-predetermined directions.  

A review of the existing hydraulic fracture models indicates that these models 

lack at least one important aspect of the hydraulic fracture processes. Either the 

 

 
0

1

 









v

v

0  v



53 

 

conductivity of the tensile fracture is not properly calculated or the direction of 

the tensile fracture is predetermined. In this research, the smeared fracture 

approach is employed. In this approach,   a fracture is simulated by altering the 

physical and mechanical properties of the elements that satisfy the fracturing 

criteria. 

To calculate the hydraulic conductivity of a fracture, a suitable fluid flow 

equation for tensile fracture flow has to be implemented in the smeared tensile 

fracture model. This conductivity can then be converted to the permeability 

parameter in Darcy’s law to calculate fluid flow in the fractured porous medium.  

To simulate shear failure in the smeared numerical model, a shear 

permeability function is required that can capture the nonlinear dependency of 

anisotropic permeability on volumetric strain. Tortike’s, Kozeny-Carman’s and 

Yuan and Harrison’s equations assume isotropic permeability enhancement unlike 

Wong’s and Touhidi-Baghini’s models. The shear-enhanced permeability in 

Wong’s model is a function of both shear and volumetric strain. Wong’s model 

assumes a linear relationship between volumetric strain and enhanced 

permeability. However, Touhidi-Baghini (1998) showed that the absolute 

permeability of oil sands is a nonlinear function of the volumetric strain. Touhidi-

Baghini’s model in the form of Eq. (2-34) can be used to describe the shear 

permeability enhancement in hydraulic fracturing simulations. Porosity variation 

as a function of volumetric strain evolution (due to shearing and the dilation of 

unconsolidated and weakly consolidated sandstones) must also be considered a 

hydraulic fracture model.  
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Equation Chapter (Next) Section 1 

Chapter 3: Smeared Hydraulic Fracture Model: Formulation 

and Model Verification  

3.1 Introduction 

This chapter presents the formulation of the smeared hydraulic fracture 

model used in this research. The calculation of the equivalent permeability of the 

shear- or tensile-fractured elements is the main challenge in the smeared fracture 

modeling approach. The formulation and methodology for a smeared tensile 

fracture used in this research are also discussed. This chapter presents the 

verification of the tensile fracture model against other models in the literature.  

3.2 The smeared tensile fracture flow formulation 

In this work, permeability of a tensile fracture is evaluated by using the 

permeability multiplier (PM) parameter as introduced in Eq. (2-26). The element 

permeability in the direction of the tensile stress remains equal to the matrix 

permeability. 

Element tensile strain (the tensile strain accumulated after the tensile fracture 

occurred) can be directly used to calculate the element permeability. The term 

     in Eq. (2-26) represents the tensile strain ( ) in the direction normal to the 

fracture. Element thickness, t, is equal to the square root of the element area. 

Therefore, Eq. (2-26) can be written in the following form: 

, ........................................................................  (3-1) 

where  is the tensile strain after the tensile fracture is detected in the model. 

This equation can be used for the laminar flow of a Newtonian fluid between two 

parallel smooth plates. In this chapter, the fracture flow remains laminar because 

of the small fluid velocity. Fracture walls are assumed to be smooth, which is an 
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assumption in deriving the cubic law for ideal conditions. Lomize (1951), Huitt 

(1956), Parish (1963) and Aydin (2001) proposed different equations to describe 

the surface roughness of fractures. These equations can be added to the cubic law 

to take into account the roughness of fracture walls. As opposed to a narrow 

fracture in hard rocks, wide tensile fractures are expected in unconsolidated and 

weakly consolidated sandstones, where fracture roughness has a small influence 

on fracture conductivity. A different formulation has to be found for shear failure, 

as this type of flow occurs inside a porous material, while tensile fracture flow 

takes place in an open conduit.  

In the numerical model developed for this research, the permeability 

multiplier PM is calculated from Eq. (3-1) after a tensile fracture is detected in the 

element. This multiplier is applied to the permeability in the fracture direction, 

while the permeability in the direction normal to the fracture remains unchanged 

or follows the shear permeability formula (eq. 2-34) if shear failure has been 

detected in the elements. This orthotropic permeability tensor is then rotated back 

to the global coordinate system, resulting in the anisotropic permeability tensor 

for the fractured element. 

3.3 Examination of mesh dependency 

The post-peak behavior of weakly consolidated sandstone at low effective 

confining stress involves intense strain localization and softening (softening refers 

to a decrease in the material’s load-bearing capacity). The shear strain-softening 

behavior of rock-type material at low effective confining stress (LECS) (Sulem et 

al., 1999; Bésuelle et al., 2000) and the localization in tension (Klerck, 2000) have 

been investigated extensively in the literature. These behaviors are expected to be 

the predominant modes of failure/fracture around injection points in hydraulic 

fracturing jobs in weakly consolidated sandstones. Degradation in the 

tensile/shear band in weakly consolidated sandstones is localized in a width which 

is equal to the characteristic length of the material and  is a function of grain size 

(Crook et al., 2003).  
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Since the Mohr-Coulomb plasticity model with or without softening does not 

take into consideration the size effect, a regularization technique, called fracture 

energy regularization, is implemented. This technique ensures that the energy 

dissipated in the formation of new surfaces of fracture (e.g. fracture energy 

release rate) is mesh invariant and the size effect is captured in the formulation 

(Crook et al., 2003). This method is simple and straightforward to implement and 

can be used to regularize the energy dissipated in both mode I and mode II 

fractures (Cook et al., 2004). 

To attain mesh independency of the localization in this model, the approach 

described by Crook et al. (2003) is implemented. The approach builds on the 

work done by Bažant and Oh (1983) and Pietruszczak and Mróz (1981) (for Mode 

II fracture) and Klerck (2000) (for Mode I fracture). It is based on the idea that the 

fracture energy release rate, defined as the energy dissipated in the formation of 

new fracture surfaces, is invariant in various numerical mesh sizes, as illustrated 

in Fig. 3-1.  

 

Fig. 3-1: Fracture energy dissipation (Crook et al., 2003) 

The following two hypotheses are the basis for the fracture energy method 

(Nouri et al., 2009): 

1. Bažant and Oh (1983) found that in strain-softening material, a sharp 

inter-element crack and a smeared crack give essentially the same energy 

release rate.  

2. In standard strain-softening modeling techniques, deformations 

concentrate in narrow bands which collapse down in the smallest width 
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that can be resolved by the mesh. If the element size is selected equal to 

the band width, fracture energy can be estimated accurately.  

For the element size larger than the shear band width, the fracture energy is 

kept constant by modifying the plastic shearing strain intensity by the following 

equation: 

, .......................................................................................................  (3-2) 

where    
   

 is the material characteristic length equivalent to the shear band 

thickness,   
   

is the element characteristic length defined as the diameter of the 

circle (sphere) having an area (volume in 3D) equal to the element under 

consideration,     and      are the inelastic fracturing strain (plastic shear strain 

for Mode II fracture and plastic tensile strain for Mode I fracture) of the material 

and element, respectively.  

Finally, n is a material constant equal to 1, with the assumption of linear 

elastic fracture mechanics (LEFM), which is rational for a Mode I fracture of rock 

and concrete (Crook et al., 2003). Some rock types demonstrate a variable energy 

release rate when the fracture length changes (Bažant et al., 1993), which is 

illustrated by an R-curve (the material resistance to crack propagation (Anderson, 

1991)). The behavior of these materials deviates from the assumption of LEFM 

and necessitates the parameter n to depart from 1.  

Crook (2003) emphasizes that this localization limiter is only valid when 

  
   

   
   

, meaning that the width of the localization band must be less than or 

equal to the element characteristic length which is usually the case in the field 

fracturing simulation.  

The plastic shear strain, also called  the equivalent plastic strain (EPS), is 

defined as (Itasca Consulting Group Inc., 2011): 

, ..........................  (3-3) 
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where  is the volumetric plastic shear strain increment, defined as: 

,...................................................................................................  (3-4) 

and  (j=1, 2 and 3) are the principal plastic shear strain increments. Here 

   
  

 is equal to zero for plane strain assumption. For tensile softening behavior, 

EPS will be equal to the plastic tensile strain increment,    
  

.  

Implementing this method in a numerical model does not require any 

modification of the standard numerical technique. To implement Eq. (3-2), a good 

estimation of the material characteristic length,   
   

, or shear/tensile band 

thickness, is needed. Experiments have shown that the thickness of both tensile 

and shear bands can be in the order of the material’s grain size. Vardoulakis and 

Sulem (1995) suggest a shear band thickness of 10 to 16 times the average grain 

size. Based on the literature, Desai (2001) concludes that for geological material, 

the width of a shear band is around 10 to 30 times the average grain diameter. 

Based on experimental observations, Wolf et al. (2003) suggest the band 

thickness is as much as 6 to 13 times the average grain size in granular materials. 

Bažant and Oh (1983) proposed a tensile band thickness of 3 times the aggregate 

sizes in concrete. If the average grain size of the weakly consolidated sandstone is 

known, it is possible to estimate an approximate material characteristic length. 

3.4 Verification of the Smeared Tensile Hydraulic Fracture Model 

In this section, the proposed smeared fracture approach is implemented and 

utilized in a numerical model based on the continuum mechanics assumption. The 

section presents the verification of the model against the numerical data reported 

by Papanastasiou (1997b), which is concerned with simulating  hydraulic 

fracturing in an impermeable rock. 

3.4.1 Numerical Model Description 

The smeared fracture methodology was implemented in FLAC (Itasca 

Consulting Group Inc., 2011). The flow and mechanical calculation were 
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performed in FLAC using a sequentially coupled scheme. The hydraulic fracture 

was simulated in a plane-strain configuration, consistent with the work of 

Papanastasiou (1997b). 

3.4.1.1 Material Properties 

In his paper, Papanastasiou (1997b) considered three scenarios for the 

impermeable matrix: elastic with static modulus, elastic with dynamic modulus, 

and elastoplastic with cohesion-hardening. Verification results are presented here 

for all three cases.  

The rock was assumed to undergo linear softening under tension before 

fracturing, a cohesive behavior (Barenblatt, 1962), as shown in Fig. 3-2, which 

was consistent with the model that Papanastasiou (1997b; Papanastasiou, 1999) 

used for the interface elements lying in the crack-growth direction. Fracture 

energy regularization was applied to this tensile model to reduce mesh 

dependency. A tensile strength of 0.5 MPa and a fracture toughness of 1.0 

MPa   were considered for the material (1997b).  

 

Fig. 3-2: Cohesive behavior of fracture (Papanastasiou, 1999) 

The static and dynamic elastic modulus (  and ) and Poisson’s ratio 

were equal to 1.785, 16.200 GPa and 0.3, respectively. A friction angle of 28 

degrees was considered, which was equal to the dilation angle for associated 

behavior. The initial uniaxial compressive strength was 4 MPa, and a strain-

hardening behavior was considered in which the equivalent stress (uniaxial 

statE dynE
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compressive strength),   , would increase with the accumulated plastic shear 

strain,    (Papanastasiou, 1997b),  

    
      (Papanastasiou, 1997b), .......................................................... (3-5) 

where h is called the linear hardening modulus, which is defined as: 

    (Papanastasiou, 1997b), ..............................................................  (3-6) 

The viscosity of the injecting fluid was 100 cp (10
-7

 MPa.sec). A very small 

permeability (10
-15

 md) was assigned to the matrix.  

3.4.1.2 Model and Grid Size 

The model height and width are 64 and 32 meters, respectively. Only one 

wing of the fracture was simulated in the model, as shown in Fig. 3-3. The model 

does not need to include an initial fracture (which was necessary in 

Papanastasiou’s discrete fracture model). A uniform grid size of 20 m x 20 cm 

was used in the entire model except in an area of 4 m by 0.8 m around the 

injection point, as illustrated in Fig. 3-3. Three different grid sizes of 20 cm, 10 

cm and 5 cm were used in this area to evaluate whether the results had a mesh 

dependency.  

3.4.1.3 Initial and Boundary Conditions 

All model boundaries were fixed against displacement in the normal 

direction. The maximum, intermediate and minimum in situ stresses of 14, 9 and 

3.7 MPa were initialized in the model as shown in Fig. 3-3. Following the 

initialization of stresses, injection was applied at a constant rate of 0.0005 m
3
/sec. 

Every grid point was checked for tensile fracture in each time step. The 

permeability multiplier was calculated for the failed elements using Eq. (3-1).  

The stress/strain solution is achieved when the unbalanced-to-applied force 

ratio for all the gridpoints in the model becomes smaller than 0.001. The same 

tolerance was considered for the unbalanced fluid volume in the fluid flow 

analysis.  
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Fig. 3-3: Finite difference grid and boundary conditions 

3.4.1.4 Numerical Modeling Results 

Three different cases were considered for the verification purpose as used by 

Papanastasiou (1997b): elastic model with static modulus, elastic model with 

dynamic modulus, and elastoplastic model. Each case is analyzed using the three 

mesh sizes discussed in Section 3.4.1.2. 

The fracture aperture in the developed smeared hydraulic fracture model is 

defined as the differential displacement of the two nodes containing a tensile 

fracture. Fig. 3-4 compares the fracture aperture profiles for the fracture length of 

2.40 meters for both models. The elastic model with the static modulus shows a 

larger aperture along the entire fracture length. However, the model with the 

dynamic modulus results in a narrower fracture along part of the fracture. There is 

a reasonable agreement between the results of the proposed model and those of 

the Papanastasiou model (1997b). 
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Fig. 3-4: Fracture aperture for the three validation cases 

The elastoplastic model in Papanastasiou’s work has a wider aperture near 

the injection point and a sharp drop in the aperture at 0.5 meters from the injection 

point followed by a mild aperture change to the fracture tip. The wide aperture 
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close to the injection point may be due to the initial 0.5 meter fracture used by 

Papanastasiou (1997b). Having an initial 0.5-meter-long fracture (without 

applying fluid pressure) prevents shearing and strain-hardening behavior in this 

area. This behavior is expected to occur when the fracture propagates from zero to 

0.5 meters. The initial fracture length influences the fracture aperture profile near 

the injection point, while the aperture profile is correctly calculated in the 

propagation interval (Papanastasiou, 1997b). Papanastasiou (1997b) emphasizes 

that any comparison of the fracture profile should be done only within the 

propagation interval. Note that no initial fracture is used in the smeared hydraulic 

fracture model proposed in this research.  

Despite using fracture energy regularization to resolve mesh dependency, 

some degree of mesh-size effect is still observed in the results. Part of this 

difference is due to the finite difference scheme used in FLAC (e.g., pore 

pressures are averaged at the center of the finite difference elements). Weill and 

Latil (1992) reported similar mesh dependencies due to the smearing of fracture 

permeability over coarse elements. Even though the results show some mesh 

dependency, reducing the mesh size shows a converging trend in the 

computational results. This convergence is more significant in the cases of the 

elastic model with the dynamic modulus and the elastoplastic model.  

The net-pressure profiles inside the fracture are plotted in Fig. 3-5 where the 

fracture has propagated to 2.40 meters. Net pressure is defined as the fluid 

pressure inside the fracture minus the minimum in situ stress. The very narrow 

fracture aperture near the fracture tip induces a high-pressure drop in this area, 

which is more significant in the case of the elastic model with the dynamic 

modulus. The mesh dependency is still observed in the net-pressure profiles at the 

full propagation length. However, there is a good agreement between the results 

of the smeared fracture approach and the results of Papanastasiou’s model 

(1997b). The smeared approach results tend to approach the results of 

Papanastasiou’s model (1997b) when the mesh size is reduced.  
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Fig. 3-5: Fracture net-pressure profile for the three validation cases 
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Fig. 3-6: Net pressure vs. fracture length for the three verification cases 

For the three cases, fracture net pressure at the injection point versus fracture 

length is plotted in Fig. 3-6. The initiation-net pressures in the case of elastic 

models with both static and dynamic moduli are in the range of 2.45 to 3.70 MPa 
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for all three mesh sizes, while this value for the elastoplastic model lies in the 

range of 4.7 to 6.20 MPa. It can be concluded that the initiation pressure is 

significantly affected by the plastic behavior. This figure also shows that the 

predictions of the elastic model with the dynamic modulus are closer to those of 

the elastoplastic model; however, their mechanisms are different (Papanastasiou, 

1997b). According to Papanastasiou (1997b), the large net pressure in the 

elastoplastic model is due to dissipated energy in the plastic zones. However, in 

the elastic model with the dynamic modulus, high net pressure is the result of a 

narrow aperture and a large pressure drop in this region. 

For further propagation, the injection pressure reaches a maximum pressure 

in the range of 4.32 to 5.49 MPa for the static modulus case, and 8.34 to 13.34 

MPa for the dynamic modulus case. These values for the elastoplastic model are 

10.5 to 21 MPa. This indicates that the elastic modulus and elastoplastic behavior 

are determining factors for calculating breakdown pressure.  

An inconsistency is seen in the graphs for the elastoplastic model where the 

fracture is between 0.5 to 0.75 m. Papanastasiou (1997b) had used a 0.5 meter 

initial fracture, while in our model, there is no need to devise an initial fracture. 

The inconsistency in the elastoplastic model appears to originate from the 

existence of this initial fracture, preventing plastic deformation and shear 

hardening at the initiating stage. Still, a reasonable agreement is observed in the 

results, especially for the small-size mesh.  

In order to evaluate the effectiveness of the adopted regularization method, 

the results of the elastic model with the dynamic modulus, as well as those of the 

elastoplastic model, are compared with their un-regularized solutions. Even 

though the regularization has had little influence on the fracture aperture 

compared to the corresponding un-regularized cases (Fig. 3-7), it has affected the 

net fracturing pressure by about 0.5 MPa for all three mesh sizes, as shown in Fig. 

3-8. It is clear that regularizing the fracturing energy is effective and produces 

results that are closer to those presented by Papanastasiou (1997b). The same 

trend is observed in both the elastic and elastoplastic models for all mesh sizes.  
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Fig. 3-7: Comparison of the fracture aperture for the regularized and un-regularized 

static models with the dynamic modulus as well as for the elastoplastic model 
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Fig. 3-8: Comparison of the net-pressure profile for the regularized and un-regularized 

static models with the dynamic modulus as well as for the elastoplastic model 

3.5 Sensitivity Analysis  

In this section, a sensitivity analysis is performed with respect to some 

parameters including the viscosity of the injecting fluid, tensile strength and the 

dilation angle of the rock to evaluate the influence of these parameters on the 

fracturing response of the rock. The elastoplastic model with a 20-cm mesh, 28-

degres dilation angle, 0.5-MPa tensile strength and 100-cp fluid viscosity was 
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selected as the base case. Only one parameter was changed at a time in the 

sensitivity analysis.  

3.5.1 Dilation Angle 

Three dilation angles were selected for comparison: 0, 14 and 28 degrees. 

The latter is the base case discussed in the previous sections. The results of the 

fracture aperture as well as the net fracturing pressure (both at full fracture 

propagation) are illustrated in Fig. 3-9 and Fig. 3-10.  

 

Fig. 3-9: Fracture aperture, sensitivity to the dilation angle of the rock in the 

elastoplastic model 

 

Fig. 3-10: Net-pressure at full propagation, sensitivity to the dilation angle of the rock 

in the elastoplastic model 

In these figures, the wider fracture corresponds to the larger dilation since 

dilation increases the volume of the sheared rock and eventually the local stresses 

around the fracture. Consequently, larger pressure is needed at the fracture tip for 

further propagation. Such larger pressure leads to a wider aperture. Fig. 3-10 
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shows that maximum net pressure for the 28-degree dilation rock is almost 0.5 

MPa more than that for the non-dilative rock (dilation angle of zero). 

The shear (plastic) zones of the three cases are illustrated in Fig. 3-11. The 

model with the larger dilation angle (dilation of 28 deg.) shows a larger sheared 

zone. A larger shear zone results in more enhancements in the magnitudes of local 

stresses and therefore larger fracture propagation pressure.  

 

Fig. 3-11: Comparison of tensile and shear zones in the three dilation angle cases 

3.5.2 Tensile Strength 

Fig. 3-12 and Fig. 3-13 illustrate the fracture aperture and net-pressure profile 

for four different tensile strengths. Note that the apertures associated with the 

tensile strength of 0 and 0.5 MPa overlapping and the corresponding net pressures 

at the final propagation length are only 0.13 MPa different for these two cases. 

The maximum net pressure variation is 0.2 MPa, corresponding to the tensile 

strength variation from 1.0 to 1.5 MPa.  It is argued that there is more shearing 

involved in the case of the higher tensile strength, which requires higher fluid 

pressure to be built up to induce the fracture. Higher pressure causes a larger 

shear zone which in turn increases stresses locally around the injection point as 

well as the fracture. 
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Fig. 3-12: Fracture aperture, sensitivity to tensile strength of the rock in the 

elastoplastic model 

 

Fig. 3-13: Net pressure at full propagation, sensitivity to tensile strength of the rock in 

the elastoplastic model 

3.5.3 Fluid Viscosity 

Fig. 3-14 demonstrates the fracture aperture for the three fluid viscosities 

used for the sensitivity analysis. The fracture aperture is the same for fluid 

viscosities of 1 and 10 cp. However, the 100-cp fluid creates a wider fracture. 

This result is expected since larger pressure is needed for injecting a more viscous 

fluid and the larger pressure in turn results in a wider fracture. As shown in Fig. 

3-15, the maximum net pressure for the two lower viscosities is only 0.2 MPa 

different while this difference for the two higher viscosity cases is 0.8 MPa. The 

pressure drop inside the fracture (near the tip area) is larger for the more viscous 

fluid. 
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Fig. 3-14: Fracture aperture, sensitivity to fluid viscosity in the elastoplastic model 

 

Fig. 3-15: Net-pressure at full propagation, sensitivity to fluid viscosity in the 

elastoplastic model 

3.6 Summary and Conclusion 

The smeared fracture approach was employed to develop a hydraulic fracture 

model. The modeling scheme was verified against published numerical results for 

tensile fracture. The results indicate that the smeared fracture approach can 

properly simulate the tensile hydraulic fracturing process.   

The fracture energy regularization method was applied to ensure that the 

energy dissipated during fracture propagation was mesh-size independent. Despite 

that, some mesh dependency was still observed. There are several possible 

explanations: the need for different mesh sizes to have different volumes of fluid 

to increase the pressure to the fracturing level; the finite difference scheme 

employed in FLAC; and the truncation error in the calculations. An examination 
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of the fracture energy regularization method showed that when used in the 

numerical continuum model, it could reduce the computations’ mesh-dependency.  

For the specific material properties, the results indicated that larger dilation 

necessitated a larger injection pressure, which in turn led to a wider fracture. 

Further, the fracturing pressure was only modestly sensitive to the tensile strength 

of the rock and the viscosity of the injecting fluid. 
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Equation Chapter (Next) Section 1 

Chapter 4: Smeared Modeling of Hydraulic Fracturing in 

Cohesionless Sand: Validation against Laboratory Experiments 

This chapter presents the validation of the developed model against a large-

scale hydraulic fracturing experiment performed on a highly permeable 

cohesionless sand (Golder Associates Ltd., 1992; Pak, 1997). 

Both matrix and fracture flow are considered in this model. Tensile and shear 

failure and their fluid flow are simulated. To capture the permeability evolution, 

the cubic law and Touhidi-Baghini’s shear-permeability equation are used to 

model flow in a tensile fracture and shear failure, respectively. In addition, the 

fracture energy regularization method is used to reduce the mesh size-dependency 

of the energy dissipated during fracture propagation. 

4.1 The Hydraulic Fracture Experiments 

Between April 1990 and July 1994, Golder Associates Ltd. carried out three 

phases of what? with the objective of better understanding the mechanisms 

involved in hydraulic fracturing initiation and propagation in uncemented oil 

sands (Pak, 1997). The project was funded jointly by the Canada Center for 

Mineral and Energy Technology (CANMET), Alberta Oil Sands Technology and 

Research Authority (AOSTRA), Shell Canada Ltd., Esso Resources Canada Ltd., 

Imperial Oil Resources Canada Ltd., Mobile Oil Canada, Japan Canada Oil Sands 

Ltd. (Phase 3) and Golder Associates Ltd.  

According to Golder (Golder Associates Ltd., 1992) and Pak (Pak, 1997), the 

laboratory testing was designed to  determine the effect of the fluid injection rate 

on fracture propagation. As schematically depicted in Fig. 4-1, a large-scale 

triaxial stress chamber capable of containing samples one meter high and 1.4 

meters in diameter was utilized for the experiments. Quartz sand was used to 

construct the sand pack sample. Invert liquid sugar was used as the host fluid and 

injecting fluid. It was dyed for injection to distinguish it from the host fluid after 
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the sample was excavated at the end of the test. A steel pipe (outer diameter = 

33.5 mm, inner diameter = 25.4 mm) was used as the injection well and was 

perforated at mid-sample height over an interval of 50 millimeters in eight rows 

of 3.5-mm diameter holes. In these experiments, the lateral and axial (vertical) 

stresses could be applied independently (Pak, 1997). 

 

Fig. 4-1: Schematic cross section of the large-scale triaxial chamber used for a 

hydraulic fracture experiment (Pak, 1997) 

4.1.1 Sand Pack Material 

According to Golder (Golder Associates Ltd., 1992), Lane Mountain quartz 

sand was used for laboratory experiments. The quartz sand behaved similar to oil 

sands in terms of high dilatancy and post-peak softening in triaxial compression 

tests at low effective confining stress. Small-scale laboratory testing provided 

flow and mechanical characteristics of the sand. The average grain diameter (D50) 

of Lane Mountain sand was 0.07 mm, and its absolute permeability was 4.48 x 10
-

12
 m

2
. The invert liquid sugar had a viscosity of 1.6 Pa.sec, which could be 

reduced by adding water (adding 5% water reduced the viscosity to 1.49 Pa.sec). 
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In addition to being the injection fluid, invert liquid sugar was also used as the 

saturating fluid, resulting in a single-phase flow (Pak, 1997). 

4.1.2 Testing Procedure 

To study the effect of the fluid injection rate on fracture propagation, fluid 

injection rates were changed from 0.4 to 200 ml/sec, and 200 ml of fluid was 

injected in 8.3 sec (injection rate of 30 ml/sec) (Pak, 1997). 

First, the injection liner was installed, and the instrumentations for measuring 

sand deformation and pore pressure variations were suspended at a distance of 

one quarter of the sample radius from the wellbore at three specific levels in the 

sample: 100 and 250 millimeters above the injection level (levels 1 and 2, 

respectively) and 100 millimeters below (Level 3). At each monitoring level, two 

piezometers were installed at different angular positions: 90-1 and 270-1 at Level 

1; 120-2 and 300-2 at Level 2; and 60-3 and 240-3 at Level 3 (the first number 

indicates the angular position, and the second number represents the monitoring 

level). Fig. 4-2 illustrates the layout of the instruments. The samples were 

prepared by pluviating dry sand from a hopper (with a diameter equal to that of 

the sample for the one-dimensional pluviation condition) right above the chamber 

(Pak, 1997).  

Lateral and axial stresses of 600 and 400 kPa, respectively, were applied on 

the sample. The top and bottom of the chamber were connected to a pump, 

allowing a constant pore pressure of 200 kPa to ensure the full saturation of the 

sample (Pak, 1997).  

At the end of the tests, the sample was excavated in horizontal lifts (in 1.5 to 

3.0 cm intervals), and the locations of the dye on the surface were marked with 

black strings. A photograph of the excavated surface was taken with a camera 

located right above the sample. By repeating this procedure for each excavation 

and by digitizing the photographs, a 3D fracture pattern was prepared (Pak, 1997). 
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Fig. 4-2: Location of the piezometers for test No. 4 of Phase II of the experiments (Pak, 

1997) 
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4.1.3 Results of the experiments 

The experimental results showed evidence of shear failure in the sample for 

all injection rates, while no dominant fracture plane was observed. The dye 

pattern shown in Fig. 4-3 and the observed fractures indicated sand dilation in the 

sample. The dilation and the expansion constrained by the surrounding material 

caused a large increase in the local effective stresses. Consequently, the large 

injection pressure (which was much larger than the initial confining stress) was 

balanced by large local stresses in the sand matrix and prevented the development 

of tensile fractures (Pak, 1997).  

Pore pressure measurements are presented in the following sections together 

with the numerical results. The deformation data were not available in the report. 
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Fig. 4-3: Pattern of fluorescent dye in the sample (Pak, 1997) 
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4.2 Model Formulation 

4.2.1 Material Constitutive Model 

A linear Mohr-Coulomb model combined with strain softening was 

implemented in the model. The yield surfaces can be expressed in the following 

form (Nouri et al., 2009; Jafarpour et al., 2012). 

, ...................................................................................................  (4-1) 

where P is the mean effective stress, and T is the square root of the second 

invariant of the deviatoric stress tensor in an axisymmetric state of stress (as in a 

triaxial compression experiment).  

4.2.2 Smeared Tensile Fracture Flow Model 

For fluid flow in a smeared tensile fracture, a slightly modified version of the 

procedure proposed by Ji (2008) and Ji et al. (2009) was used by implementing 

the tensile strain of the fractured element instead of the fracture aperture 

(Taghipoor et al., 2013), as shown below. 

, ...........................................................................................  (4-2) 

where    is the tensile strain in the element, t is the equivalent element 

thickness in the direction of tensile strain, Frough is fracture wall roughness 

coefficient, and km is the matrix permeability.  

In the numerical model developed for this chapter, the permeability multiplier 

PM is calculated when a tensile fracture is detected in an element. This multiplier 

is applied to the permeability in the fracture direction, while the permeability in 

the direction normal to the fracture remains unchanged or follows the shear 

permeability criteria (described in the following section) if shear failure has been 

detected. This orthotropic permeability tensor is then rotated back to the global 

coordinate system, resulting in the anisotropic permeability tensor for the 

fractured element. 

  0   F T q P

3 21
1
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4.2.3 Smeared Shear Failure Flow Model 

Touhidi-Baghini’s model with different B values in horizontal and vertical 

directions is used to describe the shear permeability enhancement in the 

developed hydraulic fracture model in this chapter. 

, .....................................................................................................................  (4-3) 

where k and k0 are the evolved and initial permeabilities of an element, v is 

the volumetric strain and B is the rate at which permeability evolves as a function 

of the volumetric strain variance.  

Touhidi-Baghini’s model was further validated against permeability 

measurements in triaxial compression tests of a weakly consolidated sandstone in 

the elastic compression range. These results are in Appendix A. 

4.2.4 Fluid Flow Model 

Darcy’s law for fluid flow in porous media is used to solve the flow in the 

intact matrix as well as a tensile fracture and shear failure: 

,.......................................................................................  (4-4) 

where is the specific discharge vector,  is the permeability, is the 

fluid viscosity, P is the fluid pressure, is the mass density of the fluid,  (k = 

1 and 2) are the two components of the gravity acceleration vector (i, j = 1 and 2  

are indices for two dimensional analysis). 

In the developed model, porosity, permeability and pore pressure are the 

variables that are exchanged between the flow and the geomechanics module in a 

sequentially coupled manner. For each time step, the fluid flow module sends the 

calculated pore pressures to the geomechanics module. In the geomechanics 

module, pore pressures are updated and the corresponding stresses/deformations 

are calculated. Porosities and permeabilities are then updated based on the 

updated strains (the cubic law for tensile fracture permeability and Touhidi-

Baghini equation for shear permeability), which are then sent back to the fluid 
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flow module. This process continues until solutions converge for the time step.  

Tensile fracture width is a solution-dependent parameter and is calculated and 

updated in each time step based on nodal displacements. Fracture energy 

regularization (described previously in Chapter 3) is also implemented to reduce 

the mesh-size impact.  

4.3 Numerical Model Specification 

FLAC software (Itasca Consulting Group Inc., 2011) was used to simulate 

the experiment. The flow and the stress-strain solutions were fully coupled in 

FLAC. The sample was cylindrical, the wellbore was at the center of the sample, 

the vertical stress was applied uniformly to the top boundary, and the confining 

stress was also uniformly applied to the surrounding surface of the sample. As 

such, the hydraulic fracture experiment was simulated in an axisymmetric 

configuration with the axis of the wellbore as the line of symmetry.   

4.3.1 Model and grid size 

Fig. 4-2 shows the axisymmetric model section with the sample dimensions. 

As illustrated in Fig. 4-4, a non-uniform grid was used for the numerical meshing. 

Three different grid sizes (9.5, 11 and 12.5 mm) were used in the perforation area 

to evaluate possible mesh dependency of the results. The model with the finest 

mesh is considered the base case to study how sensitive the numerical results are 

to some of the input parameters. 

4.3.2 Initial and Boundary Condition 

Normal stresses of 600 and 400 kPa were applied to the horizontal and 

vertical boundaries, respectively, in equilibrium with the same amounts of initial 

stresses. The bottom boundary and the left boundary (the liner) were fixed against 

displacement in the normal direction, as depicted in Fig. 4-2. 

The injection was applied to the perforation interval at a constant injection 

rate of 30 ml/sec. Every element was checked for tensile fracturing and shear 

failure during the solution. New permeability of tensile and shear failure in the 

corresponding blocks was calculated using Eq. (3-1) and (2-34), respectively. 
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Fig. 4-4: Finite difference mesh and the boundary conditions 

4.3.3 Material properties 

All material properties in this section were obtained from Golder (Golder 

Associates Ltd., 1992) and Pak (Pak, 1997). The initial porosity and the absolute 

permeability of the sample were 0.48 and 4.48 x 10
-12

 m
2
 (4.54 Darcies), 

respectively. Fluid compressibility was 0.3 x 10
-5

 kPa
-1

. The elastic modulus and 

the Poisson ratio were measured as 41.05 MPa and 0.25, respectively. The sample 

was cohesionless with no tensile strength. Based on drained triaxial tests 

performed on dense Lane Mountain sand, the internal friction angle of the sand 

was 38
o
 at peak strength, which reduced linearly to 30

o
 with the accumulation of 

the equivalent plastic strain. The dilation angle was also reported to be 38 degrees 

at peak strength, dropping linearly to zero (assumption) at full degradation 
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(Golder Associates Ltd., 1992). The variations of the friction and dilation angles 

with plastic shearing strain are illustrated in Fig. 4-5. 

 

Fig. 4-5: Variation of the friction and dilation angles with shearing plastic strain 

4.4 Validation Results 

In this section, the numerical results are compared with the experiments.  

This is done by comparing the numerical pore pressures at the monitoring points 

with the pressures measured in the experiment. The sheared zone will also be 

qualitatively compared. 

4.4.1 Calibration of the B Values 

Different values were used for the B parameter, Eq. 2-34, in different 

directions to obtain a value that best matched the experiment.  

Fig. 4-6 demonstrates the pore pressure at the injection point for several trials 

for B values in the vertical and horizontal directions. As can be seen, the best 

match corresponds to Bh = 45 and Bv = 25. A reasonable match is obtained for the 

pore pressure response at this point, and the differences could be associated with 

the general non-symmetric geometry of the shear fractures in the sample (Fig. 

4-3) versus the symmetric geometry of shear failure in the numerical model.  

The purpose of the developed hydraulic fracture model is to approximate 

discrete fractures with a smeared approach. The smeared approach may not 
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provide the flow mechanism in micro scale (grain size) but it is accurate in the 

element scale (an element here includes a cluster of grains) as elements are the 

smallest units for calculations. The discrepancies in some results (mainly in Fig. 

4-9) could also be related to the heterogeneity of the sample, which forces failure 

to begin to form from natural defects. However, the developed model assumes a 

homogeneous material. In this case, a fracture is simulated as a diffused failure 

zone (symmetric around the axis of the specimen) in the numerical model.  

 

Fig. 4-6: Comparison of the calculated and measured pore pressure at the injection 

point 

Fig. 4-7 shows a reasonable match between the measured and the calculated 

pressure response at Monitoring Point 90-1. The pressure profile of Point 270-1, 

however, is quite different than that of Point 90-1, indicating asymmetric 

responses at Level 1. This can be attributed to the asymmetric shear fracture 

development in the sample during the injection process, as is evident in Fig. 4-3. 
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It is likely that a shear band crossed the piezometer at 270-1 and increased the 

pore pressure at that point. Since the numerical model in an axisymmetric 

configuration did not make it possible to capture the asymmetric shear bands, the 

pore pressure at Point 270-1 was assessed to be the same as at Point 90-1. The 

pore pressure at Level 1 was insensitive to variations in parameters Bh and Bv, 

which could be related to the upward development of the shear fractures, which 

will be discussed later. 

 

Fig. 4-7: Comparison of the calculated and measured pore pressure for the upper 

monitoring level (Level 1) 

Fig. 4-8 shows a reasonable match between the measured and calculated 

pressures at different angular positions of Level 2. The pore pressure at this 

monitoring level is not influenced by variations in Bh and Bv. It is believed that the 

main reason for this is the upward trend of the shear failure zone and the 

localization of shear strains, which will be shown in Fig. 4-10. 
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Fig. 4-8: Comparison of the calculated and measured pore pressure for the mid-

monitoring level (Level 2)  

Fig. 4-9 compares pore pressures monitored at Level 3. In the numerical 

model, the pressure drops to a low value of 150 kPa and then rises rapidly, 

followed by a slight decrease. As will be shown later, the mesh size is the major 

contributor in this response, as fewer fluctuations are obtained for the finer mesh.  

The variation in the Bh parameter barely affected the results, while a high 

sensitivity to the Bv magnitude is evident at this monitoring level. The smaller Bv 

value (Bv = 20) not only reduced the fluctuation of the pore pressure, but also 

brought the pressure response closer to the measurements during the shut-in 

period.  
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Fig. 4-9: Comparison of the calculated and measured pore pressures for the lower 

monitoring level (Level 3) 

4.4.2 Shear and Tensile Failure Zones 

As the sample does not have any tensile strength, a (diffused) tensile failure 

is more expected than a localized tensile fracture. Fig. 4-10 indicates a very small 

tensile-failure zone (less than 2 cm) near the perforations with Bh = 45 and Bv = 

25. Tensile failure zones of the same size were also obtained for other Bh and Bv 

values. In the final report of the experimental study, it was concluded that there 

was no evidence of a single dominant tensile parting or closely spaced distribution 

of fractures primarily normal to the initial minimum principal stress in any of the 
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fracture experiments (Pak, 1997). Permeability evolution due to shearing and the 

diffusion of pore pressure into the sample, low shear strength and the dilative 

behavior of the material are believed to be the main reasons that it was not 

possible to generate tensile fractures (Pak, 1997).  

The shear failure zone and the plastic shear strains in Fig. 4-10 are almost 

evenly distributed around the injection point, but tend to move upward after some 

propagation into the sample. As a result, pore pressure diffusion tends to occur 

faster at the higher monitoring levels than at the lower ones. 

 

 

Fig. 4-10: The shear failure zone (top right), plastic shear strains (bottom) and the size 

of the tensile failure zone (top left) in the numerical model 
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It should be explained that the real flow boundary condition (in the 

experiment) at the injection interval is initially symmetric and eventually becomes 

asymmetrical. At the beginning of the experiment, the most likely asymmetrical 

parameter is the heterogeneity of the sample. Once injection starts, this natural 

heterogeneity forces more fluid flow through larger (more permeable) pores (at 

grain scale). Similarly, pore pressure builds up more quickly in tighter (less 

permeable) spots, causing fracture to begin from these points. As we don’t have 

any information on the heterogeneity of the sample (and also it is out of the scope 

of the research), a homogeneous sample was assumed in the numerical model. In 

addition, fluid was injected over the perforation interval. In this case, there was no 

natural bias in permeability, and diffused failure was a more reasonable 

expectation.  

Touhidi-Baghini’s model, in the form of Eq. (2-34), was established based on 

flow experiments conducted during triaxial tests on cylindrical samples. Eq. (2-34

) represents the overall permeability of the whole sample while being sheared (a 

defused shear zone including a discrete shear fracture embedded in a cylindrical 

sample). This shear permeability model (and other similar models) does not 

address a local permeability enhancement of localized shear fractures. Therefore, 

the equation is well-suited to the diffused failure and the associated permeability 

enhancements simulated here using the developed hydraulic fracture model.  

4.4.3 Mesh size effect 

Three mesh sizes of 9.5, 11 and 12.5 millimeters were used to simulate the 

hydraulic fracture experiment. The results for the three mesh sizes are illustrated 

in Fig. 4-11. Despite applying fracture energy regularization to the model, the 

pore pressure at the mid and lower monitoring levels was significantly affected by 

the selected mesh size. However, the results converge towards the experimental 

measurements for the finer mesh. The observed mesh dependency creates a need 

to examine the effectiveness of the fracture energy regularization method 

implemented here. 
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Fig. 4-11: Mesh sensitivity of the results 
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To evaluate the effectiveness of the fracture energy regularization method, 

the base model has been solved without regularization. As shown in Fig. 4-12, the 

application of the regularization method caused smaller pore pressure to build up 

at the injection point during the injection period, which is closer to the 

experimental results. However, no considerable influence was observed on the 

pore pressures calculated for all the monitoring points. Fig. 4-13 compares the 

degraded zone for the two models. This figure demonstrates a much larger 

degradation zone for the regularized model (larger than one-third of the diameter 

of the cylindrical sample), which is closer to the experimental outcome (Fig. 4-3) 

compared to that of the un-regularized model (which is limited to a very small 

zone surrounding the injection point). 

It is therefore concluded that the observed mesh dependency in the results 

could possibly be due to the explicit finite difference scheme used in FLAC (e.g., 

pore pressure is averaged at the center of the finite difference elements). Similar 

mesh dependency had been described in the previous chapter in tensile fracture 

simulations in impermeable rock with the strain softening behavior under tension.  

 

Fig. 4-12: Evaluating the effectiveness of fracture energy regularization 
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Fig. 4-13: Comparison of the degraded zone with and without fracture energy 

regularization. The red colour shows the fully degraded material 

4.5 Summary and Conclusion 

The smeared hydraulic fracture model developed in this research was 

validated against a hydraulic fracturing experiment in cohesionless sand. 

Reasonable agreement was obtained with the experimental results, especially 

during the injection period. The size of the tensile fracture zone was very limited, 

and it was found that permeability evolution due to shear dilation was the main 

contributing factor in the flow response.  

Despite using the fracture energy regularization method, some mesh 

dependency was observed in the calculated pressures.  

The fracturing pressure was found to be more than three times the initial 

minimum principal stress applied to the sample. One reason could be the high 

permeability and low shear strength of the material, which would cause the 

poroelasticity effects and dilative behavior to have a significant impact.  
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It is concluded that the smeared fracture approach can properly simulate the 

hydraulic fracturing process in cohesionless sands. This approach also makes it 

possible to simulate related mechanisms and processes such as shear failure and 

shear permeability evolution, which are involved in hydraulic fracturing.  

 

 

 

  



95 

 

Equation Chapter (Next) Section 1 

Chapter 5: A Numerical Investigation of the Hydraulic 

Fracturing Mechanism in Oil Sands 

5.1 Introduction 

This chapter presents a numerical investigation of hydraulic fracturing in oil 

sands during cold water injection, taking into consideration aspects of both 

geomechanics and reservoir fluid flow. The smeared fracture approach was 

adopted to simulate tensile fractures and shear failure in the oil sands. Major 

features of this model include modeling poroelasticity and plasticity, matrix flow, 

shear failure and tensile fracturing with concomitant permeability enhancement 

(Touhidi-Baghini’s shear permeability and the cubic law, respectively), 

saturation-dependent permeability, stress-dependent stiffness and gradual 

degradation of oil sands due to dilatant shear deformation. 

The constitutive model used in the hydraulic fracture simulations is calibrated 

against a series of laboratory triaxial experiments. The hydraulic fracture model is 

also calibrated against a series of well tests to obtain representative reservoir 

petrophysical characteristics. The calibrated model is next utilized to simulate 

hydraulic fracturing in the oil sands using cold water injection. A series of 

sensitivity analyses is conducted to evaluate the sensitivity of the model to the 

numerical mesh size. Further sensitivity analyses are also performed with respect 

to reservoir and geomechanical parameters including apparent tensile strength and 

cohesion of the oil sands, magnitude of the minimum and maximum principal 

stress, absolute permeability and elastic modulus of the oil sands, ramp-up time 

and the calibration parameter in the shear permeability equation (B parameter), all 

of which are done to clarify the influence of these parameters on the fracturing 

response. 
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5.2 Model Formulation 

5.2.1 Material Constitutive Model 

A bilinear Mohr-Coulomb shear model combined with strain 

hardening/softening is implemented in the model to describe the shear strength of 

the material. The yield surfaces can be expressed in the following form (Nouri et 

al., 2009; Jafarpour et al., 2012): 

,...................................................................................................  (5-1) 

where P is the mean effective stress, and T is the square root of the second 

invariant of the deviatoric stress tensor in an axisymmetric state of stress (as in a 

triaxial compression experiment). P and T are defined as: 

, ............................................................................................................  (5-2) 

, .........................................................................................................  (5-3) 

and  is the friction coefficient which is equal to tan( ). This parameter is 

related to the friction angle ( ) in the following form: 

, .........................................................................................................  (5-4) 

This model has been calibrated against triaxial experiments. Further 

description of the model parameters and detailed calibration process is provided 

in Appendix B.  

A cohesive constitutive model (Barenblatt, 1962) is used to calculate the 

tensile strength of the material. The rock is assumed to undergo linear softening 

under tension before fracturing (Fig. 5-1).  

5.2.2 Smeared Tensile Fracture Flow Model 

For fluid flow in a smeared tensile fracture, a slightly modified version of the 

procedure proposed by Ji (2008) and Ji et al. (2009) is used by implementing the 

tensile strain of the fractured element, Eq. (3-1), instead of the fracture aperture, 

as shown below. 
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, ...........................................................................................  (5-5) 

where    is the tensile strain in the element, t is the equivalent element 

thickness in the direction of the tensile strain, Frough is fracture wall roughness and 

km is matrix permeability.  

 

Fig. 5-1: Cohesive behavior of fracture (Papanastasiou, 1999) 

Once a tensile fracture is detected in an element in any time step in the 

model, the permeability multiplier PM is calculated using the cubic law for the 

smeared fracture. This multiplier is applied to the permeability in the fracture 

direction, while the permeability in the direction normal to the fracture remains 

unchanged or follows the shear permeability criteria (which will be described in 

the following section) if shear failure has been detected. This orthotropic 

permeability tensor is then rotated back to the global coordinate system, resulting 

in the anisotropic permeability tensor for the fractured element. 

5.2.3 Smeared Shear Failure Flow Model 

Touhidi-Baghini’s model in the form of Eq. (5-6) with different B values in 

horizontal and vertical directions is used to describe the shear permeability 

enhancement in the developed hydraulic fracture model in this chapter. 

, .....................................................................................................................  (5-6) 
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where k and k0 are the evolved and initial permeability of the element, 

respectively, v is volumetric strain and B is the rate at which permeability 

evolves as a function of volumetric strain variance.  

Touhidi-Baghini’s model was further validated against permeability 

measurements in triaxial compression tests of a weakly consolidated sandstone in 

the elastic compression range. This calibration can be found in Appendix A. 

5.2.4 Fluid Flow Model 

Darcy’s law for fluid flow in porous media is used to solve the flow in the 

intact matrix, tensile fractures and shear failure: 

,.......................................................................................  (5-7) 

where is the specific discharge vector,  is the permeability, is the 

fluid viscosity, P is the fluid pressure, is the mass density of the fluid, , k = 

1, 2, are the two components of the gravity acceleration vector and i, j = 1, 2  are 

indexes for two-dimensional analysis. 

5.2.5 Porosity Change  

Porosity is related to volumetric strain, which can be calculated using a 

geomechanical model, as follows (Touhidi-Baghini, 1998): 

, ..........................................................................................................................  (5-8) 

where  and  are the initial and current porosities, respectively, and  is 

the volumetric strain. 

Flow analysis was carried out by building a flow model using a point-

distributed grid. The solution can be obtained by applying the initial reservoir 

pressure, assigning no flow at the symmetry boundary but a prescribed injection 

flow rate at the wellbore and designating a pressure boundary for the rest of the 

reservoir boundaries.  
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Like the approach described in the previous chapter, an element is considered 

as tensile fractured if the tensile strength ( ) of the element has degraded 

completely. The permeability of an element which undergoes tensile fracturing is 

calculated using the permeability multiplier. 

The width of the tensile fracture is a solution-dependent parameter and is 

calculated and updated in each time step based on nodal displacements. Fracture 

energy regularization (described in Chapter 3) is also implemented to reduce the 

mesh-size impact. The permeability multiplier is applied to change the 

permeability in the fracture direction, while the permeability in the orthogonal 

direction remains unchanged or follows the shear permeability criterion if the 

element has experienced plastic shearing. The orthotropic permeability tensor is 

then transformed back to the global coordinate system resulting in an anisotropic 

permeability tensor for the fractured element.  

5.3 Iterative coupling scheme 

The calculation process to simulate hydraulic fracturing in this work consists 

of coupling the FLAC2D finite difference program (Itasca Consulting Group Inc., 

2011) as the geomechanics module and an in-house 2D finite difference fluid flow 

module written in MATLAB. The two modules are coupled iteratively based on a 

procedure described by Tran et al. (2004). The model solves for the pore 

pressures, deformations, stresses, stress-dependent stiffness, fracture initiation and 

propagation, porosity and permeability variations, and equivalent fracture 

permeability in the rock.  

In the iterative coupling scheme, the parameters calculated in the 

geomechanical module (e.g., porosities and permeabilities) and the reservoir 

variables (e.g., pore pressures) are solved separately in their respective modules, 

and the solutions are iterated for each time step until convergence is obtained for 

all the variables. Convergence criteria are satisfied when the maximum error 

calculated for all the variables, including pore pressures, porosity and principal 

permeabilities, is simultaneously less than the error margin (2%). 

T
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Porosities, permeabilities and pore pressures are the variables that are 

exchanged between the fluid flow module and the geomechanics module using a 

coupling scheme written in MATLAB. The fluid flow module sends the 

calculated pore pressures to the geomechanics module. At this time, FLAC2D 

updates the pore pressures, calculates the corresponding stresses and deformations 

and updates the porosities and permeabilities, which are then sent to the fluid flow 

module. Next, the fluid flow module calculates new pore pressures based on the 

updated porosities and permeabilities and sends them back to FLAC2D. This 

process is repeated iteratively for each time step until the convergence criteria are 

satisfied. It should be noted that convergence on porosity means convergence on 

the volumetric strain, which in turn requires convergence on the principal strains 

in the geomechanics module (calculated based on the pore pressures). The 

iterative coupling scheme of the developed hydraulic fracture model is illustrated 

in Fig. 5-2. 

5.4 Improving numerical stability 

The fracture permeability is a third-degree function of the fracture aperture 

based on the cubic law. A sudden increase of the permeability from the matrix 

permeability to the fracture permeability may result in numerical instability in the 

solution process. This problem surfaced in this research and was also documented 

by Ji (2008). Ji (2008) used a scheme that ramped the fracture permeability at 

each iteration, which improved the numerical stability and allowed the solution to 

converge. 

The scheme proposed by Ji (2008) is adopted here for calculating both the 

fracture and matrix permeability. In this scheme, the un-modified permeabilities 

of a tensile fracture and shear failure are calculated for the current iteration v. If 

the solution does not converge, the permeabilities at iteration v+1 are modified by 

using the permeability in iteration v ( ) and the un-modified permeability at the 

current iteration ( ) according to Eq. (5-9). The calculations are repeated during 

the iteration process until the maximum errors are less than the specified 

tolerances (2%) for all of the coupling variables simultaneously. 

v
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,.................................................................  (5-9) 

where mod_fac is the modifying factor,  is the principal permeability in 

direction i, and v is the previous iteration. A smaller modification factor improves 

the numerical stability at the cost of increasing the model run time.  

 

Fig. 5-2:The iterative coupling scheme in the developed hydraulic fracture model. The fluid 

flow module calculates pore pressures (p). Then the pressures are mapped onto the 

geomechanics grid. The geomechanics module calculates the stress and strains ( and ). 

Based on the strains (the primary variables), the secondary variables (i.e., the volumetric 

strains (v) and tensile strains (T)) are calculated. Using these secondary variables, the 

connecting variables (i.e., porosity () as well as the sheared matrix permeability and tensile 

fracture permeabilities (km and kf)) are calculated and mapped onto the fluid flow grid. In 

this way, pore pressures, porosity and permeabilities are exchanged between the modules in 

the iterations.  
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5.5 Simulation of the Well Tests 

The proposed model was used to simulate a series of well tests conducted at 

the Burnt Lake project (Xu, 2010). The project is located about 300 km northeast 

of Edmonton (Yeung and Adamson, 1991; Yeung, 1995). Cyclic steam 

stimulation was first proposed as the oil recovery scheme for this project to 

produce crude bitumen from the Clearwater formation in the Cold Lake oil sands 

deposit. Due to low heavy oil prices in the late 1980s, the project was suspended 

in 1989 and alternative lower-cost recovery methods were studied (Yeung and 

Adamson, 1991; Yeung, 1995).  

The geology of the reservoir and the three well tests carried out in well 01-

14-67-03W4 (Xu, 2010) are discussed below. 

5.5.1 Reservoir Geology 

Yeung (1995) and Xu (2010) provide some information on the geology of the 

project site, which is summarized here. The target zone of this project was in 

Clearwater B sand with a thickness of 20 to 30 meters. No gas cap was detected in 

the logs. In addition, no bottom water was detected except at the extreme 

northeast corner of the lease property. Clearwater B sand is a fine-grained and 

unconsolidated sand consisting of 20% quartz, 20% feldspar and 60% rock 

fragments. Smectite, Illite, Chlorite and Kaolinite comprise about 10 to 20 % of 

the bulk volume.  

The overlying layer is water-bearing Clearwater A sand, which is separated 

from Clearwater B by 4 to 5 meters of shale. Underlying the reservoir is shaly 

Clearwater C, which is very fine sand with interlayers of silt. Clearwater B and C 

are separated with a three-meter shale layer (Yeung, 1995).  

The developed model simulates a horizontal plane at the perforated mid-

interval and includes only one type of material (the Clearwater sand). The model 

can capture a potential vertical fracture. Further model details and boundary 

conditions are described in Section 5.6. 
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5.5.2 Description of the Well Tests 

Three well tests were performed in a cased well in the Burnt Lake project. 

The well tests were performed in a 178- millimeters diameter wellbore which was 

perforated in a five-meter interval in the middle of the pay zone (Clearwater B). 

The tests were conducted at different injection rates. The highest pressure was 

exercised in Test 3 and the lowest in Test 1. For each test, water was injected into 

the oil sand formation for a specific period, and the well was then shut in until the 

bottomhole pressure returned to the static level. The bottomhole pressure was 

recorded during the test (Xu, 2010). The bottomhole pressures and flow rates for 

all three well tests are shown in Fig. 5-3.  

 

Fig. 5-3: Results of well tests in oil sands in Burnt Lake project (Xu, 2010) 

5.6 Description of Numerical Model  

To model the well tests, the bottomhole injection rate was used as a boundary 

condition. The injection flow rate was adjusted in the model in every time step to 

match the calculated bottomhole pressure with the measurements in the tests. The 

calculated flow rate was then compared with the measured values to evaluate the 

model. 
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5.6.1 Model and Grid Size 

As the wellbore is vertical and the pay zone is 25 meters thick extended 

horizontally, the assumption of plane strain would be reasonable. In this case, it is 

assumed that stresses and strains are uniform along the vertical axis and the strain 

component in the vertical direction is negligible. For this reason, a 2D plane strain 

model is considered in the middle of the pay zone and is stretched horizontally 

perpendicular to the well. Only half of the reservoir is simulated in the model due 

to symmetry.  

The model consists of a wellbore in a 500-meter by 250-meter half-symmetry 

geometry as shown in Fig. 5-4. The grid for the plane strain geomechanical model 

consists of a uniform 1x1-m
2
 grid in the area around the injection point with 

gradually coarser mesh closer to the far field boundaries. The flow model consists 

of a uniform 1x1-m
2
 grid. 

5.6.2 Initial and Boundary Conditions 

For the geomechanical model, the normal displacements were fixed along the 

symmetry line. Maximum horizontal stress was applied on the right boundary, 

and minimum horizontal stress was applied on the top and bottom boundaries of 

the model as shown in Fig. 5-4. The maximum (v), intermediate (H) and 

minimum (h) in situ stresses were 10.35, 8.28 and 7.2 MPa, respectively, and the 

initial reservoir pressure was 3.3 MPa.  

For the flow model, the injection rate was applied from the middle of the left 

boundary (the symmetry axis). The left boundary, except for the injection point, 

was considered as a no-flow boundary, and all other boundaries were constant 

pressure boundaries with pressure equal to the initial reservoir pressure. 
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Fig. 5-4: The finite difference model and the boundary conditions of the geomechanical 

plane-strain model 
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5.6.3 Reservoir Fluid Properties 

Different values have been reported for the bitumen viscosity in this field: 

40,000 (Yeung and Adamson, 1991; Yeung, 1995),  300,000 cp (Xu, 2010), and 

more than 80,000 cp (Kisman and Yeung, 1995) at reservoir conditions. 

Considering such high viscosities, assuming single-phase water flow (immobile 

bitumen) would be reasonable for a 24-hour test. 

5.6.4 Oil Sands Properties 

5.6.4.1 Geomechanical Model and Calibration 

A bilinear Mohr-Coulomb model combined with strain hardening/softening 

was calibrated against a series of triaxial compression tests on Cold Lake oil 

sands (Wong et al., 1993). The tests were carried out at temperatures ranging from 

20 to 300
o
C and effective confining stresses ranging from 1 to 18 MPa. The 

procedure proposed by Nouri et al. (2009) and Jafarpour et al. (2012) was 

followed to calibrate the constitutive model for the numerical simulations. The 

calibration process can be found in Appendix B. The average grain size (D50) of 

the Cold Lake oil sands is 0.08 millimeters (Dusseault, 2001), which is used in 

fracture energy regularization to reduce mesh dependency of the numerical 

results. 

The calibrated parameters were used in a series of simulations by FLAC2D to 

verify the numerical match of the stress-strain results with the triaxial testing data. 

Fig. 5-5 shows the variation of the cohesion, friction angle and dilation angle for 

Cold Lake oil sands versus the equivalent plastic strain at both low and high 

effective confining stress. The results of these simulations are shown in Fig. 5-6. 

A typical shear band captured during the simulation at low confining pressure is 

also shown in this figure.  

Plewes (1987) reported the results of Brazilian and unconfined direct tensile 

tests on cylindrical specimens of rich Athabasca oil sands at a room temperature 

of 18.5 
o
C. The tensile strength of the rich oil sands was reported to be in the 

range of 8.1-17.1 kPa, based on the Brazilian tests, and 2.1-6.2 kPa, based on 

direct tensile test. Plewes (1987) related the apparent tensile strength to the high 
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viscosity of the bitumen at a low temperature and/or negative pore pressure 

developed during the testing. This tensile strength may be higher at the in situ 

initial temperature of 12 
o
C. A tensile strength of 100 kPa was assumed in the 

simulations. Also a sensitivity analysis was conducted with respect to this 

parameter to study its impact on the fracturing behavior of the reservoir.   

 

Fig. 5-5: Cohesion, friction and dilation angles of Cold Lake oil sand samples as a function of 

the equivalent plastic strain at low and high effective confining stresses 
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Fig. 5-6: Simulation results for the triaxial compression tests performed by Wong et al. 

(1993). Left: The stress-strain plots for the entire test. Right: A typical shear band captured 

during the lowest effective stress test. The unloading and loading cycles are neglected. 

5.6.4.2 Permeability of Oil Sands 

The reservoir had a porosity and initial oil saturation of 33% and 70%, 

respectively, with absolute permeabilities of 0.5 to 2.5 Darcies (Xu, 2010).  

Touhidi-Baghini (1998) developed his shear permeability model based on 

McMurray oil sands as well as reconstituted specimens. It was expected that the B 

values proposed by Touhidi-Baghini would be reasonably valid to describe the 

behavior of Cold Lake oil sands during shearing. Touhidi-Baghini’s model with 

the proposed B values was used to simulate shear-induced permeability in the 

hydraulic fracture model developed here. A sensitivity analysis was later 

conducted with respect to the B parameter to investigate its impact on the 

numerical results.  

The effective permeability of the reservoir to water was calculated using the 

standard Horner plot (Hannan and Nzekwu, 1992), which describes a linear 

relationship between reservoir transmissibility (      and Horner time, 

            .  

From the semi-log straight line, the slope of the line was calculated and used 

to calculate transmissibility using the following equation:  
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, ............................................................................................................................ (5-10) 

where      is formation transmissibility, K is effective permeability, h is 

effective reservoir thickness,   is reservoir viscosity, Q is the fluid injection rate, 

B is the formation volume factor, m is the Horner semi-log straight line slope and 

c is a constant.  

The semi-log Horner plots for the three well tests are plotted in Fig. 5-7. The 

Horner semi-log straight line slopes for the well tests were 1300, 2900 and 4300 

kPa/cycle. Assuming a 25-meter reservoir height and average flow rates of 4, 9.9 

and 15 m
3
/day, effective permeabilities of 0.264, 0.293 and 0.30 md were 

calculated, respectively, for well tests 1, 2 and 3.  

 

Fig. 5-7: Horner plot of the three well tests 

5.6.4.3 Summary of Oil Sands Properties 

The material properties used in the base-case simulation are summarized in 

Table 5-1. These properties represent the best estimates based on the limited data 

in hand. For those parameters that were not available, the values were selected 

from analogue data supplemented by sensitivity studies as will be described in the 

next sections. 
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Table 5-1: Summary of the input material properties used in the base case numerical model 

Parameter Value Parameter Value 

Maximum principal stress (MPa)
+
 10.35 Tensile strength

---
 (MPa) 0.1 

Intermediate principal stress (MPa)
 +
 8.28 Initial cohesion at LECS

*
 (MPa) 0.85 

Minimum principal stress (MPa)
 +
 7.2 Initial cohesion at HECS

*
 (MPa) 4.9 

Reservoir pressure (MPa)
 +
 3.4 Initial friction angle at LECS

**
 (deg.) 21.28 

Initial water saturation (%) 
+
 30 Initial friction angle at HECS

***
 (deg.) 3.45 

Elastic modulus (MPa)
 +++

 Variable Initial dilation angle at LECS
**
 (deg.) 25 

Poisson ratio (Wong et al., 1993) Variable Initial dilation angle at HECS
***

 (deg.) -24.5 

Absolute permeability
-
 300 md Porosity (%) (Yeung and Adamson, 1991) 34 

Bh and BH parameters
--
 2 and 5 

+ Xu (2010),  ++ Assessed from laboratory experiments on Cold Lake oil sands performed by Wong et al. (1993), - Found 

by sensitivity analysis and history matching, -- From calibrations against experimental data for McMurray oil sands by 

Touhidi-Baghini (1998), --- Assumed, * See Fig. 5-5 for variations; calculated from laboratory experiments on Cold Lake 
oil sands performed by Wong et al. (1993),  ** At Low Effective Confining Stress (LECS); calculated from triaxial data for 

Cold Lake oil sands (Clearwater formation) performed by Wong et al. (1993) (see Fig. 5-5 for variations), *** At High 

Effective Confining Stress (HECS); calculated from triaxial data for Cold Lake oil sands (Clearwater formation) performed 
by Wong et al. (1993) (see Fig. 5-5 for variations) 

5.6.5 Single-Phase versus Two-Phase Flow Calculations 

It is assumed that bitumen is immobile during the well tests due to its high 

viscosity at low reservoir temperature (12
o
C) during water injection. With little 

bitumen flow during the injection, it is reasonable to assume a constant bitumen 

volume in the pores of the rock. Therefore, any expansion in the pore volume 

(volumetric expansion of the rock) is assumed to be filled only with water, as 

schematically shown in Fig. 5-8. This assumption makes it possible to calculate 

the water saturation and assessment of relative permeability during the injection 

without having to perform a two-phase flow analysis. 

 

Fig. 5-8: Schematic of void and water volume saturation due to volumetric straining 
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Based on this assumption, the new saturation of water is calculated as 

follows: 

, ............................................................................................................................. (5-11) 

, .........................................................................................................................  (5-12) 

where  and  are the water and bitumen saturations, respectively, and , 

 and  are the volumes of water, bitumen and the void space, respectively.  

Assuming constant bitumen volume in the voids: 

, ............................................................................................................................  (5-13) 

Based on the definition of porosity, , 

, .................................................................................................................................. (5-14) 

, ........  (5-15) 

where  represents the total volume of the element under consideration and 

subscript “o” refers to the initial value of the variables. 

, ............................................................................  (5-16) 

After some manipulations, Eq. (5-16) becomes: 

, ..............................................................................  (5-17) 

, ..............................................................................................  (5-18) 

Eq. (5-18) relates the new water saturation to the variation of porosity and 

volumetric strain. Once the new water saturation is calculated, the new relative 

permeability to water is obtained from the relative permeability graph.  

Equation (5-18) relates the water saturation to oil sand’s porosity and 

volumetric strain variations. Once the current water saturation is calculated, the 

current relative permeability to water is obtained from the relative permeability 

relationship. The relative permeability data proposed for the mid-layer of Burnt 

Lake oil sands (Kisman and Yeung, 1995) was used in the simulations.  
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Fig. 5-9: Relative permeability curve used in the model (Kisman and Yeung, 1995) 

5.7 Numerical Model Results 

In this section, the simulation results are compared with the measurements 

from the well tests. It was previously mentioned that a wide range of 500 to 2500 

md was reported for the absolute permeability of the reservoir (Xu, 2010). To find 

a unique value, absolute permeability was varied in different runs to match the 

numerical results with the field measurements while keeping the same mesh size 

in all the simulations. Mesh sensitivity of the numerical results was also 

evaluated. The results are discussed in the following sections. Later, a hydraulic 

fracture simulation was conducted using larger flow rates than those applied 

during the well tests to assess the initiation and propagation of a tensile fracture in 

the oil sands. 

5.7.1 The Base Numerical Model 

5.7.1.1 Absolute Permeability 

Assuming an initial water saturation of 28.8%, the well tests were simulated 

using the absolute permeabilities of 500 and 2,500 md as reported for the field 

experiments (Xu, 2010). However, no information was reported about how these 
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permeability measurements were obtained. As the simulations yielded different 

results than the measurements, a sensitivity analysis was conducted with respect 

to the absolute permeability value. Four absolute permeabilities of 200, 300, 500 

and 1000 md were used in simulations. It was found that an absolute permeability 

of 300 md resulted in the best match with the field measurements for the base 

mesh (Fig. 5-10). This absolute permeability is, however, lower than the reported 

range (500 to 2,500 md). There are two possible explanations for this: first, the 

existence of interbedded shale layers and carbonate-cemented beds with up to 0.5 

m thickness (Yeung, 1995; Xu, 2010), and also a Chlorite/Berthierine clay rim 

around the sand grains (Yeung, 1995) at some depth in Clearwater B could reduce 

the absolute permeability of the reservoir. The absolute permeability of 300 md 

was chosen for the base case analysis and was used for the rest of the research. 

 

Fig. 5-10:  Impact of absolute permeability on numerical results 

5.7.1.2 Examining Mesh Size Effect 

To evaluate the influence of mesh size, three mesh sizes were examined in 

this research. The fracture energy regularization method was also used to reduce 

the mesh-size dependency that originates from strain softening.  
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The results of the mesh dependency analysis are plotted in Fig. 5-11. The 

figure shows that despite the application of fracture energy regularization, some 

degree of mesh dependency affected the simulations even in the simulation results 

of Well Test 1, which had the lowest injection pressure. As shown, the results 

became more mesh-dependent for Well Test 3 compared to Test 1, which could 

be a function of the larger shearing plastic deformations occurring during Well 

Test 3, as will be shown later. Another contributing factor in the observed mesh 

dependency could be the dependence of porosity, saturation and permeability on 

deformations. A small mesh dependency in the calculated strains can magnify the 

variations of porosity, saturation and permeability. It can also eventually magnify 

the variations of the strains again.  

A mesh size of 1 meter x 1 meter was selected for the base case analysis. 

 

Fig. 5-11: Mesh size effect 

Fig. 5-11 shows that there is a stronger mesh dependency at higher pressures. 

The fracture energy regularization has been proven to highly reduce or even 

eliminate mesh dependency when the stress-strain analysis is performed 

(Pietruszczak and Mróz, 1981; Bažant and Oh, 1983; Klerck, 2000; Crook et al., 
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2003; Nouri et al., 2009; Jafarpour et al., 2012). Chapters 3 and 4 provided 

evidence that the fracture energy regularization method can reduce but not 

eliminate mesh dependency in a coupled deformation-fluid flow analysis, where 

fluid flow parameters are tied to the numerical stress/strain calculations in each 

time step. Mesh dependency has also been observed in the flow simulation of a 

fractured reservoir using the smeared approach (Weill and Latil, 1992).  

The simulation results of the base case model (with 300 md permeability) are 

shown in Fig. 5-12. As shown later in this section, the numerical results do not 

indicate any tensile hydraulic fractures during the three well tests. Xu (2010) 

reported similar findings in his 3D numerical simulations of the same well tests 

using a strain-induced anisotropic shear permeability model (Wong, 2003). Xu 

(2010) showed that all the deformations during the well tests were either elastic 

(in Test 1) or shear dilative (in Tests 2 and 3). Similarly in this research, it was 

found that a hydraulically induced dilated zone formed in the oil sands in Well 

Tests 2 and 3.  

 

Fig. 5-12: Simulation results of the base-case model 
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Fig. 5-13 illustrates the stress path of an element near the injection point in 

Well Test 3 from the simulation results of Xu (2010). Based on the stress path, Xu 

(2010) detected oil sand shearing but did not observe tensile fracturing in Test 3. 

Fig. 5-14 shows the stress path of the wellbore element for the base case 

model. The stress path in Well Test 1 does not intersect the shear failure envelope. 

It indicates that due to low injection pressures in Well Test 1, the reservoir 

response is predominantly elastic, similar to the results obtained by Xu (2010). 

After the shut-in, effective stresses bounce back and the stress path returns to the 

original stress state.  

Fig. 5-14 shows the stress path of the wellbore element for the base case 

model. The stress path in Well Test 1 does not intersect the shear failure envelope. 

It indicates that due to low injection pressures in Well Test 1, the reservoir 

response is predominantly elastic, similar to the results obtained by Xu (2010). 

After the shut-in, effective stresses bounce back and the stress path returns to the 

original stress state.  

 

Fig. 5-13: Stress path of Well Test 3 in the 3D numerical analysis conducted by Xu (2010) 

using the strain-induced anisotropic shear permeability model (Wong, 2003) 
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Fig. 5-14: Stress path at the wellbore in the simulated well tests 

As confirmed by the stress path, the drop in the bottomhole pressure (BHP) at 

the early stages of Well Test 1 (Fig. 5-12) is caused by the reduced injection rate, 

not by the development of a hydraulic fracture (either shear or tensile). In late 

stages of injection in Test 1 (Fig. 5-12), the flow rate is nearly constant, resulting 

in a constant bottomhole pressure. 

As per Fig. 5-12, a continued increase in the bottomhole pressure in Well 

Test 2 causes the stress path to intersect with the initial yield envelope at Point B1 

at an injection pressure of 7.5 MPa and further advancement of the stress path 

beyond the initial yield envelope to Point B2 at a pressure of 7.9 MPa. However, 

the stress path does not reach the peak-strength envelope (see Fig. 5-14). The 

material is still in the strain-hardening stage during Test 2. After shut-in, the 

stresses bounce back elastically in a path close to the injection path. No tensile 

fracturing is detected numerically during this test. This is consistent with the 

numerical results reported by Xu (2010).  

In Well Pest 3, pressure quickly reaches point C1 (8.1 MPa pressure). The 

stress path approaches the peak strength at the pressure of 9.0 MPa, shown by 

Point C2 in Fig. 5-14. The stress path then moves on to the peak shear envelope 
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towards Point C3 (9.75 MPa pressure), the highest pressure experienced in this set 

of well tests. Maintaining the pressure at 9.75 MPa does not result in a tensile 

fracture, nor further shearing. The oil sand does not show strain softening in Well 

Test 3 as the stress path stays at the peak strength until the injection is shut in. 

After the shut-in, the material experiences stress rebound in a path nearly parallel 

to the path during the injection. The paths do not match due to the plastic 

deformation. Simulations indicate no tensile fracturing in Test 3 despite the 

development of a shear yield zone. Xu (2010) reported similar numerical results, 

as shown in Fig. 5-13. 

The simulation results indicate no tensile fracture in any of the three well 

tests, despite the  bottomhole pressure of 9.75 MPa in Well Test 3, which is larger 

than the two initial horizontal stresses (7.2 MPa and 8.28 MPa) but lower than the 

vertical stress (10.35 MPa).  

5.7.2 Fracture Initiation and Propagation Pressure 

The simulations so far indicated that no tensile hydraulic fractures developed 

during the well tests. To investigate the initiation and propagation of a tensile 

fracture in the reservoir, a hydraulic fracture simulation was carried out using a 

higher flow rate of 40 m
3
/day for a duration of 13 hours. The results in the form of 

bottomhole pressure and fracture length are plotted in Fig. 5-15. The figure shows 

several cycles of fracture closure and reopening during the injection period. The 

figure also indicates a breakdown pressure of 10.1 MPa, which is close to the 

maximum in situ stress (i.e., the vertical stress). The propagation pressure is 

approximately equal to 8.8 MPa, resulting in a 16-meter fracture for a 13-hour 

injection period.  
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Fig. 5-15: The fracturing response of the oil sands upon cold water injection 

The stress path of the hydraulic fracture simulation in Fig. 5-16 indicates that 

shear yielding starts at Point D1 which corresponds to the pressure of 6.76 MPa. 

Point D2 in Fig. 5-16 corresponds to the peak shear strength envelope which 

occurs at a pressure of 8.4 MPa. The compressive stress then drops as the 

injection pressure continues to rise until the effective stress reaches the tensile 

strength of the material at Point D3 at 9.4 MPa pressure. A further increase of the 

bottomhole pressure up to 10.1 MPa (points D3 to D4) degrades the tensile 

strength of the sand until the tensile strength of the material drops to zero at Point 

D4 (at 10.1 MPa BHP) when tensile fracturing occurs. The opening of the fracture 

results in a temporary reduction in pore pressure down to 8.8 MPa at Point D5. At 

Point D5, the oil sands have totally lost their cohesive and tensile strength due to 

fracturing. Continuing injection leads to higher pore pressures, reopening the 

fracture and causing it to propagate. The stress path in Fig. 5-16 shows that cyclic 

pressure drops and rises during the injection period. It should be noted that part of 

these cycles, especially during fracture initiation, can be attributed to mesh size, 

and may be a numerical artifact.  
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Fig. 5-16: Stress path at the wellbore in the simulated hydraulic fracturing 

Fig. 5-17 compares the shear zones of the base case model for the well tests 

as well as the model with an artificially higher flow rate (to induce a tensile 

hydraulic fracture). The shear zone in the high-rate model is much larger than that 

in the simulated well test, which can be attributed to the higher pore pressures, 

lower effective stresses and, thus, the lower shear strength. The width of the 

sheared zone perpendicular to the fracture propagation direction is almost 

unchanged along the fracture and is approximately equal to 10 meters. It is 

important to note that the shear zone moves 11 meters ahead of the tensile fracture 

when the tensile fracture is 16 meters.  

Some field observations (in terms of fracture pattern) agree with the results 

obtained in this research. Microseismic monitoring during fracturing pressure of 

79 to 83 MPa in Bossier tight sandstone indicated  a half-fracture length of 350-

450 feet (Settari et al., (2002a). Settari et al. believed that the fracture should be 

shorter than what the microseismic events indicated and also that the 

microseismic data were related to both the fracture length and the size of the leak-

off zone. The microseismic events around the fracture could extend 50 feet ahead 

of the fracture tip (the fracture length was predicted using standard methods) 
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(Settari et al., 2002b) and also 50 meters sideways (Settari et al., 2002a; Settari et 

al., 2002b). At early injection time, the microseismic events were focused on the 

close perimeter of the fracture while later they were found everywhere from the 

wellbore to the fracture tip (Settari et al., 2002b). Shearing creates a zone of shear 

failure/fracture in the proximity of the main tensile fracture. This type of 

observation has also been reported in laboratory experiments (McElfresh et al., 

2002).  

 

Fig. 5-17: Sheared yield zone due to injection. Left: The simulated well tests. Right: The 

induced hydraulic fractured model 

5.7.3 Sensitivity Analysis 

A series of analyses was conducted to evaluate how sensitive the tensile 

fracture results were to the model mesh size. In addition, further sensitivity 

analyses were performed with respect to the flow and geomechanical parameters 

including apparent tensile strength and cohesion of the oil sands, magnitude of the 

minimum and maximum principal stress, absolute permeability and elastic 

modulus of the oil sands, ramp-up time and shear permeability evolution rate (B 

parameter). The analyses were conducted to clarify the influence of the 

aforementioned parameters on the fracturing response. The results are discussed 

in the following sections.  
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5.7.3.1 Mesh size effect 

Three different mesh sizes—2m x 2m, 1m x 1m, and 0.5m x 0.5 m—were 

examined to assess the mesh sensitivity of the results. Fig. 5-18 shows the results 

of the three mesh sizes. The larger element size (2m x 2m) resulted in a larger 

fracturing pressure and a significantly shorter fracture. It also shows a more 

unstable growth of the fracture length. Results appeared to converge as the 

element size was refined to 1m x 1m and 0.5m x 0.5m. The smaller mesh size 

shows a smoother fracture growth at the early stage of injection. As the smaller 

mesh is extremely expensive in terms of solution time (nearly 120 hours on a 2.7 

GHz CPU Intel i7 PC, 9GB RAM), a 1m x 1m mesh was selected for the base 

case model for the rest of the analyses.  

 

Fig. 5-18: The mesh size impact on fracture pressure and length 

5.7.3.2 Apparent tensile strength 

Since different values for tensile strength of oil sands have been reported in 

the literature, a sensitivity analysis was performed against this parameter to 

evaluate the impact of tensile strength on the reservoir fracturing response. In 
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addition to the base case (tensile strength of 100 kPa), two different tensile 

strengths of 0.5 kPa and 1.0 MPa were examined in the simulations.  

Fig. 5-19 illustrates the impact of tensile strength on the fracturing response 

of the reservoir, indicating a shorter fracture and slightly larger fracture 

propagation pressure for higher tensile strength. The difference in the fracture 

length with 0.1 and 1.0 MPa tensile strength was almost 5 meters after 13 hours of 

injection. The difference in the injection pressure, however, was small (almost 0.4 

MPa) for the two cases. The lower pressure corresponded to the smaller tensile 

strength. While the breakdown pressures for the cases with tensile strength of 0.1 

MPa and 0.5 MPa showed little difference, the difference for the cases with 

tensile strength of 0.5 MPa and 1.0 MPa was more noticeable at a difference of 

8.75 vs. 9.15 MPa, respectively. In addition, fewer fracture-length fluctuations 

were observed in the low tensile-strength case, while the fracture length of the 

larger-tensile-strength case included more closure and opening cycles. This is 

because the pressure drop in the larger tensile-strength case was more significant 

than that in the other cases.  

 

Fig. 5-19: Sensitivity analysis with respect to the tensile strength of oil sands 
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5.7.3.3 The minimum principal stress 

A sensitivity study was also conducted with respect to the magnitude of the 

minimum principal stress. This parameter is believed to directly control the 

breakdown and propagation pressure. Two stress magnitudes of 6.7 and 7.7 MPa 

were studied and compared to the base case results. The results are plotted in Fig. 

5-20.  

The figure shows that the magnitude of the minimum principal stress has a 

large impact on fracturing pressure. Breakdown pressures of 9.35, 10.1 and 11 

MPa were found for the minimum stress magnitudes of 6.7, 7.2 and 7.7, 

respectively. For the minimum stress increases in 0.5 MPa increments, the 

breakdown pressure differences were 0.75 and 0.9 MPa (compared to the base 

case). Propagation pressures of the three different cases were 9.6, 8.8 and 8.0 

MPa, from the larger to smaller minimum stresses, respectively (0.8 MPa 

increment in propagation pressure for 0.5 MPa increment in the minimum stress). 

Smaller minimum stress results in a longer fracture.  

 

Fig. 5-20: The impact of the minimum principal stress magnitude 
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5.7.3.4 The maximum principal stress 

The influence of the magnitude of the maximum principal stress on the 

initiation and propagation pressure was also studied. Three different magnitudes 

of 9.85, 10.35 (the base case) and 10.85 MPa were selected to examine the impact 

of the maximum principal stress.  

As plotted in Fig. 5-21, the three cases show close breakdown pressures 

within a 0.25 MPa difference. The case with larger maximum principal stress 

showed a higher propagation pressure, which can be attributed to the higher shear 

stress, hence, a higher susceptibility to shear yielding and dilation, and the 

resulting higher compressive stresses in the minimum stress direction. For the 

same reason, the smaller maximum principal stress resulted in a longer fracture. 

More shearing enhances the permeability of the reservoir, which in turn increases 

leak-off and reduces the fracture length. Also due to larger leak-off, total stresses 

rise, resulting in a higher fracturing pressure and a shorter fracture.  

 

Fig. 5-21: The impact of the maximum principal stress magnitude 
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The results showed that for the same reservoir and geomechanical conditions, 

a larger deviatoric stress state resulted in a larger propagation pressure and a 

shorter fracture. 

5.7.3.5 Cohesion 

The amount of cohesion influences the shear strength of the reservoir sand, 

affecting the fluid leak-off due to shear induced permeability, thus impacting the 

fracturing pressure and length. To examine the influence of the cohesion on the 

fracturing response, four cohesion values (initial cohesion) of 0.085, 0.425, 0.85 

(the base case) and 1.7 MPa were examined and the same ratio (cohesion of the 

model with respect to the base-case cohesion) was maintained during strain 

hardening and softening. Fig. 5-22 shows the results.  

 

Fig. 5-22: The influence of cohesion on the fracturing response 

As expected, the larger cohesion resulted in a longer fracture but lower 

fracturing pressure. Cohesion values of 0.085, 0.425, 0.85 (the base case) and 1.7 

MPa led to the breakdown pressures of 10.36, 10.34, 10.10 and 9.97 MPa, 

respectively. Also fracture propagation pressures were 9.1, 8.95, 8.75 and 8.55 

MPa, respectively.  
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Results showed that cohesion significantly impacted fracture length. Longer 

fractures were obtained for larger cohesions due to less shearing and lower leak-

off rates from the fracture walls. The low-cohesion case (0.1 MPa) showed cycles 

of fracture closure and pressure rise that re-opened the fracture during the 

injection period. This phenomenon can be attributed to the extensive shearing and 

dilation around the fracture walls and the wellbore. Shearing results in dilation, 

and increases the magnitude of the local minimum principal stresses. Hence, it 

tends to close the fracture. To re- open the fracture, higher pressures are needed.  

5.7.3.6 Elastic Modulus (E) 

The elastic modulus influences the sand deformation and, consequently, the 

fracture aperture. The elastic modulus is also expected to have a significant 

impact on the variation of porosity, water saturation, relative permeability, and the 

leak-off. A sensitivity analysis was performed to study the way in which the oil 

sands’ elastic modulus influences the fracture length and fracturing pressure.  

As shown in Fig. 5-23, a lower elastic modulus results in a much shorter 

fracture with a lower rate of fracture growth. The larger elastic modulus also 

shows a higher breakdown pressure and a slightly lower propagation pressure. 

During the shut-in period, the pressure decline rates of the three cases are 

different. Pressure in the low-E case stabilizes more quickly than in the other 

cases. The elastic modulus has been the only parameter so far that influences the 

post-shut-in behavior.  

5.7.3.7 Absolute permeability 

The impact of the reservoir’s absolute permeability on the fracture length and 

fracturing pressure was also studied through a sensitivity analysis. In addition to 

the base case (absolute permeability of 300 md), two other absolute permeabilities 

of 400 and 200 md were examined. The results are shown in Fig. 5-24. 
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Fig. 5-23: The impact of the elastic modulus on the fracture length and fracturing pressure 

 

Fig. 5-24: The effect of the reservoir’s absolute permeability on the fracture response 

All three absolute permeabilities showed the same breakdown pressure, while 

the propagation pressure was slightly lower for the smaller absolute permeability. 
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The smaller absolute permeability also showed a significantly longer fracture. 

Even though the maximum difference in the absolute permeability of the three 

cases is only 100 md, the two larger absolute permeabilities showed a closer 

fracture pressure, meaning that the larger the reservoir permeability, the smaller 

the impact on fracture pressure. Pressures in the larger absolute permeability case 

stabilized faster and included a lower number of fracture closures and re-openings 

than the larger permeability cases. The pressure declines during the shut-in period 

were also quite different. 

5.7.3.8 Shear permeability-evolution rate (B parameter).  

The B parameter in the Touhidi-Baghini shear permeability model (Touhidi-

Baghini, 1998) influences the amount of permeability enhancement with the 

accumulation of shear deformation, thus affecting the leak-off rate from the 

fracture walls, and impacting the fracturing pressure and length. The B parameter 

should be evaluated through permeability measurements during triaxial 

compression tests. These data were not available for the reservoir being studied 

and the B value was assumed based on the recommendations of Touhidi-Baghini. 

To understand the impact of the B parameter on the fracturing response, a 

sensitivity analysis was performed with respect to this parameter. 

Three Bh values of 1, 2 (the base case) and 3 were examined while the BH/Bh 

ratio was kept equal to 2. Fig. 5-25 shows the results. All three cases show the 

same level of breakdown and propagation pressure. However, the larger B 

parameter shows a slightly shorter fracture which is expected due to a larger water 

leak-off from the fracture walls. Further, fewer fluctuations in the fracture length 

were observed for the smaller B parameter, especially at the early injection stages. 

This could be a function of the smaller permeability at the sheared zone on the 

fracture walls, allowing less leak-off from the walls. A smaller leak-off results in 

less shearing, and less variation in stresses and pore pressure near the hydraulic 

fracture, all of which contribute to more stable fracture growth. 
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Fig. 5-25: The influence of the shear permeability evolution rate (B parameter) 

5.7.3.9 Ramp-up time 

A quicker pressure ramp-up results in less leak-off, which impacts the 

fracturing response. To investigate this effect, four different ramp-up times of 

16.5, 33 (base case), 66 and 100 minutes) were examined, as shown in Fig. 5-26.  

The figure shows that fracture initiation was delayed for the case with the 

slower ramp-up. However, there was not a significant variation in the breakdown 

pressure, nor was in the propagation pressure. A faster injection led to an earlier 

fracture initiation and a slightly longer fracture.  
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Fig. 5-26: Sensitivity analysis with respect to ramp-up time 

5.8 Conclusion 

The smeared hydraulic fracture model developed in this research was used to 

simulate three well tests in a cold oil sands reservoir. Major features of this model 

include capturing poroelasticity and plasticity, matrix flow, shear and tensile 

fracturing with the concomitant permeability enhancement (Touhidi-Baghini’s 

shear permeability and the cubic law, respectively), tensile fracture direction, 

saturation-dependent permeability, stress-dependent stiffness and gradual 

degradation of oil sands due to dilatant shear deformation. The model could 

properly initiate and propagate a hydraulic fracture without having to predefine 

the fracture direction or location. 

Simulation results indicate that no tensile hydraulic fracturing formed during 

the well tests. To investigate the initiation and propagation of a tensile fracture in 

the reservoir, a hydraulic fracture simulation was carried out using a higher flow 

rate of 40 m
3
/day for a duration of 13 hours.  A series of sensitivity studies was 

conducted with respect to different parameters. 
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Results indicated that the saturation-dependent relative permeability and the 

permeability alteration due to shear dilation governed the injection response of the 

oil sands. The saturation-dependent relative permeability influenced the 

injectivity during the elastic deformation of the oil sands. After shearing, 

however, the shear dilation of the oil sands, as well as poroelasticity, influenced 

the injection response. The initiation and propagation pressures of a tensile 

fracture for the reservoir condition were 10.1 and 8.8 MPa, which are comparable 

to the magnitudes of the minimum and maximum principal stresses (7.2 and 10.35 

MPa, respectively). Such a large breakdown pressure can be attributed to the 

poroelasticity and shear dilative phenomena. 

Keeping the flow rate constant at 40 m
3
/day, the sensitivity analysis showed a 

higher fracturing pressure and a shorter fracture for a higher tensile strength. 

Higher minimum in situ stresses increased the fracturing pressure but reduced the 

fracture length. The increase in fracturing pressure was more significant than the 

increase in the magnitude of the minimum in situ stress. A 0.5 MPa increase in 

the minimum in situ stress caused more than a 0.75 MPa increase in the 

breakdown and propagation pressures.   

Larger maximum principal stress also resulted in a larger propagation 

pressure and a shorter fracture due to higher shearing and larger dilation around 

the wellbore/tensile fracture. More shearing/dilation locally increased the total 

stresses and enhanced the permeability in the reservoir, which elevated the leak-

off and reduced the fracture length.  

Larger cohesion resulted in a longer fracture but lower fracture initiation and 

propagation pressures. Fracture length was highly influenced by the cohesion 

value. Larger cohesion induced a longer fracture due to less shearing and lower 

leak-off rates from the fracture walls. The low-cohesion case (0.1 MPa) induced 

cycles of fracture closure and pressure rise to re-open the fracture during the 

injection period. This phenomenon can be attributed to the extensive shearing and 

dilation around the fracture walls and the wellbore. The shearing increased the 

magnitude of the minimum principal stress locally and closed the fracture. To re-



133 

 

open the fracture, additional pressure would be needed. For the same reason, 

fracturing pressure increased over time in the low-cohesion case. 

A smaller elastic modulus (half the base case E) resulted in a significantly 

shorter fracture with a lower rate of fracture growth. The larger elastic modulus 

also showed a significantly larger breakdown pressure. The smaller elastic 

modulus showed a slightly larger fracture propagation pressure due to the extra 

deformation and leak-off from the sheared zone.  

The value of the absolute permeability of the reservoir did not affect the 

breakdown pressure but resulted in a lower propagation pressure and a longer 

fracture for smaller absolute permeability.  

For the range of geomechanical and flow properties used in this research, the 

most influential parameters affecting the (tensile) fracturing pressure of a 

reservoir were (based on their impact level) the magnitude of the minimum in situ 

stress, the reservoir’s absolute permeability, the cohesion and tensile strength of 

the reservoir rock and the magnitude of the maximum in situ stress. 

Understanding these parameters and their variation for a specific reservoir is of 

paramount importance in order to assess a reservoir’s hydraulic fracturing 

pressure.  

The B parameter did not impact the reservoir breakdown and propagation 

pressures. However, a slightly shorter fracture was found for larger B values, 

which could be attributed to a larger water leak-off from the fracture walls. A 

smaller B parameter resulted in a smaller leak-off, less shearing and less variation 

in the magnitudes of total stresses near the hydraulic fracture, hence, a smaller 

number of fracture closure/opening cycles.  

A shear failure zone formed around the tensile fracture and beyond the 

fracture tip. This did not affect the direction of the tensile fracture but influenced 

the fracturing pressure and length. 
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Chapter 6: Conclusion and discussion 

6.1 Summary  

This research presented the development of a comprehensive 2D numerical 

model to simulate a hydraulic fracture based on the smeared fracture approach. 

The model included both the reservoir flow and geomechanics aspects of a 

reservoir-fracturing response. The reservoir module calculated the pore pressures 

and the geomechanics module delivered the enhanced porosities and 

permeabilities induced by pore pressure variations. The two modules were 

iteratively sequenced. The model was able to incorporate the full permeability 

matrix with the shear and tensile fractures. 

The proposed model can consider multiple shear and tensile fractures. Unlike 

classic models, this model added enough physics to make it possible to describe 

phenomena such as poroelasticity and plasticity, matrix and fracture flow, stress-

dependent elastic properties, shear and tensile fracturing and the associated 

permeability enhancement, gradual degradation due to dilatant shear deformation, 

and strain localization in weak/unconsolidated sandstones. In addition, the model 

does not require the user to know the fracture direction and location at the 

beginning of the simulation.  

The model was verified against available data in the literature for fracture 

propagation in an impermeable matrix with cohesion-hardening. The model was 

verified for all the cases. After reasonable agreement was obtained, the model was 

used to simulate a large-scale laboratory experiment of hydraulic fracturing in 

cohesionless sands. Although the injection pressure was larger than both the 

minimum and maximum principal stresses, the experimental results indicated that 

no tensile fracture was induced in the sample. The smeared fracture model was 

successfully used to simulate the experiment.  

The model was also used to simulate a series of well tests in oil sands during 

cold-water injection. The simulations indicated that no tensile hydraulic fractures 

developed during the well tests and that the failure mode was all in Mode II, i.e., 
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shear failure. At injection pressures below the vertical stress for the specified 

condition, shear failure dominated. Results showed that saturation-dependent 

relative permeability and the development of shear failure highly influence the 

fracturing process.  

This research also involved the study of initiating and propagating a tensile 

fracture in an oil sand reservoir using a higher flow rate. Results showed that 

poroelastic effects, stress-dependent stiffness, and shear yielding (failure) result in 

breakdown and propagation pressures larger than the maximum in situ stress.  

A series of sensitivity studies was conducted with respect to flow and 

geomechanical parameters to assess the impact of these parameters on fracture 

response. The following are the high-level findings: 

The sensitivity analysis against the magnitude of the minimum in situ stress 

showed that the enhancement in fracturing pressure is more significant than the 

increment in the magnitude of the minimum in situ stress.  

Fracture propagation pressure was directly and fracture length was inversely 

affected by the magnitude of the maximum principal stress. Larger deviatoric 

stress induced more shearing and larger dilation around the wellbore and around 

the tensile fracture. More shearing/dilation enhances reservoir permeability, 

increases leak-off and eventually raises the magnitude of total stresses in the 

reservoir.  

Results also showed that propagation pressure drops as cohesion increases 

(stronger rocks). A larger cohesion results in a longer fracture due to less shearing 

and a lower rate of leak-off from the fracture walls. It was also found that unlike 

the high-cohesion cases, the pressure history in a low-cohesion reservoir involves 

cycles of pressure rise and drop to re-open the fracture due to the extensive 

shearing and dilation around the fracture walls and the wellbore. For the same 

reason, fracturing pressure also increases with time in low-cohesion cases. 
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A smaller elastic modulus may result in a significantly shorter fracture. 

Stiffer reservoirs are expected to have a higher breakdown pressure but lower 

propagation pressure.  

The absolute permeability of a reservoir does not affect the breakdown 

pressure. However, propagation pressure is lower and the fracture is expected to 

be longer in low-permeability reservoirs. Similar to the impact of an elastic 

modulus, the absolute permeability of oil sands controls the rate of pressure 

decline during the shut-in period. With a larger absolute permeability, pressure 

stabilizes faster after shut-in.  

Within the examined range of B (Shear-permeability evolution rate) values, it 

was found that the B parameter does not have any impact on the reservoir 

breakdown and propagation pressure. However, a shear-permeability rate results 

in a slightly shorter fracture due to larger water leak-off from the fracture walls.  

The simulations show that the model enables an accurate simulation of the 

fracturing response of weak rocks, especially weakly/unconsolidated sandstones. 

Such a response couldn’t be fully addressed by classic models. In addition, it was 

concluded that the fracturing pressure of these geomaterials is expected to be in 

the range of the maximum principal stress and higher. Through the sensitivity 

analyses, the understanding of cold-water fracturing of oil sand reservoirs has also 

been enhanced.  

6.2 Major findings and contributions 

In this research, a method was presented to implement the cubic law to 

describe the flow inside a tensile fracture in a continuum-smeared tensile fracture 

model together with the appropriate mechanical behavior. A smeared shear failure 

scheme (including both geomechanical and fluid flow aspects) was also 

implemented in the model and was added to the smeared tensile fracture model. 

The model was validated and verified against existing research in the literature, a 

large-scale laboratory experiment, and a series of well tests in oil sands. For the 

latter, assuming a single-phase flow (during cold water injection), an equation 
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was derived to calculate the relative permeability of oil sands to water based on 

water saturation (and its variation) at any given time. This parameter is a function 

of porosity and volumetric strain and their variations.  

This research showed that the fracturing pressure of cohesionless sand and 

unconsolidated oil sands is not only larger than the initial minimum principal 

stress, but can also be in the range of the maximum principal stress or larger.   

Poroelasticity effects, stress-dependent stiffness, shearing and shear-

enhanced permeability as well as dilative shear behavior are the main parameters 

that cause high fracture pressure. Shear-enhanced permeability is a significant 

factor which must be considered in a hydraulic fracturing simulation. At pressures 

lower than the maximum principal stress, shear strength, shear-enhanced 

permeability and poroelasticity are the main factors controlling a reservoir’s 

fracturing response. In all the cases simulated in this research, the fracturing 

pressure was found to be in the range of the maximum principal stress or higher. 

Parameters such as tensile strength, matrix permeability, shear strength, shear-

enhanced permeability rate, stress-dependent stiffness of the reservoir rock, in situ 

stress levels and fluid viscosity influenced the fracturing response.  

Further, for the range of geomechanical and flow properties used in this 

research, the most influential parameters that impact the (tensile) fracturing 

pressure of a reservoir are (based on their impact level) the magnitude of the 

minimum in situ stress, the reservoir absolute permeability, cohesion and tensile 

strength of the reservoir rock and the magnitude of the maximum in situ stress. 

Understanding these parameters and their variations for a specific reservoir is of 

paramount importance in order to assess the reservoir’s hydraulic fracturing 

pressure.  

6.3 Recommendation for future work 

The developed smeared hydraulic fracture model can be a framework to 

which more features can be added. These features may include: 

1. Extension to a 3D model to incorporate 3D-fluid flow 
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2. Multi-phase flow and thermal effects 

3. Frac-packing model to simulate proppant transport and frac-pack effects 

4. Non-Darcy fracture flow 

In addition, this model makes it possible to study the impact of shear banding 

at the fracture tip in hard low permeability rocks and its impact on potential 

fracture deviation. The model is also a proper tool for fracturing shale gas and 

shale oil reservoirs if the appropriate constitutive behavior of shales is calibrated 

and implemented.  
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Equation Chapter (Next) Section 1 

Appendix A: Validation of Touhidi-Baghini’s Model for Sandstone 

Touhidi-Baghini’s shear permeability model  (Touhidi-Baghini, 1998) has 

been proposed for both isotropic unloading (steam injection) and shearing of oil 

sands which are unconsolidated sands. It was decided to further validate this 

model against weakly consolidated or consolidated sandstones to see if this 

criterion still holds. For this purpose, the published data (in the literature) about 

permeability measurement during triaxial testing of Red Sandstone (Hu et al., 

2010) has been chosen. This is shown in Fig A-1. The uniaxial compressive 

strength (UCS) of this sandstone is approximately 14 MPa.  Fig A-1 shows that 

the permeability of the samples decreases up to a certain level of compaction and 

then remains almost constant when dilation starts and eventually increases. 

Therefore, the constant part of permeability is eliminated from the data (shown by 

the dashed-line in Fig A-1). The permeability evolution (ratio of k/k0) during 

compaction is shown in Fig. A-2. 

 

Fig A-1: Permeability measurement during triaxial tests conducted by Hu et al. (2010) 
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Fig. A-2: Permeability evolution of Red Sandstone during compaction (Hu et al., 2010) 

According to Touhidi-Baghini’s shear permeability model (1998), which is 

shown by Eq. (2-34), there should be a linear relationship between (ln k/k0) and 

the volumetric strain. For this purpose, the data of Hu et al. (2010) are shown in 

Fig. A-3 with a linear equation fitted to the data.  

 

Fig. A-3: Variation of permeability ratio of Red Sandstone during compaction (Hu et 

al., 2010) 

From Fig. A-3, the coefficient of (B/0) is equal to -1.1143. Knowing the 

initial porosity of 0.21, the B factor will be equal to -0.236. Touhidi-Baghini’s 

model with B=0.233 is illustrated in Fig. A-4 for all the experiments.  
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Fig. A-4: Touhidi-Baghini’s model with B=0.233 for all the experiments done by Hu 

(2010) 

Fig. A-4 shows that Touhidi-Baghini’s model is consistent with the weakly 

consolidated Red Sandstone test results and still holds for this kind of material.  
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Equation Chapter  3 Section 1 

Appendix B: Constitutive Model Calibration for Samples from 

Cold Lake Oil Sands Based on Triaxial Compression Tests 

A bilinear Mohr-Coulomb model (with strain hardening/softening behavior) 

was calibrated against a series of triaxial tests on Cold Lake oil sands (Wong et 

al., 1993). Wong (1993) performed triaxial compression tests on Cold Lake oil 

sands at confining stresses of up to 18 MPa and temperatures of up to 200 C 

using core samples with a diameter of 89 millimeters . The constitutive model 

calibration was performed on these experiments (at confining stresses of 0.6, 0.7, 

1, 4.5, 9 and 12 MPa) based on the method proposed by Nouri (2009). In the 

calibration process, the loading/unloading cycles during some of the experiments 

were neglected.  

To determine the elastic modulus of the oil sand samples under the applied 

confining stresses, the following function is used: 

, .................................................................................................................  (B-1) 

where  is the confining stress, Pa is the reference pressure, and K and  are 

constants. For the selected experiments, the K and  are found to be 539.84 and 

0.5229, respectively. For the Poisson ratio, the values calculated by Wong (1993) 

were used. These were measured for axial strains of less than 0.2%.  

To differentiate the two lines of the Mohr-Coulomb failure envelope, the 

confining stresses of 0.6, 0.7, 1 and 4.5 were selected as the low effective 

confining stress and the confining stresses of 9 and 12 MPa were selected for the 

high range of effective confining stress. As explained by Nouri (2009), the 

friction angle, and cohesion and dilation angles of the oil sand samples are 

defined as a piecewise linear function of equivalent plastic strain or EPS (Itasca 

Consulting Group Inc., 2011; Taghipoor et al., 2013).  
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Fig. B-1: Elastic modulus of the oil sands as a function of confining stress 

Sulem et al. (1999) propose that all the softening must be related to 

microcracking, which results in a drop in the material’s tensile strength  during all 

stages of deformation. However, it is more appropriate to assume that the material 

loses its capacity to mobilize additional frictional resistance (Sulem et al., 1999). 

Accordingly, we assume that the tension cut-off is constant up to the peak of the 

mobilized friction angle (peak strength), implying that there is no microcracking 

during the friction hardening phase. In other words, the friction angle increases 

with the EPS before the peak strength and remains constant after that. Beyond the 

peak strength, the cohesion fully mobilizes and drops as a function of EPS while 

the friction angle remains constant.  

In this plasticity model, two failure envelopes are used to describe the yield 

processes for low and high confining stresses. It is assumed that the material 

strength increases with accumulation of plastic shear strain until it reaches a peak 

value. Then the shear strength decreases because the material’s cohesion 

degrades, while the friction angle remains constant.  

The yield surfaces can be expressed in the following form (Nouri et al., 2009; 

Jafarpour et al., 2012): 

, ......................................................................................................  (B-2)   0   F T q P
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where P is the mean effective stress, and T is the square root of the second 

invariant of the deviatoric stress tensor in an axisymmetric state of stress (as in a 

triaxial compression experiment), and both are defined as: 

, ...............................................................................................................  (B-3) 

, ................................................................................................................  (B-4) 

and  is the friction coefficient which is equal to tan( ). It is related to the 

friction angle ( ) in the following form: 

,.............................................................................................................  (B-5) 

and  is equal to the tension limit ( ) at low effective confining stress 

(LECS) which is related to real cohesion ( ) and the friction angle ( ) using the 

following equation: 

, ...............................................................................................................  (B-6) 

The yield surface intersects the T-axis at: 

, ...................................................................................  (B-7) 

More details on this formulation can be found in Jafarpour et al. (2012) and 

Nouri et al. (2009). 

For the mobilized dilation angle, the equation proposed by Vermeer and De 

Borst (1984) is used: 

, .........................................................................................................  (B-8) 

where  is the mobilized dilation angle and  and  are the plastic volumetric 

strain rate and the maximum principal plastic strain rate, respectively. Fig. B-2 

shows the calculated friction and dilation angles of Cold Lake oil sands based on 

the triaxial compression tests.  
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Fig. B-2: Friction and dilation angle of Cold Lake oil sands as a function of the 

equivalent plastic strain at low and high effective confining stresses 

According to the calibration method, cohesion also increases until the peak 

strength and then drops to a residual value with EPS, representing the degradation 

of the material. The variation of cohesion with EPS at HECS and LECS is shown 

in Fig. B-3. 

  

Fig. B-3: Cohesion of Cold Lake oil sands as a function of the equivalent plastic strain 

at low and high effective confining stresses 

The average grain size (D50) of the oil sands is 0.08 millimeters (Dusseault, 

2001), which is used in fracture energy regularization to reduce the mesh 

dependency.  
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The simulation of the triaxial compression tests was performed with the 

above-calculated properties. The results are shown in Fig. B-4. A typical shear 

band captured in the simulation at low confining pressure is also shown in this 

figure.  

  

Fig. B-4: Simulation results for the triaxial compression tests performed by Wong et al. 

(1993): Top) the stress-strain plots for all tests, and Bottom) a typical shear band captured 

for the lowest effective stress test 

 


