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Abstract

This thesis discusses work done on the foundations of deductive database up-
dates, then presents a new approach to revision. Up until this point in time,
many update semantics have been proposed, all varying on their definition of
minimal change. A set of postulates was given by Alchourron, Gardenfors,
and Makinson to lay the foundation for updates to knowledge bases. Based
on that, this work presents a new approach to database updates, partially
closed theories. A modified set of postulates is presented, followzd by a dis-
cussion of the epistemic importance of facts during an update. A binary
relation over sentences in a theory is given, and is used to construct an up-
date semantics which satisfies the revised postulates. Finally, some rules are
presented for assigning epistemic importance to sentences.
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Chapter 1

Introduction

A knowledge base needs to be updated as our perception of the world changes.
Several kinds of updates may occur. Revision is a common type of update;
it adds newly acquired knowledge to the system. If the new knowledge does
not conflict with current beliefs, the revision is simple ~ 2dd it to the system.
However, if the new knowledge is inconsistent with old beliefs, the conflict
must be resolved, usually by derogating some old beliefs. The question is
whether to throw away all old beliefs, or to choose a subset of the old beliefs
as victims. A criteria is needed for making that decision.

Alchourron, Gardenfors, and Makinson have proposed a set of rationality
postulates (henceforth referred to as the AGM postulates), which are based
on philosophical grounds and which establish the foundation for knowledge
base revisions [10, 2]. Katsuno and Mendelzon have rephrased the AGM
postulates in terms of a model-theoretic point of view, and give a character-
ization of all revision schemes that satisfy the AGM postulates [14].

Many update semantics have been proposed for knowledge bases and
deductive databases [1, 2, 3, 7, 21, 9, 22, 26, 24, 25]. However, as noticed by
Katsuno and Mendelzon {13}, so far most reasonable update semantics do not
satisfy the AGM postulates. Dalal uses the number of propositional letters
to choose the victims, and although his method does satisfy the postulates
it lacks a rational ground [6, 5, 14, 15]. On the other hand, the partial
meet revision semantics, proposed by Alchourron et al., satisfy the AGM
postulates by discarding too much information. Although their semantics
are a0t realistic, they do serve as a lower bound for information which should
be returned by any revision semantics [2]. Recently a nev update semantics
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has been proposed which is based on a logic calculus and which does satisfy
the AGM postulates [4].

We believe that the difficulty in finding update semantics which satisfy
the AGM postulates is partly because of the unsuitable framework of the
postulates and the ignorance of epistemic importance [7]. Therefore, we
propose a new revision semantics for deductive databases by resolving these
two problems.

In this dissertation, first the AGM postulates are analyzed in the context
of deductive databases. The AGM postulates, though sound on philosophic
grounds, are shown to be unrealistic when applied to deductive databases.
We argue that modification is necessary, and based on this, partially closed
theories are proposed as the framework for our deductive database update
semantics. Partially closed theories consider the set of minimally derivable
sentences. However, unlike some other frameworks, the clauses explicitly
expressed in the database shall also be respected. The AGM postulates
are modified in the context of partially closed theories. The modification is
limited only to the context, the underlying mc¢aning is not changed.

It is generally agreed that epistemic importance of beliefs plays an im-
portant role during the update process. That is, these beliefs with higher
priority should not be derogated unless it is absolutely necessary [10]. Given
a priority relation over the set of beliefs in a knowledge base, a new update
semantics is given, which is shown to satisfy the revised AGM postulates.

The question of how to assign epistemic ordering to a set of beliefs is also
addressed, with a method for an ordering given. When applied to the update
operator, this method yields an intuitive and meaningful result. This update
semantics satisfies the AGM postulates in the concerned context.

This dissertation is organized as follows. Chapter 2 recalls some funda-
mental concepts and states the AGM postulates. It also reviews previous
work done on update semantics. The necessity of revising the postulates,
partially closed theories, and the revised AGM postulates are presented in
Chapter 3. In Chapter 4, we propose a new update semantics and show that
the semantics satisfy the revised AGM postulates. Then in Chapter 5 an
algorithm for assigning epistemic importance to facts is given, which, when
incorporated into the new update semantics satisfies the revised AGM postu-
lates. Chapter 6 provides some examples and comparisons of different update
approaches. Chapter 7 gives the conclusion.



Chapter 2

Preliminaries

This chapter recalls some preliminary results and concepts of knowledge base
updates. The AGM Postulates are given, followed by a survey of work done
on the semantics of deductive database updates.

2.1 Concepts

The work in this thesis assumes some background in logic. For further infor-
mation on the th iry of logic the reader is directed to consult [17, 18, 8].
Throughout nsost of this paper, a Deductive Database or Knowledge Base
(also called a logical database) will be taken to mean a set of clauses of the
form:
a(t)vb(t)Ve(t) V...V 2(t)

where ¢ is a set of terms and a, b, ¢, ..., z are atoms or the negation of atoms.
For shorthand, the notation a VbV ...V z is often used to represent a clause.
Any universally quantified formula may be defined in terms of an equivalent
set of clauses.

As well, some literature views a database as a closed theory. A closed
theory contains all of the logical consequences of a given set of clauses. The
operator Cn takes sets of clauses and returns a closed theory. The AGM
postulates are proposed in the context of knowledge sets, which are closed
theories. The notation Cn(T') or T* will be used to denote a closed theory.

It will be clear from context which type of database is being referred to.



Deductive databases have many advantages. They have strong expressive
power since a single database statement may replace many explicit facts. The
database language may be used to represent databases, queries, integrity con-
straints, views, and programs. Since the theory of logic is well understood,
it, provides a theoretical background for deductive databases. Also, because
of the language, a user is able to expresses databases, queries, integrity con-
straints and correct answers declaratively, not procedurally. Perhaps one of
the most important reasons for accepting deductive databases is because the
declarative concept of a correct answer is clear and can be separated from
the procedural semantics [17].

Although the meaning of a deductive database is understood, the update
semantics are not widely agreed upon.

A database may be either viewed as the collection of clauses, or as one of
the interpretations of the database. When viewed as a set of clauses (theory
based) an update is applied to the theory. A model based semantics applies
an update to the underlying models of the theory.

There are different types of updates to deductive databases, and they may
be classified as revision, contraction, elimination, and retraction. Revision
refers to the addition of new facts to a theory, where the new facts may con-
flict with existing information. The previously held theory must be modified
so that the new theory (which includes the new information) is consistent.
Contraction is the rejection of a proposition which was previously held to be
true. Elimination is the deletion of all knowledge about a specific proposition
from the theory. If a fact is to be eliminated, it may be necessary to eliminate
other facts from the theory that depend on the fact as well. Retraction refers
to the undoing of a previous operation.

It has been argued [10] that the only two meaningful types of updates
are contraction and revision. The contents of this dissertation will focus on
database revisions. All results may be generalized to deal with contraction
as well. There is a direct correspondence between contraction and revision.

Let + denote the operation of revision, such that if T is a theory and
p is a sentence, then T4 is the revision of T by p Similarly, let — denote
the operation of contraction. The notation T U p is the smallest deductively
closed set containing both T and 4.

Then revision may be defined in terms of contraction as T p=Cn((T-
—pt) U p) (called the Levi identity [10]), and contraction may be defined in
terms of revision as T — g = Cn(TN(T+-p)) (called the Gérdenfors identity
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[19]).

As there are many different semantics for updating deductive databases,
a foundation for updates needs to be established. The following section
describes work done to set a standard for knowledge base updates.

2.2 AGM Postulates

Let K be a knowledge set, and z and a be sentences. The revision of K by
1, denoted K4y, represents a new knowledge set obtained from K by adding
new knowledge represented in p. K ~ p is the is the smallest deductively
closed set containing both K and u. The AGM postulates for revision are as
follows [10].

(G1) K+ is a knowledge set.

(G2) u€ Kip.

(G3) KipCK ~p.

(G4) If - ¢ K then K ~ p C K+p.

(G5) K4 consists of all formulas only if p is inconsistent.
(G6) If p = a then K4 = K+a.

(G7) K¥(eAa)C (Kip)~a.

(G8) If —o ¢ (K+p) then (K+p) ~a C K¥(pAa)

The first postulate states that the revision of a knowledge set must result
in a new knowledge set. The second postulate states that the new knowledge
must be retained in the update. Postulate G3 stipulates that the revision
of K by p is a subset of the knowledge set K appended by p. In other
words, the only information that can be added to the knowledge set is that
derived from K and p. The fourth postulate represents the idea that if K
i3 not inconsistent with g, the revision is done by simply adding p to K. If
4t is unsatisfiable, then anything may be derived from K3-p, and therefore,
should be included in the revision, which is G5. The sixth postulate specifies
the principle of irrelevance of syntax, that is, the update of a knowledge set
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with logically equivalent sentences should give the same result. The seventh
states that if the knowledge set K is revised with p A o, then the revision
will be a subset of the knowledge K +p augmented by a. Notice that this
postulate means that if K' is the knowledge derogated from K when doing
the revision with g A a, and K" is the knowledge derogated from K when
doing the revision with g, then K' 2 K #, The last postulate states that if e
s consistent with K 3p then (K+u) U a = K+(p A ) [14]. That s, for the
derogated knowledge, K' = K".

The postulates G7 and G8 together represent the idea that the change of
K due to the inconsistency of K and g must be minimal in the process of
revision; no unnecessary derogations are permitted. Katsuno and Mendelzon
have defined the minimal change in terms of models of knowledge sets [14].

The postulates stipulate basic rules that are claimed to be necessary for
any update semantics. Then given a reasonable update semantics, the postu-
lates should be satisfied. The proof of the postulates will be if this happens.

2.3 Update Semantics

This section presents some update semantics to deductive databases. Al-
though a number of different approaches will be outlined, the semantics pre-
sented here do not represent all of the existing update semantics.
For clarity, the update semantics are broken down into those which oper-
ate on models of a theory, and those which are applied to the theory itself.
Chapter 6 will do a comparison of all the update semantics given against
the proposed update semantics.

2.3.1 Model Based

Model based semantics are those which consider the effects of an update to
the underlying models of a theory. The syntax of a theory is not important,
the underlying models are the units of change. If two theories are syntacti-
cally different, but have the same models, the result of an update should be
the same for both of them.

Since these semantics consider only the models, when an update is done
the result should be another model which is “closest” to the original model,



and in which the new information is true. The definition of closeness, how-
ever, is not generally agreed upon, as illustrated by the different semantics.

Borgida Semantics

To measure closeness, Borgida considers the number of atoms which differ
between two interpretations [3]. Define diff(Z, 1) as a set of all sets of propo-
sitional letters on which interpretation I and some model of p differ. A set
in diff(, p) is minimal if there is no subset of it in diff(I, p). Then diff may
be used as a measure of closeness between an interpretation and a formula.

When p is consistent with the theory T, then T'A p is the result of the
update. Otherwise, the models of the resulting theory are chosen from the
models of p. If the model m is chosen to be a model of the updated theory,
then there is some model m' of T such that the set of propositional letters
on which m and m’ differ is minimal in diff(m/, u).

The Borgida semantics have been shown [14] to violate the AGM postu-
late number eight.

Example 2.1 Given the database T = {(a AbA c)V(maA-bA-c)}, revise it
with the new knowledge p = {(aAbAc)V(aA-bA—c)}. There are two models
of T, Ty = {a,b,c}, and Ty = 0. There are two models of p, 1 = {a,b,c} and
U2 = {a}' szf(Tla ”) = {0,{b,6}}, and szf(TZa l‘) = {{aab7c}a{a}}'
Since the difference between py and Ty is minimal in Dif f(Ty, p), then
is included in the models of T + p. Since the difference between pa and T,
is minimal in Dif f(T2, p), then py is also included in the models of T + p.
Then T + p is a theory with models {im} and {uz}, soT+p=p. 0O

Dalal Semantics

Dalal defines minimal change by the number of propositional letters on which
two interpretations differ. Some notation is needed to formally represent the
Dalal revision [6].

Let w be an interpretation over a set of atoms A, then let g(w) be the set
of all interpretations that differ from w in at most one atom in A (nofice that
w is in this set). When A is a set of interpretations, let g(A) = Uneag(w).
If ¥ is a formula then define G(¥) by its set of models as mod(G(¥)) =
g(mod(¥)). Let g;(A) be defined in the usual way as go(A) = A, and g;(A) =
gi-1(g(A))) otherwise.



Dalal’s revision operator is defined as ¥ + s = Gi(¥) U 1, where k is the
least value of i for which G;(¥) U p is consistent.

The revision may be restated so that the result of an update of p to T is
any formula which has M’ as a set of models where

VYme M

o mpp

e no other model satisfies the first point and differs from any
model of T by fewer atom than m differs from the model of

T.
The Dalal revision has been shown to satisfy the AGM Postulates [5].

Example 2.2 Consider again ezample 2.1.  Since the dif f operator of
Borgida may also be used to compute the Dalal semantics, it will be used here,
letting the result of a dif f operation be the number of propositional lctters
which differ, rather than the set of propositional letters which differ. Then
dif f(m,Th) =0, dif f(i,T2) = 3, diff(p2,h) = 2, and dif f(u2, T2) = 1.
Since the distance between Mod(T) and py is 0, and the distance between
Mod(T) and pg is 1, then p, is the result of the update. O

Jackson and Pais

The update philosophy here is that given a view of the world, when presented
with a new piece of information we should try to find the closest world which
is consistent with the new information [21].

The semantic revision of the theory T by g (denoted p(Mod(T)) is given
by:

o 0if Mod(T) =0

o If Mod(T) N Mod(i) # 0 then p(Mod(T)) = Mod(T) N Mod() else
#(Mod(T)) = closest(Mod(p), Mod(T))

Where closest(A, B) is an operator which chooses the closest worlds in A
to B as follows: closest(A, B) = {a € A| (3b € B)N(a,b)}, and N(a,b) is
a relation representing neighbor where a is a neighbor of b if and only if ais



a greatest lower bound (glb) or least upper bound (lub) of b, or there is no
other world in A which is a glb or lub of & and there is no other world in A
that differs from b on fewer atoms than a under set inclusion.

These semantics violate postulates K5 and K8.

Example 2.3 Use again ezample 2.1. Since M od(T) N Mod(p) # 9, then

the result of the update is the intersection of the models, which is {anbAc).
g

Satoh Semantics

Satoh has an approach to revision which divides information into two cate-
gories: knowledge and beliefs [22]. Knowledge are facts and cannot change
once they are known (hence they are monotonic). Conversely, beliefs are
guessed to be true but cannot be taken as a fact, and may change. Belief is
nonmonotonic. Satoh’s update operator is based on minimal belief revision.

To be able to compare Satoh’s update operator with other work, the set of
knowledge will be taken to be empty, and all that is known about the world
will be considered a belief. The examples will be limited to propositional
logic although the method is applicable to first order logic.

The difference is computed between all models of the knowledge set and
all models of the belief set, and pairs of knowledge/belief sets with minimal
differences are chosen.

Minimal belief revision is then described as: Mod(T 4+ ) = {a@ | 2 €
Mod(p) A 3m € Mod(T)(dif f(m,p) is minimal (set inclusion) in
Diff(T, )}

Where dif f(my,m;) is the set of propositions on which models m, and
m, differ and Dif f(T, ) = Uremoarr)Diff(1, 1), and Dif f(I, ) is the col-
lection of all sets of propositional letters on which I and some model of p
differ.

Satoh’s semantics do not satisfy the AGM postulates [5).

Example 2.4 Consider again ezample 2.1. Then Di ff(T,pn) = {{},{b,c},
{a,b,c},{a}}. The difference between py and Ty is minimal in Dif f(T,p),
so it is one of the models of T + p. However, the difference between p, and
T, is not minimal in Dif f(T,p), and neither is the difference between p;
and Ty, so iy is not one of the models of T+ . Then T+p={aAbAc}. O



Winslett Semantics

In [25] Winslett describes the update semantics of the possible models ap-
proach (PMA) of incorporating new information into logical theories. Her
work is based on the possible worlds approach given by Ginsberg [12], which
is theory based. The possible states of the world are the models of the theory,
and the PMA considers the effect of an action on each possible state of the
world. The meaning of applying an action on a theory is the union of the
update on all models of the theory.

More formally, let T be a theory, and T" those formulas of T' which always
must hold. Let A be a set of sentences to update the theory with. Then the
result of the update is a set of models UmeMod(T)Incorporate(A,m) where
Incorporate(A,m) is the set M of models such that:

eMEAad M ET

e no other model satisfies the first point and differs from m by fewer
atoms (using set inclusion) than M differs from m.

Winslett’s semantics violate the AGM postulates because when a theory
is updated with new knowledge that is consistent with the old, the result
may not be equivalent to the conjunction of the new and old knowledge [5].

Example 2.5 Let the theory T = (a A-b)V (~aAb), T' = 0, and let the
update p = {~b}. There are two models of T, m1 = {a}, and ma = {b}. The
two models are changed to make p true, so the models become m} = {a}, and
m} = 0. The resulting theory has as models m and mj, so the result of the
update T + p = {-b}. O

2.3.2 Theory Based

Theory based semantics are concerned with treating a database as a collection
of sentences. When an update is done, it is done on the theory itself, as
opposed to the models of the theory.

The advantage of theory based semantics over models based is that they
can preserve rules. Also, because they are dealing with formulas, they can
place importance on some formulas over others. Model theoretics has no
mechanism for doing so.
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Alchourron, Gardenfors, and Makinson Semantics (AGM)

This work deals with contracting a proposition from a closed theory, and
revising a closed theory with a new proposition.

The contraction operator, denoted as — and called choice contraction
or maxicheice contraction, is defined as follows. Let T]u be the set of all
maximal subset# of T that fail to imply p. The operation T’ — 4 may then
be defined as N(T'|u) when T|p is nonempty, and as T when T|p is empty.
This set in general is far too small. When T is a theory with g € T then
T —p = TNCn(-g). In other words, the only things left after the contraction
of i from T are the logical consequences of - that were in T to begin with.

Revision, termed maxichoice revision, is defined similar to contraciion
using the Levi identity as T + p = Cn((T — =p) U p). If p is inconsistent
with T then T + p reduces to Cn{(T N Cn(p)U p) = Cn(g). In other words,
if a new fact to be added to a theory that is inconsistent with it, then the
theory is thrown away, and the resulting theory is the closure of the new fact.

Because the choice contraction function yields so many subsets, there is
interest in defining operators that yield fewer subsets. Partial meet contrac-
tion functions were defined so as to meet this goal. Let F be a function
that picks out a class of most important subsets of T that fail to imply g,
that is, F(T]u) is a nonempty subset of T|g if T]p is nonempty, and is p
in the limiting case when T |y is empty. Then the contraction operation —
can be defined as T — p = NF(T|p) for all g, and is called the partial meet
contraction over T determined by F. The corresponding revision function is
defined using the Levi identity as T + g = Cn((T - ) U p).

The partial meet contraction/revision function, proposed by Alchourron
et al. [2] [19), is an update semantics that satisfies the AGM postulates.

Example 2.6 Let T = §a,a — b}, and let p = -b. The closed set of T,
denoted as T* = {a,a — b,b,aAb,aVbb— a,...}*. There are two mazimal
theories consistent with u, which are {~b,a,a V b,b — a}* = {-b,a}*, and
T; = {-ba — bb— a}* = {~b,a — b}*. The intersection of these two
theories is {~b}*, which is the result of the update. O

Fagin, Ullman, and Vardi Semantics (FUV)

As well as the update semantics which FUV have proposed, they have two
important contributions:
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1. they highlight the problems related to closed theories
2. they consider the priority relation among all sentences in a theory.

These two points will be discussed further in the next chapters. Here we will
give their semantics as defined on an arbitrary theory (without priorities).

The principles which underlie the FUV update semantics are [7): when a
theory is updated, the resulting theory should have minimal change from the
original one, and if there is no one theory with minimal change, then the new
theory should reflect that there is more than one theory which accomplishes
the update minimally.

When there is more than one theory that updates T with minimal change,
then the world must be represented by the models of all the theories that
are minimally changed from the original. If T" is the new theory that accom-
plishes the update of T, then Mod(T") = Ui Mod(T?), where each T is a
theory that accomplishes the update of T with minimal change. It has been
established that this class is well defined when there are only a finite number
of theories that accomplish the update minimally.

Let T,...,T» be theories, and let T’ be the theory Viz..nT;, and let
T" = Uiz1..oT7. Then Mod(T") = Mod(T") = Uiz1... Mod(T). Therefore
if Ti,...,T, are theories that accomplish an update minimally, then T' =
T, V...V T, is the result of the update.

In [7] the semantics were also given of deleting s from closed theory T as
(~u vV T)* when p € T*, and when inserting into T as {u}* when u & T".
Since this results in information loss when # & T*, they chose not to consider
closed theories.

As indicated in [14), the FUV semantics may also discard all old knowl-
edge should inconsistency occur when the closed set is considered.

The FUV semantics is syntax dependent and therefore does not satisfy
the AGM postulates.

Example 2.7 Let T = {a,a — b} and let the update p = -b. There are
two minimal subsets of T which are the results of updating the theory T with
u, T = {a}, and Tj = {a = b}. Then IVT; = {}, and the result of the
update T + p = p = {-b}. O
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Kuper, Ullman, and Vardi Semantics (KUV)

One of the principles of updating a database by KUV is that when inserting or
deleting a fact, as little information as possible (explicitly stated facts) should
be deleted from the original database [9]. A theory that meets this criteria is
a candidate for the resulting database. When there is only one theory that
meets the requirement, then the update is straightforward. However, there
may be more than one theory that has minimal change from the original
database. Therefore, [9] define the result of an update as a set of theories,
called a flock. The database is a model of one of the theories in the flock.

To update a flock, each theory in it must be updated, and all of the new
theories become a theory in the resulting flock.

Formally, the update operation will be defined. Let S = {5,..., Sa} be
a flock. A flock Q; = {Th,-..,Tn} accomplishes the update of S minimally
if T, accomplishes the update of S; minimally, 1 < < n. Since there could
be more than one such flock Q;, the result of the update should be a flock @
such that Mod(Q) = Ui<j<nMod(Q;)-

The result of an update on a flock § = {S),...,Sa} can then be defined
as a flock 8’ = {S¥ |1 < i < n,1 < k < m}, where S},...,S™ are theories
that accomplish the update of S; minimally.

Example 2.8 Let T = {{a,a = b,a — c}} be a flock, and update it first
with gy = -b. Then the resulting flock is T' = {{a,~b,a — c},{a —
b,~b,a — c}}. Update this flock with uz = —c. The result of the second
update is a flock T" = {{a,~b,~c},{a — ¢, -b,~c}, {a = b,~b,a — c}}. O
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Chapter 3

Revised AGM Postulates for
Deductive Database Updates

The necessity to revise the AGM postulates arises from their applicability to
deductive databases. It will be shown that the AGM postulates may not be
realistic in the deductive database setting. Following is an example which
illustrates a revision that satisfies the AGM Postulates.

Example 3.1 Given the database {a, b}, revise it with the fact ~a. To com-
pute the wpdate, first calculate the closure of the set {a,b}". The result is a
set {a,b,aV b,a Ab,a = bb— a,...}. Revise this with ~a and there are
two minimal results: {~a,b}" and {-a,~b}". Note that {~a,~b}" is oBtained
because of the fact that {a — b,b — a,...} is @ mazimal subset of {a,b}*
that is consistent with —a. O

Intuitively, if we have the facts “Lemons are yellow” and “Oranges are
blue” and then revise the database with the fact “Oranges are not blue”,
we still expect the fact “Lemons are yellow” to be in the database. If our
original database under closure is considered, then two theories result, one in
which lemons are yellow and one in which they are not. Since both theories
undergo minimal changes, it is not possible to choose between them without
further information. Only one resulting theory should be accepted (the one
in which “Lemons are yellow” is true), but using the AGM postulates in the
context of the closed theory both theories are equally valid.

The reason that undesirable results:are produced is that when the closure
of a theory is calculated, anything that is a logical consequence of the theory
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is included in the closure (logical omniscience), and the logical consequences
are treated as important as those in the original theory. Humans are not
logically ommiscient, and so it is unrealistic to entail logic omniscience in any
formal belief system [16).

The closed theory in essence forces independent pieces of information to
“marry”. For example, given the facts “Lemons are yeliow” and “Oranges
are blue”, under closure the fact “Lemons are yellow A Oranges are blue” will
be added to the theory. Once a set of formulas is closed under deduction,
relationships are formed between the various facts, but this is not always
desirable.

Additionally, there are many sets of facts that may not be represented
by a closed theory. For example, there is no closed theory that contains
only the facts “Lemons are yellow” and “Oranges are blue”. Clearly this is
unacceptable.

The end user of a database ¢annot be expected to work with knowl-
edge sets. People do not compute relationships between facts when given
seemingly independent information. Similarly, daiabases should not infer
relaticnships between facts.

David Makinson (one of the founders of the AGM postulates) claims that
when humans revise their belief set they do it on a finite, or at least recur-
sively enumerable base of a theory, not on a set closed under Cn{19]. This
base will in general be either irredundant or reasonably clase to irredundant.
When the maxichoice operator is applied to a finite base it does not yield an
inflated set.

A more serious problem with closed theories is w'at happens under up-
date. A theorem from FUV shall be restated here [7). Let T be a closed
theory, and let a be a sentence. If a ¢ T then the closed result of inserting
a into T is {a}*. Closed theories suffer from major information loss under
update. To see this look at example 3.1. Adding —a to the database {a,b}*
yields two minimal results, and the conjunction of those resulis is {~a}*

The criticisms of closed theories are quite severe. Since the AGM Pos-
tulates are written in the context of closed theories, it appears necessary to
question the relevance of the AGM postulates.

In a paper by Katsuno & Mendelzon [15] it is argued that there are
two types of modifications to a database, and the AGM postuiates are only
applicable to one type. The first they call revision which is used to obtain
information about a static world. For example, if a database contains the
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facts {((cAs)V (f A a)),~s — a} and it is revised with {~s}, then {f A a}
should be deduced.

The second type of modification they termed update, which means bring-
ing the knowledge base up to date when the world that it is describing
changes. Using the same scenario, f A @ could not be deduced. To see
why, let ¢ represent the fact that Fido is on the couch and s be the fact that
Fido is sleeping. f means that Fido is on the floor, and @ means that Fido is
eating. Since Fido is awfully quiet, we assume that he is either on the floor
eating, or on the couch sleeping. So we yell at him to wake him up (-s).
After this, it is not correct to assume that Fido is on the couch. All that can
be determined is that he is not sleeping.

Katsuno ad Mendelzon claim that the postulates are not applicable to
updates. To see this, consider the work of Dalal, which satisfies all of the
postulates. The Dalal operator works by considering all of the models of :
theory and the models of the update. The result is the models of the upda.e
which are closest to the models of the original theory. The other models of
the update are thrown away. This is consistent with a static view of the world
where we are narrowing down the unsure information, but is not appropriate
in a changing world where all of the previous models should be changed to
reflect a change in the world.

The question that the criticisms of the closed theory and AGM Postulates
bring up is what do we mean by a set of sentences? Only when we can decide
what is meant by a set of sentences can we possibly kope to come up with a
reasonable update semantics.

Clearly when humans have a theory such as {a,a — b}, they do not
include facts such as b — a as part of that theory. Although all logical con-
sequences should not be included in a theory, it will be argued that minimally
derived consequences should be.

The model theoretical work on deductive databases applies updates on
the models of a theory because they believe that the models are the intended
meaning of a theory and that changing the models in face of an update should
give the desired results. However, we must recognize that the sentences of a
theory must be preserved as well.

Suppose we have as a theory the knowledge that “Socrates is a person”
(p), and “Socrates is mortal” (m}, and also “If Socrates is a person, then
Socrates is mortal” (p — m) (example from [12]). Three world descriptions
of this could be:
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o {p,m}
o {p,p—m}
L {p’p._’m,m}

All worlds are logically equivalent. If it is determined that Socrates is not
a person, the first world still would show that he is mortal. The second world
would not infer that Socrates is mortal, and the third world would contain
two possibilities, encompassing both of the other approaches.

The world containing the minimally derived facts does indeed seem to be
the intended meaning because it preserves enough information to derive the
other two worlds, but it does not contain all of the information of a closed
theory.

The next example also shows that ignoring derived facts may be undesir-
able.

Example 3.2 Consider the statements “A dog with normal legs can run”
and “A dog who can run can walk”: {l — r,r — w}. Add the fact “F ido has
normal legs”: {I}. Then modify the database with the fact that “Fido can not
run”; {-r}. Consider only the given set of clauses. We need to perform T+,
where T = {I,1 = r,r — w} and u = —r. There are two mazimal subsets
of T that are consistent with p, that is, {l,r — w} and {l — r,r = w}.
Naturally, the fact that Fido can not run may imply that he does not have
normal legs, but it does not mean he can’t walk. However, w can not be
inferred from either subset of T dbove, though w is a logic consequence of T.
Let T' be {I,1 = r,r = w,r,w}. That is, T' is obtained from T by adding
all minimally derived clauses of T. Then T" has two mazimal subsets that
are consistent with p, i.e., {I,r = w,w} and {{ - r,r — w,w}. We may
choose one of these two subsets as the mazimal set to carry out the updates,
as discussed below. Regardless of the choice, the fact that Fido can walk will
be preserved. O

Obviously, the concerned framework is critical in dealing with update
semantics. Some update semantics are applied to deductively closed sets such
as the AGM postulates (such as the AGM semantics), some are defined in
terms of the theory itself (the FUV semantics), while others may consider the
model-theoretical point of view which totally ignores the difference between

17



facts and inference rules (the Winslett semantics). As shown by the above
examples and the following examples, those frameworks may not be suitable
for deductive database update semantics. For these reasons, partially closed
theories are introduced. It will be shown that that within the context of
a partially closed theory, a more reasonable update semantics for deductive
databases may be found.

Definition 3.1 Let T be a theory. The partially closed theory of T, denoted
as T*, is defined as a theory T+ =T U { |T = p&T ' foranyp' C p}.
0

A partially closed theory is essentially a set of minimally derived clauses
from the given theory. However, all clauses in the original theory are consid-
ered as having higher priority than others, and therefore, are included in the
partially closed theory. A theory is said to be a partially closed theory if it is
the partially closed theory of itself. A clause  in T is said to be underlined
if T |= o for some ¢/ C c.

Obviously all underlined clauses of T+ are contained in T'. The difference
between the partially closed theory and the theory itself lies in the derived
clauses; the difference between the partially closed theory and the set of all
minimally derived clauses lies in the underlined clauses; and the difference
between the partially closed theory and the knowledge set is that the knowl-
edge set contains all possible underlined clauses.

Example 3.3 Let T be {a,a — b}. Then T+ = {a,a — b, b} is the partially
closed theory of T, but T itself is not partially closed (a — b is an underlined
clause). Furthermore, T*, the knowledge set of T, is {a,b,a — b,b — a,aV
baAb,...}, and the minimally derived set of T is {a,b}. O

Now the AGM postulates will be revised in the context of partially closed
theories. Let T be a partially closed theory and let A and § be sets of clauses.
T4A refers to the partially closed theory that is the revision of T' by A.

The revised postulates are proposed to overcome the problems of knowl-
edge sets. '

Definition 3.2 The following are the Revised AGM Postulates in the con-
text of partially closed theories 1

1the postulates have been relaxed from the conditions given in [23}, although the mean-
ing is the same.
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1. THA is a partially closed theory.

2. A € (THA).

8. (TUA) = (T+A)

4. (T+A) E (T UA) if TUA is consistent.

5. TXA consists of all the propositional formulas only if A is inconsistent.
6. (THA) = (T4Q) if AT =Qt.

7. (THA)UQ ETHAUQ)

8. THAUQ) E (THA)UQ if (THA) AQ is consistent.

The changes to the AGM postulates are minimal in that they have only
been changed to operate on partially closed theories. The underlying meaning
of the postulates has not changed. The change to postulate six indicates that
syntax is no longer absolutely irrelevant for updates.
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Chapter 4

Meaningful Revision

This chapter presents a semantic characterization of an update, based on the
concept of partially closed theories.

A partially closed theory has been shown to mimic the real world by
encapsulating the rules and facts that make up the world. Given a desirable
framework for knowledge bases, updates are still not straightforward because
if a new piece of information conflicts with the knowledge of the world, then
the question still arises as to which information should be preserved and
which information should be derogated from the set of beliefs.

The following example shows that using the foundation of partially closed
theories, an update may still have more than one possible result.

Example 4.1 Assume that £ is a predicate representing the fact that an
apple is mature and disconnected from the tree, and € is a predicate repre-
senting the fact that the apple is on the ground. Then by Newton’s law of
gravity, we have k — €. Let T be a database that represents our belief that
the apple is mature and disconnected from the tree, that is, T = {x,k — €}.
However, later we find out that the apple is not on the ground, so —e is ob-
served. To revise the system, we first take the partially closed theory of T,
T+ = {, & — €,€}. Then there are two theories that may achieve the update
with —¢, {x,—€} and {x — ¢,¢} O

By a human reasoning pattern, we usually do not suspect Newton’s law

of being in error, but we would suspect that the apple may not be mature
and is still on the tree. Therefore, we would place the rule £ — € as being
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more important than than the fact . Thus, the revised theory {x — ¢, ¢}
should be adopted as the revision of T+ by —e.

The example illustrates that some sentences have higher priority to sur-
vive after an update, when a conflict occurs. That priority is termed epis-
temic importance [20].

A binary relation (augmented with the obvious transitive rule) may be
used to represent or specify epistemic importance amongst all sentences in
a theory. That is, given a partially closed theory T and a binary relation >
on T we say that s; € T is epistemically at least as important as s; € T if
8; 2 8.

The binary relation > is used to assign importance to sentences in a
theory. If sentence s; > s; then s; has at least as high priority to survive

derogation of a theory as s; does.

Example 4.2 In the preceding ezample, we would say that K — € > k. This
gives k — € higher priority than &, since we feel that Newton’s law is more
valid than our observations. O

It is useful to be able to assign an ordering to sentences in a theory
such that the elements in the theory form a sequence. The next definition
describes such a sequence.

Definition 4.1 Let T be a partially closed theory and > a binary relation
on T representing epistemic importance in T. Then a sequence sy, ..,5n of
all sentences in T is said to be an epistemic sequence of T' with respect to
> if when s; > s; and s; £ s; then 1<y. 0

Notice that the binary relation is not total. It is not even a partial order,
since it is possible that s; > s; and s; > s; with s; # 3; (although the priority
of s; equals the priority of s;). We can say nothing from the definition about
whether s; > s; when j <.

Given a partially closed theory there may be more than one epistemic
sequence. It is possible to have s; 2 s; and also s; > s;. In this case they

have similar priority and from the definition of an epistemic sequence either
one may be selected ahead of the other.

Example 4.3 In the apple/Newton’s law ezample, with the theory {£,€,6 —
€}, if we have that k > €2 &, £ > €2 ¢, € > &, and £ > € we can give the
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epistemic sequence as cither £ — €,K,€ 0T kK = &6, K. In either ordering,
Newton’s law has highest priority. O

Here it is worthwhile to mention the work done in [7]. Fagin, et. al.
considered a logical database to be a theory with a priority attached to each
sentence. Since their priorities are given by natural numbers, their priorities
form a total ordering (the relation > proposed here is not). Revision is
accomplished by considering each group of sentences with the same priority.
The update is done on each group in turn. They do not discuss how priorities
should be assigned to sentences.

In the work reviewed on counterfactual knowledge it was seen that vari-
ous mode] based update approaches were proposed, all of them differing on
their priority for selecting models of the update. For example, in Winslett’s
approach, priority is placed on models of the update which are closest to
the models of the world, where closeness is measured by set inclusion. Only
those models which are closest are considered to be the result of the update.
In contrast, here we are placing priority on the sentences of the theory in-
stead of on the models of the theory. Since the foundation for the revised
postulates is based on the theory, and not the models of the theory, placing
priority on sentences seems to be more realistic.

Given an epistemic sequence, it is simple to incorporate update sentences
into it, since the ordering states which sentences have higher priority to
survive derogation if a conflict occurs. The following definition gives the
straightforward semantics for incorporating new sentences into an epistemic
sequence.

Definition 4.2 Let T be a partially closed theory and 2> be a binary relation
over the sentences in T. Then a subset T' of T is said to be an epistemically
consistent subset of T with sentences p if there ezists an epistemic sequence
81,...y8n of T with respect to > such that for each s; € T — T', with si, =
{sk | sk € T' & k < i} we have:

o s;, A pu is consistent
>

o 3;i, A As; is inconsistent
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The notation sub(S, 1) will be used to denote the epistemically consistent
subset given the epistemic sequence S and update sentences p.

The definition states that every epistemically consistent subset T” has
an associated epistemic sequence which is used to select the elements of
T' according to epistemic importance. Every sentence in the sequence is
considered in turn (and hence in order). If the candidate sentence from
the sequence is consistent with the update sentences, and is consistent with
the sentences chosen from the theory so far, it is accepted. Otherwise it
is rejected. This strategy proceeds for each sentence in the sequence. The
sentences which come after the candidate sentence are not considered when
making a decision to reject or accept the sentence.

The next theorem is an important result for epistemically consistent sub-
sets.

Observation 1 Given an epistemic sequence of T w.r.t. > and update sen-
tences p, there is only one epistemically consistent subset. O

Proof: Assume the contrary, that there is more than one subset. Let Ty
and T; be two epistemically consistent subsets, and the epistemic sequence
of T w.r.t. > is 81,82,.+.,8n.

Then let

8; € Ty — Ty such thatVk < i((sk € Th,8x € T2) V (sx € Th, 81 € T3))

Then s; is the first element in the sequence which is in Ty but not Ts.
Since s; € T — T, we have that Siy A p is consistent and Sis N A is
inconsistent. But Siy € T, so Sis N ASi must be consistent. Contradiction.
(W]

Thus an epistemically consistent subset is based on intuition. Given a
partially closed theory, the higher priority sentences are more likely to be in
the subset than lower priority sentences. Given an epistemic sequence it is
then easy to add update information. The next example shows how to obtain
an epistemically consistent subset.

Example 4.4 Take the apple/Newton’s law ezample from this chapter. An
epistemic sequence may be k — ¢€,k,€. Then we select the mazimal subset of
T+ consistent with ~e and the sequence. Since k — € has no lower epistemic
importance than &, it is first considered to be in the consistent subset. Since
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it is consistent with —e it is added to the result. Then & is considered. It is
not consistent with {—e,x — €}, so is not in the result. € is stmilar. The set
{x — €} is a mazimal subset of T which is consistent with —e. O

The previous definition describes how to obtain the epistemically con-
sistent subset of a theory given an epistemic sequence. But there may be
more than one epistemic sequence over a binary relation >. The following
definition gives a resulting subtheory when there are multiple sequences.

Definition 4.3 Let T be a partially closed theory and p a set of sentences.
Given a binary relation >, the epistemical subtheory of T w.r.t. p is defined
as:

ES(T,p) = Vi T,

where {T}, ..., T} is the set of all epistemically consistent subsets of T w.r.t.
>. 0

In other words, given multiple epistemic sequences, the epistemically con-
sistent subset is derived from each one with respect to g, and the disjunction
of all the subsets is taken. Obviously, ES(T, u) is consistent with p.

At last we can define the update of a partially closed theory.

Definition 4.4 Let T be a partially closed theory, p be a set of sentences,
and > be a binary relation over T. Then the revision of T by p, denoted as
T+p, is defined as

(ES(T,p) U p)*

o

The update of a partially closed theory T is taken by defining a relation
> over all sentences in T, Using the priority relation a set of sequences is
formed, and it is used to derive subtheories consistent with the new informa-
tion. The disjunction of the subtheories is taken, and the new information is
added to it. The partial closure of the result gives the result of the update.

An example is given to demonstrate the revision process.

Example 4.5 Let the sentence v represent the fact that it is cloudy outside,
& that it is raining, ( that it is cold, and € that it is dark. The following
hierarchy is used to show the relation >, where a 2 b if the class of a is less
than that of b.
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1.y—=68V(
2. v—ey
8. é6V(
4. 6,C,¢e
5. =6,~(, e,y
The following assessment is our current knowledge:
{r—=6v(r—el

Add the fact ~ to the knowledge. Since there is only one epistemic sequence
the result is:
{vo V(- e7,6V (el

At this point there are two epistemic sequences consistent with >:

e 71— 86V(y—€7,0V(eE

oy —=86V(T, Y60V (e

Update the theory with ~¢. The epistemically consistent subsets are:
o (Yo &V(y—e6V(}

o {y=év(,1éVv(}

The epistemic subtheory is {y — 6V (,6V( } and the result of the update
i8:
{'7 - 6VC16VCa—'€}
]

It should be noted that the update sentences have implicit priority over
all of the sentences in the theory when doing an update. The new sentences
are never considered to be rejected from the theory when the update occurs.
This is due to the second AGM postulate, which states that the new sen-
tences should always exist after the update. It is easy to see how the update
semantics could be extended if, for some reason, a need arises to consider the
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update sentences for derogation. The update sentences would be added to
the original theory (without checks for consistency) and ordered over 2 with
all of the other sentences. Then the set would be considered for consistency.
In fact, the proposed update semantics are equivalent to:

VLT
where T' = TU p and {T},...,Tn} is the set of all epistemically consistent
subsets of 7' w.r.t. > updated with .

In this way it is possible to generalize the revision semantics to give “pro-
tected” formulas a higher priority than the update sentences, thus preserving
rules which rnust always hold.

Many update operators based on a theory have suffered from problems of
trying to find an appropriate -olution when the update produces more than
one result. By creating epistemical sequences over elements of a partially
closed theory, then taking the disjunction of the results to be the base of the
revision, we are guaranteed a meaningful result.

The revision is done on partially closed theories and it produces a desir-
able result. We hope that it can satisfy the revised AGM postulates, since
they were designed to set the specifications for intuitive reasoning.

Theorem 1 The revision defined above satisfies R1 - R7 but does not satisfy
R8.

Proof: The revision satisfies Rl - RT.

R1: T4 is a partially closed theory.
Since T is a partially closed theory for any sel of c=ptences T then
Tip = (ES(T, p) U )t is a partially ¢ seed sheory.

R2: p€ T-‘i-p:
Since T+ = (ES(T, }l) U p)'%' then trivially u € T';‘;é"

R3: TUp=T4p.
Since we have that ¥T! C T(T [ Vi, T)), then

T k= ES(T, )
Tup = (ES(T,p)Un)



TUp k= (ES(T,p)up)*
TUpkT+e
R4: T4p l=TUp if TUp is consistent.
When T U p is consistent then:
ES(T,p)=T
Tiu=(Tup)
TiukTup
R5: T4y consists of all propositional formulas only if 4 is inconsistent.
Assume the contrary, that T4 consists of all propositional formulas

and p is consistent. When g is consistent then ES (T, p) is consistent
also. But then (ES(T,p) U p)* is consistent. Contradiction.

R6: (T4p) = (T+a) if p* = ot.
We have that:
ut =a*
ES(T,p) = ES(T, a)
(ES(T,p) U pt) = (ES(T, @) U at)
(ES(T, ) Up)* = (ES(T,@)Ua)*
RT: (T4p)Va ETHpVa).

Let sy,...3, be the n epistemic sequences of T given the relation 2.
Then there are n epistemic subsets (Observation 1). We have that:

Vs;(sub(s;, p U ) C sub(s;, 1))

Vi sub(si, 1) = Vi, sub(si, p U a)

ES(T,p) E ES(T,pV )

ES(T,p)upVa = ES(T,pVa)UpVa
(ES(T,p)Up)t Ua = (ES(T,uUa)UpUa)?
(THu)VeETHpUa)

a
The next example demonstrates how postulate R8 is violated.
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Example 4.6 Consider T = {a,bAc — a, b,c,d = c,d}, A = {—a} and
Q = {~d} with two epistemic sequences:

bAc— a,d— c,a,b,c,d

bAc— a,d—c,c,d,a,b

Then T3A = {bAc — a,d = ¢,bVd,bVe,~bV ~c,~a}. Then T+A is
consistent with .

Revise T with A U and the result is {bAc — a,d = ¢,bVec,mbV
~¢,~a,~d}. Therefore, (T+A)UQ [ THAUQ)

0

In [23] it was shown that R8 may be too strong to be reasonable when
applied to partially closed theories. Instead, the following condition was
given:

(R8'; {T+a) A (T4p) E THa V ).

This postulate states that every world described by the knowledge base T
after revising it with A and also with  must also be included in the worlds
described by T after revision with the disjunction of A and .

It should be sufficient for the revision to satisfy R8' and not RS8.

Theorem 2 The revision defined above satisfies R8'.
Proof: We know that:
ES(T,u) E ES(T,pV a)
ES(T,a) E ES(T,pVa)
ES(T,u)U ES(T,a) = ES(T,p U a)
ES(T,p))UES(T,@)UpVal ES(T,pUa)UpVa
(ES(T,p)U p)* U (ES(T,a)Ua)* = (ES(T,pUa)UpU a)t

a

The revision operator has been shown to satisfy the revised Gardenfors
postulates, and also encompasses epistemic importance. If a reasonable epis-
temic importance can be placed on sentences in a theory, then the revision
is straightforward and yields a meaningful result.
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Chapter 5

The Application of Epistemic
Importance

The last chapter gave an update algorithm which is applied to a partially
closed theory with epistemic importance of facts already assigned. This sec-
tion investigates how to assign epistemic importance to sentences such that
reasonable and intuitive results are reached.

In [23] we gave an update semantics which satisfied the revised AGM
postulates. The semantics assigned higher epistemic importance to rules
than to arbitrary sentences. That work may be restated in terms the update
semantics of last chapter with the following definition.

Definition 5.1 Let T be a partially closed theory, and 25, be the binary
relation given by: Vo € T VB € T(a 251 B if there exists an atom a such
that a is in B and —~a is in a). An epistemic sequence may be defined in the
usual way. O

The binary relation on clauses is used to give higher priority to rules,
since those should have highest priority to survive an update. An example
from [23] will be used to demonstrate this.

Example 5.1 Let the database be {y — s,y,s,} and perform the follow-
ing updates: {~s},{gV b},{~g},{~b},{~y}. The three possible epistemic
sequences are initially:

®3Yy—=sy
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o Yy—S5SY
e y—3,Y,8

and update by {-s} yields {y — s,~s,~y} in all cases. The facts {g V b}
and {~g} may be added to the database without conflict, so the database
becomes {y — s,—y,~s,gV b, g, b}. All epistemic sequences have the order-
ing =g >51 g V b, so the revision with {-b} yields {y — s,~y,~s, b, -g}.
Adding {~y} creates no change. O

As well as assigning high priority to rules in a database, some other
fundamentals should apply. The next definition gives an epistemic ordering
to reflect such fundamentals.

Definition 5.2 Let T be a partially closed theory, and A update sentences.
The notation IC(T) is used to represent the set of integrity constraints in
T, Lit(a) is used to represent the set of literals in clause a, and NLit(a) =
{~a | a € Lit{a)}. Define the relation 253 over T as follows

1. Vv € IC(T)Va ¢ IC(T)(y 252 @)

2. Vo ¢ IC(T)(A 252 a)

3. Va € {(IC(T)U AY* = IC(T)} VA & {IC(T) U AYH(a 252 f)

4. Va € T (IC(T)UA)*VB € T — (IC(T)U Lambda)*(a 251 B if there

ezists an atom a such that a is in B and —a is in a).
5. Ya € {(T+A) = T — (IC(T)UAY}VB € {T D (THAN}(B 252 @)

(]

The first point is designed to give integrity constraints as least as much
priority to survive derogation as anything else in the database. The sec-
ond constraint places priority on the update information such that i% has as
least as much priority as anything that is not an integrity constraint. Next,
priority is given to the minimally derivable logical consequences of the up-
date sentences and integrity constraints. The fourth definition corresponds
to Definition 5.1, but does not allow arbitrary rules to have priority over
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the integrity constraints or the new information, or minimally derivable con-
sequences of the update sentences and integrity constraints. Condition five
says that derived facts (excluding facts derived exclusively from the update
sentences and integrity constraints) should have the lowest priority to survive
derogation.

These ideas stem from a mimber of assumptions. One of these is that
integrity constraints should have high priority. Another assumption is based
upon the idea that one needs to keep track of the justifications of beliefs [11].
Although we do not keep track of justifications here, we place lower priority
on beliefs which are derived from others, since they have less justification to
survive after update. Another assumption is that inference rules should be
more stable than basic facts during the update process.

The next example demonstrates an update semantics using priority rela-
tion >s54. This example will be used again in the next chapter when various
update semantics are being compared.

Example 5.2 This problem is one of diagnostics. The knowledge base con-
tains the integrity constraints: if one’s stomach is sore (S) then they have
the flu (F), or they have food poisoning (D), or they are pregnant (P). If a
person is male (M), then they cannot be pregnant. If a person has not eaten
lately (E), they cannot have food poisoning. So the knowledge base is:

¢ {S= FVDVPM—-P,-E - -D}

The first questioning reveals that a person has a sore stomach. The epistemic
ordering after the update is (the epistemic order on the integrity constraints
is not given, nor is it important for this ezample):

e S—»FVDVPM~— -P,~E—-D,SSFVDVP
The information ~F is then obtained:
e S—FVDVPM— -P,~E—~-D,~F,S,FVDVP,DVP
Then —E is determined:
o S — FVDVP,M — -~P,~E — -D,~E,~D,-F,S,FVDVP,DVP,P

The last piece of information obtained is M, and the result of the update is:
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e {S— FVDVP,M — ~P,~E - =D, M,~P,~E,~D,~F, -5}
a

In this example, S is not in the result because it was given that —F and
-D and =P, and S was “older” than all of the other facts so has lowest
priority to survive. This is due to the fact that we assume new knowledge is
correct because it represents the latest information about the world. There-
fore, the newer knowledge is, the more accurate we can assume that it is,
hence it has higher priority over older knowledge.

The next example is 4.5 from the last chapter. In that example, the
priorities of sentences were all fixed. This example will use the relation 25
to define the priorities.

Example 5.3 Let the sentence 7y represent the fact that it is cloudy outside,
§ that it is raining, ( that it is cold, and ¢ that it is dark. Given the knowledge:

{y=é&viy—e}

And assume that ¥ — 6 V ( is the only integrity constraint. Add the fact
~ to the knowledge. The only resulting epistemic sequence is:

=8V (7,6 (Y EE
Update the theory with —¢, and the epistemic sequence is:
x— 8V, me,7,6V(
]

Compare this with example 4.5, where after the first insertion there were
two epistemic subtheories. Here there is only one because v 25.2 6V ( from
5.2[2] and 8V ¢ 2527 — € from 5.23].

From the description of “update” and “revision” in [15], (see Chapter 3),
we see that the priority given corresponds to the “revision” operation. Al-
though the new update semantics best model a static world, they do place
priority on newer facts and therefore incorporate more of a view of a changing
world than a strict “revision” operator would.
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Chapter 6

Comparisons of Update
Semantics

This chapter is intended to give a feel for the various update semantics and
to show the differences among them. The results are broken down into the
model based semantics, the formula based semantics, and our own. It will
be noted that the model based semantics and the formula based semantics
both have strong points, depending upon the example used.

Our semantics is defined using the priority relation 2. from the last
chapter.

The following examples will be used, taken from various literature.

Example 6.1 [6] T = {a Ab}, and A = {-a V b}
The result should be {(a A —b)V (~a AD)}. O

Example 6.2 [6] T = {aAbAc} and A= {(aA=bA-c)V (me AbAc)}.

The result of this update is not clear. Either it should be A or it should
be {~a AbAc}. The lattcr choice is more conservative and so represents the
minimal change, but it is commonly accepted that all of the new information
must be retained in an update. O B

Table 6.1 shows the results of examples 6.1 and 6.2 for the various update
semantics.
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“ Semantics " 6.1 6.2 "
Borgida [(aA-b)V(-aAb)| ~a, b,c
Dalal | (a Ab)V (ma A b) | —a,b,c
Jackson/Pais || (aAb)V(-aAb) | A
Satoh [(aA-b)V(-aAb)| A
Winslett [(@ar-b)v(=aAb)| A

[AGM A N

| FUV A A

| KUV A Al

"Ours || -aV -b,aVb | A I

Table 6.1: Comparisons of Update Semantics - Examples 6.1 and 6.2

Example 6.3 [14/T = {c - aVbc} and A= {~c}, then A = {-a}.

Relate c to the fact that it is slippery, a that is it snowy, and b that it is
frozen. After the update the conditions of it being slippery should not be lost.
The final result should be {c «» aV b, ¢, -a}. O

Example 6.4 [21] This ezample is the well known blocks world. Consider a
room with ¢ TV and two air ducts. Let a denote the fact that the TV is on
duct 1. Let b denote the fact that the TV is on duct 2, and ¢ be that the TV
is on the floor. The TV has to be on one of the spots, but can not be on more
than one spot at one time. These facts can be represented by the database:
T={aVbVec,a—-ba—-cb— -c}
Update the database by the following:

o {aVvb}
o {a}
o {~a}

In [21], it is claimed that all we can deduce after this is —a, and that b
should not be assumed. D

The results of examples 6.3 and 6.4 by all of the update semantics re-
viewed, as well as our own, are given in table 6.2.
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[ Semantics [ 6.3 | 64 |
[Borgida™ —a,-c T -a
{| Dalal I -a,b,~c -a, b, ¢
Jackson/Pais || ~a, b,~c —a,(bA=c) V (cA-b)
HVSatoh f -a, b, ¢ -a, -b, ¢ %
| Winslett || —a,¢ -a l
H}GM ¢ {-c,~a}* {-a}’ |
FUV ceaVba,c T U {aV b,-a} |
| KUV c e aVb,-a,~c TU{aVbe -a} |
Ours [ c = aVb,—a,~b,c | IC(ﬂU {-a,bV c,_ibl-rc} |

Table 6.2: Comparisons of Update Semautics - Examples 6.3 and 6.4
A few of the examples will be described in detail for our update semantics.

Example 6.5 (ezample 6.2)

The theory and update sentence must be rephrased as a set af clauses, and
so become: T = {a,b,c}, A = {aVb,aVc,~bV~a,-bVe,~cV-a,~cV b}. If
the facts a, b, and c all have the same epistemic importance, then there are
siz epistemic sequences:

o {a,b,c}
o {a,c,b}
o {b,c,a}
o {b,a,c}
o {c,a,b}
o {c,b,a}

Then there are two epistemically consistent subsets of T, namely, {a},
and {b,c}. The result of the update is then {aV b,aV cjUA=AD

Example 6.6 ( ezample 6.3 )
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The theory is restated as a partially closed theory: {~cVaVb,—aVc,~bV
c,c,aV b}, with the first three sentences considered as integrity constraints.
Then an epistemic sequence is

~cVaVb-aVe-bVececaVb
and the revision by —c results in
{~cVaVb-aVc,~hVc,ea, -b}

which is also the result of the update with ~a. Note that the facts —b and
—a are logical consequences of the desired result (due to the partially closed
theory). O

Example 6.7 (ezample 6.4 ) There are four integrity constraints, which re-
ceive the highest epistemic importance. Initially, the four sentences may have
any epistemic sequences. Choosing one:

—~aV =b,~aV-c,~bV-c,aVbVe
After the update with {a V b}, the sequence is:
—~aV -b,-aV -c,mbV-c,aVbVeaV b, —c
Update with a and there are two sequences:
-aV ~b,~aV -¢,bV c,aV bVc,a,~b,c,aVb

—-aV =b,maV -¢c,~bV ~c,aV bVc,a,~c,~b,aVb

Then add ~a and there are two resulting epistemic sequences:
—aV =b,~aV ~¢,mbV -c,aVbVec,na,bV ¢,0b,c

-aV -b,—aV -¢,~bV ~c,aVbVec,7a,bV c,m¢c,bve,b
Which makes the result

{-aVﬂb,-iaV-sc,ﬂbV—-c,aVbV ¢,ma,bVc,~bV ¢}
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Table 6.3 compares example 5.2 from the last chapter with the AGM
and FUV approach, to demonstrate what impact the epistemic importance
of sentences has on the outcome of our update, and also to show that the
partially closed theory gives the correct result as compared to the closed
theory (AGM) and a non-closed theory (FUV).

l] Semantics “ - L5.2i B
| AGM MY}
| F

| Ours

We are satisfied that all of the examples here yield a correct and intuitive
result using our new update semantics and the given epistemic rules.

J!

{M})

{M}
| {S—-rFVDVPM—-)-PﬂE—»-mD M,-P,-E,-D, -F,-S}
Table 6.3: Update Comparisons — Theory Based
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Chapter 7

Conclusion

There have been many update semantics proposed for deductive databases.
Many of these semantics differ in the way that the database is viewed: some
databases are viewed as a theory, and some are viewed as the underlying
models. If a closed theory is considered then all derived facts are included,
which may not be realistic. If the database is viewed in terms of the under-
lying models, then the meaning of the rules in the theory is lost. A problem
with all of the approaches is how to deal with the epistemic importance of
facts.

Clearly some sort of standard for deductive database updates is needed.
Alchourron, Gardenfors, and Makinson have done the first work in this area
and propose criteria which must be met for every database update. This
work has been instrumental in laying the foundations for updates. Since then
update semantics have been proposed to meet the criteria. Most semantics
have not been able to meet the AGM postulates, although some have been
successful.

This thesis has proposed that the framework of the AGM postulates is
not relevant to deductive database updates. Closed theories are unsuitable in
the deductive database setting, because humans do not formulate all logical
consequences of a set of beliefs. It is therefore unreasonable to do the same
in a database. Instead, a new framework was proposed, that of partially
closed theories. Partially closed theories contain a subset of the deductively
closed set. Only those clauses which are minimally derived are added to the
partially closed theory. This follows the way that a human would reason.
This seems to solve the problems of the model theoretic approach and the
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formula theoretic approaches so far. In light of partially closed theories, the
AGM postulates were modified.

As well, a new semantics was proposed. Given a binary relation on sen-
tences in a theory, representing epistemic importance, the new semantics
were defined, with partially closed theories as a basis.

The third and final contribution of this thesis was to give a set of rules
to govern the assigning of epistemic importance to sentences of a theory.

The proof of any update algorithm is whether it satisfies the revised
postulates, and how well it performs on various examples. The revision
presented here was shown to satisfy the postulates. Numerous examples
demonstrated the usefulness of the semantics.

It is hoped that the work done in this dissertation will help set the stan-
dards for deductive database updates.
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