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[1] A two-dimensional model of magnetosphere-ionosphere coupling is presented. It
includes Alfvén wave dynamics, ion motion along the geomagnetic field, chemical
reactions between ions and neutrals, collisions between different species, and a parametric
model of electron precipitation. Representative simulations are presented, along with a
discussion of the physical mechanisms that are important in forming oxygen ion
field-aligned plasma flows. In particular, it is demonstrated that ion upwelling is strongly
affected by the ponderomotive force of standing Alfvén waves in the ionospheric Alfvén
resonator, and by enhanced electric fields that are produced when electrons are heated by
soft electron precipitation. It is verified that the simulations are in qualitative agreement
with available theoretical predictions. In the resonator, in addition to the ponderomotive
force, a contribution to the upflow comes from centrifugal acceleration. Heating by the
current of standing waves increases parallel electric fields and ion pressure gradients only
at low altitudes where they are easily balanced by friction with neutrals. This prevents
development of fast field-aligned ion flows in the E-layer and lower F-layer.
Citation: Sydorenko, D., and R. Rankin (2013), Simulation of O+ upflows created by electron precipitation and Alfvén waves in
the ionosphere, J. Geophys. Res. Space Physics, 118, 5562–5578, doi:10.1002/jgra.50531.

1. Introduction
[2] Ionospheric ion upwelling and outflow is important in

the context of its influence on the global dynamics of mag-
netospheric plasma. The processes controlling ion outflow
are numerous and include precipitation of energetic parti-
cles from the magnetosphere to the ionosphere, transverse
ion energization by electromagnetic waves, field-aligned
currents and ionospheric Joule heating, chemical reactions,
solar radiation, and Alfvén wave dissipation [Yau et al.,
2007]. This paper presents a numerical model of the cou-
pled magnetosphere and ionosphere that accounts for many
of these processes through further development of the model
of Sydorenko and Rankin [2012], which did not consider
ion dynamics along geomagnetic field lines. The additional
physical processes and representative results from the model
are described below.

[3] In the model of Sydorenko and Rankin [2012], field-
aligned ion motion in the ionosphere is omitted. This sim-
plification is made because a stationary initial state of the
ionosphere is then relatively easy to achieve. A second
reason is that in describing reflection of waves from the
ionosphere, it is not necessary to account for slow density
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changes caused by large-scale field-aligned plasma motion.
The drawback is that the model is limited to low-current
regimes when vertical ionospheric ion flows are not impor-
tant. This, in particular, makes it impractical to include
chemical reactions and electron precipitation.

[4] Unlike the model of [Sydorenko and Rankin, 2012],
which solved different sets of equations in the ionosphere
and magnetosphere for numerical efficiency, the extension
of the model presented here uses the same set of plasma
dynamics equations at all altitudes in the main simulation
area. The importance of this is that the transition over alti-
tude from collisional to collisionless plasma dynamics is
ensured by a gradual (physical) decrease of collision fre-
quencies with altitude rather than a discontinuous change. It
also means that chemical reactions and a parametric model
of electron precipitation originally developed for the model
of Sydorenko and Rankin [2012] can be enabled without
unphysical behavior arising.

[5] In the results presented below, capabilities of the
new model are tested through simulations in which O+

ion upflows are created by electron precipitation or by
Alfvén waves. In the case of electron precipitation, ion
upflows are usually attributed to electron heating and the
related enhancement of field-aligned ambipolar electric
fields [Strangeway et al., 2005]. There is also observational
[Seo et al., 1997] and numerical [e.g., Su et al., 1999;
Vontrat-Reberac et al., 2001] evidence that ion upflows are
created more effectively by electron precipitation with rel-
atively low energy. The present model agrees with these
results and shows quantitatively that high-energy precipi-
tation deposits its energy at lower altitudes where intense
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Figure 1. Schematic of the simulated ionosphere-magnetosphere system in (left) dipole coordinates and
(right) real space.

cooling prevents a long-lasting increase of the electron
temperature.

[6] Ion upflows can be driven effectively by the pondero-
motive force of standing Alfvén waves. Of interest here is
relatively high frequency (1–10 Hz) standing waves in the
ionospheric Alfvén resonator, which have previously been
shown to create field-aligned ion flows [Streltsov and Lotko,
2008]. The present model shows formation of ion upflows
above 500 km due to this effect. Upflowing ions also appear
when there is intense frictional ion heating due to plasma
convection [Wahlund et al., 1992] or large-scale magneto-
spheric currents [Strangeway et al., 2005]. Such currents
may also be associated with low-frequency (0.1 Hz and less)
Alfvén waves, but a discussion of low-frequency waves is
deferred for future study.

[7] The model of Sydorenko and Rankin [2012] describes
the ionosphere following [Schunk, 1988]. Below, these
papers are mentioned frequently; so for brevity, the paper of
Sydorenko and Rankin [2012] is referred to as SR12 and the
paper of Schunk [1988] is referred to as S88 henceforth.

[8] The paper is organized as follows. In section 2, a brief
description of the model is given and the main equations
are listed. In section 3, excitation of ion upflows by low-
energy and high-energy electron precipitation is discussed.
Section 4 considers ion upflows created by a standing
Alfvén wave in the ionospheric Alfvén resonator. Conclud-
ing remarks are given in section 5. Appendix A describes
the parametric model of electron precipitation. Appendix B
clarifies changes to the boundary conditions compared to
SR12. Appendix C contains parameters of the numerical
grid. The procedure of calculation of the initial state is given
in Appendix D.

2. Numerical Model of the Ionosphere
[9] The model presented considers a relatively narrow

two-dimensional (2-D) region in near-Earth space enclosed
between two geomagnetic field lines (see Figure 1). The
geomagnetic field is dipole; the dipole coordinates are �1 =

cos# /r2, �2 = sin2 # /r, and �3 = –', where {r,# ,'}
are the usual spherical coordinates. Azimuthal symmetry is
assumed. The top and the bottom boundaries of the simula-
tion domain are surfaces of constant dipole coordinate �1. In
order to avoid large deviation of the bottom boundary from
spherical shape, the width of the simulated area at the bot-
tom end is limited to a few hundred kilometers. For the same
reason, the bottom boundary should be at high latitudes.

[10] The main simulation area includes the ionosphere
and the lower magnetosphere. The plasma inside the main
simulation area consists of electrons and H+, N+, O+, N+

2,
NO+, and O+

2 ions. The electrons and the ions collide with
each other and with H, N, O, N2, NO, and O2 neutrals. The
bottom boundary of the main simulation area is typically
at an altitude of about 100 km, whereas the top boundary
is at an altitude of a few thousand kilometers. Chemical
reactions between ions and neutrals are accounted for. The
plasma in the main simulation area can be perturbed by elec-
tron precipitation or an Alfvén wave injected through the top
boundary. A meridional wind with nonuniform altitude pro-
file of velocity can also be introduced. For simplicity, it is
assumed that the wind blows exactly along the �2-direction.
In simulations described below, the wind velocity is zero.

[11] A second component of the simulation domain, the
wave transport buffer, stretches from the top of the main
simulation area to the equatorial plane. This buffer pro-
vides nonreflecting boundary conditions for Alfvén waves
and allows slow variation of the background electric and
magnetic fields.

[12] The numerical scheme of the present model is the
same as in SR12. It includes (i) an implicit quasi-neutral 2-D
electromagnetic solver optimized for shear Alfvén waves,
(ii) a semi-Lagrangian method of solving the continuity and
pressure equations, (iii) a nonuniform grid, (iv) boundary
conditions at the top and bottom boundaries of the main
simulation area, and (v) the wave transport buffer. Many
equations listed in SR12 have been modified to include addi-
tional terms due to collisional field-aligned ion motion. The
boundary conditions at the southern and northern boundaries
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(geomagnetic field lines) have been changed as well. For
convenience, the full set of equations for the main simulation
area is given below.

[13] Note that in the present paper, subscript e denotes
electrons, subscript ˛ denotes ion species (˛ can be H+,
N+, O+, N+

2, NO+, and O+
2), subscript ˛0 denotes ion species

different from ion species ˛, subscript � denotes both elec-
trons and ions (� can be e or any of ˛), and subscript ˇ
denotes neutrals (ˇ can be H, N, O, N2, NO, and O2). Vec-
tor values directed along geomagnetic field lines are referred
to as the parallel ones. Vectors directed in the �2-direction
(meridional) are referred to as the transverse ones.

2.1. Electromagnetic Field
[14] The electromagnetic field components E1, E2, and B3

are calculated from the following equations:
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where c is the light speed, e is the elementary charge (posi-
tive), q� , m� , n� , p� , and u� are the charge, mass, number
density, pressure, and vector velocity of charged species,
qe = –e, q˛ = e, J1,2 are the electric current components,
J1 = J pr

1 +
P
�=e,˛

q�n�u� ,1, J pr
1 is the electric current due to

precipitating electrons, which is an externally defined func-
tion of time and space (see Appendix A). The second term in
the right-hand side (RHS) of the definition of J1 is due to the
parallel motion of ionospheric electrons and ions and is self-
consistent, J2 =

P
˛

q˛n˛u˛,2. Note that although equation
(1) is written in a traditional form with the displacement cur-
rent in the left-hand side, it is the polarization part of the
transverse current J2 which contains the largest term propor-
tional to @E2/@t (see equation (6)). The convective velocity
derivative terms [(u� � r)u� ]1 are defined below. The dipole
metric factors h1,2,3 are h2 = r2/(sin#

p
1 + 3 cos2 #), h3 =

r sin# , and h1 = h2h3. In (3), the following momentum trans-
fer collision frequencies are used: �e,ˇ for collisions between
electrons and neutrals ˇ (defined in Table 1 of S88), �e,˛ for
Coulomb collisions between electrons and ions ˛ (defined in
equation (7) of S88), �˛,ˇ for collisions between ions ˛ and
neutrals ˇ (defined in Tables 3, 4, and equation (9) of S88),
and �˛,˛0 for Coulomb collisions between ions ˛ and ions ˛0
(defined in Table 2 and equation (8) of S88).

2.2. Ion Dynamics
[15] The dynamics of ions ˛ is described by the following

equations:
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g1 is the acceleration due to the gravity force along the geo-
magnetic field, �˛ =

P
ˇ

�˛,ˇ, �˛ = q˛BE/m˛ , BE is the

geomagnetic field, w2 is the meridional neutral wind veloc-
ity, rˇ,˛ is the rate of production of ions ˛ from neutrals ˇ by
electron precipitation (see equation (A3)), P˛

ˇ,˛0 is the rate
of production of ions ˛ due to chemical reactions between
neutrals ˇ and ions ˛0 (the chemical reactions are described
in Table 1 in Blelly et al. [1996]), q˛,1 is the ion heat flow,
and Te, Ti, and Tn are the electron, ion, and neutral gas tem-
peratures. The neutral temperature is constant in time. The
electron temperature is calculated as Te = pe/ne. At each time
step, the updated ion temperature is calculated from updated
ion pressures p˛ and densities n˛ as Ti =

P
˛

p˛/
P
˛

n˛; then
the ion pressures are reset to p˛ = n˛Ti (see more details
in SR12).

[16] Note that calculation of the ion heat flow in a plasma
with multiple ion species is a cumbersome task [Zhdanov,
2002]. It simplifies greatly if one assumes that the ion heat
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flow is significant only at higher altitudes (above few hun-
dred kilometers), where collisions are infrequent. At these
altitudes, the major ion species is O+. Then, it is sufficient to
find only the heat flow of O+ ions, which can be done using
expressions for a single ion species plasma given in S88.

[17] The last three terms in (9) describe ion pressure mod-
ification due to ion production by ionization, ion heating in
chemical reactions, and loss of ions in chemical reactions,
respectively. In the chemical reaction heating term, Q˛

ˇ,˛0
is the energy acquired by ion ˛ when it is produced in a
chemical reaction between neutral ˇ and ion ˛0. The latter is
calculated as Q˛

ˇ,˛0 = ı˛
ˇ,˛0[1 – m˛/(mˇ + m0˛)], where ı˛

ˇ,˛0
is the energy output of a reaction between neutral ˇ and ion
˛0 producing ion ˛. The values of ı˛

ˇ,˛0 for the reactions
described in Table 1 of Blelly et al. [1996] can be found in
Table 2 of Tian et al. [2008].

[18] For completeness, it is necessary to mention that
chemical reactions change the densities of neutrals as well.
For the parameters of simulations selected in the present
paper, the related modification of the neutral densities is a
minor effect. Below 800 km altitude, the densities remain
very close to their initial values. At higher altitudes, there is
a noticeable growth of the density of O due to the charge-
exchange reaction between O+ and H. The frequency of
ion collisions here, however, remains very low and does
not affect the ion dynamics (see the solid red curve above
800 km in Figure 13d).

2.3. Electron Dynamics
[19] The electron dynamics is described by the following

equations:
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qe,1 is the electron heat flow (defined by equations (64), (66),
and (67) of S88), Qprecip

e describes heating by electron precip-
itation (see equation (A4)), Ce describes electron cooling due
to excitation of vibrational and rotational levels of N2 and O2
[S88, equations (69)–(72)], and excitation of fine structure
of O [Williams and McDonald, 1987, equation (15)].

3. Ion Upflows Caused by Electron Precipitation
[20] All simulations discussed in the present paper start

with a quasi-stationary initial state calculated as described in
Appendix D. Parameters of the numerical grid are described
in Appendix C. Note that in the quasi-stationary state, the
parallel flow velocity of O+ ions is small but finite and
it slowly changes with time. Below, the term “upflow” is
applied only for parallel ion flows with velocities signifi-
cantly exceeding the quasi-stationary values.

[21] For simulations with electron precipitation, two val-
ues of the precipitation energy are selected: 100 eV and
3.2 keV. In the lower energy case, the ionization and the
heating of ambient electrons are maximal at an altitude of
about 283 km (see dashed blue curves in Figure 2). In case of
higher energy precipitation, electrons penetrate much deeper
into the ionosphere, and the ionization and the heating are
maximal at an altitude of 124 km (see solid red curves in
Figure 2). The time of the simulation (1 January 2007, see
Appendix D) corresponds to a minimum in solar activity
for which the density of neutrals decays with altitude faster
than when the Sun’s activity is at its maximum. This allows
deeper penetration of precipitating electrons and shifts the
ionization and heating area toward lower altitudes. Exter-
nal Alfvén waves are not included. Simulation with Alfvén
waves included are analyzed in section 4 without including
the electron precipitation effects described here.

[22] The transverse profile of the intensity of electron
precipitation is bell-shaped (see Figure 3a), with a trans-
verse scale of about 5 km at the top boundary (�1,min). In
both the low-energy and high-energy cases, the maximal
energy flux of precipitating electrons at the top boundary
is 10 erg cm–2s–1. The intensity of the precipitation grows
gradually from zero to maximum during a half-a-second
interval at the very beginning of the simulation, and then, it
remains constant (see Figure 3b). It is necessary to mention
that the present model does not account for the scaling of the
precipitation energy flux with altitude due to convergence of
the geomagnetic field. The error introduced by the lack of
this scaling should not be very large because the main sim-
ulation area (�1,min < �1 < �1,max, see Figure 1) is relatively
thin, about 1500 km, so that the difference between cross
sections of a flux tube at the top and at the bottom boundaries
is small.

[23] For discussions of the importance of different heat-
ing and cooling effects below, it is useful to represent
equation (15) in the following form

@

@t
pe = Qe,u + Qe,p + Qe,q + Qe,i + Qe,E + Qe,pr + Qe,n , (16)

where Qe,u assembles all terms proportional to ue � rpe, Qe,p
assembles all terms proportional to per � ue, Qe,q contains
divergence of the thermal conductivity part of the elec-
tron heat flow, Qe,i describes heat exchange with ions, Qe,E
assembles all terms describing frictional heating, Qe,pr =
(2/3)Qprecip

e describes heating by the precipitation, and Qe,n =
–(2/3)Ce describes cooling due to heat exchange with neu-
trals. Note that both Qe,u and Qe,p contain contributions
from the thermoelectric part of the electron heat flow, see
equation (64) in S88 and the supplementary information to
SR12. Terms Qe,u and Qe,p are referred to as the convection
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Figure 2. (a) Ionization rate, (b) ambient electron heating rate, and (c) parallel electric current of electron
precipitation as functions of altitude. The energy flux of monoenergetic precipitating electrons above the
ionosphere is 10 erg cm–2s–1, the initial electron energy is 3.2 keV (solid red curves) and 100 eV (dashed
blue curves). The profiles are obtained along the center of the precipitation channel where the precipitation
intensity is maximal.

and the compression (or rarefaction, depending on the sign
of r � ue) terms, respectively.

3.1. Low-Energy Precipitation
[24] Here the results obtained from simulations corre-

sponding to low-energy precipitation are described. With
100 eV electron precipitation, intense ionization is observed
at altitudes from 260 to 400 km (see Figure 4a). A notable
feature revealed in the simulation is that the hot plasma
column stretches in altitude far beyond the area of intense
ionization (see Figure 4b). Direct heating by electron pre-
cipitation is found to be significant between 260 and 400 km
(see the Qe,pr curve in Figure 5a). Above 400 km, most of
the heating is due to the convection Qe,u (see Figure 5b).
The thermal conductivity is the major heating source below
270 km and a noticeable heating source above 580 km;
between these altitudes, it provides intense cooling (see the
Qe,q curve in Figures 5a and 5b). Thus, the thermal conduc-
tivity is a very important effect which removes excessive
heat from the ionization area and transfers it to both lower
and higher altitudes.

[25] Temperature growth saturates once heating is bal-
anced by cooling. Above 260 km, significant cooling is
provided by the rarefaction term Qe,p (see the Qe,p curve
in Figures 5a and 5b). Below 300 km, inelastic collisions
with neutrals are a strong cooling process (see the Qe,n curve
in Figure 5a). Note that since there is no ionization below
260 km, the value of Qe,n here is sensitive to the temperature
variation but is not affected by the plasma density growth.
This maintains high electron temperatures at relatively low
altitudes for long times, which is quite different from what
happens in the high-energy precipitation case discussed in
section 3.2.

[26] The intense ionization and heating associated with
low-energy precipitation amplify the electron pressure gra-
dient, which creates a strong upward parallel electric
field inside the precipitation channel above the altitude of
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Figure 3. (a) Transverse profile of the parallel electric
current of precipitating electrons at altitude about 543 km,
the horizontal axis is the distance across the geomagnetic
field calculated southward from the middle field line of
the simulated area, positive direction of the horizontal axis
is southward. The energy flux of electron precipitation in
the maximum is 10 erg cm–2s–1, the initial electron energy
is 100 eV. (b) Temporal dependence of the energy flux of
electron precipitation at the initial stage, the flux remains
constant for t > 0.6 s.
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Figure 4. Precipitation of 100 eV electrons. Color maps of the (a) electron density, (b) electron tempera-
ture, (c) parallel electric field, (d) parallel O+ ion flow velocity, and (e) ion temperature at t = 89.68 s. The
horizontal axis is the distance across the geomagnetic field, the positive direction is southward. The ver-
tical axis is the altitude. In Figures 4c and 4d, positive values are directed downward. The dashed green
line in Figure 4a marks the field line where profiles shown in Figures 5a and 5b are obtained. The cross
in Figures 4a and 4b marks position of the probe where time dependencies shown in Figures 8a and 8b
are obtained.

maximal ionization (see Figure 4c). This electric field grad-
ually accelerates O+ ions, and after 90 s, the upflow velocity
reaches 1100 m/s at an altitude of 500 km (see Figure 4d and
the solid red curve in Figure 6). Although this velocity is a
little high, it is not unrealistic. For example, Wahlund et al.

[1992] observed ion upflows with velocities about 500 m/s
at altitudes between 600 and 900 km. The upflow speed in
the simulation may be enhanced due to the use of monoen-
ergetic electron precipitation with the energy deposition area
localized in a narrow altitude range. Also, the simulation

(a) (b) (c) (d) (e) (f)

Figure 5. Profiles of rates of electron heating by precipitation Qe,pr (solid red), cooling due to inelastic
collisions with neutrals Qe,n (dashed blue), convection energy rate Qe,u (dash-dotted green), compres-
sion/rarefaction energy rate Qe,p (dashed double dotted magenta), electron thermal conductivity energy
rate Qe,q (double dashed dotted cyan), and frictional heating Qe,E (dotted black). The vertical axis is the
altitude. (a, b) For the 100 eV precipitation. (c, d) For the 3.2 keV precipitation. (e, f) For the Alfvén
wave with 1 s period. Profiles in Figures 5a–5d are obtained at t = 89.68 s along the center of the elec-
tron precipitation channel shown by the dashed green line in Figures 4a and 7e, respectively. Profiles in
Figures 5e and 5f are obtained at t = 19.45 s along field lines A and B in Figure 10, respectively.
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Figure 6. Profiles of the parallel O+ ion flow velocity at
the end of simulations with precipitation of 100 eV electrons
(solid red), precipitation of 3.2 keV electrons (dash-dotted
green), and Alfvén wave with 1 s period (dashed blue).
The vertical axis is the altitude, positive values are directed
downward. The profiles for simulations with the 100 eV and
3.2 keV precipitation are obtained at t = 89.68 s along the
green dashed line shown in Figures 4a and 7e, respectively.
For the simulation with the wave, the profile is obtained
along line B in Figure 10a. The dotted black curve shows the
initial ion velocity profile.

conditions correspond to solar minimum, and the higher
upflow speeds are typical for periods of low Sun activity
[Ogawa et al., 2010]. It is interesting that despite the high
electron temperature, the ion temperature barely changes

(see Figure 4e). In fact, at altitudes between 300 and 500 km,
the ion temperature slightly decreases because of the diverg-
ing ion flow with r � uO+ > 0 (see the first term in the RHS
of equation (9)).

3.2. High-Energy Precipitation
[27] Ionization by 3.2 keV electrons occurs mostly below

200 km. During the 90 s of simulation, the density of plasma
in this area gradually grows and reaches very large values
(see the density evolution in Figures 7a, 7c, 7e, and 8c).
The electron heating, however, is not so effective. The elec-
tron temperature rapidly and substantially increases during
the first moments of the precipitation (see Figure 7b and
the insert in Figure 8d). Then it begins to decrease, show-
ing signs of intense cooling from the bottom layer of the
ionosphere (see Figures 7d and 8d). Eventually, the electron
temperature acquires a profile close to the initial temperature
(see Figure 7f).

[28] Intense electron cooling occurs via inelastic colli-
sions with neutrals. In the present simulation, this cooling
along with precipitation heating are the major processes act-
ing below 200 km. Generally, it is expected that there will
be a good balance between the related terms in the pres-
sure equation, Qe,n � –Qe,pr (see Figure 5c). Term Qe,n is
proportional to the plasma density, which grows as shown
in Figure 8c. Term Qe,pr is proportional to the precipita-
tion energy flux, which stays constant for t > 0.6 s (see
Figure 3b). In order to maintain the balance, the electron
temperature decreases when the plasma density grows due
to ionization. By the end of the simulation, at t = 90 s, the
ionization in the lower ionosphere is balanced by recombi-
nation and the density growth saturates (see Figure 8c). At
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Figure 7. Precipitation of 3.2 keV electrons. Color maps of (a, c, and e) electron density and (b, d, and f)
electron temperature. Figures 7a and 7b are obtained at t = 1.99 s. Figures 7c and 7d are obtained at
t = 11.96 s. Figures 7e and 7f are obtained at t = 89.68 s. The horizontal axis is the distance across the
geomagnetic field, the positive direction is southward. The vertical axis is the altitude. The cross marks
the position of a probe where time dependencies shown in Figures 8c and 8d are obtained. The dashed
green line in Figure 7e marks the field line where profiles shown in Figures 5c and 5d are obtained.
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Figure 8. Time dependencies of (a) electron density and
(b) temperature for 100 eV electron precipitation in a probe
marked by a cross in Figure 4. Time dependencies of (c)
electron density and (d) temperature for 3.2 keV electron
precipitation in a probe marked by a cross in Figure 7. The
insert in Figure 8d shows time dependence of the electron
temperature in the probe during the first 2 s.

this stage, the decay of the electron temperature saturates as
well (see Figure 8d).

[29] Similar features in the evolution of the electron den-
sity and temperature can be found in the simulation with
low-energy precipitation discussed in section 3.1. In that
simulation, the plasma density grows in the ionization area
(see Figure 8a), while the electron temperature reaches a
maximum and then decays (see Figure 8b). The evolution of
the temperature, however, occurs much more slowly than in
the high-energy precipitation case because the cooling due
to collisions with neutrals, which strongly depends on the
electron temperature, is small in the ionization area (com-
pare solid dashed curves of Qe,n in Figures 5a and 5c). This
provides enough time for developing fast O+ upflows by
low-energy electron precipitation.

[30] In the high-energy precipitation case, the initial
strong electron temperature perturbation rapidly vanishes,
the electron temperature becomes only weakly perturbed
compared to the background plasma, the parallel electric
field above 200 km is not amplified, and no significant field-
aligned ion flow is created (compare the final (dash-dotted
green curve) and the initial (dotted black curve) O+ velocity
profiles in Figure 6].

[31] It is necessary to mention that perturbations of elec-
tron temperature visible in Figure 7f at L2 � –5 km and
L2 � 0 km are related to field-aligned currents along the
edges of the precipitation channel. These currents close the
transverse current in the E-layer that is enhanced by ioniza-
tion inside the precipitation channel. This is an example of
excitation of an Alfvén wave by electron precipitation.

4. Ion Upflow Caused by a Standing Alfvén Wave
in Ionospheric Alfvén Resonator

[32] This section focuses on the response of the iono-
sphere to Alfvén waves propagation along geomagnetic field
lines. The electron precipitation is turned off, and the parallel
current J1 is created by the wave-induced motion of iono-
spheric electrons and ions only. A simulation is considered
in which a wave with a period of 1 s and a transverse elec-
tric field amplitude of 1 mV/m is injected at the equatorial
plane boundary of the wave transport buffer (see Figure 1).
The wave travels through the wave transport buffer for
about 16.9 s before entering the main simulation area. The
wave amplitude has a bell-shaped profile in the transverse

Figure 9. Alfvén wave with 1 s period. (a) Transverse pro-
file of wave electric field at t = 148 ms, altitude 1170 km;
position of the profile is marked by the horizontal dashed
line in Figure 10a. (b) Wave transverse electric field (solid
red curve, left vertical axis) and magnetic field (dashed blue
curve, right vertical axis) versus time in probe 1 marked by a
cross in Figure 10a. (c) Altitude profile of the Alfvén speed
along the midplane geomagnetic field line of the system.
In Figure 9c, the vertical axis is the altitude, the horizon-
tal green line separates the main simulation area (below the
line) and the wave transport buffer (above the line).

5569



SYDORENKO ET AL.: SIMULATION OF OXYGEN UPFLOWS

(a)

-8 -6 -4 -2 0 2 4

 200

 400

 600

 800

 1000

 1200

 1400

 1600

-180 0  150

+
1

A B C

(b)

-8 -6 -4 -2 0 2 4

 200

 400

 600

 800

 1000

 1200

 1400

 1600

-5 0 5

A B

(c)

-8 -6 -4 -2 0 2 4

 200

 400

 600

 800

 1000

 1200

 1400

 1600

-0.3 0  0.3

A B

(d)

-8 -6 -4 -2 0 2 4

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 200  1850  3500

+

+

+

++2

3

4

5 8

A B

(e)

-8 -6 -4 -2 0 2 4

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 200  1850  3500

+

+

+

5

6

7

B C

(f)

-8 -6 -4 -2 0 2

 200

 400

 600

 800

 1000

 1200

 1400

 1600

0  10  20

+++
2 5 8

4

H
 (

km
)

Figure 10. Alfvén wave with 1 s period. Color maps of (a) parallel O+ ion flow velocity, (b) parallel
electric current, (c) parallel electric field, (d) electron temperature, (e) ion temperature, and (f) relative
variation of the O+ density taken at time t = 19.45 s. The horizontal axis is the distance across the geo-
magnetic field, the positive direction is southward. The vertical axis is the altitude. In Figure 10a, the
horizontal dashed line marks the position of the transverse profile shown in Figure 9a. Vertical dashed
lines A, B, and C show field lines where the wave has the strongest parallel current (A) and the strongest
transverse field amplitude (B), and the field line in the area unaffected by the wave (C). Crosses 1
to 8 mark positions of probes where time dependencies shown in Figures 9b and 11 are obtained. In
Figures 10a–10c, positive values are directed downward.

direction with a width of 294 km at the equatorial plane
(30 numerical grid cells). At the top of the main simulation
area, the width of the amplitude profile is about 6 km (see
Figure 9a). Due to convergence of the geomagnetic field,
the amplitude of the wave front here is about 30 mV/m. The
amplitude of oscillations grows for about 5 s and saturates at
150 mV/m (see Figure 9b). The growth is caused by accu-
mulation of wave energy in the ionospheric Alfvén resonator
(IAR). Note that although the main simulation area ends at
1550 km altitude, the IAR is included in the model because
the Alfvén speed in the wave transport buffer is nonuni-
form and has a maximum of 40, 000 km/s at an altitude of
5474 km (see Figure 9c).

[33] By the end of the simulation, a noticeable O+ upflow
area is formed above 600 km, with maximal upflow speed
of about 180 m/s near 1300 km altitude (see the dashed blue
curve of the 1-D velocity profile in Figure 6, the 2-D color
map of the velocity in Figure 10a, and the time dependence
of the velocity at a high-altitude probe in Figure 11a).

[34] There are a number of terms in the RHS of the
ion motion equation (5). In order to understand the impor-
tance of these terms in the formation of the upflow by the
wave, it is necessary to consider their values averaged over
the wave period. Moreover, since the initial state is not
exactly stationary and parallel ion flows gradually develop
in the background plasma without any external perturba-
tion, it is necessary to distinguish the background change
from the wave effect. To do this, one can compare the aver-
aged terms inside the wave channel (solid red curves in
Figure 12) with the corresponding terms at the periphery of

the system where the wave is absent (dashed blue curves in
Figure 12).

[35] Compared to the background, the wave intro-
duces substantial upward acceleration above 600 km (see
Figure 12a). This acceleration is mostly due to the nonlinear
Lorentz force eu˛,2B3 (see Figure 12b) and the convective
velocity derivative term –[(u˛ �r)u˛]1 (see Figure 12c). The
period-averaged Lorentz force < eu˛,2B3 > is the pondero-
motive force. The ponderomotive effect requires the gradient
of the wave amplitude in the direction of wave propagation,
which occurs, e.g., in a standing wave.

4.1. Nonlinear Lorentz Force (The Ponderomotive
Effect)

[36] In this simulation, the frequency of the wave is close
to the frequency of an IAR harmonic and a standing wave is
excited. There is a node of the transverse electric field and
an antinode of the azimuthal magnetic field at an altitude
of about 550 km (see Figure 13a). The phase shift between
the transverse electric and magnetic fields is close to plus or
minus 90ı depending on altitude (see the solid red curve in
Figure 13c and compare the electric and the magnetic field
curves in Figure 9b). The wave transverse electric current
has a node around 550 km (see Figure 13b). The current
amplitude is very strong around 300 km, where the plasma
density is maximal. The spike at 120 km is due to the intense
Pedersen current in the E-layer.

[37] The phase shift between the transverse electric cur-
rent and the magnetic field is close to –180ı above 600 km;
below 400 km, the phase shift is close to zero almost
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Figure 11. Alfvén wave with 1 s period. Time dependen-
cies of the following values. (a) Parallel O+ velocity in probe
1. (b) Density of O+ ions in probes 2, 5, and 8. (c) Electron
temperature in probes 2, 3, and 4. (d) Electron temperature
in probes 2, 5, and 8. (e) Ion temperature in probes 5, 6, and
7. The probe positions are shown in Figure 10.

everywhere except near 200 km (see the dashed blue curve
in Figure 13c). The ponderomotive force is negative and
accelerates ions upward above 550 km; below this altitude,
the force is positive and directed downward (see the solid
red curve in Figure 12b). This force is not observed in areas
where the wave is not present (see the dashed blue curve
in Figure 12b), so it cannot be attributed to the gradually
changing background electromagnetic field.

[38] The ratio of the Alfvénic (/ @E2/@t) and Pedersen
(/ E2) parts of the transverse electric current is of the order
of the ratio of the wave frequency ! and the ion-neutral col-
lision frequency (see equation (6)). This ratio becomes close
to unity near 180 km altitude (compare the solid red curve
of �O+ with the short-dashed green line of ! in Figure 13d).
The transverse current is mostly Alfvénic above this alti-
tude and mostly Pedersen below. Note that the phase shift
between the transverse current and the magnetic field grows
as one descends from 300 to 200 km but it decreases again

below 200 km (see the dashed blue curve in Figure 13c). The
decrease occurs due to the transition to the Pedersen mode
of the transverse current. This, in particular, keeps the pon-
deromotive force directed downward in the E-layer (see the
solid red curve in Figure 12b below 200 km).

[39] The ponderomotive effect in IAR was considered
previously by Streltsov and Lotko [2008] and Sydorenko et
al. [2008]. Figure 5 of Streltsov and Lotko [2008] shows
modification of ion density by the ponderomotive force.
Although there is no vertical ion flow velocity data, the
increase of the density near the low-altitude boundary sug-
gests that the ion flow is directed downward near this
boundary. The pattern of the ion flow, which is downward
in the lowest plasma layer and upward at higher altitudes, as
follows from the results of Streltsov and Lotko [2008], quali-
tatively agrees with the direction of the ponderomotive force
in the present simulation (solid red curve in Figure 12b).

[40] The present simulation is focused on forces affecting
ion motion rather than density modification. The simulation
is relatively short, and it is difficult to notice any substan-
tial plasma density change due to the ponderomotive effect,
especially when there are gradual changes in the background
plasma density. In fact, in most of the simulation area, except
for the lowest plasma layers, the relative variation of the
O+ ion density is only a few percent (see Figure 10f). The
diverging velocity pattern (see Figure 10a) suggests that a
density cavity should form around the altitude of 600 km.
Similar cavities are reported in Streltsov and Lotko [2008]
and Sydorenko et al. [2008]. The beginning of the formation
of such a cavity in the present simulation can be noticed if
one compares the time evolution of the ion density in three
probes positioned at the same altitude (� 550 km) at differ-
ent transverse coordinates (the probes labeled 2, 5, and 8 are
shown in Figure 10f). Note that the density in the center of
the wave propagation channel (probe 5) decreases slightly
faster than the density in probes 2 and 8 (see Figure 11b).

[41] The model of Streltsov and Lotko [2008] uses a
height-integrated conductivity boundary condition at the
low-altitude end and considers collisionless plasma, so the
transverse current is purely Alfvénic in the plasma but is
Pedersen in the boundary. The model of Sydorenko et al.
[2008] also considers collisionless plasma but it uses a per-
fectly conducting surface as the boundary condition at the
low-altitude end. As a result of this simplified boundary con-
dition, the electromagnetic field pattern in the simulation
of Sydorenko et al. [2008] is such that the ponderomotive
force near the low-altitude boundary is directed upward [see
Sydorenko et al., 2008, Figure 7]. Thus, the imposition of a
perfectly conducting layer boundary condition has important
consequences for the direction of the ponderomotive force
near the boundary.

4.2. Convective Velocity Derivative
[42] The time-averaged velocity convection deriva-

tive (10) also reveals upward acceleration above 600 km
(see the solid red curve in Figure 12c). Here the fourth
and the fifth terms in the RHS of (10) corresponding to
centrifugal acceleration are dominant. While the centrifugal
acceleration is directed away from the Earth, the average
acceleration due to the convection derivative is directed
downward at lower altitudes (see the spike below 200 km
in solid red curve in Figure 12c). It appears here that a
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Figure 12. Alfvén wave with 1 s period. Altitude profiles of the following values for O+ ions averaged
over time interval 18.7 s < t < 19.7 s. (a) Full parallel acceleration. (b–f) Contributions to the full parallel
acceleration of the Lorentz force (Figure 12b), the convection velocity derivative term (Figure 12c), the
parallel electric field (Figure 12d), the O+ pressure gradient (Figure 12e), and the friction with other
species (Figure 12f). Profiles B (solid red) and C (dashed blue) are obtained along the vertical dashed
lines B and C in Figure 10, respectively. The vertical axis is the altitude. Positive values are directed
downward.

significant downward (positive when in RHS of (5)) con-
tribution comes from the third term in the RHS of (10)
proportional to u˛,1u˛,2@h1/@�2. This term describes parallel
acceleration of a two-dimensional flow due to the curvature

of dipole geometry. Acceleration related to the convective
velocity derivative is observed only inside the wave channel,
and thus, it is not related to slow changes in the background
(compare solid red and dashed blue curves in Figure 12c).

Figure 13. Alfvén wave with 1 s period. Altitude profiles of the following values. (a) Absolute value of
wave transverse electric field (solid red curve, bottom horizontal axis) and wave magnetic field (dashed
blue curve, top horizontal axis) averaged over a wave period. (b) Absolute value of transverse wave
electric current averaged over a wave period. (c) Phase difference between wave transverse magnetic and
electric fields (solid red curve) and phase difference between wave transverse magnetic field and electric
current (dashed blue curve). (d) Frequency of ion-neutral collisions for O+ at t = 19.45 s (solid red curve)
and the wave frequency ! (short-dashed green curve). The averaging and the calculation of the phases is
performed over time interval 18.7 s < t < 19.7 s. The profiles are obtained along the center of the wave
propagation channel marked by the vertical dashed line B in Figure 10. The vertical axis is the altitude.
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4.3. Parallel Electric Field
[43] There are two main sources of intense parallel elec-

tric field in the lower ionosphere. One is a strong parallel
current flowing through an area with low conductivity.
The other is an enhanced electron temperature gradient.
The parallel wave current (see Figure 10b) is the strongest
along field lines where the transverse gradient of the wave
amplitude is maximal (e.g., line A in Figure 10, see also
Figure 9a). Without electron precipitation, frictional heating
is the major electron heating mechanism. It is the strongest
at low altitudes, about 135 km (see the dotted black curve
in Figure 5e). In contrast to the simulation with 3.2 keV
electron precipitation discussed in section 3.2, there is no
accumulation of plasma density due to ionization and cool-
ing due to inelastic collisions with neutrals is not balancing
heating completely (see the dashed blue curve in Figure 5e).
As a result, there are strong oscillations of the electron
temperature at low altitudes (see the electron temperature
snapshot in Figure 10d and compare the electron temperature
evolution in low-altitude probe 4 with that in high-altitude
probes 3 and 2 shown in Figure 11c). This creates a substan-
tial parallel electric field (see Figure 10c), but friction with
neutrals at low altitudes is so strong (see section 4.4 below)
that parallel ion flows do not develop.

[44] In the center of the wave channel (line B in
Figure 10), where the strongest ion upflow is formed at high
altitudes, the wave parallel current is minimal. The frictional
electron heating (dotted black curve in Figure 5f) and the
electron temperature fluctuations are small as well (compare
time dependence of the temperature in probe 5 in the center
of the wave channel with that in probes 2 and 8 in the intense
parallel current areas shown in Figure 11d). The effect of
the wave parallel electric field on ion motion barely differs
from that in the background plasma (compare solid red and
dashed blue curves in Figure 12d).

4.4. Ion Pressure Gradient and Friction With Neutrals
[45] In the present simulation, the ion pressure

(Figure 12e) and the friction force (Figure 12f), together
with the parallel electric field force discussed above, are
the major factors below 300 km. The electric current of the
wave heats ions at altitudes below 400 km (the profile of
the frictional ion heating Qi,E is shown by a dotted black
curve in Figure 14a, see also the ion temperature snapshot
in Figure 10e). Note that Qi,E contains the fifth and the sixth
terms in the RHS of (9) and combines both the parallel and
the transverse ion flow. The contribution of the transverse
current, however, is dominant at these altitudes. The fric-
tional heating is largely balanced by heat exchange with
neutrals Qi,n (dashed blue curve in Figure 14a), which is
described by the third term in the RHS of (9). The sum of
Qi,E and Qi,n has a maximum around 225 km (solid red curve
in Figure 14b), but the intense ion temperature oscillations
are observed at lower altitudes, below 150 km, where the
ratio (Qi,E + Qi,n)/ne is higher (compare the solid red curve of
Qi,E + Qi,n with the dashed green curve of ne in Figure 14b,
also compare the ion temperature evolution in low-altitude
probe 7 with that in probes 6 and 5 at higher altitudes shown
in Figure 11e). It is necessary to mention that in the present
simulation, the other heating and cooling terms in the RHS
of (9) are much smaller than Qi,E + Qi,n.

100

150

200

250

300

350

400

-6 -3 0 3 6

Q (10 Km /s)

(a)

Q
Q

100

150

200

250

300

350

400

0 0.1 0.2 0.3 0.4

0 1 2 3 4 5 6

Q (10 Km /s)

n (10 m )

Q +Q
n

)
mk(

H

(b)

Figure 14. (a) Profiles of rates of ion frictional heating
Qi,E (dotted black) and cooling due to heat exchange with
neutrals Qi,n (dashed blue). (b) Profiles of the sum of rates
Qi,E + Qi,n (solid red, bottom horizontal coordinate axis) and
electron density (dashed green, top horizontal coordinate
axis). The vertical axis is the altitude. Profiles are obtained
at t = 19.45 s along field line B in Figure 10.

[46] The effect of ion heating on the O+ motion at lower
altitudes is somewhat surprising. Although the ion tempera-
ture has a peak near 140 km and decreases with altitude up
to about 350 km, the average O+ ion pressure force here is
directed downward and not upward (see the solid red curve
in Figure 12e below 300 km). The reason is that the O+

density increases with altitude so rapidly (see Figure D1a)
that the ion pressure increases with altitude even though the
temperature decreases.

[47] The ion heating by the wave current does not change
qualitatively the pattern of the pressure gradient force exist-
ing in the background plasma, but rather increases (approx-
imately by a factor of 2) the downward force below 300 km
(compare the solid red and the dashed blue curves in
Figure 12e). The effect of this force is much larger than the
combined ponderomotive effect and the convective velocity
derivative (compare Figure 12e with Figures 12b and 12c).
The collision frequency below 200 km, however, is high, in
the range of 1–103 s–1 (see the solid red curve in Figure 13d),
and acceleration of the ion flow by just a few meters per
second is sufficient to amplify the friction force enough to
balance this strong additional downward force (compare the
solid red and the dashed blue curves in Figure 12f). As
a result, the ion heating in the E-layer does not produce
significant parallel ion flows.

5. Conclusion
[48] In this paper, a comprehensive model of

magnetosphere-ionosphere coupling that accounts for
Alfvén wave dynamics and electron precipitation is
described. The ionosphere is represented as a layer of
collisional plasma that smoothly transitions to the col-
lisionless regime at high altitude. This is an important

5573



SYDORENKO ET AL.: SIMULATION OF OXYGEN UPFLOWS

advance over other models that represent the ionosphere
as a height-integrated conductivity layer of zero thickness.
The height-resolved ionosphere used in the present study
incorporates important collision and chemical reaction
processes following Schunk [1988], Blelly et al. [1996],
Tian et al. [2008], and Williams and McDonald [1987]. As
an example of the effectiveness of the model, simulations
of ion upflows induced by soft electron precipitation are
described. Although not a fundamentally new topic, the
results presented here show quantitatively that low-energy
electrons are more effective at creating ion upflow. This is
in agreement with the predictions of numerical models of
Liu et al. [1995], Su et al. [1999], Vontrat-Reberac et al.
[2001], Lynch et al. [2007], and Sadler et al. [2012].

[49] In the case of 100 eV electron precipitation, iono-
spheric electrons are heated most efficiently at altitudes
ranging between 250 and 400 km, with a maximum around
280 km altitude. It is found that in this case, heat conduc-
tivity raises the electron temperature within a much wider
range of altitude, from 160 km up to about 1500 km. This
amplifies upward-directed parallel electric fields and creates
strong O+ ion upflow above 300 km.

[50] An aspect of simulations presented here is that the
electron temperature profile is affected by the boundary
condition that requires the electron temperature to remain
constant at the topside boundary of the main simulation
area (see Appendix B). The electron temperature at the top
boundary is a simulation parameter and changing it affects
the ion upflow in the following way: In the pressure gradient
@(nT)/@�1, the density gradient term T@n/@�1 is usually more
important than the temperature gradient term n@T/@�1, which
is why higher electron temperature at the topside boundary
produces stronger parallel electric fields and higher upflow
velocities. This boundary condition is not the only one pos-
sible. For comparison, Rees et al. [1971] considered the
following high-altitude boundary conditions: “zero net heat
flux” and “zero conducted heat flux.” With the former condi-
tion, the electron temperature in the auroral ionosphere was
increasing with altitude (though with a variable rate) and
the conducted heat flow was directed downward. The lat-
ter condition produced results closer to the present model:
the temperature profile had a maximum around 400 km and
the conducting heat flow was directed upward above (and
downward below) this altitude, similar to what is described
in section 3.1.

[51] In the second simulation presented, heating of the
ionosphere by high-energy (3.2 keV) electron precipitation
is found to occur at much lower altitudes than for soft
electron precipitation: between 117 and 200 km (with a
maximum at 124 km inside the E-layer). Ionization in this
situation increases the plasma density significantly, while at
the same time, electrons are cooled down rapidly by fre-
quent inelastic collisions with neutrals. Without an increase
of the electron temperature at low altitudes, heat conduc-
tivity is not able to increase the electron temperature (and
the parallel electric field, respectively) at high altitudes. This
implies there is no enhanced parallel electric field and no ion
upflow, and thus, soft electron precipitation is more effec-
tive at driving ion upflow. This does not imply, however,
that high-energy electron precipitation can never create ion
upflows. For example, Rees et al. [1971] used energetic pre-
cipitation with a rather wide energy spectrum, which led to

maximal heating at around 110 km altitude. The precipita-
tion energy flux in Rees et al. [1971] was 7.8 times larger
than in the present paper. As a result, despite the lower
efficiency of ionospheric heating by high-energy electrons,
there was an increase of the electron temperature above
400 km, and an upward-directed parallel electric field that
reached 1.5 �V/m. Ion upflow is not discussed in Rees et al.
[1971], but simulations using the present model show that
ion upflow is present under similar parallel electric field.

[52] A useful feature of the model presented in this paper
is that the boundary condition for the electromagnetic field
includes a nonmonotonic Alfvén speed profile that allows
study of processes in the ionospheric Alfvén resonator. In
a simulation where the ionosphere is driven by an Alfvén
wave with a period of 1 s, an eigenmode of the resonator
is excited and ion upflow is driven by the ponderomotive
(time-averaged nonlinear Lorentz) force similar to Streltsov
and Lotko [2008] as well as by the centrifugal acceleration
similar to Cladis [1986]. Note that unlike Streltsov and Lotko
[2008], the present model does not use height-integrated
conductivity and resolves the full dynamics of the E-layer
plasma. Wave currents flowing through the E-layer produce
electron and ion heating in this area, but due to strong col-
lisions, the increase of the period-averaged effect of parallel
electric field and ion pressure gradient is balanced by the
friction force, and the related field-aligned ion flows are
insignificant. The efficiency of ion upflow formation by ion
heating may improve if the heating is applied for a longer
time. This can be achieved, for example, if an Alfvén wave
with a larger period is used. The case with a low-frequency
Alfvén wave will be discussed in a separate publication.

[53] There are a number of simplifications in the model
which limit its applicability. Hall conductivity is omitted
although it may exceed the Pedersen conductivity in the
E-layer. The model does not include He+ because it uses the
model of chemical reactions of Blelly et al. [1996] where this
element was omitted. He+, however, is a common polar wind
component [Yau et al., 2007]. The vertical component of the
neutral wind is omitted as well as the possibility to study the
response of the thermosphere on ion upflows. The electron
precipitation model assumes monoenergetic electrons at the
top boundary, while in reality, there is usually some spread
of the energy spectrum. These drawbacks will be eliminated
in the future.

Appendix A: Model of Electron Precipitation
[54] It is assumed that the electrons precipitating into the

ionosphere are monoenergetic and move parallel to the geo-
magnetic field at the top boundary of the ionosphere. In
this case, the differential electron flux as a function of posi-
tion along the precipitation path is given by the following
formula [Maeda and Aikin, 1968; Rees, 1969]:

j(E, z) = g0 exp



–4.42
� z

R

�2.8


i(E, E0, z)
I(E0, z)

, [electrons m–2s–1eV–1],
(A1)

where E is the electron energy,

z =
LZ

0

� dl , [g cm–2]
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is the atmospheric depth at the observation point (integra-
tion is over the distance l along the geomagnetic field, at the
top boundary l = 0), L is the distance from the top boundary
to the observation point, � is the atmospheric mass density,
g0 is the initial intensity of the precipitation measured in
electrons m–2s–1, E0 is the initial energy of precipitation,

R = 4.57 � 10–6E7/4
0 , [g cm–2] (A2)

is the electron range describing the distance an electron with
energy E0 can travel through the air [in (A2), E0 is in keV],

i(E, E0, z)=

(
1–E/E0�

1–(1–z/R)0.571
�0.1

)a

exp

 
–

(
1–E/E0�

1–(1–z/R)0.571
�0.9

)a!
,

a = 7.5
z
R

+ 3.25 ,

I(E0, z) =
E0Z

0

i(E, E0, z)dE .

[55] The ionization rate for a process where an ion of
species ˛ is produced out of a neutral of species ˇ is
calculated as

rˇ,˛(z) =
E0Z

0

j(E, z)	i,ˇ,˛nˇdE , (A3)

where 	i,ˇ,˛ is the cross section of the ionization process and
nˇ is the number density of the neutral species. The present
model accounts for the following ionization processes:

(i) O + e– ! O+ + 2e–

(ii) O2 + e– ! O+ + O + 2e–

(iii) O2 + e– ! O+
2 + 2e–

(iv) N2 + e– ! N+ + N + 2e–

(v) N2 + e– ! N+
2 + 2e– .

Cross sections for process (i) are from Table 12 of Majeed
and Strickland [1997]; for processes (ii) and (iii), they are
taken from Table 11 of Itikawa [2009]; for processes (iv) and
(v), they are taken from Tables 15 to 17 of Itikawa [2006].

[56] The rate of ambient electron gas heating due to
electron precipitation is

Qprecip
e =

E0Z
0

dEj(E, z)
X
ˇ

nˇ

E–Wi,ˇZ
0

dEsEs

ˇ̌ dE
dx

ˇ̌
eˇ̌ dE

dx

ˇ̌
e +
ˇ̌ dE

dx

ˇ̌
n

Sˇ(E, Es) ,

(A4)
where Wi,ˇ is the ionization energy threshold for neutral
species ˇ (ˇ = O, O2, N2), Es is the secondary electron
energy (a secondary electron is an electron extracted from
the atom in an ionization event),ˇ̌̌

ˇdE
dx

ˇ̌̌
ˇ
e

=
1.95 � 10–12ne

E
, [ eV cm–1]

is the secondary electron energy loss rate due to collisions
with ambient electron gas [Rees et al., 1969] with electron
energy E in eV,ˇ̌̌

ˇdE
dx

ˇ̌̌
ˇ
n

=
X
ˇ

nˇ
X

k


Wˇ,k	ˇ,k , [ eV cm–1] (A5)

is the rate of secondary electron energy loss due to inelas-
tic collisions with neutral atoms and molecules [Rees et al.,
1969], 
Wˇ,k and 	ˇ,k are the energy threshold and cross
section of inelastic collision process k for neutral species ˇ,

Sˇ(Ep, Es) = 	i,ˇ
G(Ep, Es, Wi,ˇ)

Nˇ(Ep)

is the differential ionization cross section for neutral species
ˇ, 	i,ˇ is the total ionization cross section for neutral species
ˇ, Ep is the energy of the primary (precipitating) electron,

G(Ep, Es, Wi,ˇ) = exp



–
Es + Wi,ˇ

31.5
– 339 exp

�
–

Es + Wi,ˇ

2.49

�

�
1

Es + Wi,ˇ
ln

 p
Ep +

p
Ep – Wi,ˇ – Esp

Ep –
p

Ep – Wi,ˇ – Es

!

is the shape function defined by Rees et al. [1969], and

Nˇ(Ep) =

Ep–Wi,ˇZ
0

dEsG(Ep, Es, Wi,ˇ) .

The total ionization cross sections for O, N2, and O2 are from
the same sources as the cross sections for ionization pro-
cesses (i)–(v) above. The ionization thresholds are Wi,O =
13.6 eV, Wi,N2 = 15.6 eV, and Wi,O2 = 12.1 eV [Rees et al.,
1969; Majeed and Strickland, 1997]. Inelastic cross sections
	ˇ,k and energy thresholds 
Wˇ,k used in (A5) are listed in
Tables 4 to 14 of Majeed and Strickland [1997].

[57] Note that the differential electron flux (A1) conceals
information about the distribution of scattered precipitating
electrons over pitch angle # because it is obtained as

j(E, z) =
Z

f(E, cos# , z)d cos# ,

where f(E, cos# , z) is the distribution function of precipitat-
ing electrons. The parallel electric current of precipitating
electrons is

J1,precip(z) = – e
Z

f(E, cos# , z) cos#d cos#dE ¤

– e
Z

j(E, z) cos#d cos#dE .

Unfortunately, the analytical expression for the distribution
function f(E, cos# , z) is difficult to find in the literature.
However, the angular dependence can be accounted for if
f(E, cos# , z) = fE(E, z)f# (# , z). In this case, the parallel
energy flux G1 is

G1 =
Z

f(E, cos# , z)E cos#d cos#dE

=
Z

j(E, z)EdE
R

f# cos#d cos#R
f#d cos#

.

If one omits possible dependence of f# on the parallel
distance l, then

@

@l
G1

@
@l
R

j(E, z)EdE
=
R

f# cos#d cos#R
f#d cos#

� � . (A6)
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The divergence of the parallel energy flux must be equal to
the total energy loss rate of precipitating electrons

@

@l
G1 =

E0Z
0

dEj(E, z)
X
ˇ

nˇ

E–Wˇ,iZ
0

dEsEsSˇ(E, Es) +
X
ˇ

rˇWi,ˇ ,

(A7)
where the first term in the RHS describes the energy trans-
ferred to the secondary electrons (compare with (A4)), and
the second term describes ionization losses, rˇ =

P
˛

rˇ,˛ is

the total ionization rate for neutral species ˇ. Using (A7),
the ratio in the left-hand side of (A6) can be calculated
numerically. For example, for 3.2 keV precipitation and the
atmosphere considered in the present paper, this ratio varies
from 1

3 to 1
5 � 1 along the precipitation path. Note that

1R
0

f# cos#d cos# �
1R

0
f#d cos# if function f# is maximal

near # = � /2. This creates a conflict with Maeda [1965],
who shows that the angular distribution of precipitating
electrons approaches cos2 # shape. One explanation of this
discrepancy is that the differential electron flux given by for-
mula (A1) decays too fast, which increases the denominator
in the left-hand side of (A6). This assumption is supported
by Figure 4 of Maeda and Aikin [1968], where the distri-
bution given by the formula is about 2 times lower than
the distribution obtained in Monte Carlo simulation (com-
pare curves labeled � = 0.9 in that figure). Technically, the
rate of decay of the differential electron flux (A1) can be
reduced if the electron range R increases compared to the
value defined by equation (A2). In the present paper, how-
ever, the range R is not modified and the parallel electric
current of precipitating electrons is calculated as

J1(z) = –e
Z

j(E, z)dE
R

f# cos#d cos#R
f#d cos#

= – �e
Z

j(E, z)dE ,

where factor � is the angular term calculated according to
(A6). For 100 eV and 3.2 keV precipitation energies, the
angular term is � = 0.1 and � = 1

3 , respectively.

Appendix B: Boundary Conditions
[58] The present model uses the same boundary condi-

tions at the bottom boundary of the main simulation area
(�1 = �1,max, see Figure 1) as the model of SR12. The electro-
magnetic field boundary conditions at the interface between
the main simulation area and the wave transport buffer (�1 =
�1,min) are also same as in SR12. A new condition introduced
here is that both electron and ion temperatures are constant.
The advection equations are solved using a semi-Lagrangian
method [Staniforth and Côté, 1991] which is quite “unde-
manding” with respect to boundary conditions. If ions flow
upward at �1 = �1,min, the ion continuity equation (8) does
not require any boundary conditions. In case of ion inflow,
however, some assumption must be made about the ion den-
sity profile beyond the boundary. A simple approach which
gives reasonable results is to omit field-aligned convec-
tion [(u˛,1/h1)@n˛/@�1 term in (8)] at �1 = �1,min if an ion
inflow is detected there. This is equivalent to a uniform ion
density along the geomagnetic field beyond the boundary,
@n˛/@�1 = 0.

Figure C1. Variation of the size of the grid cell along the
geomagnetic field with altitude.

[59] Boundary conditions at the northern (�2 = �2,min) and
southern (�2 = �2,max) boundaries are as follows:

E1(�1, �2;min,max, t) = –
1

eneh1

@

@�1
pe(�1, �2;min,max, t) ,

@

@�2
n˛(�1, �2;min,max, t) = 0 ,

@

@�2
p� (�1, �2;min,max, t) = 0 ,

n˛(�1, �2,min, t) = n˛(�1, �2,max, t) ,
p� (�1, �2,min, t) = p� (�1, �2,max, t) .

(B1)

Unlike the boundary conditions used in SR12, conditions
(B1) permit time variation of ion densities, which prevents
formation of density jumps near the boundary geomagnetic
field lines when the chemistry and the field-aligned ion
flows are included. Since conditions (B1) are essentially
periodic while the dipole geomagnetic field is not, in sim-
ulations with transversely localized external drivers (such
as Alfvén waves or electron precipitation), a limitation is
imposed similar to SR12: the simulation must be stopped
when a perturbation created by the external driver reaches
the boundary.

Appendix C: Numerical Grid Parameters
[60] The model uses rectangular structured nonuniform

numerical grid in dipole coordinates similar to the one
described in SR12. The grid has a central area with high uni-
form transverse resolution and two side buffer areas where
the resolution gradually reduces toward the boundaries. The
role of the buffer areas is discussed in SR12. The central
area has the following parameters. The northern bottom cor-
ner is at magnetic latitude 71.64ı and altitude 105 km. The
northern top corner is at altitude 1553 km. There is 90 cells
in the transverse direction and 248 cells in the parallel direc-
tion. Transverse size of the grid cell is 161 m at the bottom,
and it linearly grows with altitude up to 218 m at the top.
The parallel size of the grid cell at the bottom is 796.5 m,
it increases with altitude as shown in Figure C1. At the top
of the main simulation area, the parallel size of the grid cell
is 93, 567 m. A significant increase of the parallel cell size
near the top boundary (above 1050 km in Figure C1) has
been introduced to mitigate a numerical effect of excitation
of ion density waves at the top boundary. The time step in
the simulation is 
t = 9.1417 � 10–4 s.

Appendix D: Calculation of a Quasi-Stationary
State for Initial Conditions

[61] The study of ion upflows starts with calcula-
tion of a quasi-stationary initial state, similar to SR12.
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(a) (b) (c) (d) (e)

Figure D1. Vertical profiles of the following values. (a) O+ ion density provided by IRI (dashed red)
and the quasi-stationary O+ density (solid blue). (b) Densities of all ion species except O+ provided by
IRI. (c) Quasi-stationary densities of all ion species except O+. (d) Temperature of neutrals (dash-dotted
magenta), ion temperature provided by IRI (dashed red), and the quasi-stationary ion temperature (solid
blue). (e) Electron temperature provided by IRI (dashed red) and the quasi-stationary electron temperature
(solid blue). All profiles are obtained along the middle geomagnetic field line of the main simulation area.

The electron temperature and the ion densities and tem-
perature are initialized with data provided by IRI-2007
(IRI, International Reference Ionosphere, 2007, http://
nssdcftp.gsfc.nasa.gov/models/ionospheric/iri/iri2007/) for
6 A.M., 01 January 2007, at geomagnetic latitude and
longitude of 72ı and 335ı, respectively. Parameters of
the neutral atmosphere are provided by MSIS-86 (A.
E. Hedin, Mass-Spectrometer-Incoherent-Scatter (MSIS)

neutral atmosphere model, 1987, http://nssdcftp.gsfc.nasa.
gov/models/atmospheric/msis/msis86/). It is found that with
the original O+ density (dashed red curve in Figure D1a),
the upward velocity of O+ ions reaches 1000 m/s near the
top boundary. The acceleration is caused by the strong pres-
sure gradient. In order to avoid a strong O+ ion upflow in the
quasi-stationary state, the initial O+ ion density is increased
above 380 km so that the right-hand side of equation (5) is

(a) (b) (c) (d) (e)

Figure D2. Vertical profiles of the following quasi-stationary values. (a) O+ ion flow velocity along the
geomagnetic field. (b) Flow velocities along the geomagnetic field for electrons and all ion species except
O+. (c) Ion flow velocities across the geomagnetic field in the meridional direction. (d) Transverse electric
(solid red) and magnetic (dashed blue) fields. (e) Parallel electric field. In Figures D2a, D2b, and D2e,
positive values are directed downward. All profiles are obtained along the middle geomagnetic field line
of the main simulation area.
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zero (see the solid blue curve in Figure D1a). The balance
of forces for O+ is calculated with zero ion flow velocities
and the profiles of ion temperature and densities of other
ion species given by the IRI model. After the initialization,
the system is allowed to evolve for 120 s without any exter-
nal perturbation. During this time, ion densities change due
to field-aligned convection and chemical reactions (compare
initial density profiles in Figure D1b with final profiles in
Figure D1c). Significant changes take place at lower alti-
tudes in ion (Figure D1d) and electron (Figure D1e) temper-
atures. The O+ ion field-aligned flow velocity remains rela-
tively small, below 100 m/s (see Figure D2a). The velocities
of other ions are quite large above 400 km (see Figure D2b).
However, at such altitudes, these ions are minor and their
contribution to field-aligned current is small. Ion convection
in the meridional direction is significant only below 200 km
(see Figure D2c). The electromagnetic field components are
shown in Figures D2d and D2e.
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