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Abstract

The use of digital communication in the next generation mobile radio
systems necessitates the use of adaptive equalization to compensate for the
intersymbol interference arising as a result of the frequency selective fading
communication channel. In this thesis, an adaptive equalization technique using
Forward Error Control (FEC) coding is described and evaluated. A computer model
of the digital mobile communication system has been prepared and used for the
comparison of the FEC-assisted adaptive equalization to conventional adaptive
equalization. This model has been based on the proposed digital cellular
communication system for North America. The FEC-assisted adaptive equalization
technique performs better than the conventional equalization method at iow and
moderate Doppler frequencies with the same level of redundancy in the
transmitted data. For systems employing both FEC coding and adaptive
equalization, the FEC-assisted adaptive equalization method accomplishes both of
these signal processing functions while using the redundancy required for only one
of them. In other words, adaptive equalization can be provided at no extra cost in

terms of data redundancy in a system using FEC coding and vice versa.
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Introduction

1.1 Wireless Telecommunications

Somewhere out there in the deep and dark emptiness of space, there are
some unique electromagnetic waves. Travelling away from our earth at the speed
of light, these waves are different from the others crowding about them. For the first
time these unique waves began their journey in Karisruhe, Germany in early 1887,
set free by Heinrich Rudoif Hertz. They signalled the beginning of the ‘Age of
Wireless'. Today, similar waves carry our speech, images and other information

around the earth and beyond as a part of the wireiess communication worid.

The importance of wireless for communicating with moving vehicles and
ships at sea was realized shortly after Guglielmo Marconi's pioneering
demonstrations in 1896-97. In 1921, the Detroit Police Department introduced one-
way broadcasts to the patrol cars. Soon, two-way mobile radio systems were being
used. But, as in the case of other major technologies, World War Il provided the
much needed impetus to the mobile radio technology and established it as a

convenient and useful mode of communications.

1.2 Cellular Mobile Radio

The first car-phones came into service a few years before the second World
War, But only a limited number of communication channels was available.
Therefore, only a few simultaneous conversations were possible and thus the
number of subscribers supported was quite small. In 1947, engineers at Bell labs
came up with a revolutionary idea of reusing the available radio spectrum by

restructuring the coverage area of mobile radio systems. This innovation, called



the cellular concept, abandoned the traditional broadcast method and instead used
a number of iow-power transmitters, each serving a small coverage area of its own.

These small coverage areas are called cells.

By splitting the area to be covered into a number of small cells, it is possible
to re-use the same frequencies or channels in a non-adjacent cell, and ensure that

interference from the cell using the same set of channels is negligible.

Thus the two key features of a cellular radio system are:

@ division of the given coverage area into small coverage areas called cells.
Each such cell is served by a low power transmitter (base station) and has a set of
carrier frequencies (channels) assigned to it.

@ the set of frequencies being used in a cell is re-usedin other non-adjacent
cell(s); the interference is low due to the low power of the transmitter in each cell.

Both of these features are illustrated in Fig. 1.1 which also shows the seven
cell pattern for frequency re-use. To avoid the high interference between mobile
stations using the same channel in different cells, these cells are separated by the

ones using other sets of radio channels.

However, with the division of the coverage area into small cells, it is
apparent that all the calls may not be completed within the cell, where they
originated. When the mobile unit moves from one cell to another, the call in
progress has to be switched over to the base station of the new cell. This process
is called hand-off and is accomplished without disrupting the call in progress by the
switching and control layer of the network which overlays the physical layer made
up of cells. And finally, to take care of the increasing demand for mobile
communication services, the existing cells can be subdivided into still smaller cells
to increase the available traffic capacity. This cell splitting results in higher number

of channels becoming available in a given area, thus leading to higher capacity.

Even with all the technical innovations mentioned above, the present analog

2
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Fig 1.1 Cellular mobile radio system

FM transmission system has been pushad to the point of saturation in many

metropolitan areas where the available traffic capacity is almost exhausted [2,3].

It is quite obvious today that the current configuration of analog cellular
radio, which was conceived in the 1940s, planned in the 1960s and launched in the
1980s [2] cannot provide the mainstream mobile communication services expected

by the society in 1990s and beyond.

The early 1960s saw the beginning of the end of analog communication
networks while the cellular systems were still in the plaaning stages. Today, the
analog cellular system also has to give way to a digital cellular network to service
our increasing communication needs and become the wireless arm of currently

evolving digital telecommunication networks.

3



1.2 Digital Cellular Mobile Radio

The proposed next generation digital cellular communication system for
North America is currently in the field trial stage. This new system will initially be a
dual mode system, supporting both analog and digital communication terminals.
Interim standard, 1S-54, for this system [4] was prepared by the EIA/TIA (Electronic
Industry Association/ Telecomunication Industry Association) subcoinmittee
TR45.3 on Digital Cellular Systems. This standard, published in May 1990, outlines
the technical requirements for compatibility in cellular mobile telecommunication
systems. Adherence to these requirements would ensure that all mobile terminals
can obtain service in any cellular system manufactured to this standard in North
America. The TDMA traffic channel in the proposed digital cellular system is shown

in Fig. 1.2.

Most of the parameters adopted for the computer model prepared and used
in this research work were taken from the standard. The parameters of this
standard which are relevant to this project are outlined in Chapter 3 along with their

implementation in the computer model used for simulations.

1.3 The Mobile Radio Channel

The radio signal transmitted in a mobile environment suffers significant
losses and fading effects as it traverses the distance from the transmitter to the
receiver. These effects can be separated into three categories:

+ Propagation path loss

< Long term fading or shadowing

< Short term or multipath propagation effects
+ Doppler effect

1.3.1 Propagation path loss

In addition to the path loss due to atmospheric propagation of the

4
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transmitted radio signal, terrestrial propagation loss effects also contribute to the
collective propagation path loss. These terrestrial losses are due to the topography

of the coverage area and the small height of the antenna on the mobile unit.

1.3.2 Shadowing

This long term fading effect is due to radio shadows caused by prominent
geographical features in the area, such as hills. The signal fading produced by

shadowing is also called slow fading or long term fading.

1.3.3 Multipath propagation effects

The transmitted signal is also retlected and scattered by the buildings, local



topographical features and other automobiies. These multiple reflections result in
many different propagation paths between the transmitter and the receiver. This is

known as multipath propagation and is illustrated in Fig. 1.3.

Fig. 1.3 Multipath propagation

Multipath propagation causes two major problems in mobile radio
communications.

@ Delay spread
e Multipath fading (Rayleigh fading)

1.3.3a Delay spread

The transmitted signal arrives at the receiver via many reflected paths in

6



addition to a direct path (if any). Because these reflected paths are longer than the
direct path, the multiple signals arrive with delays in addition to the delay
associatec with the direct path. Due to these different arrival times at the receiver,
the signal is smeared or spread out in time. As shown in Fig. 1.4, a single sharp

transmitted pulse would be received as a smeared, spread out version of the

original.

vl

transmitter

delay spread A
.

mobile recelver _M&L

Fig. 1.4 Delay spread

In a digital system, this delay spread would cause each symbol to overlap
with the adjacent symbol(s). This overlap orinterference with the adjacent symbols

is known as intersymbol interference (ISI).

1.3.3b Rayleigh fading

The second major effect of multipath propagation is the possible destructive
interference if the reflected wave(s) is out of phase with the direct path signal or
another strong path. This will cause severe fading of the signal strength at the

receiver. These fades can be 40 dB (a factor of 10,000) or more below the average



received signal level [2, 5]). The statistical properties of this type of fading are
described by the Rayleigh distribution and thus multipath fading is also popularly
known as Rayleigh fading. The effect of shadowing and Rayleigh fading on the

received signal level at the mobile unit is shown in Fig. 1.5.

time

Fig. 1.5 Typical variation of received signal strength
at the mobile communication unit

1.3.4 Doppler effects

The movement of the vehicle relative to the transmitter also causes a
Doppler shift in the frequency of the received sigiial. The amount of Doppler shift

depends on the speed of the mobile terminal and its direction of trave! with respect

to the transmitter.



1.4 Digital Signal Processing Techniques to Counter Effects of Mobile
Environment
The two major signal processing techniques employed for improving the

performance of a digital system are:

« Adaptive equalization
« Forward error contral (FEC) coding

1.4.1 Adaptive equalization

The multipath propagation in the mobile radio channel, with a large number
of paths, each with an amplitude variation and time delay of its own, results in

considerable overlap of received symbols or ISI (Fig. 1.6).

"Raylelgh Fading

esssassesfBesscersee

Reduced eye
opening

delay spread ¢ >

\\ ideal sampling time

Fig. 1.6 Eye diagram displaying intersymbol interference

The equalizer is a filter which compensates for the distortion of the received
waveform by these time dispersive properties of the channel. Or in other words, a

signal processing device designed to deal with ISI [6].



The multipath properties of the channel will change rapidly in a mobile
environment as either the transmitter or the receiver are moving. Therefore the
equalizer must be capable of adjusting itself to compensate for the time variations
in the channel response, i.e; it must be adaptive. In order to be made adaptive, it

must incorporate an adaptation algorithm.

In conventional systems, the unknown channel characteristics are
estimated, before data transmission begins, by transmitting a symbol sequence
which is known to the receiver. This sequence is termed the training sequence. A
synchronized version of this known sequence is generated at the receiver and the
error signal obtained by subtracting it from the equalized received signal is

processed by the adaptation algorithm to estimate the channel response (Fig. 1.7).

The details of the equalizer structure and the adaptation algorithm used in
this project are described in Chapter 2 and Appendix A. At this point, it is sufficient
to note that conventional adaptive equalizer training requires a known training
sequence embedded between the data sequences (Fig. 1.8). These training
sequences do not transmit any information and thus contribute to the redundancy

(overhead bits) in the transmitted signal.

1.4.2 Forward error control (FEC) coding

FEC coding is another signal processing remedy to improve the
performance of a digital system. In FEC coding, a number of bits, called parity
check bits, are added to the data bits to be transmitted (Fig. 1.9). These parity
check bits, along with the original data bits, form certain restricted bit patterns
called codewords. At the receiver, each received symbol sequence is checked to

determine if it is identical to one of the allowed codewords of that particular code.

The structured redundancy is used to detect or/and correct a certain number
of errors in the transmitted coded data blocks or codewords. The number of errors
10
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which can be corrected in this way depends on the particular code being used and

the amount of redundancy added in the form of parity check bits.

Therefore, in a conventional system, two separate types of overheads will

be required as shown in Fig. 1.10. Although shown in lumped form, the FEC and/

FEC training

Fig. 1.10 Using FEC and conventional adaptive equalization

or training overhead symbols may also be distributed.

1.5 FEC-Assisted Adaptive Equalization

This thesis introduces and examines a novel method of combining FEC
coding and adaptive equalization in a digital mobile radio system. It is proposed
that FEC coding and adaptive equalization be combined at the cost of only one of

the two sources of redundancy shown in Fig. 1.10 [7].

This research project investigated the performance of the receiver using
both of the above mentioned signal processing techniques while eliminating the
need for an explicit, periodic training sequence in the transmitted data. Thus, only
tha gverhead required for FEC coding is employed and the adapiive equalizer
training is derived from the whole codeword after it has been decoded at the
receiver. This is illustrated in Fig. 1.11 which shows the difference between the

conventional and the proposed new training scheme for adaptive equalization.

12
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Fig. 1.11 Conventional and proposed training schemes

The new technique seeks to accomplish both error correction and adaptive
equalization without using a dedicated training sequence for the equalizer, thus

reducing the redundancy in the transmitted information.

1.6 Previous Work

A computer aided search of relevant data bases yielded 102 citations of
published work on adaptive equalization on selective fading channels. 28 research
papers were cited for FEC in digital mobile radio. However, only 2 papers mention
FEC coding for use in equalizer training [8,9]. These publications discuss a
receiver for high speed digital transmission in subscriber channels using two
equalizer structures and use a reliability measure for the data derived from the
decoder to set the adaptation constant in the equalizer. The FEC-assisted
equalizer discussed in the thesis is substantially different, both in operating
algorithm, and in receiver structure. No published research work was found on

deriving equalizer training from FEC codewords for digital mobile radio channels.

13



1.7 Thesis Overview

Chapter 2 describes the details of FEC-assisted adaptive equalization
method. The equalizer structure and adaptation algorithm used in this work are

also explained and the simulation strategy is outlined.

Chapter 3 explains the computer model developed for this work, including

the mobile radio channel models.

Chapter 4 presents the results obtained in this project and their

interpretation.

Chapter 5 concludes the thesis with a summary of the research resuits and

outlines the areas for possible future work using this technique.

14



2. FEC-Assisted Adaptive Equalization

2.1 Linear Equalization

Adaptive equalization is used to cancel the interference arising due to the
dispersive nature of the mobile radio channel. In the now universally used digital
implementation, the equalizer may be a digital finite impulse response (FIR) filter
(Fig. 2.1). The coefficients of this digital filter are calculated and updated according
to an adaptation algorithm (sec. 2.3). In its simplest form, the delays in the filter

each equal one symbol period. This configuration is called the linear symbol

spaced equalizer.

x() x(n-T) x(n-2T) - x(n-NT)

—————— > L

output y(n)
>

Fig. 2.1 Symbol spaced transversal equalizer

The linear transversal equalizer illustrated in Fig. 2.1 is the simplest among
the many possible equalizer structures. In this equalizer, the current and the past
values of the sampled, received signal are linearly weighed by equalizer filter
coefficienis (tap gains) and then summed to produce the output. The equalizer

coefficients are calculated by the adaptation algorithm to minimize the mean
15



square error (MSE) between the true value of the received symbol and the
equalizer output. Details of the adaptation algorithm are given in Sec. 2.3 and
Appendix A. The linear equalizers yield good performance on channels with
significant phase distortion and with negligible amplitude distortion [10]. But on
channels with deep spectral nulls, such as fast fading, dispersive radio channels,
linear equalization will be very sensitive to any additive noise [10, 11]. Therefore, a
linear equalizer wiil not be suitable to cancel intersymbol interference in the digital
mobile radio case. The equalizer structure chosen for this research work is the

decision feedback equalizer (DFE).

2.2 Decision Feedback Equalizer

The decision feedback equalizer (Fig. 2.2) is made up of two digital FIR or

tapped delay line filters - a forward or feedforward filter and the feedback filter.

f Equalized
Symbols

— Fliter '

77 P

Feedback <
Filter

/

Fig. 2.2 Decision feedback equalizer

The sampled, received signal forms the input to the forward filter. The
feedback filter has the sequence of decisions on previously detected symbols as

16



its input.

The intersymbol interference caused by the previous symbols is removed by
the feedback filter. If the previous decisions are correct, the feedback filter of infinite
length can completely eliminate the ISI from these symbols [10]. The feedforward
section functions in a way similar to the linear equalizer described in Sec. 2.1.
However, the DFE suffers from degradation effects of error propagation through
the feedback filter whenever decision errors are made. For mobile radio channels
on which the errors occur in bursts, these error propagation effects can seriously
degrade the equalizer performance if the error bursts are long enough to cause the

equalizer coefficients to diverge from their optimum settings [12, 13, 17, 35, 36].

The coefficients of both the feedforward and the feedback filter are

calculated according to an adaptation algorithm.

2.3 Adaptation Algorithms

Adaptive signal processing is employed when the signal distortion is
unknown and varies with time so that time-invariant signal processing systems are

rendered ineffective.

An adaptive signal processor (Fig. 2.3a) essentially seeks to recursively

identify the unknown statistical effects of the channel on the transmitted signal.

The input signal to be processed is filtered through an adjustable filter ana
then compared against the desired signal, d(n), to form an error signal, e(n). This
error signal, e(n), is used by the adaptation algorithm in a feedback loop to update
the filter coefficients. This coefficient update is iterative and attempts to minimize
the error signal at each iteration so that the filter output, y(n), approaches the

aesired signal value, d(n).

In this way, the adaptive signal processor may be viewed as composed of

17



d(n)

x(n) y(n)
- Adjustable filter po

error
signal

> Adaptive Algorithm < |

Fig. 2.3 Adaptive signal processor

two sections. The first is the filter which performs the physical signal processing
function. The second section is the adaptation algorithm for calculating and
updating the coefficients of the filter. Different combinations of filter structure and
adaptation algorithms result in a wide ranging variety of adaptive signal processors
[14, 15, 16).

The processing filter structure selected for this work is the decision
feedback equalizer introduced in Sec. 2.2 (Fig. 2.2), and the adaptation algorithm
selected is the Recursive Least Squares (RLS) algorithm. This algorithm
calculates the appropriate filter coefficients by iteratively minimizing the sum of the
squares of the error signal for each input. This algorithm is described in detail in

Appendix A.

The RLS algorithm was tested and characterized on a static dispersive

channel before being used in the system simulation model described in Chapter 3.

18



2.4 Testing the RLS Adaptation Algorithm

The block diagram of the system used to test the RLS algorithm is shown in
Fig. 2.4a. The impulse response of the static time dispersive channel used for the

test is given by the following raised cosine function:

h(n) = %(Hcos(z%(n—z))) forn=1,2,3
=0 otherwise

The parameter W controls the amount of amplitude distortion produced by
the channel. The channel distortion increases with W. It can be shown [14] that the
ratio of the maximum eigenvalue to the minimum eigenvalue (eigenvalue spread)
of the correlation matrix of the inputs to the equalizer is proportional to W.
Increasing the eigenvalue spread results in more distortion of the transmitted

signal propagating through the channel.

I DELAY

RLS
DATA - Channel Adaptation
Algorithm

A

Gausslan Noise

Fig. 2.4a Adaptive equalization with RLS algorithm on a static
time dispersive channel.
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The learning curves of the algorithm are shown in Fig. 2.4b. These curves
are ensemble averaged values over 200 experiments for different eigenvalue
spreads. It can be seen that the residual error after convergence increases with the
increase in eigenvalue spread. However, the convergence time of the algorithm is
not affected by the varying eigenvalue spread. This is an important feature of the
RLS algorithm and makes it superior to the LMS type of algorithms for non-
stationary channels as the LMS algorithm convergence properties are dependent

on the eigenvalue spread.

The important parameters of any adaptation algotithm are its computational
complexity, convergence time and stability. The convergence time or the settling
time (Fig. 2.3b) is the number of iterations of the algorithm required to reduce the

mean square error to its steady state value. It is clear that the length of training

................................................................................

..................

......

N Wz35
AN AT NN

AT \%MM“ '“mm&mﬂ \\z :3:1,

We29

Ensemble-Averaged Square Error

0 40 80 120 160 200 240 280 320
Number of iteratlons, n

Fig. 2.4b Learning curves of the RLS algorithm for different
eigenvalue spreads in a dispersive, static channel

sequence will be determined by the convergence time of the algorithm.

In this work, the time slot and frame structure proposed for the North

American digital cellular system (Fig. 2.5) is adopted as the starting point for the
20



simulations. These parameters were later treated as variables to permit

comprehensive characterization of the FEC-assisted equalization method. For this

14 symbols 148 symbols

training and data and channel control information
synchronization

Fig. 2.5 Simplified time slot format from IS -54 [4]

reason, the 14 symbol long training sequence specified in the standard rules out
the use of algorithms with long convergence times like the LMS (Least Mean
Squares) algorithm as it would not be able to converge in the short training period
available [12]. The tracking properties of the RLS algorithm have also been shown
to be better than the LMS algorithm [22]. The RLS algorithm is at least an order of
magnitude faster in acquisition (convergence time) and thus can satisfactorily
converge in the given training sequence of 14 symbols, with an appropriate number
of coefficients in the filter section. The number of feasible coefficients is also
affected by the resulting computational complexity of the algorithm. This
complexity may be measured by the number of arithmetic operations required for
each iteration of the algorithm. For the RLS algorithm, the complexity is
proportional to M2 where M is the order of the filter. The convergence time is
approximately 2MT (T- symbol period). Keeping these two paraméters in mind, it
follows that the number of taps in the forward filter can be 7 at the most, since only

14 symbols are available for training.

In preliminary simulations (Chapter 3), no appreciable degradation occurred

when the order of the feedforward filter was reduced from 7 to 5 to decrease the
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computational complexity. Therefore a feedforward filter of order 5 was chosen for

all subsequent simulations.

The feedback filter order depends on the amount of delay to be equalized.
The 1S-54 standard [4] recommends that all receivers are to be tested on a channel
model with up to a full symbol delay spread. To adequately compensate forup to a
symbol delay encountered in most urban and suburban areas and delays up to 2
symbol periods (approximately. 80 ms) in mountains and mountain lake regions,
the number of coefficients for the feedback filter was selected to be 2. Thus the
DFE used in this work has 5 taps in the feedforward section and 2 taps in the
feedback section. The coefficients are adapted by the RLS algorithm. This

configuration is referred to as a (5,2) DFE in the rest of the thesis.

2.5 FEC Codes for Mobile Radio

FEC codes have been shown to provide coding gain for the mobile radio
channel under study [17, 18]. Preliminary simulations confirm the well known burst
pattern of error occurrences in this channel. Codes designed to correct this type of
errors are called burst-error-correcting codes. Reed-Solomon codes, Fire codes,

and some other cyclic codes are examples of this kind of FEC codes [19].

For the purpose of this work, an FEC code emulator was used to perform
the function of a decoder for error correcting code. The emulator aliows
implementation of a large range of parameters for the FEC codes to be simulated.
Thus a wide range of block lengths, redundancy levels, and error correction
capabilities can be simulated without programming a complex FEC coder and

decoder for each code to be tested.
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2.6 Adaptive Equalizer Training Using FEC Codewords

In FEC-assisted adaptive equalization, the equalizer training required to
track the variation in the channel is derived from the received FEC codeword at the
receiver after it has been decoded and qualified. The decoded codeword is
qualified for training the equalizer if there are no errors in the codeword or the
errors have been corrected by the decoder. The schematic block diagram for

qualifying the received codeword for training is shown in Fig. 2.6. The received

Decislon Feedback FEC Decoder/
e ma Equalizer — Qualifier >
B glc:ck
ela
y block qualifying signal
. Adaptation
Algorithm <€
decoded data

Fig 2.6 FEC - assisted adaptive equalization

codeword is decoded at the receiver and the error syndrome is calculated. The
error syndrome is non zero if there is any error in the received codeword. This
syndrome information can then be used to qualify the received data block in the

following way:

23



if (syndrome = zero), then
qualify received block for estimation (update the equalizer
coefficients)
if (syndrome = non-zero), then
if ((correctable error) and (correction employed))
perform error correction
qualify corrected block for channel estimation

if errors are not correctable or no error correction employed, then

disqualify received block from channel estimation (the equalizer

coefficients are not updated)

2.7 Simulation Strategy

The first phase of this research project consisted of preparing and vetifying
a computer model capable of simulating digital signal transmission, propagation
through mobile radio channel, and reception including decision feedback

equalization and FEC code emulation.

In the second phase, simulations were carried out with conventional
adaptive equalizer training to verify the validity of the computer model. These
simulation results also established a benchmark against which the performance of

the proposed technique was compared.

The third phase consisted of characterizing the performance of FEC-
assisted adaptive equalization for different coding parameters such as block size,

redundancy level and error detection & correction capabilities of FEC codes.

The fourth and final phase consisted of characterizing the effect of equalizer

24



length on the performance of FEC-assisted equalizer. A new channel model
motivated by physical channel conditions was also used to confirm the results

obtained in phase three and study the effect of equalizer length on the performance

of the FEC-assisted equalizer.
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3. Computer Model for Simulations

3.1 Overview

Simulation based analysis and design has proved to be an indispensable
tool for development and performance evaluation of communication systems. The
computing environment made available by the powerful workstations such as SUN,
lends itself particularly well to user-friendly and graphic software simulation tools
[21].

The familiar block diagram description of a communication system has been
transcribed to the computing environment through block processing oriented
simulation languages and packages. The Block Oriented System Simulator
(BOSS, Comdisco Inc.) was chosen to develop the model of the digital mobile radio
system used for this research project. BOSS is a highly interactive graphic software
tool, which allows the user to develop a communication system model in a muiti-
layered manner by using block diagram representations of the various components

of the system.

3.1.1 BOSS

BOSS provides a modular structure simulation approach in which the
functional, physical hardware blocks are represented by software subroutine
blocks, each performing a discrete time signal processing function. The graphic
block diagram editor in BOSS represents the system or a subsystem in a
topological form similar to a block diagram representation of the hardware

realization. Fig. 3.1 shows a BOSS representation of a communication system.

BOSS is written in LISP and makes extensive use of multiple windows, pop-
up menus, and a powerful post-processor to provide a friendly and visual
simulation environment.

26



A DIGITAL COMMUNICATION SYSTEM
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DDQTQ > I

-> MULTIPATH >
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(RUMMLER) > ERROR_COUNTER

MULTI
> stage
[JDELAY

Fig. 3.1 BOSS representation of a communication system

Two SUN 3/80 workstations with BOSS version 2.02 were used to develop

the computer mode! and perform the simulations for this research project.

3.2 System Model for Simulations

The schematic block diagram of the digital mobile radio system considered
in this project is shown in Fig. 3.2. As mentioned in Sec. 3.1.1, the graphic
representation in BOSS is similar to the block diagram representation. The system

representation in BOSS is shown in Fig 3.3.

The functional modules of this mode! are described in the next few sections.
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Fig. 3.2 Digital mobile radio system model
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3.3 Transmitter Section

As shown in Figs. 3.2 and 3.3, the transmitter section contains the following
modules:

4 Random data generator

4 Modulator

¢ Transmit filter

3.3.1 Random data generator

A random binary data generator is used to simulate the binary data stream
which forms the input to the modulator in a real system. The transmission bit rate
specified in the standard 1S-54 is 48.6 kbs. This corresponds to a bit period of
20.576131.... pus. As this fractional bit period could be a source of cumulative
truncation error, it was decided that a bit rate of 50.0 kbs would be used to prevent

this type of numerical error.

Each bit is represented by 16 discrete time samples in the model which
makes the time interval between these successive samples:

1
3665—0_ = (40.0].'.5) +16 = 1.25“.8

This sample interval then remains the same for the rest of the model as all
the blocks process each sample in a sequential manner. The time interval ‘At’ must
be small enough to prevent undue aliasing of the signals being sampled. The
BOSS operating manual recommends a sampling rate (1/At) of 8-16 times the bit
rate to ensure that the aliased power falling within the simulation bandwidth is small
compared to the noise power in the same bandwidth. As this study involves
. equalization of the selective fading in the channel, aliased power in the simulation

bandwidth can influenced equalizer performance. Furthermore, the BOSS manual
30



recommends that At be a power of 2 so that the internal binary representation of At
is the same as the entered value and any round off errors are avoided. The choice

of At = 1.25 us satisfies both of the above mentioned concerns.

3.3.2 Modulation

The modulation method specified in the standard is /4 shifted, differentially
encuoded Quadrature Phase Shift Keying or /4 DQPSK. The signal constellation
for /4 DQPSK is shown in Fig. 3.4. The modulator maps the binary input data on
to this signal constellation. Gray coding is used in the mapping which ensures that
most symbol errors result in only a single bit error (as most probable errors due to

noise result in an adjacent signal point being selected by the decision device.).

0,1

Fig. 3.4 n/4 DQPSK signal constellation and transitions
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The symbols are transmitted as changes in phase rather than absolute
phase, i.e; the information is differentially encoded. The encoder is schematically

shown in Fig. 3.5.

Binary Data in Differential

Seria! to Parallel

Encoding Qu

Yk

Fig. 3.5 Differential encoder

The input binary data stream is split into two parallel binary streams X, and
Yy by the serial to parallel converter. All odd numbered bits form the stream X and

all even numbered bits form Y.

The data streams, X and Yy, are then encoded onto the in-phase (lg) and
the quadrature (Qy) components (Fig. 3.5) of the baseband complex signal

envelope according to:
I = l,_.COS[AQ(X, Y )1 -Q_,Sin[4$ (X, Y]

Q = ,_{Sin[44 (X, Y)] +Q,_,Cos[A¢(X,, Yy)] ...Eq. 3.1

l.1 and Q.¢ are tne amplitudes in the previous symbol period.
The phase shift A¢ is determined according to table 3.1:

The w4 DQPSK symbol stream is available at the output of this BOSS
module. The transmit filter recommended in the standaid has a square root raised

cosine frequency response with a roll off factor(c) of 0.35.
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Table 3.1

Xk Yk A
1 1 -3r/4
0 1 3n/4
0 0 /4
1 0 -n/4

3.3.3 Transmit filter

The /4 DQPSK symbol stream is then applied to a filter with linear phase

and square root raised cosine frequency response of the following ferm:

{ (1-o)
1 0<f< 5T
H®| = 1 J1 ( (2fT-1) 1-a 1+a
5(1—SIH(ET)) ’ WSfST
1+a
0 f>—2—.—1-.—
...Eq. 3.2

T = symbol period

o = roll off factor

The standard recommends the value of o = 0.35.

The impulse response of the transmit filter implemented in BOSS is shown

in Fig. 3.6.
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Fig. 3.6 Impulse response of a square root raised cosine filter

The impulse response of the square root raised cosine filter is [38}:

((1—a+as t=0
T

h(t) = %[(1 +%)Sin (%)+ (1 "'ff)cos(ﬁ%)]' o izT&

sin[n(1 -Q) t]+4a-.:=cos[1t(1 +0) %]

2
t t
\ nT 1- (4(1T) ]

for all othert

...Eq. 3.3

The complex baseband equivalent representation of the transmitted signal
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is given by:

s(t) = Y sh(t-KT) ...Eq. 3.4

k=0

Where {si} is the /4 DQPSK symbol sequence consisting of | and Qg
components and h(t) is the impulse response of the filter given above, T is the

symbol period.

A filter with the exactly the same respisnse is used as the receive filter. The
cascade of these two filters then forms a raised cosine (Nyquist) filter which has an
impulse response going through zero at symbol period intervals. This would ideally
re-ult in zero intersymbol interference (ISl) at the ideal sampling points if the

channel was free from fading and other distortion.

The complex plane diagram of the /4 DQPSK waveform after Nyquist
filtering with a roll off factor of 0.35 is shown in Fig. 3.7. This is the ideal received
waveform if there is no noise and fading in the channel. The eye diagram of this

ideal received waveform is shown in Fig. 3.8.

There are a number of factors which influence the selection of /4 DQPSK
as the modulation scheme for Digital Mobile Radio. The three major factors are:

« Effect of amplifier non-linearities

# Performance in fast fading environment

« Ease of receiver implementation

It can be seen in Fig. 3.4 that the signal points are selected alternately from
two signal groups with 7/2 signal point spacing, which are shifted by /4 with
respect to each other. This results in a relative phase shift of +mn/4 or£3n/4 between
each two successive symbols. Thus the dynamic range of the signal envelope is

reduced as compared to QPSK with the same modulating pulse shape. This resuits
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Fig. 3.8 Ideal received signal (Nyquist filtered)
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in reduced degradation in the output spectrum characteristics due to non-linearity
of the power amplifier in the transmitter [25,27]. In this work, these non-linearities
are not considered. The /4 DQPSK signal can be demodulated by a differential
detector, or a limiter-discriminator and an integrate and dump (IAD) filter if a
rectangular pulse shape is used. Differential detection makes it superior to

coherent detection schemes for the mobile environment and also lends itself to

easy receiver implementation [25, 26].

3.4 Channel Models

3.4.1 Two path Rayleigh fading model with equal average power paths

The 1S-54 standard recommends that the receiver performance be tested
using a summation of two independent Rayleigh fading signals over a delay
interval range of 0 to 1 symbol period delay. This mode! of the mobile radio channel

is shown in Fig. 3.9. The power of the white Gaussian noise added depends on the

(Additive White Gausslan Noise) A.W.G.N.

] Rayleigh Fader# 1

DELAY || Rayleigh Fader#2

Fig. 3.9 Two path Rayleigh fading channe! model
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specified signal to noise ratio (SNR).

The relative strength of the second or the reflected path can also be varied
in this BOSS model. However, the standard specifies that both paths should be of
equal strength. In accordance with this recommendation, the initial simulation
results included in this thesis are for equally energetic Rayleigh fading paths with

a delay spread up to one symbol period.

BOSS implementation of this channel model is shown in Fig. 3.10. The
“Interpolated Rayleigh” blocks generate independent Rayleigh random variables
from independent Gaussian random variables with zero mean and unity variance.
The Gaussian random variables used to generate the Rayleigh random variables
are standard modules defined in BOSS. Independent Gaussian random variables
can be generated by specitying different seed values in the block subroutine. The
values between the successive channel profiles are linearly interpolated and

averaged over 10 symbol periods (320 samples) to provide a smoothened curve.

The velocity of the vehicle (mobile terminal) determines the rate of change
of the channel parameters [20]. The highest Doppier frequency at the mobile
receiver is given by:

fo = max(¥|cosel) = -\;é ..Eq. 3.5

Where V is the velocity of the mobile terminal, A is the wavelength of the
received signal and © is the angle of arrival of the scattered wave for which the
Doppler frequency is computed. The carrier frequencies for the North American
system range from 825 MHz to 900 MHz. The wavelength for the maximum carrier
frequency of 900 MHz is approximately 0.33 m. Thus a vehicle velocity of 120 km/
h or 33.3 m/s would correspond to a maximum Doppler frequency of roughly 100

Hz. The Doppler frequency determines the rate of time variation of the channel as
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the channel rate of change is equal to the Doppler Frequency [5]. This will in turn
control the rate of generation of new Rayleigh random variables. In this model, a
new set of Rayleigh random variables is generated every 1/f4 seconds and thus a
new profile is generated at these intervals. It should be pointed out here that this
model would in effect simulate the worst case mobile radio channel. In a real
channel, the variables are likely to be highly correlated since abrupt changes in the

physical surroundings are rarely encountered.

3.4.2 Four path Rayleigh fading channel with attenuated reflected paths

The channel model recommended in the standard and explained in Section
3.4.1 above models an unrealistic case with equal average power of direct and
reflected paths. In a physical channel, the reflected paths are usually of lower
average power as compared to the direct path since these paths arrive at the
receiver after travelling for longer time duration and after suffering one or more
lossy reflections. Also only one reflected path is considered in the above model.
These factors motivated the definition of a new channel model! with three reflected
paths instead of one as in the earlier model. The reflected paths in this case are
attenuated with respect to the direct path as shown in Fig. 3.11. The delay between
the individual reflected paths can be varied to provide desired delay spread. For
the results reported in the thesis, the Rayleigh faded reflected paths are attenuated
by 3, 6 and 10 dB respectively with respect to the direct path. The values of the
delay spreads between each of the paths are 3T/8 (15 us) and T/2 (20 us) which
result in total delay spreads of 45 pus and 60 us respectively. The resulting multipath

profiles for the four path model is shown in Section 4.5.
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Fig. 3.11 Four-path Rayleigh fading channel model
with attenuated reflected paths
3.5 Receiver Section

The receiver section includes the receive filter, decision feedback equalizer,
decision device and the FEC emulator followed by the symbol error counter. A

schematic block diagram shows all these modules in Fig. 3.12.

It should be noted here that the actual modulation is not simulated. In order
to reduce sampling rate requirements, the equivalent baseband representation of
the band pass signals is used. Thus, there is no demodulator block in the receiver

section corresponding to the ‘modulator* block in the transmitter (Fig. 3.2).

3.5.1 Recelve filter

The receive filter is matched to the transmitted waveshape and thus has an

identical square root raised cosine response of the form described in Sec. 3.3.3.
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Filter

/ to symbol
2 FEC error counter
\.__.» (5,2) D.F.E. > Decoder/ =
o'c.""' Q ual ifier

block ock qualitying signal

delay

RLS decoded data
ulummmmu""llln channel ||||““
Estimator

Fig. 3.12 Schematic block diagram of the receiver section
Together these filters form a Nyquist filter with a roll off factor o = 0.35.

3.5.2 Decision feedback equalizer (DFE) - conventional equalization

It was explained in Sec. 2.3 that a (5,2) DFE structure would be used for this

work. The (5,2) DFE used in conventional adaptive equalization has .wo

transversal filters with 5 and 2 complex valued taps in the feedforward and the
feedback sections respectively (Fig. 3.13).

Modules used for the RLS adaptation algorithms were implemented with the

FORTRAN code described in Appendix B. These subroutines were first tested on
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5 taps in the forward filter

. -

2 tap feedback
filter

0

Fig. 3.13 (5,2) Decision feedback equalizer
a static channel to verify the convergence behavior of the DFE before being

integrated into BOSS (Section 2.4).

The expansion of the (5,2) DFE module is shown in Fig. 3.14. This module
also includes the decision device implementation in BOSS. The signal flow paths in
BOSS diagrams are drawn automatically by a routing program and therefore may nct look

very aesthetic in complex modules.

3.5.3 (5,2) DFE for FEC-assisted equalization

The conventional DFE structure has been modified to implement FEC-
assisted equalization. As explained in Sec. 2.5, the received codeword is qualified

for training the equalizer by the FEC decoder which foliows the DFE-decision
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device module. If there are no errors or the errors have been corrected, the
codeword is qualified for training the equalizer. As this decoding process entails a
delay of one codeword (block), the received signal also has to be delayed by a
block to be compared against the decoded data block at the output of the decoder
(Fig. 3.12).

The RLS channel estimator updates the filter coefficients by processing the
error signal obtained for each symbol by subtracting the received signal samples
from the decoded, correct values. The BOSS block diagram of the FEC-assisted
adaptive equalization system (Fig. 3.15) shows the DFE-decisicn device block
“DFE_(5,2)_(DUMB)_FEC-AEQ", “RLS Channel Estimator" and the *“FEC
decoder/qualifier” block. The expansion of the “DFE_(5,2)_(DUMB)_FEC-AEQ" is
shown in Fig. 3.16. The RLS channel estimator was implemented as a primitive

module for which the FORTRAN code is given in Appendix B.

3.5.4 FEC decoder/qualifier

The FEC decoder/qualifier block implements the function of the FEC code
emulator. As explained in Sec 2.4, this emulator can implement a wide range of
coding parameters without the need for programming an FEC coder and decoder
for each case. The FEC code emulator operates by comparing the decisions with
the transmitted symbols and counting the number of errors in the received block. If
the number of errors is zero or <less than or equal to> the error correcting
capability of the code being simulated, a block qualifying signal is sent to the RLS
channel estimator to update the filter coefficients (Fig. 3.12). The block size and the
error correcting capability of the code can be specified at the time of execution of

the simulation.

BOSS implementation of this FEC code emulator is shown in Fig. 3.17.
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3.5.5 Symbol error counter

The last module in the receiver section, “Symbol Error Counter”, compares
the decisions with the transmitted symbols and ~ounts the number of errors. The
transmitted symbol sequence is delayed by an appropriate amount before being
compared to the decisions. The error count is printed to a data file after each time
slot of 162 symbols. This module also calculates and updates the oveiall
probability of a symbol error at the end of eack: block of 162 symbols. Expansion of

this block is shown in Fig. 3.18.

Expansion of SYMBOL ERROR COUNTER-FEC_A

transmitted
. PSK_TO
ymbots -\ 1 SYMBOL D—“—l
> > NUMBER > l
MR esees., |
PSK_TO
(sovBor P>
> > NUMBER
decisions

Fig. 3.18 BOSS representation of symbol eiror counter
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4. Results

This chapter first explains the criteria used for comparing the FEC-assisted
equalizer against conventional equalizers. The schedule of simulations carried out
for different coding parameters, equalizer structures and channel models is also
outlined. The results obtained from these simulations are then presented and

explained.

4.1 Criteria for Comparing Eat:alizer Performance

Adaptive equalirars for time invariant channels are characterized by the
leartiing curve which is a plot of the mean squared error between the desired value
and the equaiized value of the signal being equalized. For time varying channels,
the same information is provided by a plot of the instantaneous squared error
between the desired value and the equalized value. In the digital mobile radio
system under study, this error information is derived from the difference between
the desired value of the received symbol and its equalized value (Fig. 4.1). Thus
the first criterion is that of minimum instantaneous squared error, also called the

channel tracking error.

The effect of the equalizer on the system can be measured by the BER
performance of the simulated system using the FEC-assisted equalizer as
compared to the same system using a conventional equalizer. This forms the

second criterion, that of minimum system BER.

In this project, both of these criteria were used to compare the performance
of the FEC-assisted adaptive equalizer to comresponding conventional adaptive

equalizers.
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DELAY
desired symbol
through channel etror signal
EQUALIZER
equalized
symbol
/4 DQPSK
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g desired
symbol
® O« errgr
ualized
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Fig. 4.1 Tracking error for the equalizer

4.2 Schedule of Simulations

Phase 1: Verification of individual modules and simulation system using

conventional adaptive equalization. Comparison of results with published research

work.
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Phase 2: Comparison of FEC-assisted adaptive equalizer with conventional
equalizer for Doppler frequencies ranging tfrom 20 to 120 Hz for the frame format
defined in the iS-54 standard. Channel tracking error comparison with different
code block lengths and error correcting capabilities of the FEC code. These results

are presented in Section 4.3 of this chapter.

Phase 3: Comparison of FEC-assisted equalizer using very short block
length with corresponding conventional equalizer for delay spread of T/2 and T on
the two path Rayleigh fading channel. Section 4.4 presents these results along with
an examination of the error environment encountered by the equalizers in the

multipath fading mobile radio channel.

Phase 4: Effect of increasing equalizer length is examined for the FEC-
assisted and conventional equalizer for the two path channel and the {our path

Rayleigh fading channel. These results are stated and explained in Section 4.5.

4.2.1 Bit error rate (BER) estimation

The Monte Carlo method, which simulates the conventional laboratory BER
measurement method in which the transmitted sequence is known, IS used to
estimate the BER values. The BER values are then averaged over five ditferent
channel runs. For the Monte Carlo method, a confidence level of 95% can be
attained for a BER estimate pif N symbols are transmitted, where N is of the order
of 10/p [37]. This estimate will then be within a confidence interval of [Cp, 0.5p]. for
example, a BER estimate of 1072 can be obtained with a 95% confidence level by
transmitting 10*3 symbols in the simulation run. This estimate would then be within
a confidence interval of [2x102, 0.5x1073]. As mentioned earlier, the estimate is

then averaged over 5 different runs of 10*3 symbols each.
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4.3 FEC-Assisted Adaptive Equalizer Vs. Conventional Adaptive

Equalizer for IS-54 Standard Frame Format

The 1S-54 standard [4] for dual mode (digital and analog) cellular services
in North America defines a user time slot accommodating 162 symbols (324 bits).
Fourteen of these symbols are reserved for equalizer training purposes as shown

in Fig. 4.2.

148 symbcic

tralning and data and channel control information
synchronization

Fig. 4.2 Simplified user time slot structure from IS -54

The FEC-assisted adaptive equalizer utilizes these 14 symbols (28 bits) as
check bits for the FEC code. A Fire code [19, 33] of size (324, 296) was used to fit
this time slot format. This is a highly efficient burst error correcting type of FEC
code capable of correcting error bursts of length 9 and ess. The generator

polynomial for this code is given in Appendix C.

The use of FEC-assisted equalizer effectively introduces a minimum delay
of one code block length in channel estimation (tracking) as the FEC decoder will
take at least one data block to decode the received code word. Thus it becomes
necessary t¢ examine the channel tracking performance of the FEC-assisted
equalizer as the mobile radio channel can change significantly during one block

(162 symbols, or approximateiy 6.5 ms), especially at higher vehicle velocities.
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4.3.1 Channel tracking error comparison for 1S-54 frame format

The channel tracking error is examined for a Doppler frequency range of 20
Hz to 120 Hz, which corresponds to vehicle velocity ranging from 22 to 130 km/h.
The channet conditions for these plots consist of two independently Rayleigh faded
paths of equal average power and with a delay spread of T (40 us). Thus highly
selective fading conditions exist on the channel. The rate of fading of the channel

changes according to the Doppler frequency.

The equalizer parameters for the conventional adaptive equalizer are:
training sequence length = 14 symbols
Data sequence length =148 symbols
(Decision directed training is utilized during the daia sequence.)
The parameters for the FEC-assisted equalizer are:
FEC code: (324, 296) binary Fire code
Burst error correcting capability = 9 per block

Figs. 4.3 to 4.8 show the error magnitude plots for conventional and FEC-

assisted adaptive equalizers for Doppler frequencies o 20 to 120 Hz.

error

50. 608. 78. 6@. 9. 168. 11@. 120
time (ms.)

Fig. 4.3a Conventional equalization, Doppler frequency = 20 Hz.

This group of channel tracking error plots shows the performance of the
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1.83 1 block = 162 symbols

5a. 60. 78. ga. 98. 168. 118. 120
time (ms.)

Fig. 4.3b FEC-assisted equalization, Doppler frequency = 20 Hz.

FEC-assisied equalizer and conventional equalizer. The same set of channel
conditions exists for both equalizers so that the compariscn is done on identical
channels at all Doppler frequencies. Both egualizers start with the same set of
initial convergence parameters for the adaptation algorithms. In addition, the same

data sequence is used as input in both cases.

Fig. 4.3(b) shows that the tracking error is initially greater for the FEC-
assisted equalizer. This increase is attributed to the one block delay in tracking the
channel in the case of the FEC-assisted equalizer. This increase is progressively
lower as the equalizer becomes better trained to track the slowly changing channel.
Thus the mobile radio channel with 20 Hz fading rate is tracked equally well by both
the conventional and the FEC-assisted equalizers. The one block tracking lag (162
symbols) is not significant in comparison to the channel rate of change. A? 20 Hz,
a complete change of the Rayleigh fading variables occurs in 1/20 seconds, which

corresponds to 1250 symbols at a transmission rate of 50 kbs or 25 kbaud.

The error magnitude plots for Doppler frequency of 40 Hz show quite similar

tracking performance for the conventional and FEC-assisted equalizers. Although
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{ig. 4.4a Conventional equalization, Doppler frequency = 40 Hz.

88. 68. 78. 80 %8. 104. 118. 120
{ime (ms.

Fig. 4.4b FEC-assisted equalization, Doppler frequency = 40 Hz.
the FEC-assisted equalizer is expected to track in an non-optimal manner due to
the one block delay, Fig. 4.4 shows similar tracking performance for both
equalizers. In this particular case, it was found that the Rayleigh random fading
conditions for the first change were highly correlated. This behavior provides a
valuable indication of performance of the FEC-assisted equalizer in a physical, real
mobile radio channel, where successive changes are likely to be highly correlated

[5,28].

For Doppler frequency of 60 Hz, the tracking performance of the FEC-

assisted equalizer is slightly inferior to that of the conventional equalizer. The
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Fig. 4.5a Conventional equalization, Doppler frequency = 60 Hz.
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Fig. 4.5b FEC-assisted equalization, Doppler frequency = 60 Hz.

tracking performance of the FEC-assisted equalizer is expected to worsen as the
one block delay becomes more significant in comparison to the rate of change of

the channel.

The channel changes at a still faster rate for Doppler frequency of 80 Hz
(Fig. 4.6) and the effect of the block delay can be seen as increased tracking error
in the first few hundred symbols (t = 50 ms to 60 ms). At these high fading rates,
the performance of the conventional equalizer is degraded due to decision errors

affecting the channel tracking in the decision directed mode as well as error

57



propagation in the decision feedback equalizer (DFE). The FEC-assisted equalizer

efrror

1.8
B.8-
8.6
8.4
8.2
8.0+
50. 68. 78. 80 9@ 188.  110. 128

time (ms.)

Fig. 4.6a Conventional equalization, Doppler frequency = 80 Hz.
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Fig. 4.6b FEC-assisted equalization, Doppler frequency = 80 Hz.

tracking is not affected by the decision errors (unless there is a decoding failure
and a heavily corrupted code block is decoGed as a correct code block. However,
the probability of such an occurrence is negligible in this case [19]). The received
code blocks containing 9 burst errors or less are cotrected before the symbols are
used for channel estimation purposes by th« adaptation algorithm. If there are
more than 9 eirors, the whole block is disqualified from affecting the equalizer, thus

avoiding potential divergence. However, error propagation in the DFE cannot be
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avoided even with FEC derived training.

The plots in Fig. 4.7 show the channel tracking performance of both

lllllllllllllllllllllllﬁllllll‘llllll

56. 64. 70. 8. 9a. 168. 110. 128
time (ms.)

Fig. 4.7a Amplitude of received signal before equalization,
Doppler frequency = 100 Hz

4. 1 block = 162 symbols

58. 60. 78. 8a. Sa. 108. 118. 126
time (ms.)

Fig. 4.7b Conventional equalization, Doppler frequency = 100 Hz.

equalizers as the channel goes through a deep fade at Doppler frequency of 100
Hz (Fig 4.7a). Fig. 4.7a shows the amplitude of the received signal before
equalization. The effect ot tracking the channel with a block delay is reflected again
in the increase of error magnitude across the fade which lasts approximately 300
symbols. Both equalizers converge again after the fade as the channel conditions
improve. This result shows that the FEC-assisted equalizer tracks the fast

changing (250 symbols between successive changes in the Rayleigh fading
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5. 68. 78. 8a. 9a. 168. 118. 120
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Fig. 4.7c FEC-assisted equalization, Doppler frequency = 100 Hz.

variable) channel fairly well even with a block delay of 162 symbols during which
the channel changes appreciably. Thus the benefits of training the equalizer only
with data blocks known to be correct partly overcome the degradation due to the

lag in adaptation.
In Fig. 4.8, the performance of the conventional equalizer is degraded due to the

error
2.0

1.5, l ‘
1.9

I ,

8.5 [ I ‘ l | 1 J .
6.8 ' H”[ilﬂl\”ﬂ.hlhldlIlhJlLWIL.I..nIJ.l;.u..n.lnI.L.J “ll J!I.Ill Il.llmmim J ”Il
508. 68. 78. 80. 98. 168. 114. 126
time (ms.)

Fig. 4.8a Conventional equalization, Doppler frequency = 120 Hz.

misadjustment caused by the decision errors during decision directed mode of
tracking. The FEC-assisted equalizer shows a smaller error despite the one block
lag in tracking the channel. It only adapts on the few clean blocks available, thus

avoiding the rapid changes in channel conditions and consequently in equalizer
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Fig. 4.8b FEC-assisted equalization, Doppler frequency = 120 Hz.

coefficients. The conventional equalizer diverges from optimum coefficient values
with each decision error while the FEC-assisted equalizer only uses the correct
channel information available from the error free data blocks. This plot (Fig. 4.8)
thus illustrates the robustness of the FEC-assisted equalizer in the severe fast
multipath fading environments as compared to conventional equalizers. By

free: . the filter coefficients during data blocks with errors which cannot be
corrected, the FEC-assisted method ensures that the equalizer does not diverge

during deep fades of the channel.

4.3.2 Bit Error Rate (BER) comparison

The bit error rates for the FEC-assisted equalizer and the conventional
equalizer are shown in Fig. 4. 9 for Doppler frequencies of 20, 35, 50, 80 and 100
Hz. The frequency axis can be normalized by the symbol period and expressed in

terms of (fpT) to allow interpretation of the plot for other applications.

The BER performance of the FEC-assisted equalizer is better than the
conventional equalizer for Doppler frequencies below 30 Hz. At these low fading
frequencies, the channel rate of change is slow which allows the equalizers to track

the channel in a satisfactory manner. The FEC-assisted equalizer u®lizes the
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Fig. 4.9 BER Comparison, FEC-assisted equalizer vs. conventional
equalizer. DFE structure - (5,2), Code block length = 162
Delay spread = T (40 ps)

benefit of the FEC coding to provide better performance than the conventional
equalizers. The fades last longer at these low fading rates but the equalizer tracks
the variation quite well. At higher Doppler frequencies, the fades last relctively
shorter but occur at a much higher rate, making it difficult for the equalizers to track
the channel. The tracking performance of the equalizers degrades which results in
increased instantaneous bit error rate which in turn degrades the equaliza!.on even
more. For the Doppler frequency of 100 Hz, the improved performance of FEC-

assisted equalizer indicated in Fig. 4.7 translates into a small improvement in BER.

The moderate Doppler frequency region in the plot (40 Hz to 60 Hz), shows

a surprising decrease in the BER. The BER would be expected to increase with
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Doppler frequency. However, in this case, there are three factors affecting the BER

of the mobile radio system using adaptive equalization. These are:

(a) Duration of fades,
(b) Frequency of fades (proportional to Doppler frequency) and

(c) Tracking performance of equalizer.

The duration of fades is inversely proportional to their frequency. while the
tracking performance of the equalizer will be affected by both, and by tF . bit error

rate performance of the system.

The influence of these three interrelated factors on BER performance is

explained below for different regions of the BER vs. Doppler frequency diagram.

Slow fading region (0 - 30 Hz): In this region, ‘he time duration of th- fades is
relatively long. The frequency of fades is low (<30 Hz) an. the tracking.
performance of the equalizer is quite good as indicated by the low tracking ~-vor
values in the channel tracking error plots (Fig. 4.3). The FEC-assisted eque:..zer
performs better due to the FEC coding gain while other factors are equal for both

equalizers.

Siow - Moderate fading region (30 - 40 Hz): The duraticn of fades is still
appreciable (800 - 625 symbols in a single fade), while the equalizer tracking
performance has suffered due to the faster changing channel. This factor,
combined with increased frequency of fades results in the increased BER in this

region.

Moderate fading region (40 - 60 Hz): In this region, the increasedc fading rate is stili
low enough so that it doesn't have a major effect on the equalizer tracking

performance while the duration of fades is short enough to influence the BER as
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» channel recovers faster from deep fades which contribute most, if not all,
decision errors. This slight decrease in BER leads to even better equalizer
performance and hence still lower bit error rates due to better equalization. Thus

the synerav of the three effects results in the low bit error rate.

Fast fading region (70 - 70 Hz}: In this fest fading environment, the duration of
fades i net a major ‘...~ when compared to the other factors. The equalizer
tracking performance sufiers as a result of the fast changing chennel. The
worsened equiiliz.. *racking is degraded further by the high BER during the fades
which last for 280 - 350 symbols.

Very fast fading region (95-120 Hz): The duration of the iades is smaller than ever
before and the fader occur at a higher rate. The equalize: iracking is fusther
degraded at these fading frequencies. However, the BER is bette: than at 80 Hz.
This can be attributed to smaller fade durations. (250 symbols and lower) as
compared to fade durations around 80 Hz region so a smaller number ¢f sy mbols
is affected by the deep fades. This trend of lower BER is not expected to continue
beyond this region as the equalizer performancs will deteriorate and ihe
sonvantional equalizer may diverge due to the high BERR. The region above 120 Hz

was not investigated as it corresponds to vehicle velocities above 130 km/h.

4.3.3 Effect of FEC code error correcting capability on channel tracking

The channel tracking error is examined for the FEC-assisted equalizer with
error correcting capability of 7 errors per block and for FEC-assisted equalizer with
error detection, i.e; without employing any error correction at the FEL decoder. Any
received data blocks with errors are disqualified from training. v ne purpose of this
comparison is to isolate, if possible, the FEC coding gain frc 1 the combined

improvement in performance of an FEC-assisted equalizer. Thus this section
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attempts to gain some undersianding of the performance of FEC coding on this
worst case model of & highly selective Rayleigh fading channal. As the channel
tracking error plots for the FEC-assisted equalizer correcting 9 burst errors per
block have already been showi in Section 4.3.2 (Fig. 4.3 - 4.8), this section
includes the error plots for the 7EC-assisted equalizer with an error correcting
capability of 7 per block. These are compared with the channel tracking error for
the FEC-assisted equalizer employing error detection. This comparison is also
important if circuit implementations are considered since error detection involves

lower signal processing costs then FEC-assisted equalizers using error correction.

Fig. 4.iC shows the channel tracking errort :a e der froquency of 20 Hz.
No significant difference can be observed between tha two 5'ots. Similar channel
tracking performance csn be seen in the error piots for 40 Hz and 60 Hz in Fig. 4.1

and Fig 4.12 respeciively.

9. time (ms.) 110. 138.

Fig. 4.10a Error correction capability = 7 errors per block
Doppler frequency = 20 Hz

The channel conditions are kept the same as for the results in the previous
section. The two Rayleigh paths are independently aded and have equal average
power. Both equalizers start with the same amount of training on the multipath

channel. The frame format used for both equalizers is the same as that specified
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Fig. 4.10b Error detection, Doppler frequency = 20 Hz.

in the 1S-54 standard. Each user time slot contains 162 symbols.
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Fig. 4.11a Error correcting capability = 7 errors per block
Doppler frequency = 40 Hz.

Thus, at these slow d@nd moderate fading rates, error correction does not
appear to provide any discernible gain. For the low fading rates, this behavior is
attributed to the fact that the chaﬁnei changes little during the blocks which have
been disqualified by the error detection equalizer but were used Jor training by the
equalizer employing eiror correction when the number of ermors vas 7 or less.
Therefore little or no channel information is lost by the FEC-assisted equalizer

using error detection as compared to the one using error correction.
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Fig. 4.11b Error detection, Doppler frequency = 40 Hz.
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Fig. 4.12a Error correction capability = 7 errors per block
Doppler frequency = 60 Hz.
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Fig. 4.12b Error detection, Doppier frequency = 60 Hz.

Figs. 4.13, 4.14 and 4.15 illustrate the channel tracking error for Doppler
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frequencies of 80 Hz, 100 Hz and 120 Hz respectively.
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Fig. 4.13a Error correction capability = 7 errors per block
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Fig. 4.13b Error detection, Doppler frequency = 80 Hz.

These error plots show an unexpected decrease in the tracking error, for
error detection FEC-assisted equalizer, in the plots for 80 Hz and 120 Hz. This
implies that the smaller amount of training used by the error detection equalizer is
ketter than the increased training utilized by the equalizer using error correction.
This increased training, available with 7 errors corrected per block, does not ensure

better equalizer training or channel estimation as the equalizer cannot follow the
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Fig. 4.14a Error correction capability = 7 errors per block
Doppler frequency = 100 Hz
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Fia. 4.14b Error detecticn, Doppler frequency = 100 Hz.

fast channel variations at the required rate. The adaptation algorithm cannot adjust
the coefficients to follow the received signal into and out of the deep fades on the
channel. Thus, by following a ‘safe’ path of adapting only on the data blocks which
are completely error free, the error detection FEC-assisted equalizer tracks the
channel with similar (at low and moderate Doppler frequencies) or decreased (at

high Doppler frequencies) channel tracking error.
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Fig. 4.15a Error correction capability = 7 errors per block
Doppler frequency = 120 Hz.
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' Fig. 4.15b Error detection, Dopple: frequency = 120 Hz.

4.3.4 Effect of reducing code block lengths on chi:inel tracking error

The comparison of FEC-assisted equalizer with the conventional equalizer
in Section 4.3.1 was cuiried out using the user time slot length of 162 symbols as
one code block. The channel tracking error plots indicated that the delay of one
block length in tracking the channel could be responsible for the increase in
tracking error. This effect would be important at moderate and high Doppler

frequencies where the channel can change appreciably during the one block delay
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in adagtation.

The effect of the one block lag in tracking the channel on FEC-assisted
equalization was investigated by using block lengths of 81, 54, 27, 18 and 9
symbols. These block lengths were selected, since their integral multiples fit in the
162 symbol time slot previously studied. This was advantageous from two
viewpoints: (a) ease of implementation in BOSS as it 1. uired minimal changes to
the simulation system in place for 162 symbol long time slot, and (b) the smaller
blocks could still be grouped together and form a 162 symbol long time slot to

conform {o the standard [4].

This section presents the channel tracking error results for block lengths of
81 and 9 symbols. Results for a code block length of 162 symbols were discussed
in Sections 4.3.1, 4.3.2 and 4.3.4. The chanel tracking error for the other block
lengths is not included in this thesis as sufficient information can be obtained from
the tracking performance of FEC-assisted equalizers with block lengths of 81 and

9 symbols.

An asscciated effect of using short blocks is the increased efficiency in
isolating the error bursts in the channel. This aspect is presented in Section 4.3.5

in this chapter.

Figs. 4.16 to 4.21 illustrate the channel tracking arror performance of the
FEC-assisted equalizer using code block lengths of 81 and 9 symbols. The FEC
d coder uses error detection as resuilts in Section 4.3.5 show that there is no
significant degradation in equalizer tracking performance if only efror detection is
used. Howaver, it should be note * ihat error correction will provide a coding gain
when used and will affect the BER performance of a system using FEC-assisted
equalization. BER performance with short code biocks will be examined in Section

4.4
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As expec ad, the channel tracking error is not reduced for the low and
moderate > upplet irequencies (20, 40 and 60 Hz), since the chanuel conditions do
not change signiticantly during the one block delay. This can be seenin Figs. 4.16,
4.17 and Fig. 4.18 respectively. Therefore the reduction in the code block length

from 81 symbols to 9 symbols is negligible in terms of change in channel

conditions.
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Fig. 4.17b Block length = 9 symbols, Doppler frequency = 4G i«
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Fig. 4.18a Block length = 81 symbols, Doppler frequency = 60 Hz.

Figs. 4.19, 4.20 and 4.21 illustrate the difference in channel tracking error at

Doppler frequencies of 80, 100 and 120 Hz. At these high fading rates, the channel
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Fig. 4.18b Block length = 9 symbols, Doppler frequency = 60 Hz.
conditions may change during the one block period.

For the Doppler frequency of 80 Hz (Fig. 4.19), a marked decrease in
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Fig. 4.19a Block length = 162 symbols, Doppler frequency = 80 Hz.

tracking error can be seen during the first fade on the plot (t = 50 to 60 ms) if the
error plot for the block length of 162 symbols (Fig. 4.19 a, reproduced here from
Fig. 4.12) is compared to the tracking error for a block length of 9 symbols (Fig.
4.19c). The channel tracking error for a block length of 81 symbols (Fig. 4.19b) falls

in between these two tracking error piots.
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Fig. 4.19¢ Block iength = 9 symbols, Doppler frequency = 80 Hz.

Similar conclusions can be drawn for the channel tracking error plots for 100
120 Hz for the three ccde block lengthis. The tracking improvement is again
visiole for the fade across the 100 Hz Doppler channel in Fig. 4.20. Note the

change of scale for Figs. 4.20b and 4.20c when compating them to Fig. 4.20a.

In the case of the Doppler frequency of 120 Hz (Fig. 4.21), the degraded
performance of the equalizer due to increased BER overcomes any benefits to be

gained by the reduced tracking delay in FEC-assisted equalizer’s adaptation.
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The channel tracking emor performance of the FEC-assisted adaptive
equalizer for the code block length ranging from 162 symbols to 9 symbols
illustrates the benefits of using short blocks in order to reduce the effect of the block
delay in equalizer's adaptation. Short blocks also make possible more efficient

isolation of error bursts.
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4.4 FEC-Assisted Adaptive Equalizer Using Very Short Code Blocks
This section presents the results obtained with the use of a very short code

block (9 symbols) with the FEC-assisted equalizer.

4.4.1 Etticient error burst isolation with short blocks

The error environment in the mobile radio channel is dominated by burst
type errors [29, 30, 31]. If the error bursts last for a short time as coi.pared to the
code block length, useful channel information will be discarded when the whole

block is disqualified for training due to the errors (Fig. 4.22).

M

-
error burst
3 -
disqualified data block
-« —> -€ —>
unused Information unused information

Fig. 4.22 Error burst isolation with long data blocks

If the code block length is made smaller, the same error burst can be

captured in a much more efficient manner as shown in Fiy. 4.23.

TN

o ———P
disqualified blocks
- — - '
usable data blocks usable data blocks

Fig. 4.23 Error burst isolation with short blocks
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Efficient isolation of the error bursts allows more data symbols to be used
for training the FEC-assisted equalizer. This increased efficiency of burst error
capture can be seen in Figs. 4.24 and 4.25 which illustrate the number of errors per

block for code block lengths of 162 and 9 symbols respectively.

Errors per block
60 -

Error burst (43 errors)

50 /
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30 4
20 |

10 -

|

Fig. 4.24 Error Environment for block length = 162 symbols
Doppler frequency = 60 Hz.
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Fig. 4.24 shows that the number of errors per black in the more heavily
corrupted data blocks ranges between 10 and §0. Thus, even in the most corrupted
block, more than 100 symbols are not used for training the equalizer. For example,
the marked error burst in Fig 4.24 contains 43 errors, which means that 162 - 43 =
118 symbols cannot be used for training as the whole block is disqualified. Fig
4.25a shows the same marked error burst from Fig 4.24 which is now spread over
11 blocks of 9 symbols each. It can also be seen that the two blocks on either side
of the burst contain ong error each, these can be corrected and used when single

error correcting Hamming code is used. Thus only 9 blocks will be disqualified from
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training the FEC-assisted equalizer with the use of short blocks of 9 symbols each.
In this case this would result in using 81 symbols which are otherwise disqualified

by the FEC-assisted equalizer using blocks of 162 symbols each. Fig. 4.25b shows
Errors per block

11 blocks (9 symbols each)

/

2 + |
1 -

3168 - 3178 Block number

Fig. 4.25a Efficient error burst isolation with block length = 9 symbols
Doppler Frequency = 60 Hz.

the composite error environment for the Doppler Frequency of 60 Hz and with block
length of 9 symbols. The error free blocks have not been shown in this plot. The
predominance of data blocks with single errors hints at the performance gain to be

achieved with short block codes in FEC-assisted adaptive equalization.

Another advantage of using short code blocks is the ease of implementation
of the decoders. For example, a simple (18, 12) shortened single error correcting
Extended Hamming code was used in the FEC-assisted equalizer used to produce
the plot in Fig. 4.24 with a block length of 8 symbols (18 bits). Similar error analysis
was performed with single error correcting (SEC) shortened and extended

Hamming codes with block lengths of 100, 80, 60, 40 and 20 symbols. The results
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Fig. 4.25b Error environment for block length = 9 symbols
Doppler Frequency = 60 Hz.

were consistent with the reprscantative results shown here for the two extreme

cases of code block lengths.

Two imporntant conclusions can be drawn from the previous sections on the

effect of reduced code block lengths:
(a) Equalizer tracking performance is improved with short code blocks;

(b) The error environment is made less severe as a result of using short
code block:. as indicated by the increase in number of single error blocks which can

be corrected and used for training the equalizer.

Therefore, BER tests were done with the FEC-assisted adaptive equalizer
using a code block length of 9 symbols and its performance was compared to

conventional equalizers with the same redundancy. These results are presented in

the next section.
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4.4.2 BER performance of FEC-assisted equalization with code block length

of 9 symbols

A (18, 12) binary single error correcting shortened and extended Hamming
code was used to qualify the received data blocks. Thus received data blocks with
one error were corrected and used for training the equalizer in addition to the error
free data blocks. The conventional equalizer used in this series of simulations
employs the same amount of redundancy (18 - 12 = 6, 6/18 = 30%) in the form of

a training sequsiice. Decision directed tracking is used during the rest of the data
sequence.
The BER values in Fig. 4.26 are for a delay spread of T (40 us) in the iwo

path Rayleigh channel with equal average power in both paths. Fig. 4.27 shows the

BER values for th.e two systems on & channel with a delay spread of T/2 (20 us).
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Fig. 4.26 BER performance with block length = 9 symbols
Delay spread = T (40 ps)
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Figs. 4.26 and 4.27 show the improvement in performance with the FEC-assisted
equalizer over the conventional method of equalization. At the lower and of the
Doppler fading range (< 40 Hz.), some of the error bursts are isolated into single
errors over the short code blocks and these errors can be corrected by the decoder.
These blocks contribute both to better channel tracking as well as reduced BER as
a direct result of error correction. In a conventional equalizer, these errors would
cause the algorithm to misadjust whereas the FEC-assisted equalizer only tracks

on blocks which have no errors or in which the errors have been corrected.
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Fig. 4.27 BER performance with block length = 9 symbols
Delay spread = T/2 (20 us)

Thus if the FEC-assisted equalizer operates in the error environment with a
majority of single error blocks, more significant performance improvement can be

expected over the conventional adaptive equalization techniques.
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4.5 BER Performance on the Four-Path Rayleigh Fading Channel Model

The worst case channel model used in the simulations, for which results
have been presanted in the earlier section, simulates a case of two equal strength
Rayleigh fading paths with completely uncorrelated profiles generated at the
Doppler rate. Both of these factors combine to produce a severe error environment
with highly selective fades. In a physical channel, the reflected paths are, on
average, more attenuated than the direct or line of sight (LOS) path if it exists. The
changes in the channel conditions are also likely to be correlated as the
surroundings of the mobile terminal do not change in an abrupt manner. These
reasons motivated the selection of the four path Rayleigh fading channel mcdel
described in Section 3.4. The average power profile of the Rayleigh paths is shown

in Fig. 4.28.

direct path

3178 31/8 37/8

-3dB

-6dB
-10dB
] »t
< {4257 ——— >
delay spread

Fig. 4.28 Four-path Rayleigh fading channel

The BER values for the conventional and FEC-assisted equalizers on the
above channel are shown in Fig. 4.29. The total delay spread in the channel is

1.125 T (45 ps). The improvement in the performance of the FEC-assisted
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equalizer now extends to the Doppler frequency of 80 Hz. The decision feedback
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Fig. 4.29 BER performance on four -path Rayleigh channel with
total delay spread = 1.125 T (45 ps)

equalizer used in both cases has 5 taps in the forward section and 2 taps in the
feedback section (5,2) DFE).

The total delay spread in the four path channel was increased to 3T/2 for the

next set of simulations. The channel for these simulations is shown in Fig. 4.30.

The BER values for the conventional equalizer and FEC-assisted equalizer,
both using a (5,2) DFE are shown in Fig. 4.31. Again, the improvement in BER at
higher Doppler frequencies can be observed.
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Fig. 4.31 BER performance on four-path Rayleigh channel with
total delay spread = 1.5 T (60 ps)
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4.6 Effect of Increasing Equalizer Length on FEC-Assisted Adaptive

Equalization

The results in the previous sections indicate that if the error environment in
the mobile channel is reduced to one with errors which can be corrected using
shon black codes, further improvement can be expected. The use of a longer
equalizer, i.e., with more taps in the forward and feedback filters, will provide better
equalization of the intersymbol interference among the symbols. Investigation of
increasing the length of the equalizer, for both conventional and FEC-assisted
equalizers has been divided into two sections. Section 4.6.1 considers the effect of
increasing the feedback filter length in an effort to eliminate the post cursor
interference in a better way. In Section 4.6.2, the number of forward and feedback
filter taps in the DFE is increased to 9 and 4 respectively. Both of these FEC-
assisted equalizers are conipared to the conventional equalizers using identical
DFEs on both two-path/equal-power, and four-path Rayleigh fading channel

models.

4.6.1 Effect of increasing feedback filter length

The feedback filter length was first increased to 3 taps to isolate the effect
of increasing only this length. The BER plots for channels with delay spreads T and
T/2 are shown in Fig. 4.32 and Fig. 4.33, respectively. The dashed lines show the
BER performance of conventional and FEC-assisted equalizers with a (5,2) DFE.
The BER performance with the (5,3) DFE is shown by solid lines and the curves
overlap for aimost all of the plot. Thus the addition of a single tap to the feedback
filter does not provide any tangible improvement. it was then decided to increase
the filter lengths further in order to gain the combined benefits of improved forward
and feedback filters of the DFE.
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4.6.2 BER performance of FEC-assisted and conventional equalizers using

(3,4) DFE

Simulations for the FEC-assisted equalizer and conventional equalizer
using a (9,4) DFE were carried out on the equal average power, two path channel

model, and the four Rayleigh paths channel model with attenuated paths.

4.6.2a. Two path Rayleigh fading channel with equal average power paths

Fig. 4.34 illustrates the BER performance of the FEC-assisted equalizer and
the conventional equalizer for a delay spread of T (40 ps). Distinct improvement
can be observed for the FEC-assisted equalizer using a (9,4) DFE as compared to
the conventional equalizer performance under identical conditions. Comparing
these to the BER curves for (5,2) DFE (shown by dashed lines), it can be noticed
that the improvement in the case of FEC-assisted equalizer using (9,4) DFE as
compared to (5,2) NFE is more than the corresponding improvement in the

conventiona! equalizer.

Fig. 4.35 shows the BER performance for the same set of equalizers icr a
delay spread of T/2 (20 us) on the two path channel. Again, the improvement for
the FEC-assisted equalizer is more than for the conventional equalizer. It should
be noted here that the increase in equalizer length for the corventional equalizer
would also require an increase in the length of the training sequence to provide the
same degree of training as for the original equalizer. This would contribute to the
redundancy in the transmitted data. For the FEC-assisted equalizer, this issue

does not arise, since there is no need for the periodic training sequence.

4.6.2b. Four path Rayleigh fading channel with attenuated reflected paths

The performance of the FEC-assisted equalizer using a (9,4) DFE is

compared to the conventional equalizer using the same DFE under identical
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channel conditions.

Fig. 4.36 shows the BER performance for the maximum delay spread of
1.125 T (45 us) shown earlier in Fig. 4.28. The FEC-assisted equalizer shows a

consistent improvement over the conventional equalizer.
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Fig. 4.36 BER performance with (9,4) DFE
total delay spread = 1.125 T (45 ps)

Similar improvement can be seen in the BER plots for the channel with a
total delay spread of 1.5 T (60 us) shown in Fig. 4.37. The FEC-assisted equalizer

exhibits improved performance as compared to the conventional equalizer.

Both these BER comparisons confirm the hypothesis that the FEC-assisted
equalizer wculd lead to increased performance improvement over conventional
methods of equalizztion if severity of the error environment is reduced by using
techniques such as longer equalizers. This would lead to better equalization and
consequently improved BER performance of the system by combining the better

equalization with the FEC coding gain available in the FEC-assisted equalizer.
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4.7 Comparison of FEC-Assisted Adaptive Equalization with Block
Training Methods

Some research work has been reported in the recent years on block training
methods for adaptive equalization on time dispersive channels [31, 32]. Data
redundancy levels up to 50% have been suggested [32] for fast fading mobile radio
channels (Fig. 4.38). It is suggested in [7] that the same performance level could
be achieved with lower redundancy if FEC coding is applied with similar data block
sizes. Table 4.1 shows suggested FEC codes for different block sizes alongwith the
redundancies involved in both methods. It can be seen that the FEC-assisted
equalization would involve less than half of the redundancy required for block

training schemes for the same data block size.
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Fig. 4. 38 Block training (after [32])

Table 4.1

Redundancy comparison between block training and
FEC-assisted equalization.

Block Lengath SEC Shortened
ocK ~eng & Extended Redundancy ::;g;l;ttralnlng Redundancy
Hamming

bits symbols] FEC Codes % Ny + Ng %
140 70 (140, 131) 6.43 10 + 60 14.29
120 60 (120, 112) 6.67 10+ 50 16.67
100 50 | (100, 92) 8.00 10 + 40 20.00

80 40 (80, 72) 10.00 10+ 30 25.0

60 30 (60, 53) 11.11 10+ 20 33.33

40 20 (40, 32) 20.00 10+ 10 50.00
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Table 4.2 lists the BER performance of both the methods. These simulations
were done at a Doppler frequency of 60 Hz on a two path Rayleigh fading channel
with equal strength paths ard a delay spread of T (40 us). FEC-assisted equalizer
shows a slight increase in the BER. This degradation in BER is less than half of an
order of magnitude for all of the data block lengths listed in the table, while the

redundancy in the data is reduced by more than a factor of two in all the cases.

Table 4.2

Bit error rate comparison between block training and
FEC-assisted equalizer training

Block size in Symbols Bit Error Rate with

N;{ + Np Block Size E‘lac:g?ng frgi%i;\g ssisted
10 + 60 70 2.88 E -03 5.164 E -03
10 + 50 60 2.55 E-03 4.937 E-03
10 + 40 50 2,53 E-03 5.40 E-03
10 + 30 40 2.426 E -03 3.975 E 03
10 + 20 30 1.919 E -03 4.734E -03
10+ 10 20 1.859 E -03 4724 E -03
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5. Conclusions

5.1 Research Results

The research results produced in this project are recapitulated in this
chapter. The implementation feasibility of the solutions presented in the project is
discussed along with the recommendations for future work in the area. The results

obtained in this research project can be divided into the following groups:
1. Simulation model.

2. Demonstration of FEC-assisted adaptive equalization in a digital mobile

radio communication system.

3. Comparison of this new technique with conventional methods of adaptive

equalization in digital mobile radio.
4. Implementation feasibility.

5. Recommendations for future research in this area.

5.2 Si.aulation Model

A flexible computer simulation model of a digital mobile radio system has
been developed using BOSS™ (Comdisco Inc.) on a SUN workstation. The first
version of the model was developed for implementing the standard system defined
in 1S-54 [4). Since BOSS allowed a completely modular approach towards the
model development, this model can be easily modified to implement different
parameters, such as bit rate and modulation schemes, pulse shaping filters,

channel models, equalizers and demodulators.

The simulation modules developed in this project have been modified and
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are being used in other research projects currently underway at TR Labs.

5.3 FEC-Assisted Adaptive Equalization for Digital Mobile Radio

This research project is the first demonstration of FEC-assisted adaptive
equalization in a digital mobile radio communication system to the author's
knowledge. This adaptive equalization technique has been simulated using the
parameters of the proposed digital cellular communication system for North
America [4] and for some other time slot formats. FEC-assisted adaptive
equalization has been compared to conventional adaptive equalization and the
benefits of utilizing FEC coding for assisting adaptive equalization have been
examined for two different channel models. The results have shown that the data
redundancy in a communication system using FEC coding can be utilized for
effective adaptive equalization in addition to its primary purpose of error correction
or detection. This factor is expected to have a bearing on the issue of data
communications over cellular communication networks which at present are
designed with a priority for voice communications. The FEC-assisted equalization
technique offers two signal processing remedies for reliable data communications

at the cost of redundancy required for only one of them.

5.4 Feasibility of Implementing FEC-Assisted Adaptive Equalization

A major advantage of FEC-assisted adaptive equalization in terms of
implementation considerations is that it would not require any new or special signal
processing components in a system. All the signal processing functional blocks
" such as the equalizer filter, adaptation algorithm, FEC encoders and decoders, etc.
are based on technology already proven in commusaication systems. Nor does
FEC-assisted equalization require any unusual computational power. The

simplicity of this scheme originates from utilizing available information regarding
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the state of the channel from the FEC-decoder and using it to control the process

of adaptive equalization.

Preliminary talks with the Digital Signal Processing (DSP) research group at
NovAtel Communications Ltd., one of the sponsor corporations of TR Labs, have
indicated that most of the modifications required for the implementation can be
made in the signal processing software and do not appear to require any major

signal flow path changes in the hardware.

5.5 Recommendations for Future Work

In order to exploit the maximum potential of this project, some more
research work is required in the area of determining the performance of this system
at higher bit rates. With a view towards the rapidly expanding research interest in
indoor mobile/personal communications and inbuilding wireless LANs (Local Area
Networks), performance evaluation of this equalization scheme can be done for
these new channels. Results in Chapter 4 indicated an increasing BER benefit with
this scheme at low Doppler frequencies. indoor mobile communication systems
involve very low mobile terminal velocities (1 - 5 m/s) and thus low Doppler
frequencies which could lead to improved performance. However, the error
environment for the indoor mobile channel would also have to be examined in order

to determine the optimum equalizer and coding parameters.
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Appendix A

The Recursive Least Squares (RLS) Adaptation Algorithm

The RLS adaptation algorithm is based on the method of least squares
applied to linear filtering. In the method of least squares, the optimum fit to a set of
measurements is obtained by minimizing the sum of squares of the difference
between the measurements and the estimated function which provides the curve
fit.

This method was first formulated by Gauss (1809) and has been extensively

applied to curve fitting problems in mathematics and to problems in statistics.

The use of other class of adaptation algorithms, such as the Least Mean
Squares (LMS) algorithm, in adaptive filtering problems results in a recursive filter
which is optimum in the mean square sense. In contrast, the RLS algorithm yields
an optimum adaptive filter for each set of inputs. This property of the RLS algorithm
also results in very short learning time as compared to the LMS algorithm. The rate
of convergence of the RLS algorithm is typically an order of magnitude higher than

simple LMS algorithm.

The signal flowgraph in Fig. A1 shows the signal flow paths in the adaptive
equalizer application. The received, filtered and sampled signal {u(n)} at the
receiver forms the set of inputs to the finite impulse response (FIR) filter. The
symbol spaced filter has delays equal to one symbol interval. The error signal is
formed by subtracting the equalized value (set of inputs mulitiplied by tap weights)
from the desired value of the symbol. The desired value (d(n)) is derived from the
training sequence generator during the training sequence and from the decisions
during decision directed tracking. In this project, all the inputs and tap weights are

complex as complex baseband representation is used.
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Fig. A1. Signal flowgraph for the RLS adaptive filter

The signal flowgraph representation of the RLS algorithm is shown in Fig.
A2 (after [14]).

Fig. A2 Signal flowgraph for the RLS algorithm
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The terminology used in the above diagrams and the algorithm is explained
below:

u(n) - set of inputs (input vector) to the adaptive filter.

u"'(n) - Hermitian transpose of input vector u(r).

P(n) - Inverse of the deterministic correlation matrix of the inputs u(n).
k(n) - Gain vector (also called Kalman gain vector)

w(n) - Least square estimate of the tap weight vector

w(n-1) - Least square estimate for the previous recursion

a(n) - a priori error (a scalar value) defined below

The tap weight update recursion for the algorithm is stated below (after
[14]):

The algorithm is initialized by setting the inverse of the input correlation
matrix as:

P(0) = 1, where § = a small positive constant

w(0)=0 : no information is available regarding the channel

At each recursion, done at the symbol rate in the equalizer, the following

quantities are computed:

Foreachtimen=1, 2, 3............

Thus at each recursion, a new Kalman gain vector is calcuiated using the

current set of inputs u(n) and the previous inverse correlation matrix P(n-1).
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A TP(n=1)u(n)

k(n) = a (A1)
1+ 1y (MP(=1)u(n)
a(n) =d) —wln-1)u(n) (A2)
w(n) =w(n-1) +k(n)o* (n) (A3)
P(n) = A "P(n-1) -2 kmut (P (n-1) (Ad)

where o*(n) is a conjugate of a(n).

Then, the product wH(n-1)u(n). which represents the estimate for the
desired response calculated with the least-squares estimate of the tap weight
vector at time (n-1), is subtracted from the desired value d(n) to form the a priori
estimation error a(n) as shown in Eqn. (A2). It is called the a priori error as it is
formulated with the previous estimate of the tap weights. Now the tap weights can
be updated by adding the correction factor k(n)a(n) to the previous value of the tap
weights. Finally, the inverse correlation matrix is ugdated using the new set of
inputs u(n) and the gain vector k(n). This process is repeated for every recursion

to adapt the filter to the unknown time-varying channel conditions.
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Avpendix B

The FORTRAN code for the basic RLS primitive defined in BOSS is given
below. This subroutine performs the RLS adaptation for 5 tap weights. Similar

subroutines were used to implement different number of tap weights.

subroutine ferrls{ppzv,xn,xnm1,xnm2,xnm3,xnm4,
+w1,w2 w3 w4 w5 nexec,alphan,wni,wn2,wn3,wn4,wn5)
complex wi,w2,w3,w4 w5
complex xn,xnm1,xnm2,xnm3,xnm4
complex wni,wn2,wn3,wn4,wn5
complex p(5,5),w(5),xin(0:4) ,accum,q,z(5) xtp(5)
complex gve,update,alphan,ppzv(25)
integer nexec

if(nexec.ge.t) goto 16
do15j=15
p(j,j)=(1000.0,1000.0)
15continue

16if(nexec.lt.1) goto 93
k=1

do 92 j=1,5
do91i=15
p(i.j)=ppzv(k)

K=k+1

91continue

92continue

93xin(0)=xn
xin(1)=xnm1
xin(2)=xnm2
Xin(3)=xnm3
xin(4)=xnm4

w(1)=conjg(w1)

w(2)=conjg(w2)
w(3)=conjg(w3)

w(4)=conjg(w4)
w(5)=conjg(w5)
c

c

c

do 25i=15
accum=(0.0,0.0)
do 20 j=1,5
accum=accum + p(i.j)*xin(j-1)
20continue
z(i)=accum
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25continue
c
c
c
accum=(0.0,0.0)
do 351=15
accum=accum + conjg(xin{l-1))*z(1)
35continue
g=accum
c
c
c
gve=(1.0,0.0)/((1.0,0.0) +q)
c

c
update=(conjg(alphan))*gvc
c
do 451=15

w{l)=w(l) + update*z(i)
45continue
c
c

do 55 k=1,5
accum=(0.0,0.0)

do 50i=1,5

accum=accum + conjg(xin(i-1))*p(i.k)
50 continue

xtp(k)=accum
55continue
c

c
do 65i=1,5

do 60j=1,5
PG.)=p(.i) - (gve*z(j))*xtp(i)
60continue
65continue

c

c
wn1=conjg(w(1))
wn2=conjg(w(2))
wn3=conjg(w(3))
wnd=conjg(w(4))
wnb=conjg(w(5))
c

k=1

do 112j=15

do 111 i=1,5
ppzv(K)=p(i.))
K=k+1
111continue
112continue

71retun
end
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Appendix C

Fire Codes

Fire codes are among the most versatile forward error correction codes for
correcting burst errors. These are & set of cyclic FEC codes which can be decoded
by simple logic circuitry [19, 33] and are also efficient in terms of required

redundancy.

Details of implementation of Fire codes for high speed burst correction and
detection can be found in [34). A high speed error trapping decoder for Fire codes

is also described in [19].

Let p(X) = irreducible polynomial of degree m

p = smallest integer such that p(X) divides (XP+1). p is also called the period
of p(X).
| = positive integer such that /< mand 2/-1 is not divisible by p.

Then, an I - burst error correcting Fire code is generated by the following

polynomial:
a(X) = (X3 + 1) p(x)

The length n of the this code is the least common muiltiple of 2/-7 and the

period p of p(X):
n=LCM(2I-1,p)
and the number of parity check bits of this code is:

n-k=m+2l-1
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In our case, the number of parity check bits available in the time slot format

defined in the 1S-54 standard is 28.

For 28 parity check bits, the best combination of mand /is;
l=9and m=11.

Thus the generator polynomial is:

90 = (X?F7 + 1) p(X) = (X'7 + 1) p(X)

where p(X)is an irreducible polynomial of degree 11 shown below:
p(X) =1+ X2+ X1

If p(X) is chosen to be a primitive polynomial of 11 th degree, then its period
pis:

p=2"-1=2047

And the codeword length n is:

n=LCM(2I-1,p) = LCM (17, 2047) = 34799

Hence, the Fire code is described by:

(n, k) = (34799, 34771)

For use in the defined time slot, it can be shortened to:

(n, k) = (324, 296)

And the generator polynomial for the code is given by:

a() =(X"7 + 1) p(X) = (X177 + 1) (1 + X2 + X11)

gX)=1 + X2+ X1 4 X17 4 X19 4 X28

109



