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Abstract 

The management of project documentation involves processing a large amount of important 

information embedded in different contract and project specification documents. Although 

contract-related documentation is critical for effective information flow and—in turn—successful 

project management, it remains a relatively underexplored area of construction management 

research and practice. The few studies that have explored document processes in construction have 

limited their focus on the development and improvement of various document management 

systems. These improvements, however, have failed to achieve the anticipated performance in 

construction. Documentation requirements remain scattered haphazardly throughout project 

contracts, complicating their identification and management by practitioners. Moreover, 

documentation processes are often overlooked and mismanaged, lack efficient planning, and are 

prone to variability, ultimately resulting in time and cost inefficiency. Structured methods capable 

of addressing the underlying problems and limitations of contract-related documentation in 

construction, however, have yet to be developed.  

This thesis is proposing a two-phase framework designed to enhance documentation, 

communication, and sharing practices in both the planning and execution and control phases of 

construction projects. For the planning phase, a method capable of automating a portion of the 

administrative process and enhancing decision-support for administrative resource planning is 

proposed. Here, a natural language processing approach capable of automatically extracting 

documentation requirements embedded in contract documents was developed. Then, a Monte-
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Carlo simulation model was created and used to predict the overhead costs and durations 

associated with completing contract-related documentation. Application of the planning phase 

portion of the framework is anticipated to improve estimation and planning of administrative 

resources, while also enhancing the ability of practitioners to negotiate for the reduction of 

redundant or irrelevant contract requirements, thereby improving value to all stakeholders.  

During the execution and control phase of documentation processes, Lean approaches and network 

studies are used to enhance the overall performance of documentation processes in construction 

projects. First, a structured procedure for applying Lean construction principles to enhance and 

support document management processes through the reduction of hidden waste (such as non-

value adding activities) is proposed. In this procedure, value stream mapping is integrated with 

simulation modeling to quantitatively assess the performance of the documentation process, to 

identify potential improvements to the current process, and to quantitatively predict the impact of 

proposed improvements on future project performance. Then, social network analysis is employed 

to measure and analyze communication of project participants in the documentation process 

network. Application of the execution and control portion of the framework is expected to reduce 

waste, rework, omissions, and errors, in turn increasing profit and value for both contractors and 

clients.  

The feasibility and functionality of the proposed framework was validated using practical case 

studies, the results of which have also provided valuable information for practitioners. Altogether, 

this research has developed a procedure that can facilitate (1) the extraction of documentation 
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requirements; (2) the forecasting of process time and cost uncertainty measurements; (3) the 

elimination of excess production and document processing to increase transparency and reduce 

waste within the administrative process; and (4) the discovery and quantification of documentation 

process networks for improved efficiency. 
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Chapter 1  

Introduction 

1.1 Background and Problem Statement 

The management of project documentation involves processing a large amount of important 

information embedded in different contract and project specification documents. Numerous types 

of contract-related documents are generated in construction including, but not limited to, contract 

documents, project specifications, progress reports, quality reports, environmental reports, safety 

reports, and changer order documents (Al Qady and Kandil, 2010). Indeed, it has been estimated 

that a single-structure construction project can generate over 10,000 documents (Turk et al., 1994). 

Managing construction projects requires controlling the running schedule and cost to ensure they 

adhere to planned baselines. To accomplish this, project managers representing each stakeholder 

request periodical reports that represent the status of the project. Many of the reporting documents 

that must be prepared by the contractor and submitted to the client are mandated by the 

construction contract and project specifications. Reports are used to predict any potential problems 

and to consider implementing necessary measures capable of maintaining the project course, 

budget, and the client’s expectations in a timely manner. The vast majority of project information 

is created, stored, and shared between stakeholders using construction reports, highlighting the 

importance of document management and communication systems within construction projects 

(Al Qady and Kandil, 2013).  

The successful management of both construction projects and competent decision-making requires 
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effective and efficient management of contract-related reporting documentation. Although critical 

for effective information flow and, in turn, successful project management, contract-related 

reporting documentation remains a relatively underexplored area of construction management 

research and practice. The few studies that have explored document processes in construction have 

limited their focus on the development and improvement of various document management 

systems (Das et al., 2020; Macías-Jiménez et al., 2019). These improvements, however, have 

failed to achieve the anticipated performance in construction (Al Qady and Kandil, 2010; Fernando 

et al., 2019).  

It has been estimated that 60 to 80 percent of all costs associated with meeting client demands and 

achieving satisfaction are related to administrative functions (Monteiro et al., 2017; Tapping and 

Shuker, 2003). However, research focusing on other topics beyond document management 

systems, such as administrative works and soft management of the reporting documentation 

process, has been side-lined and under-researched (Belayutham et al., 2016). A considerable 

potential for improvement, therefore, lies in the exploration of such topics. Notable benefits can 

be achieved by focusing on enhancing knowledge extraction techniques, documentation process 

workflows, and communication of the reporting process. Any improvement in contract-related 

reporting processes is likely to impact the performance of the entire construction organization, as 

essential components of all projects (e.g., construction reports, procurement, payment) flow 

through these processes (Alves et al., 2016).  

When analyzing needs, requirements, and administrative works related to reporting documentation 
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in construction, the content of the contract documents are first reviewed, analyzed and interpreted 

during the planning and pre-construction phase. However, the increase in size and complexity of 

construction projects have resulted in a corresponding increase in complexity of construction 

contracts and information requirements. Reporting documentation requirements remain scattered 

haphazardly throughout project contracts, complicating their identification and management by 

practitioners. In current practice, due to a lack of suitable methods and the tremendous effort 

required to review and manually extract the requirements (Caldas et al., 2002), teams often do not 

plan and budget according to the specific requirements of a project. Instead, teams simply consider 

the documentation effort as a portion of the indirect cost of a project. An efficient documentation 

plan, therefore, is not established before execution begins.  

In practice, a lack of pre-construction documentation planning has resulted in documentation 

processes that are mismanaged, inefficiently planned, and prone to variability—ultimately 

resulting in wasted time and increased costs. Assumed activity durations are often unrealistic, 

underestimated, and not representative of the actual time spent on project reporting. During project 

execution, project teams execute multiple activities to collect and analyze the required data, 

prepare and circulate the document, review and approve the document, and many other 

intermediate steps until required documents are submitted to the client and approved (if necessary). 

These repetitive processes often involve multiple specialists performing wasteful activities, with 

no indicators to measure process performance. Hines and Taylor (Hines and Taylor, 2000) stated 

that only 1% of the effort exerted in administration and information management processes is 

value-adding, with approximately 99% of the effort classified as waste.  
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Despite the time and effort expended to complete administrative tasks and the impact of 

administrative processes on overall project performance, inefficient administrative processes are 

rarely seen as a significant factor influencing production. As such, methods for improving the 

efficiency of construction administrative processes remain relatively unexplored (Belayutham et 

al., 2016), and quantitative measurement of documentation process durations and costs has not 

been investigated in the literature. Improvements in administrative processes, therefore, remains 

an unexplored area of construction that could result in notable positive impacts on overall time and 

cost, elimination of rework, productivity increases, and improved product quality (Sastre et al., 

2018). 

Moreover, strong communication and analysis are essential to fulfil the documentation 

requirements of any contract and to avoid delaying construction work on site (Garrett and Lee, 

2010). In a construction documentation process, a network of project members work together and 

enter into various communication arrangements to create value and achieve project goals. Project 

members must exchange large amounts of information about activities, processes, and decisions 

used to deliver the project. In documentation processes, communication plays an important role in 

project success. If a contractor submits reports and related documents late, incompletely, or with 

deficiencies, it can negatively impact the construction schedule—particularly when the start of a 

construction phase is dependent on such approvals (Chin, 2009).  

Structured methods capable of addressing the underlying problems and limitations of contract-

related documentation in construction, however, have yet to be developed. Without a guiding 
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framework, the documentation process can seem complex and ambiguous to clients and 

contractors. Four contract-related documentation barriers that have yet to be addressed in literature 

have been identified:  

1. It is a challenge to identify documentation requirements from thousands of pieces of 

unstructured data typical of most contract documents. Manually extracting the required 

contract-related documentation is impractical due to the large number of documents and 

unique project specifications—especially during the planning phase when time is limited.  

2. Documentation processes lack transparency. Although a large administrative burden on 

contractors, the time and resources needed to complete reporting requirements are often 

unknown and unaccounted for during the preliminary planning stages of a project. The 

quantitative measurement of reporting process durations and costs must be estimated using 

a combination of historical data and expert knowledge.  

3. The documentation process, including generating, managing, analyzing, and 

communicating documents, is associated with a high amount of waste and non-value-

adding activities. Moreover, indicators capable of assisting performance of the 

administrative process are lacking.  

4. Project members must efficiently communicate and circulate documents in a timely 

manner. In the current process, however, there is no control over or means of assessing the 

communication between team members. Methods for improving access to the information 

contained in construction contract documents and streamlining their processes have not 
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yet become an essential component of construction document management.  

The primary challenges of contract-related documentation, such as lack of efficient planning, 

manual review and analysis of contract documents, low execution efficiency, and lack of criteria 

and indicators to quantify, assess, and control the performance and communication within the 

process, were identified as problems with practical relevance and research potential. Here, four 

questions were posed to address the four barriers limiting the contract-related documentation 

process: 

1. How can contract-related documentation requirements for new projects be extracted more 

efficiently? 

2. How can the time and cost needed to complete required documents be estimated more 

accurately using available information? 

3. How can current documentation processes be assessed, quantified, and streamlined? 

4. How can documentation process networks be assessed, quantified, and streamlined? 

1.2 Research Objectives 

Construction reports are essential for successful information flow between contractors and 

clients—both on and off the site. Most problems in construction are attributed to communication 

and reporting problems. Links between the various stakeholders must be built on robust 

communication and reporting systems that allow the acquisition of precise, simple, and accurate 

information. Lack in communication and reporting system can result in the circulation of 

misleading information, which may consequently lead to poor decision-making. 
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The overall goal of this research was to develop a framework capable of addressing each of the 

aforementioned research questions to enhance reporting documentation, communication, and 

sharing practices in both the planning and the execution and control phases of construction 

projects. This research designed a two-phased framework to achieve the following objectives: 

Objective 1: Automate the identification and extraction of contract-related documentation 

requirements.  

Objective 2: Predict and analyze the overhead costs and durations associated with contract-

related documentation. 

Objective 3: Develop novel approaches for improving and streamlining contract-related 

documentation and establishing performance indicators to quantify proposed 

improvements. 

Objective 4: Quantify and streamline documentation workflows, with a focus on people 

and communication. 

1.3 Scope of Research 

In this thesis, the quantification and streamlining of documentation workflows by focusing on 

people and communication (Chapter 4) was limited to construction change order reports. Change 

orders, as one type of construction report, requires effective communication between diverse 

project participants to control delays and costs. Due to their significant impact on project cost and 

time, therefore, change orders were chosen as the document of study in the documentation 
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workflow research.  

1.4 Research Methodology 

This research has developed an innovative framework for managing contract-related reporting 

documentation in construction. The framework is capable of facilitating quick access to reporting 

requirements and streamlining the processes associated with completing these requirements. The 

framework is designed to address the challenges in both the planning and the execution and control 

phases of contract-related reporting documentation processes. The framework employs the power 

of text-mining, machine learning, simulation, Lean techniques, and others to enhance contract-

related reporting documentation in construction. 

The proposed framework consists of four components designed to: 

1. Identify required reporting documents using automated processes,  

2. Estimate the time/cost of the required reporting documents,  

3. Quantify and streamline the reporting documentation workflow by focusing on process 

design, and  

4. Quantify and streamline the reporting documentation workflow by focusing on people and 

communication.  

The proposed framework is illustrated in Figure 1.1.  
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Figure 1.1: An overview of the proposed framework 

In the planning phase, modules 1 and 2 focus on identifying the required contract-related reporting 

documentation and predicting associated effort (i.e., cost and durations) to facilitate the preparation 

of a documentation plan capable of addressing the requirements during the planning phase of the 

project. Here, a set of approaches and tools capable of automatically extracting reporting 

documentation requirements embedded in contract documents was used. Then, a Monte-Carlo 

simulation model was created and used to predict the overhead costs and durations associated with 

completing contract-related reporting documentation. Consideration of specific requirements 
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during the preliminary planning stage can help ensure that (1) an adequate number of personnel 

are available to complete reporting documentation requirements on-time and within budget, 

(2) efficient project documentation systems are implemented, and (3) redundant and/or 

overlapping reporting documentation requirements are addressed prior to project execution. These 

modules are expected to assist decision-makers with the development of a documentation plan, 

including expected time and costs, efficient resource allocation, specialized data collection 

systems, and document template development to more efficiently fulfil client expectations and 

needs.  

In the execution and control phase, module 3 is focused on establishing indicators for the control 

and implementation of construction documentation to measure the performance of the 

documentation process, to facilitate waste reduction in the construction administrative process, 

and to identify areas of improvement. Here, Lean techniques and simulation modeling were used 

to improve process design. Notably, module 3 can be iteratively repeated during the execution 

phase to promote a culture of continuous process improvement. Module 4 is focused on the 

participants of the reporting documentation process to assess their communication and quantify 

the documentation process networks. The communication of project participants is an important 

factor for efficient project documentation and should be assessed periodically during the execution 

of a project. Here, social network analysis was used to identify and provide recommendations to 

eliminate communication bottlenecks, thereby enhancing the documentation process. The use of 

multiple indicators to quantify process performance during the execution and control phase is 

expected to provide decision-makers with the information required to take necessary actions to 
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streamline and smooth the workflow.  

This framework provides practitioners and researchers with systematic guidelines to improve and 

enhance the documentation process to improve functionality and efficiency. Practical application 

of this approach is anticipated to provide decision-makers with the insights necessary to enhance 

contract negotiations, document workflow processes, submittal procedures between clients and 

contractors, and resource allocation, in turn increasing value for all project stakeholders. The 

feasibility and functionality of the proposed framework was validated using practical case studies, 

the results of which have also provided valuable information for practitioners. 

1.5 Thesis Organization 

This thesis is organized following a paper-based format that is consistent with the research 

framework shown in Figure 1.1. The chapters in this thesis are organized as follows: 

Chapter 2 develops a novel methodology to automate the identification of contract-related 

documentation requirements and a method for predicting and analyzing the cost and durations 

associated with document preparation to enhance documentation planning. Documentation 

requirements are extracted using Natural Language Processing (NLP) and Machine Learning 

(ML), and stochastic simulations are then used to predict overhead costs and durations associated 

with document preparation. 

Chapter 3 focuses on how Lean approaches and simulation modeling can be integrated to enhance 

the overall performance of the documentation process by focusing on process design. The 
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proposed methodology is able to quantitatively assess the performance of the documentation 

process, to identify potential improvements to the current process, and to quantitatively predict the 

impact of proposed improvements on future project performance. Providing indicators for the 

control and implementation of construction documentation would increase transparency, to allow 

waste reduction in construction administrative processes, and to identify areas of improvement. 

Chapter 4 focuses on the discovery and quantification of documentation process networks for 

improved efficiency. Social network analysis is employed to quantify and assess communication 

of project participants within documentation networks. Structural properties of various 

relationships in the construction documentation process were analyzed to ensure project members 

efficiently circulate documents in a timely manner. Communication networks of documentation 

process were discovered and modeled at various levels in the study. Then, structural characteristics 

of the communication network and various communication indicators were measured and analyzed 

to better understand the communication performance of project members and to identify 

communication bottlenecks in the process. 

Chapter 5 summarizes the conclusions, research contributions, limitations, and envisioned future 

work of this thesis. 
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Chapter 2  

Automated Extraction and Time-Cost Prediction of 

Contractual Reporting Requirements in Construction Using 

Natural Language Processing and Simulation  

2.1 Introduction 

Work within the construction industry is allocated through construction contracts (Shash and 

Habash, 2020), which include information such as instructions, definitions, supporting statements, 

and contractual requirements that detail the standards and project specifications of the client 

(Barlow et al., 2014). A core component of construction contracts is reporting and information 

requirements, which require contractors to periodically submit various reports detailing different 

aspects of project progress to the client (El-Omari and Moselhi, 2011). As construction projects 

and contracts are becoming increasingly complex, clients are demanding that contractors provide 

more information and reports on different project aspects (Hassan and Le, 2020; Lee et al., 2019). 

Reporting has quickly become a laborious procedure, with construction personnel spending as 

much as 40% of their time gathering field data, organizing and analyzing data, preparing reports, 

and verifying report accuracy (Jeong et al., 2015). 

Although a large administrative burden for contractors (Caldas et al., 2002), the time and resources 

needed to complete reporting requirements—as well as the precise reporting requirements 

themselves—are often unknown and unaccounted for during the preliminary planning stages of a 

project. An integral component of project success, preliminary planning involves, among other 
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activities, the selection of the project management team and the creation of the project 

documentation system. Consideration of specific reporting requirements during the preliminary 

planning stage ensures that (1) an adequate number of personnel is available to complete reporting 

requirements on time and within budget, (2) efficient project reporting systems are implemented, 

and (3) redundant and/or overlapping reporting requirements are addressed prior to the execution 

phase of a project. Contract documentation, however, remains an immature area of practice, with 

the identification of reporting requirements involving the manual reading, interpretation, and 

analysis of hundreds of unstructured textual contract pages to differentiate between statements 

related to requirements and other unimportant texts, such as instructions and definitions. Due to 

the time and effort involved, the manual extraction of reporting requirements is often not 

completed during the preliminary planning stages of a project, with project managers informally 

approximating reporting costs and resource requirements. Indeed, it has been reported that office-

related processes, such as project reporting, continue to suffer from low reliability, where planned 

durations are often underestimated (Pestana et al., 2014).  

The poor estimation of project reporting costs and resource requirements during the preliminary 

planning stages of construction can result in a number of challenges for contractors (ElGindi, 2017; 

Hassan and Le, 2020; Jeon et al., 2020; Levin, 2016). For example, an inadequate number of 

available project management personnel may result in project reports that are submitted late or 

with errors. In the case of certain types of contracts (e.g., cost-plus), reporting costs that exceed 

the preliminary estimate can result in disputes between the contractor and client. Furthermore, a 

lack of understanding of the reporting requirements in the preliminary stages of a project may 
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prevent contractors from increasing reporting efficiency during the construction phase through the 

consolidation of redundant reporting requirements or by optimizing the composition of the project 

management team. As such, the ability to quickly, accurately, and automatically extract reporting 

requirements and predict associated costs is expected to have a notable impact on project 

performance (ElSawy et al., 2011). Although text-mining techniques, such as information 

extraction, text classification, and other predictive analytics, have been used by researchers to 

develop requirement extraction models (Hassan and Le, 2020; Jallow et al., 2017; Lee et al., 2019), 

existing models are not fully automated, do not provide high requirement extraction accuracy, and 

lack a cost-and-time prediction component. Methods capable of automatically extracting 

contractual reporting requirements and predicting the time and costs associated with report 

preparation, therefore, remain relatively unexplored.  

To address this challenge, this study has developed a framework capable of (1) automating the 

identification and extraction of reporting requirements and (2) predicting and analyzing the 

overhead costs and durations associated with report preparation. The framework employs Natural 

Language Processing (NLP) and Machine Learning (ML) techniques to automate the extraction of 

reporting requirements, and uses stochastic simulation to predict the durations and costs associated 

with report preparation using historical project data. Real contractual documents from an actual 

case study were used to (1) develop and refine the reporting requirement extraction module and 

(2) demonstrate the functionality and validity of the complete framework. This framework 

provides practitioners and researchers with an automated tool to more efficiently identify reporting 

requirements and quantify the time and costs associated with report preparation. Practical 
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application of this approach is anticipated to provide decision-makers with the insights necessary 

to enhance contract negotiations, reporting workflow processes, and submittal procedures between 

clients and contractors, in turn increasing value for all project stakeholders. 

2.2 Research Background 

2.2.1 Construction Reporting 

Many problems in the construction industry involve communication and reporting procedures, 

with ineffective reporting systems leading to poor project management (ElGindi, 2017; Jafari et 

al., 2020; Morgan, 2010). Construction reports, therefore, are often required by clients as a means 

of monitoring project progress, estimating production rates, and resolving disputes and claims 

(Jeong et al., 2015). Project reporting involves the collection and structuring of large volumes of 

site data from numerous field management activities by many site personnel on a frequent—even 

daily—basis (Lee et al., 2020; Shrestha and Jeong, 2017). Given the amount of preparation work 

required together with the frequency of submittals, reporting has become a time- and effort-

intensive procedure that can result in notable increases in overhead costs of the project. 

Various construction field management tools have been developed to establish project reporting 

systems tailored to the needs of contractors, while ensuring the reporting requirements of projects 

are met (Barlow et al., 2014; Jeong et al., 2015; Lee et al., 2020). For example, Russell (Russell, 

1993) developed a daily construction project management system that rapidly reports and shares 

site information and project progress status between project participants. Similarly, Shiau and 

Wang (Shiau and Wang, 2003) developed a construction management information system 
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consisting of daily reports as well as cost management and design-change management modules 

to compile daily site management information. El-Omari and Moselhi (El-Omari and Moselhi, 

2011) proposed a model to facilitate automated data acquisition from construction sites by 

deploying an information technology platform. Their goal was to integrate automated data 

acquisition technologies to collect required data for progress measurement purposes to support 

efficient time–cost tracking and control of construction projects (El-Omari and Moselhi, 2011). 

Following the same line of work, Lee et al. (Lee et al., 2020) proposed an approach to 

automatically generate daily reports from text messages exchanged through a commonly used text 

messaging system.  

It is important to note that the aforementioned models were primarily focused on effective data 

acquisition, information flow, and communication to facilitate the monitoring of site work, 

incurred costs, and potential challenges (El-Omari and Moselhi, 2011; Omar and Nehdi, 2016). 

Although these studies have addressed the downstream aspect of reporting, they have been 

developed with the assumption that reporting requirements are already defined and known in 

advance. In practice, however, reporting requirements for complex types of construction, such as 

oil and gas or infrastructure projects, often differ between projects and from contract-to-contract, 

making the time, resources, and costs associated with report preparation difficult to approximate. 

Methods for automating the extraction of contractual reporting requirements or the estimation of 

time and cost implications associated with reporting, however, remain relatively unexplored.  

Importantly, the lack of research literature in the area of contract documentation is not indicative 
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of the practical importance of this issue. Discussions with experienced professionals at a 

construction company in Alberta, Canada, revealed that contractors are very interested in 

techniques that can support the extraction, management, and time–cost prediction of reporting 

requirements. Once considered an obligatory and static activity, contractors are beginning to 

explore methods capable of enhancing the planning, and therefore efficiency and cost, of project 

reporting—particularly for complex types of construction where contracts are often specific to 

each individual project. 

2.2.2 NLP Applications in Construction 

To avoid unnecessary changes, rework, and potential claims, contractors must thoroughly analyze 

construction contracts and specifications to ensure that client requirements are identified, 

managed, and fulfilled (Jallow et al., 2017). The traditional approach of identifying reporting 

requirements involves the manual reading, interpretation, and analysis of hundreds of unstructured 

textual contract pages to differentiate between statements related to requirements and other 

extraneous text (e.g., instructions and definitions). Techniques capable of accelerating the 

reporting requirement extraction process, therefore, represent a key prerequisite for the 

development of an automated time–cost prediction model.  

Natural Language Processing (NLP) is an area of Artificial Intelligence (AI) that focuses on the 

development of techniques to analyze, process, and extract information from natural human 

language. Applications include machine translation, speech recognition, and automated content 

analysis (Manning and Schutze, 1999). In construction, a large number of project documents are 
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generated in text format (Tixier et al., 2016). The use of NLP techniques to organize and improve 

access to information contained in these types of documents is becoming ever more essential for 

effective construction management (Caldas et al., 2002), with NLP techniques being increasingly 

applied in construction research (Fan and Li, 2013; Tixier et al., 2016; Zhang et al., 2020). Caldas 

et al. (Caldas et al., 2002), for instance, employed NLP techniques to automate the classification 

of construction documents to improve organization of and access to information within 

interorganizational systems. Al Qady and Kandil (Al Qady and Kandil, 2015) also developed an 

automated classification system of construction documents according to their semantic 

relationships. Fan and Li (Fan and Li, 2013) used NLP for the automatic retrieval of similar cases 

from an electronic case repository of construction accidents. 

Text classification, a subfield of NLP, is an automated process for classifying text into categories 

(Manning et al., 2008; Russell and Norvig, 2002). Text classification is divided into rule-based 

and Machine Learning (ML)-based methods (Manning et al., 2008). Rule-based text classification 

categorizes text using a manually defined pattern to create rules; in contrast, under ML-based text 

classification, a machine learns how to classify text on its own using data. A variety of text 

classification models have been developed for the construction domain. For example, Salama and 

El-Gohary (Salama and El-Gohary, 2016) developed a hybrid semantic, multilabel ML-based text 

classification algorithm for classifying clauses and subclauses of general conditions to support 

automated compliance checking. Lee et al. (Lee et al., 2019) proposed a rule-based model to 

automatically detect risk-related sentences of contracts to support contract risk management for 

construction contractors. Zhong et al. (Zhong et al., 2020) combined NLP and convolutional neural 
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networks to develop a classification model capable of automatically classifying accident narratives 

to support safety management on site. Zhou and El-Gohary (Zhou and El-Gohary, 2016) proposed 

an ontology-based, multilabel text classification approach for classifying environmental regulatory 

clauses to support automated compliance checking in construction, and Hassan and Le (Hassan 

and Le, 2020) proposed a domain-specific classification model to identify client requirements from 

construction contracts. It is important to note that the implementation of existing text classifiers to 

different applications remains limited, as text classification models, text features, and performance 

requirements vary greatly across domains and applications (Salama and El-Gohary, 2016). 

Designed for a specific domain, the aforementioned text classifiers and are not well-suited for 

applications that require alternate classification structures.  

2.2.3 Research Gap 

Despite these advancements, research focused on enhancing the management of contractual 

reporting requirements remains relatively unexplored and fragmented. Most of the studies in the 

area of construction reporting have focused on the development of systems that improve data 

acquisition, information flow, and communication. While other studies, such as those mentioned 

previously, have deployed NLP and AI to automate information retrieval and extraction from 

construction contracts, the text approaches used to develop these requirement extraction models 

are limited by a lack of full automation, low extraction accuracy, and the absence of a cost–time 

prediction component (Hassan and Le, 2020; Jallow et al., 2017; Lee et al., 2019). Indeed, a review 

of construction literature could not identify any established study capable of automatically 

extracting reporting requirement statements from hundreds of pages of contractual and project 
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specification documents. 

2.3 Framework Overview 

To address the gap existing in literature, this study developed a novel, NLP-based framework for 

the automated extraction and time–cost prediction of contractual reporting requirements in 

construction. The framework consists of two modules, namely the (1) automatic extraction of 

reporting requirements module and (2) prediction of reporting time and cost module that are linked 

as illustrated in Figure 2.1.  

The first module, hereafter referred to as the extraction module, is responsible for identifying 

statements in contract or project specification documents that prescribe reporting requirements. 

Contract documents and project specifications are input into the NLP model. Relevant text is 

extracted from the documents and is transformed into a format that is compatible with the text 

classification models. 
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Figure 2.1: Proposed framework for automated requirement extraction and time/cost prediction 

Text classification algorithms are then used to classify contractual and project specification 

statements as either a (1) reporting requirement or (2) non-reporting statement. Both rule-based 

and ML-based text classification methods can be used to classify statements; application of either 

method will depend on the specific requirements of the user. While rule-based text classification 

is more time-consuming than ML-based classification due to the involvement of manual rule 

development, rule-based classification commonly results in higher precision and recall (Manning 

et al., 2008). ML, on the other hand, makes it possible to automatically classify text, provided that 

sufficient learning opportunities are available (Russell and Norvig, 2002).  
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The second module, hereafter referred to as the prediction module, is responsible for generating 

relevant time–cost predictions. Reporting requirements output from the extraction module are used 

by practitioners to prepare a list of required reports and their associated submittal frequencies that 

are then input into the prediction module. Estimates of the time required to prepare a specific report 

are used as inputs. Then, a Monte Carlo simulation model, which uses random sampling to obtain 

numerical results or a probability distribution (Hastings, 1970), is used to predict the cost 

associated with report preparation based on project duration and historical data. 

Although distinct, the practical functionality of these two modules increases considerably when 

used together. Manual extraction is very tedious and time-consuming, and contractors do not have 

enough time during the bidding stage to identify the contract requirements and plan accordingly. 

Because of the ability of the extraction module to quickly extract reporting requirements, the 

prediction module can now be applied in a more impactful stage of the project life-cycle (i.e., pre-

construction bidding and planning stages). Specifically, the outputs of the prediction module can 

be used to (1) ensure that sufficient cost and time contingencies for report preparation are included 

in bid estimates, (2) engage in negotiations to reduce redundant reporting requirements before 

finalizing contracts, and (3) improve resource allocation. 

2.4 Extraction Module 

Development of the extraction module was completed in three main steps, namely (1) data 

preparation and pre-processing, (2) development and training of text classification models, and (3) 

evaluation of model performance. Ten contractual and specification documents of an oil-and-gas 
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project were supplied by a private Canadian construction contracting firm and were used to 

develop the extraction module. Python (Python, 2018), an open-source programming language, 

was used to automate module development steps. 

2.4.1 Data Preparation and Pre-processing  

Data preparation and pre-processing transformed raw data into a labeled dataset that was used to 

develop and train the text classification models. This involved the (1) extraction of textual data 

from documents, (2) manual assignment of labels to extracted statements, and (3) cleaning of 

labeled data. An overview of the data preparation process is illustrated in Figure 2.2. 

 

Figure 2.2: Data preparation and pre-processing 

Documents, which were provided in an imaged portable document format (i.e., .pdf), were first 

converted into a standard, processable text format (i.e., .txt) using Optical Character Recognition 

(OCR). Next, text documents were automatically segmented into individual text statements using 

document formatting. A total of 8943 text segments were extracted from 10 contractual and project 

specification documents. Since pre-labeled textual construction datasets are not as readily 
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available as other domain applications, such as movie reviews or twitter messages (Priyanka et al., 

2019), extracted statements were labeled manually. A label of “true” was manually applied to 

statements prescribing a reporting requirement, while a label of “false” was applied to non-

reporting statements. A sample of the labeled dataset is presented in Figure 2.3. 

 

Figure 2.3: Sample contract document (left) and annotated dataset (right) 

Data were then structured into a single, comma-separated values (.csv) file, with text statements 

stored in the first column and the document name and associated page stored in subsequent 
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columns. The last column contained the pair label (i.e., type: true/false) of each statement. The 

labeled dataset was validated by domain experts to ensure accuracy of the manual labels. The final 

dataset used in the study included 340 reporting requirements and 8603 non-reporting statements. 

The final dataset was then cleaned to reduce data noise and enhance the quality of data used to 

train the text classification models. First, text was converted to a lowercase form to ensure identical 

words were treated as like terms (e.g., “Submit” and “SUBMIT”). Then, punctuation was removed 

from the text. In addition to text in the main body of the document, OCR extracted text from 

footers, page numbers, headers, annotations, and footnotes. This text acted as data noise for the 

text classification algorithms and was, therefore, removed. Then, tokenization was used to divide 

text statements into words (i.e., tokens) and to convert text into a feature vector form to prepare 

text for feature engineering and further analysis (Grefenstette and Tapanainen, 1994). Stop-words, 

which are frequent words such as conjunctions, prepositions, and pronouns (e.g., the, for, so, is, 

of, and a) that do not carry relevant information for text classification, were removed using a 

standard English stop-word list (Manning and Schutze, 1999). Lemmatization and stemming were 

applied to reduce the number of features through word grouping. While word stemming groups 

words by removing prefixes and/or suffixes to conflate words to their original root (Porter, 1980), 

lemmatization groups words subsequent to a full morphological analysis. Once data cleaning was 

completed, the dataset was randomly split into training (80%) and testing (20%) sets, which were 

used to train the text classifiers and to evaluate classifier performance, respectively. 
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2.4.2 Rule-Based Classification 

In the rule-based classification approach, a set of hand-coded “IF-THEN” rules that define the 

label assignment criteria for a certain category were prepared (Lee et al., 2019). These rules were 

iteratively constructed and refined to improve accuracy of the classifier. The process used to 

develop the rule-based classification model is depicted in Figure 2.4. 

 

Figure 2.4: Rule-based classification 
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Accurate filtering of reporting requirements from contractual documents requires the development 

of robust and comprehensive rules. Although keywords, such as “report” and “submit,” may be 

helpful in identifying certain reporting requirements, construction contracts also contain key 

phrases, such as “shall be reported/submitted,” which indicate that a report or deliverable must be 

provided contractually. It is important to note that keywords alone cannot distinguish a reporting 

requirement from any other contractual requirement. As such, critical phrases were extracted using 

text analytics. Using the training dataset, the rule-based model was used to extract n-grams (i.e., a 

sequence of co-occurring words as a single token) from the textual statements. The most common 

n-grams (i.e., phrases) appearing in the reporting requirement statements are summarized in Figure 

2.5. 
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Figure 2.5: Most common n-grams in reporting requirement statements 

To avoid errors, a list of n-grams specific only to the “true” category was prepared. N-grams 

common to both the “true” and “false” categories were removed. The final rules consisted of four 

different sets of n-grams capable of discerning between “true” and “false” statements, namely uni-

grams, bi-grams, tri-grams, and quad-grams representing single-, two-, three-, or four-word 

phrases, respectively. These four sets of n-grams were developed to evaluate the effect of each n-

gram set on the performance of the rule-based text classifier. N-grams were flagged as rules, with 

each rule consisting of a pattern and a predicted category. N-grams in each N-gram set were closely 
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monitored, and rules for each statement were evaluated. Each rule was added, one-by-one, to the 

text classification model. Predicted labels were then compared to actual labels, and classifier 

performance was calculated. If the performance (i.e., accuracy) increased with the addition of the 

rule, the rule was retained. If not, the rule was removed. This was repeated for each rule of each 

n-gram until a final list was created. 

2.4.2.1 Performance of Rule-Based Classification Models  

Performance of the text classification models were evaluated using accuracy, precision, recall, and 

F1-score, which were calculated using Equation (2.1) through Equation (2.4), respectively, 

Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 (2.1) 

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (2.2) 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2.3) 

F1- score =  
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 (2.4) 

where TP are true positives (i.e., statements correctly labeled ‘true’), FP are false positives (i.e., 

statements incorrectly labeled ‘true’), TN are true negatives (i.e., statements correctly labeled 

‘false’), and FN are false negatives (i.e., statements incorrectly labeled ‘false’).  

Accuracy (Equation (2.1)) is defined as the percentage of correctly classified statements over the 

total number of statements in the testing set. Recall (Equation (2.2)), is defined as the percentage 

of true positives identified by the model. Precision (Equation (2.3)) is defined as the percentage of 
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positives that are correctly labeled (Buckland and Gey, 1994). Finally, the F1-score (Equation 

(2.4)), combines precision and recall to provide an overall assessment of model effectiveness. 

Recall is considered to be the most critical performance metric in the context of requirement 

extraction, where the extraction of all reporting requirements is the primary objective. For instance, 

a model may have low performance accuracy because it results in a larger number of false positives 

(i.e., non-reporting statements labeled as requirements). However, the model may have high recall 

results (i.e., 100%) if it is able to correctly label all reporting requirements as ‘true.’ 

Specific rules for text processing were developed and applied to improve results of the rule-based 

classification model. Initial tests were conducted on different n-gram sets. The testing approach 

was conducted in an iterative manner, and results from 24 different combinations of n-grams and 

text pre-processing techniques (e.g., stop-word removal, lemmatization, etc.) were compared. The 

four sets of n-grams extracted from the training set are summarized in Table 2.1. The total number 

of rules generated increased with the number of n-grams (Table 2.1). Using the process 

summarized in Figure 2.4, the number of rules maintained for each n-gram was considerably 

reduced for all n-gram sets (Table 2.1). For example, of the 2363 rules generated for the bi-grams 

set, only 38 rules were retained. Accuracy was increased from 97%, using uni-grams, to 99%, 

using bi-grams, yet was decreased to 98% and 97% using tri- and quad-grams, respectively. 

Although differences between n-gram sets were minimal, optimal accuracy was achieved using 

the retained bi-gram rules. The impact of adding the first 10 and the last bi-gram rule on model 

accuracy is visualized in Figure 2.6. 
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Table 2.1: Number of generated and retained bi-gram rules and associated accuracy 

N-Gram Set 
Number of Generated 

Rules 

Number of  

Retained Rules 

Maximum  

Accuracy (%) 

Uni-Grams 118 8 97 

Bi-Grams 2,363 38 99 

Tri-Grams 3,762 38 98 

Quad-Grams 4,268 34 97 

 

Figure 2.6: Impact of adding bi-gram rules on the accuracy of the rule-based text classifier 

The first bi-gram rule, “report shall”, resulted in an accuracy of 95.3%. The third bi-gram, “shall 

submit”, further increased the accuracy of the classifier to 96.7%. The 37 rules added after “shall 

submit” collectively increased performance by 3.97% to 99.3%. 

The impact of stop-word removal, lemmatization, and stemming on the performance of text 

classification models is known to differ based on the textual context and application. As such, the 

impact of stop-word removal and lemmatization/stemming were evaluated. Various experimental 
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scenarios examining the impact of n-gram sets, stop-word removal, and lemmatization on model 

performance are summarized in Table 2.2. 

Uni-grams had the lowest performance for both experimental scenarios (Table 2.2), and bi-grams 

demonstrated the highest performance in all three metrics in the base condition (Scenario 1). 

Table 2.2: Effect of n-gram sets and data pre-processing on performance of rule-based 

classification for two experimental scenarios 

N-Gram 

Set 

Class 

Label 

Scenario 1: 

Without Lemmatization  

Stop-Words Retained 

Scenario 2: 

With Lemmatization 

Stop-Words Removed 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Uni 
True 

False 

91 

98 

56 

100 

69 

99 

93 

98 

55 

100 

69 

99 

Bi 
True 

False 

100 

99 

86 

100 

92 

100 

96 

99 

88 

100 

92 

100 

Tri 
True 

False 

99 

99 

86 

100 

92 

100 

98 

98 

71 

100 

83 

99 

Quad 
True 

False 

100 

99 

74 

100 

85 

99 

100 

97 

49 

100 

49 

99 

 

When stop-words were removed and lemmatization was applied, bi-grams had the highest recall 

and F1-score, with precision only differing marginally from other n-grams. Interestingly, 

lemmatization and stop-word removal resulted in a 2% increase in the recall of the bi-gram 

classifier, while the recall of the other n-gram sets decreased (Table 2.2). Notably, the F1-score of 

tri-grams (without lemmatization and with stop-words retained) was equal to the F1-score of bi-

grams (with lemmatization and with stop-words removed). This result is expected as, in some 
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cases, removing stop-words from tri-grams transforms them into bi-grams. For example, when the 

stop-word “be” is removed from the tri-gram “shall be submitted”, the bi-gram “shall submitted” 

results. Given the importance of the recall measurement when extracting reporting requirements, 

and based on the findings that bi-grams resulted in the highest model accuracy (Table 2.1) and 

recall (Table 2.2), bi-grams are selected as the optimal classifier for rule-based text classification. 

2.4.3 Machine Learning-Based Classification 

In contrast to rule-based classification, the alternate classification approach used in the present 

study was supervised ML models, with the learning process driven by previous knowledge of the 

data (Salama and El-Gohary, 2016). In ML algorithms, a general inductive process automatically 

builds a classification model for each class by observing the characteristics of a set of manually 

classified statements. The ML-based text classification approach is summarized in Figure 2.7. 

 

Figure 2.7: Machine learning-based text classification method 

To ensure compatibility with computer processors, words were first converted into a numeric 

format using feature engineering. Here, raw text data were transformed into feature vectors, and 

new features were created using the dataset. Different methods were used to create relevant dataset 



 

35 

 

features prior to input into the text classification algorithm (Forman, 2003). 

Two approaches for constructing representation vectors, namely count vectors and term frequency-

inverse document frequency (TF-IDF) vectors, were implemented. Count vectors are a matrix 

representation of the dataset, where every row represents a statement, every column represents a 

word, and every cell represents the frequency count of a particular word (i.e., either zero or a real 

number) in a particular statement (Sebastiani, 2002). Words that appear in many textual statements 

are considered less meaningful and, therefore, each vector component (i.e., a word) can be weighed 

based on the number of statements in which the word appears. Another approach for constructing 

representation vectors is TF-IDF, which is a technique designed to identify important terms in a 

dataset by weighing a term’s frequency (TF) together with its inverse document frequency (IDF), 

which weighs down high-frequency domain-specific terms while scaling up rare terms (Sebastiani, 

2002). In TF-IDF vectors, terms can be extended to include characters and n-gram-level models, 

such as uni-gram (i.e., words), bi-grams (i.e., pairs of words), as well as tri and quad-grams (i.e., 

phrases). The TF-IDF of terms are calculated using Equation (2.5) (Sebastiani, 2002), 

TF-IDF= 
𝑡𝑓𝑖

𝑇
 × (1 + 𝑙𝑜𝑔 (

𝑁

𝑁𝑖
)) (2.5) 

where 𝑡𝑓𝑖  is the frequency of term 𝑖  in the statement, T is the total number of words in the 

statement, N is the total number of statements, and 𝑁𝑖 is the number of statements containing term 

𝑖. 

For the proposed method to be feasible in practice, retraining and prediction (Valieva et al., 2021) 
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must be completed within a relatively short period of time. As such, models that required longer 

than an hour to be fine-tuned and retrained (e.g., deep learning algorithms) were excluded from 

this study to ensure applicability of this research. Based on this criterion, four popular supervised 

ML algorithms, which have been shown to perform differently depending on the application and 

domain (Hassan and Le, 2020; Salama and El-Gohary, 2016), were implemented to build the ML-

based text classification model. Characteristics of the ML algorithms are summarized as follows: 

Naïve Bayes (NB) is a simple algorithm, based on the Naïve Bayes Theorem, that is used for 

solving practical domain problems including text classification (Witten et al., 2016). Because it 

assumes that every feature is conditionally independent of other features for a given class label, 

computational cost of applying the NB algorithm is comparatively low. 

Logistic Regression (LR) is a linear statistical ML algorithm that correlates discrete categorical 

dependent features with a set of target variables (Witten et al., 2016). It is a complex form of linear 

regression that can predict data probability for predefined categories. 

Random Forest (RF) is a supervised ML method based on ensemble learning that involves the 

construction of multiple decision trees during training. Outputs are classes that are averaged or 

voted the most by individual trees (Breiman, 2001). Decision Tree algorithms, such as the RF 

classifier, are often used to combat imbalanced classes, such as the scenario described here, where 

the number of non-reporting statements considerably exceeds the number of reporting 

requirements. 

Extreme Gradient Boosting (XGBOOST) is a scalable ML system based on gradient boosting 
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(Chen and Guestrin, 2016). It generates a strong classifier by iteratively updating parameters of 

the former classifier to decrease the gradient of loss function. XGBOOST has superior 

performance in supervised ML, with high accuracy and low risk of overfitting. 

2.4.3.1 Performance of ML-Based Classification Models 

The final step in the development of the extraction module was the evaluation of the various ML-

based text classification models. The performance of ML-based text classification algorithms is 

highly dependent on feature selection (i.e., domain dependent), type of ML techniques, and 

training datasets (Salama and El-Gohary, 2016). Therefore, all possible combinations of text pre-

processing, feature engineering, and ML algorithms—resulting in 160 exhaustive combinations—

were evaluated. Various conditions of text pre-processing approaches, such as stop-word retention 

or removal with or without the implementation of stemming and/or lemmatization, were tested to 

evaluate the effect on model performance. While the methodology was conducted in an iterative 

manner to allow for the detailed comparison of results, only a subset of the results is presented to 

maintain brevity. 

The effect of using lemmatization or stemming is illustrated in Figure 2.8. Stemming improved 

classification accuracy of LR and XGBOOST algorithms, while lemmatization marginally 

improved the accuracy of NB and RF algorithms. Notably, the difference in classification 

performance accuracy between the two text pre-processing techniques was negligible, ranging 

from 0.03% to 0.4% (Figure 2.8). The XGBOOST algorithm with stemming applied resulted in 

the highest accuracy (98.4%). 
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Figure 2.8: Impact of lemmatization and stemming on performance of Naïve Bayes (NB), 

Logistic Regression (LR), Random Forest, and Extreme Gradient Boosting (XGBOOST)-based 

machine learning algorithms 

The recall, precision, and F1-score of the different ML algorithms were evaluated (Figure 2.9). 

Given that XGBOOST was found to have the highest accuracy with stemming, stemming was 

applied to all ML techniques prior to performance metric evaluation. The ML algorithms exhibited 

relatively similar recall values of over 98% for non-reporting statements (i.e., “false”). 

In contrast, recall values for reporting requirements (i.e., “true”) varied considerably amongst the 

various ML algorithms. The NB algorithm resulted in the lowest “true” recall value (66%), 

whereas LR, RF, and XGBOOST algorithms resulted in “true” recall values of 74%, 74%, and 

81%, respectively. The lower recall values and increased variability observed for the “true” class 

is likely due to the imbalanced distribution of statements in the contractual documents used (340 

“true” requirements versus 8603 “false” statements). In terms of precision, RF, LR, and 

XGBOOST resulted in “true” precision results of 100%, 87%, and 87%, respectively. The 
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XGBOOST algorithm exhibited the highest recall (Figure 2.9) and accuracy (Figure 2.8) results 

for both the “true” and “false” classes and the second-highest F1-score and precision 

measurements. 

 

Figure 2.9: Performance measures of machine learning algorithms using uni-gram text 

classifications and word stemming 

Variations in recall when using different n-gram sets for both the “true” and “false” class were 

evaluated and illustrated in Figure 2.10. As discussed previously, higher recall values were 

observed for non-reporting statements (i.e., “false” class). Uni-grams resulted in higher “true” 

recall values compared to bi-grams for all classification algorithms except the NB algorithm. The 

combined use of uni-grams and bi-grams with the LR and XGBOOST classification models 

yielded the highest “true” recall performance, with values of 77% and 87%, respectively. 
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Figure 2.10: Impact of n-gram sets on recall performance of machine learning models 

It is important to note, however, that a number of factors, such as dataset size, can influence the 

performance of ML models. The hyper-parameters of the ML models, therefore, must be tuned to 

specific data (Bergstra and Bengio, 2012). Here, hyperparameters were objectively changed, one-

by-one, to mitigate overfitting and improve classifier performance. After identifying optimal 

hyperparameters (i.e., a single set of well-performing hyperparameters), the model was retrained 

with the full training dataset, and the testing dataset was re-evaluated. 

The two models that were examined were the RF and XGBOOST algorithms, as they have many 

parameters, and the impact of their hyperparameters is significant. Table 2.3 summarizes the 

values of the four performance metrics of these two classifiers before and after fine-tuning of their 

hyperparameters. Fine-tuning parameters improved recall, precision, and F1-score measurements 
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for both classifiers under both classes. The largest improvement for both the RF and XGBOOST 

models was observed for the “true” class. XGBOOST achieved the highest recall and F1-scores 

after fine-tuning for both the “true” and “false” classes at 89% and 100% for recall and 92% and 

99% for F1-score, respectively. The results demonstrated that fine-tuning hyper-parameters to 

optimize parameter value by analyzing their impact, in terms of over- and underfitting, results in 

increased model robustness. 

Table 2.3: Effect of fine-tuning hyper-parameters on performance metrics of Random Forest (RF) 

and Extreme Gradient Boosting (XGBOOST)-based machine learning algorithms 

Metrics Class Label 
RF XGBOOST 

Before After Before After 

Accuracy - 97.8 98 98.4 98 

Precision 
True 

False 

99 

98 

100 

98 

87 

99 

96 

99 

Recall 
True 

False 

59 

100 

74 

100 

81 

99 

89 

100 

F1-score 
True 

False 

73 

99 

85 

99 

84 

99 

92 

99 

Altogether, ML-based performance measurements revealed that the XGBOOST model 

outperformed the other ML algorithms in terms of accuracy (Figure 2.8) and recall (Figure 2.10) 

performance. Accordingly, the XGBOOST model is selected as the optimal classifier for ML-

based text classification. 

2.4.4 Comparison of Classification Models 

Performance results achieved by the best-performing rule-based and ML-based classifiers are 

summarized in Table 2.4. Under the rule-based classifier, application of the bi-gram rule set with 
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lemmatization and stop-word removal resulted in accuracy and “true” recall values of 99% and 

88%, respectively (Table 2.4). Comparatively, application of the XGBOOST-based machine 

learning algorithm resulted in accuracy and “true” recall values of 98% and 89%, respectively. 

Table 2.4: Performance of rule-based versus machine learning-based text classification models 

Metrics Class Label Rule-Based ML-Based 

Accuracy - 99 98 

Precision 
True 

False 

96 

99 

96 

99 

Recall 
True 

False 

88 

100 

89 

100 

F1-Score 
True 

False 

92 

100 

92 

99 

The patterns used to construct the rules in the rule-based model were manually defined, requiring 

more effort in terms of rule preparation. It is also important to note that the results of the rule-

based model are quite sensitive to input rules: adding or removing a specific rule may have a 

considerable impact on classifier performance. Alternatively, the ML-based text classification 

model learns the classification process by using training data. In this regard, the results of the ML 

model are sensitive to the number of training sets, performing best in the presence of more data. 

Given the results provided in Table 2.4, the choice of classification model depends on the 

availability of training data for the ML- based model or the level of effort able to be invested for 

rule construction in the rule-based model. 

2.5 Prediction Module  

The prediction module is used to estimate the time, resources, and cost needed to fulfill the 
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reporting requirements. Module inputs include (1) the list of reports prepared by subject-matter 

experts using outputs of the rule-based or ML-based extraction module that describe the types and 

submittal frequencies of the reporting requirements, (2) the resources, time, and hourly rate 

associated with each reporting requirement, and (3) estimated project duration. To account for 

underlying uncertainties in model inputs and outputs, a Monte Carlo simulation model is 

employed, with uncertain parameters (e.g., report preparation time and project duration) input as 

probabilistic distributions derived from historical data. If sufficient historical data are unavailable, 

probabilistic distributions, such as a triangular distribution with minimum, most likely, and 

maximum values reported by experts, can be input into the model instead (AbouRizk and Halpin, 

1992). The Monte Carlo simulation is then run for multiple iterations, with each iteration randomly 

selecting a value from each parameter’s distribution. Outputs of the model include the predicted 

(1) time, (2) cost, and (3) distribution among the various personnel types to complete the reporting 

requirements. 

2.6 Case Study 

An oil-and-gas project led by a private Canadian construction contracting firm was used to 

demonstrate the proposed framework. The project was considered a small-size project by the 

contractor and was awarded by the client to the contractor through a cost-plus contract type. This 

project was completed before the initiation of this research study. Actual durations of report 

preparation were not recorded by the contracting firm. 
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2.6.1 Data Collection 

While manual extraction of reporting requirements is not required for future construction contracts, 

manual extraction was required, here, for initial development of the extraction module. As such, 

and for this case study only, the list of manually extracted reporting requirements from the set of 

contract documents detailed in Section 2.4.1 were input into the model. Notably, outputs of the 

rule-based or ML-based extraction module can be used to prepare a list of required reports and 

their submittal frequencies for input into the simulation model for resource prediction of future 

contracts. 

Since report preparation times were not recorded by the project team, the minimum, most likely, 

and maximum values for the preparation time of each report were provided by company experts 

based on prior experience. Individual labor rates for each personnel type were not provided by the 

industrial partner; therefore, an average labor rate of 60 CAD per hour was input into the model. 

A subset of the data is summarized in Table 2.5. 

Table 2.5: Sample of report preparation-associated input data 

Report Name Frequency Resources 
Time (Minutes) 

Min, Most Likely, Max 

Daily Update:  

work plan and 

estimated progress 

Daily 

1 Safety Coordinator 

1 Project Manager 

4 Superintendents 

1 Quality Controller 

45, 60, 75 

Equipment Log Bi-weekly 1 Project Coordinator 90, 120, 150 

Installation Work 

Package Report 
Bi-weekly 

1 Project Controller 

1 Scheduler 

1 Project Manager 

210, 240, 270 
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3-Week Look-Ahead 

Schedule 
Bi-weekly 

1 Project Control 

1 Scheduler 

1 Project Manager 

360, 420, 480 

2.6.2 Results and Discussion 

2.6.2.1 Extraction Module  

A sample of the extracted reporting requirements is illustrated in Figure 2.3. As detailed in Section 

2.6.1, 340 individual reporting requirements and their submittal frequencies were identified from 

over 500 contract pages. Although quite high (88%, Table 2.4), the recall of the current extraction 

module is not 100%. Sufficient for planning purposes, the extraction module should not be used 

as the only means of requirement extraction during the execution phase of a project. A manual 

review during the execution phase should continue to be performed until the ability of the 

framework to consistently extract 100% of reporting requirements is achieved. Failing to 

determine the exhaustive list of submittals and information deliverables required by the client can 

result in claims and litigations, subjecting both parties to disputes and conflicts that could have 

been prevented. Nevertheless, manual extraction is also prone to error, and the use of the extraction 

module as an adjunct tool during the execution phase of a project is strongly recommended. The 

list of reporting requirements extracted manually and by the automated extraction module should 

be compared to identify requirements that may be missing from the manually extracted list. 

2.6.2.2 Prediction Module  

The Monte Carlo simulation model was run for 100,000 iterations, as increasing the number 

iterations beyond 100,000 slowed the execution speed without resulting in a notable impact on 
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output results. The total duration and cost associated with the requirement reporting process was 

calculated using the probability distributions defined for each report. In each iteration, random 

numbers were sampled from the preparation time distributions of each report type, and a total 

reporting duration (or total cost) was achieved as the cumulative time (or cost) of all reports for 

that iteration. Total reporting duration (or cost) values of each iteration were then used to form a 

distribution of total reporting time, as shown in Figure 2.11. 

 

Figure 2.11: Predicted cumulative report preparation time as a distribution 

The mean value for the cumulative report preparation time was 5083 labor-hours (σ = 142) for the 

project life cycle. The simulation was then run again using an average rate of 60 CAD per hour; 

here, the mean value of the total cost associated with the reporting process was calculated to be 

$304,939 (σ = $8538), as shown in the predicted cost distribution in Figure 2.12. Notably, 

including individual labor rates for each personnel type will increase the accuracy of the 

framework’s results. 
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Figure 2.12: Predicted cumulative cost of reporting 

The distribution of report preparation time between various personnel types is summarized in 

Figure 2.13. The plurality of the cumulative report preparation time (31%) was associated with the 

project manager, who must review and approve most reports. Based on the mean cumulative 

duration of 5083 h (Figure 2.11), the project manager is expected to spend an estimated 1576 h 

(or, assuming a 9-h work day, 175 days) completing reporting requirements. With a provided 

project duration of 4400 h, the project manager is estimated to be performing reporting activities 

36% of the time. Similarly, two other highly utilized resources were the project control team (28%) 

and scheduler (28%), who are responsible for collecting, merging, and overseeing the preparation 

of various report types. Together, these two resources will spend an estimated 2846 h (or 316 days) 

completing reporting requirements—equal to 32% of their time. 
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Figure 2.13: Distribution of report preparation time between personnel types 

2.6.3 Framework Validation 

2.6.3.1 Validation of Extraction Module  

The extraction module underwent extensive validation testing. Here, reporting requirements were 

manually extracted and compared to the list of reporting requirements identified using the 

extraction module. Then, a subset of real project data (different from those used for model 

development and training) was used to evaluate the performance of the rule-based and machine-

learning-based classification models. A discussion of the validation process is detailed in Sections 

2.4.2.1 and 2.4.3.1, respectively. A comparison of the models is summarized in Section 2.4.4. 

2.6.3.2 Validation of Prediction Module  

In contrast, the prediction module was evaluated using face validation. Since actual report 

preparation durations were not recorded by the contractor, face validation was performed by 
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subject-matter experts to evaluate whether or not the simulation model results (i.e., prediction 

module outcomes) were accurately representing the current reporting process. Simulation results 

(Figure 2.11-Figure 2.13) were presented to the project management team responsible for 

executing the case study project. The experts confirmed that the simulated results were acceptable 

and were consistent with the outcomes of the actual project. Overall, face validation by the subject-

matter experts confirmed that the prediction module was representative, comprehensive, and easy 

to use. 

2.7 Discussion 

Having a list of reporting requirements during the planning phase of a project will provide the 

project management team with the opportunity to enhance the reporting process, resulting in a 

reduction in reporting-associated costs. For example, similar or redundant reports can be 

consolidated, specialized data collection systems and report templates can be developed and 

implemented prior to project execution, and the allocation of reporting requirements to specific 

personnel types can be optimized. 

The probability distributions output by the proposed framework allow decision-makers to more 

accurately estimate the probability of achieving project targets, while gaining insight on potential 

best- and worst-case scenarios. More accurate time preparation estimates will allow contractors to 

ensure that a sufficient number of personnel are available to complete reporting requirements on 

time. Moreover, by more accurately estimating the overhead costs associated with reporting 

requirements for each particular project, contractors are able to enhance bid preparation to improve 
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competitiveness, or provide more realistic direct–indirect cost ratios to avoid potential disputes for 

cost-plus contracts. Furthermore, these outputs can be used to optimize the composition of project 

management teams based on the specific requirements of each contract. Together with the list of 

requirements output from the extraction module, the personnel distribution results can be used to 

examine and potentially reallocate reporting duties to lower-wage personnel, where appropriate, 

thereby reducing report preparation costs. 

The level of benefit achieved by considering reporting-associated costs in the planning phase of 

construction depends on the construction type. Repetitive types of construction, such as residential 

building construction, are typically associated with contracts that remain similar between projects. 

Due to a lack of variability in reporting requirements, project teams are able to accurately 

approximate the time, cost, and resources required without the need to extract reporting 

requirements for each contract. However, due to the increased level of risk, complexity of the 

work, and large project scale, contract documents for complex projects, such as those in the oil 

and gas industry, are typically longer, more intricate, and more variable from project to project. 

With these types of construction, clients tend to request additional information and detailed 

reporting submittals from contractors, which substantially increases overhead costs. The benefits 

of applying the proposed framework, therefore, are expected to expand as project complexity is 

increased. 

2.8 Limitations and Future Work 

An automated approach for rapidly extracting reporting requirements from contractual documents 
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and predicting the time and cost required to complete reporting activities was developed. Although 

the functionality of the proposed framework was demonstrated using real contractual documents 

from an actual case study, the following points should be considered. 

First, the extraction module was developed using a labeled dataset obtained from one set of 

contract and specification documents for an oil and gas project. While the extraction module is 

expected to be applicable—in its current form—to all construction contracts with similar 

characteristics (e.g., terminology, document structure, and/or report structure), the development 

methodology described may need to be reapplied for other contract types. Moreover, the 

classification models were trained using a limited amount of training data. The comparatively low 

performance of the classification models for the “true” class may be due to the size of the “true” 

dataset (i.e., an imbalanced data problem). Future work should examine the impact of increasing 

the training dataset through the incorporation of additional contract documents to enhance the 

performance of the classification models. With sufficient training data, the extraction module is 

anticipated to achieve the desired performance of 100% recall for the “true” class (i.e., 

identification of all reporting requirements).  

Second, the success of the prediction module is highly dependent on accurately modeling the 

inputs. One of the difficulties in analyzing probabilistic processes inherent to construction is 

defining the probability distributions that best reflect the uncertainties associated with each 

variable. The more accurate the model of the inputs, the more closely the simulation model mimics 

real-life behavior. A primary constraint for any simulation model, therefore, is the time and effort 
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required to collect pertinent and correct information, as well as processing it for input into the 

model. While the resources and time required from construction sites and administration offices 

to complete reporting requirements are not commonly recorded, efforts to improve data collection 

related to project reporting process are expected to improve model results.  

Third, contract documentation remains an immature area of practice, and more reliable and 

efficient approaches to better and more rapidly understand contract requirements are needed. 

Future work should focus on providing a holistic solution to this problem, such as writing contracts 

using a structured-database approach. While this would provide seamless integration between 

clients and contractors (thereby alleviating the need for rule-based/ML-based model (re)training), 

achieving this ideal will require a tremendous amount of input, effort, and collaboration among all 

of the stakeholders involved in a project. Additionally, methods for dealing with modifications or 

alternate arrangements will need to be researched and developed. Consequently, the framework 

proposed here provides a much-needed interim solution as these more holistic solutions are 

pursued. 

2.9 Conclusion 

Automating the reporting requirement extraction process and estimating its associated time–cost 

implications are expected to reduce the effort, time, and overhead costs expended by the multiple 

personnel involved. To overcome the shortcomings of the traditional manual approach, this study 

developed a framework for reporting requirement extraction based on NLP—a domain-specific 

and application-oriented text classification process—that is capable of automatically identifying 
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reporting requirements from contractual documents to considerably reduce the time and effort 

required to extract reporting requirements. To account for project uncertainties due to variation or 

unforeseeable events that may occur during execution, a Monte Carlo simulation was used to 

predict the time and cost needed to complete reporting requirements. 

The model begins by collecting textual data, in this case the sentences and terms in contractual 

documents, which describe the reporting requirements mandated by the client. Rule-based and 

ML-based classification methods were developed, and their performances were evaluated. The 

performance of rule-based classification using different sets of n-grams was assessed, with an 

accuracy of 99.27% achieved using bi-grams as rules. Application of lemmatization to and removal 

of stop-words from the bi-gram rules resulted in a recall and F1-score of 88% and 92% for the 

“true” category, respectively. Four ML algorithms were also implemented, and their performance 

was assessed under different pre-processing settings and feature engineering techniques. All of the 

ML classification models achieved promising accuracies of over 95%; notably, XGBOOST 

achieved the highest recall value of 89% after parameter tuning. Then, numerical data regarding 

report preparation times and associated resources (based on prior experience of experts) were 

provided by an industrial partner and were used to predict the time and cost required to complete 

the reporting requirements detailed in the contractual documents. Input of these data into the Monte 

Carlo simulation model resulted in a mean cumulative reporting duration and cost of 5083 hrs and 

304,939 CAD, respectively. 

During the bidding and contract negotiation phase of a project, decision-makers can now use the 
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proposed framework to automatically review reporting requirements prior to accepting the 

contractual agreement. Not feasible using time-consuming, traditional extraction methods, the 

extraction speed of the framework allows decision-makers to identify and subsequently negotiate 

difficult and/or inefficient reporting requirements prior to signing. If contract conditions are 

unfavorable to the contractor in terms of project reporting cost, a revision of contract conditions 

may be requested or a contract may be abandoned by contractors to prevent further loss. With a 

thorough and realistic understanding of contract reporting requirements, contractors can focus on 

establishing the best means, methods, pricing, and schedules for completing the proposed project. 
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Chapter 3  

Integrating Value Stream Mapping and Discrete-Event 

Simulation to Improve Administrative Processes Within the 

Construction Industry 

3.1 Introduction 

In construction, two different types of processes exist (Belayutham et al., 2016): the production 

processes that generate a visible output and the administrative processes that support the core 

production activities of a construction project (Alves et al., 2016). Administrative processes 

interconnect numerous activities onsite to generate the information required for production 

processes to occur. These activities, which include progress reporting, procurement assignments, 

and financial tasks, act a central flow point for many production-related activities (Alves et al., 

2016). Expectedly, information loss and interruption resulting from administrative inefficiency 

and uncertainty (Belayutham et al., 2016) has been identified as a primary cause of delay in the 

construction industry (AlSehaimi and Koskela, 2008).  

Administrative processes represent a considerable portion of project budgets, accounting for up to 

80% of the costs incurred to meet client requirements (Jafari et al., 2021; Monteiro et al., 2017; 

Tapping and Shuker, 2003). Yet, in spite of the tremendous time and resources involved, it has 

been estimated that only 1% of administrative efforts are value-adding, with approximately 99% 

(49% non-value-adding and 50% supporting but non-value-adding) considered waste (Hines and 

Taylor, 2000). Lean construction is quickly emerging as an effective means of improving project 
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delivery by minimizing waste (Koskela et al., 2002). While the benefits of Lean construction are 

numerous and well-reported (Babalola et al., 2019), they have traditionally focused on improving 

production processes. Indeed, after a thorough review of construction literature, Yokoyama and 

colleagues reported that the application of tools and Lean concepts to improve administrative 

processes in construction was examined by less than a dozen studies (Yokoyama et al., 2019).  

Despite the small number of studies, however, the application of Lean concepts to increase 

administrative efficiency, also referred to as Lean office, is anticipated to result in substantial 

improvements to construction project delivery. Lean office has been shown to improve work flow, 

productivity, teamwork, client satisfaction, quality of service, cycle times, and work place 

organization while reducing lead times, rework, and project costs (Monteiro et al., 2015; 

Naftanaila and Mocanu, 2014; Tapping and Shuker, 2003). While these benefits have been 

observed across several domains, including manufacturing (Chen and Cox, 2012), health services, 

education (da Silva et al., 2015), and electric, gas, and sanitary services (Monteiro et al., 2015), 

the impact of applying Lean office in construction administration remains relatively unexplored. 

Indeed, a Lean concept-based method for identifying potential areas of improvement in 

construction administration, as well as a method for evaluating the potential impact of these 

improvements on project outcomes, has yet to be developed.  

To address this gap, this research is proposing a well-defined, reproducible approach for 

identifying areas of improvement in construction administration and quantitatively predicting their 

impact on project performance for enhanced decision-making. Using Value Stream Mapping 
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(VSM) and Discrete-Event Simulation (DES), the framework stochastically models administrative 

processes and uses performance metrics to (1) quantitatively assess the performance of current 

administrative processes, (2) identify potential improvements to current processes, and (3) 

quantitatively predict the impact of proposed improvements on future project performance. 

Applicability of the DES and Lean concept-based approach was demonstrated through a case study 

of a real project, where the proposed framework and metrics were found capable of reliably 

quantifying current and predicting future administrative performance of a construction contractor.  

Highlighting the need for fundamental approaches that promote administrative efficiency, this 

work is expected to not only facilitate the elimination of administrative waste but to also justify 

and promote the adoption of Lean decision-making in construction. Importantly, as the first 

reported method for quantifying and predicting administrative performance in construction, this 

study is anticipated to serve as a foundation for the development of future Lean office strategies 

and tools in the construction industry. 

3.2 Research Background 

3.2.1 Lean Thinking and Lean Construction 

Originating as a term to describe the Toyota Production System, Lean thinking has emerged as a 

philosophy centered around increasing value and minimizing waste in business processes 

(Hamzeh, 2011). Lean concepts focus on increasing value through continuous improvement by 

building a culture of teamwork, maximizing flow, and reducing activities or processes that do not 

add value (i.e., waste) (Liker, 2004; Ohno, 1988; Womak et al., 1990). Lean philosophy was 
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initially adopted by the manufacturing sector across a variety of industrial settings. In 1992, 

Koskela (Koskela, 1992) reviewed the foundations of what he called New Production Philosophy 

and proposed a number of modifications that would render Lean thinking more suitable for 

construction (Koskela, 1992). Since this time, the application of Lean concepts in construction, 

often referred to as Lean construction, has resulted in outstanding improvements in the 

performance of countless construction projects (Ballard and Howell, 2003; Howell, 1999). Indeed, 

a systematic review reported 20 different economic, social, and environmental benefits stemming 

from the application of Lean concepts in construction (Babalola et al., 2019), including improved 

health and safety; reduced lead times, delays, and costs; and increased transparency, profit 

reliability, quality, and customer satisfaction (Ghosh and Burghart, 2019). 

Application of Lean philosophy explores process activities from three perspectives: 

transformation, flow, and value. Transformation separates an entire process into pieces, where 

each piece is treated as independent, yet also connected to other pieces by way of outputs and 

inputs (Tommelein, 2015). Flow examines the resources and buffers (i.e., connections between the 

pieces) required to transform the pieces. The value perspective aims to understand and deliver 

what customers expect.  

Process activities can be classified into three different categories (Tyagi et al., 2015). The first, 

value-adding (VA), are activities that push the process forward, creating value for clients. Second, 

necessary but non-value-adding (i.e., necessary waste, NW), are supporting activities that do not 

add value to the output but are necessary to ensure the flow of the value-adding activities 
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(Belayutham et al., 2016). Finally, non-value-adding (i.e., pure waste, PW), are activities that do 

not move the process forward and provide no value for the client. Lean philosophy focuses on 

identifying and eliminating non-value-adding activities (i.e., NW and PW) to improve value and 

increase flow. 

3.2.2 Lean Office in Construction 

In 2003, Tapping and Shuker adapted Lean principles to suit office and administrative activities to 

improve these processes (Tapping and Shuker, 2003). Since this time, many Lean principles have 

been modified and applied to office environments to improve administrative processes in a practice 

known as Lean office (East and Love, 2011; Tapping and Shuker, 2003). Later, Hicks promoted 

the application of Lean thinking to support the improvement of information management and 

information systems infrastructure (Hicks, 2007). Lean office strategies have primarily focused on 

information flow and employee knowledge (Monteiro et al., 2017), since the flow of information 

is necessary to support the flow of production-related activities (Kemmer et al., 2009).  

Administrative processes in construction concentrate on managing the flow of project information 

and documents, such as reports, change orders, contracts, invoices, and payments (Alves et al., 

2016; Jafari et al., 2020). Efficient flow of information and documents is an essential component 

of successful project management (Kemmer et al., 2009), with bottlenecks in information flow 

estimated to result in up to 37% of non-value-adding time in construction (Al Hattab and Hamzeh, 

2018). Due to production waste appearing more tangible and visible, existing Lean construction 

literature has focused on the application of Lean principles to production processes (Belayutham 
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et al., 2016; Keyte and Locher, 2004). Waste in administrative processes is less apparent than in 

production and—due to greater variation in office processes, the absence of a visible physical flow, 

and a lack of directives or foundations—is more difficult to minimize (Chen and Cox, 2012).  

Consequently, very few studies have examined or developed strategies for improving the 

management of office and administrative processes in construction (Costa et al., 2013; East and 

Love, 2011; Garrett and Lee, 2010; Kemmer et al., 2009; Ko and Li, 2015; Lima et al., 2010; 

Pestana and Alves, 2012; Rossiti et al., 2016). A summary of the findings is detailed in Table 3.1. 

As shown in Table 3.1, many of the previous studies exploring Lean office in construction were 

limited to solving a specific subset of administrative processes of one specific company (i.e., a 

case study). Frameworks that could be implemented in other administrative problems were not 

developed, and the performance metrics used in the previous studies were limited—as a result of 

the specificity of the research—to a particular administrative process. Importantly, due to a lack 

of suitable methods, these studies were not able to thoroughly assess and predict the quantitative 

impact of proposed improvements.   
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Table 3.1: Summary of previous studies on Lean office in construction 

Research Study Type of Study Application Area Performance Metrics 

Lean office at a construction company 

(Kemmer et al., 2009)   

Case Study Billing and Payment • Problem found  

• Non-authorized RFPS 

Lean construction submittal process—A 

case study (Garrett and Lee, 2010)  

Case Study Construction Submittals 

Review 
• Process time 

• Lead time 

• Number of activities 

Value stream mapping of the architectural 

executive design in a governmental 

organization (Lima et al., 2010)  

Case Study Architectural Executive 

Design 

• Process time 

• Lead time 

Value-added analysis of the construction 

submittal process (East and Love, 2011)  

VA Assessment  

Framework 

Submittal Preparation 

Process 
• Process duration 

Mapping the submittal process in a design-

bid-build project (Pestana and Alves, 2012)  

Case Study Submittal Process in a 

Design-Bid-Build project 

• No performance 

assessment 

Redesigning administrative procedures 

using value stream mapping: A case study 

(Costa et al., 2013)  

Case Study Buying and Suppliers’ 

Payment Process 

• Number of employees 

• Total time 

• Process time 

Lean concurrent submittal review systems 

(Ko and Li, 2015)  

Lean Concurrent 

Submittal Review System 

Framework 

Submittal Review • Approval rate 

• Number of change orders 

• Review time 

Impacts of Lean office application in the 

supply sector of a construction company 

(Rossiti et al., 2016)  

Case Study Supply Sector • Total cycle time 

• Lead time 

• Added value 
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3.2.3 VSM Integration with Simulation  

Lean concepts use mapping tools to analyze and evaluate current systems (Rother and Shook, 

2003). One of the most powerful and commonly-applied tools is Value Stream Mapping (VSM) 

(Tapping and Shuker, 2003), which is used to map all of the activities necessary (both value-adding 

and non-value-adding) to deliver a finished product or output to the client (Rother and Shook, 

2003). Once the process is mapped, activities in the value stream are classified by value-adding 

type, and actions for minimizing waste are identified and applied. While VSM has been found 

capable of improving a number of project outcomes, including productivity, process visibility, 

cost, labor hours, lead time, and processing time (Shou et al., 2017), several shortcomings have 

been attributed to VSM. Specifically, VSM is limited to the creation of a static model, cannot 

consider inherent variability, and is unable to analytically evaluate the process (Atieh et al., 2016; 

Luz et al., 2020). 

These limitations prevent practitioners from evaluating the impact of proposed changes before 

implementation—particularly in consideration of the uncertainty that is inherent to construction. 

Researchers have coupled simulation with VSM to overcome the rigid and deterministic nature of 

VSM. Hybrid simulation-VSM has enabled the analysis of data in a dynamic environment, the 

evaluation of changes before implementation, and the quantification of improvements during 

planning and assessment phase (Abdulmalek and Rajgopal, 2007; Erikshammar et al., 2013). 

While hybrid simulation-VSM approaches have been used to improve a number of production-

related processes in various domains such as the manufacturing sector, a handful of studies have 

applied simulation-VSM-based approaches in construction (Erikshammar et al., 2013; Fontanini 
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et al., 2008; Wang et al., 2009; Yu et al., 2009; Zahraee et al., 2021). Details of these studies are 

listed in Table 3.2. These studies focused on the production process of various domains, neglecting 

construction administration. To the best of the authors’ knowledge, hybrid simulation-VSM has 

not yet been applied to administrative processes.   
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Table 3.2: Summary of previous studies using simulation-VSM-based approaches in construction 

Research Study Process Type Simulation Type Application Area 

Simulating a construction supply chain: 

Preliminary case study of pre-cast elements 

(Fontanini et al., 2008)  

Production System Dynamics 

Simulation 

Supply chain for pre-cast 

concrete elements 

Development of Lean model for house 

construction using value stream mapping (Yu et 

al., 2009)  

Production Discrete Event  

Simulation 

Housing construction process 

Flow production of pipe spool fabrication: 

simulation to support implementation of Lean 

technique (Wang et al., 2009)  

Production Discrete Event  

Simulation 

Pipe spool fabrication process 

Discrete event simulation enhanced value stream 

mapping: An industrialized construction case 

study (Erikshammar et al., 2013)  

Production Discrete Event  

Simulation 

Patio doors production process 

Lean construction analysis of concrete pouring 

process using value stream mapping and arena 

based simulation model (Zahraee et al., 2021)  

Production Discrete Event  

Simulation 

Concrete pouring process 
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3.2.4 Research Gap 

A considerable potential for improvement exists in the area of construction administration, with 

benefits expected to be as impactful as those achieved in production (Monteiro et al., 2015). Yet 

in spite of their importance, the management of administrative activities has often been overlooked 

by both researchers and practitioners. Previous studies have focused on identifying and classifying 

Lean tools and techniques, with very little effort focused on systematically identifying and 

categorizing various Lean construction practices and their benefits. Although hybrid simulation-

VSM approaches have the potential to address these gaps, the application of simulation-VSM-

based methods is still in its infancy and is not systematically integrated. Reproducible methods 

capable of identifying areas of improvement and quantifying and predicting administrative 

performance in construction have yet to be developed.  

3.3 Methodology 

To address these limitations, this research has developed a hybrid VSM-discrete event simulation 

(DES)-based solution that can be used to identify areas of improvement in administrative processes 

and quantitatively predict their impact on project performance. The proposed solution was 

developed using the Design Science Research (DSR)-based process model proposed by Peffers 

and colleagues in 2007 (Peffers et al., 2007) as follows. 

Problem definition and solution objectives for this research were identified following the review 

of academic literature and through discussions with experienced professionals. The literature 

search focused on identifying research gaps and limitations in the areas of construction engineering 
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and management, Lean construction, and Lean office. Informal discussions were held with several 

industrial practitioners currently working in the construction sector in Alberta, Canada. Desired 

objectives of this research were to (1) improve administrative efficiency in construction, (2) 

establish performance indicators in construction administration, and (3) develop a method capable 

of quantifying proposed improvements. An artifact for achieving the desired objectives (herein 

referred to as the framework) was developed. A case study of a real construction project was used 

to demonstrate the ability of the framework to solve an instance of the problem and to evaluate 

how well the framework was able to achieve a solution to the problem. Outcomes of the research, 

including conclusions, limitations, and future work, were examined and communicated. 

3.4 Proposed Framework 

The proposed framework, summarized in Figure 3.1, is comprised of three components: 

1. Measurement and Assessment, which involves understanding and measuring the current 

administrative process by visualizing the process’ attributes.  

2. Analysis and Improvement, which involves identifying root causes of waste in the process 

and proposing opportunities for improvement based on the findings of the previous step. 

3. Performance Prediction and Implementation, which involves experimenting with 

proposed improvements and estimating the resulting impact on future performance.  

Lean philosophy is applied throughout the framework to measure, identify, and implement 

opportunities for improvements. To consider the uncertainties inherent to construction, DES is 
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used to assess current and predict future performance metrics and their variability. The proposed 

framework can be re-applied following the implementation of proposed improvements to re-assess 

process performance, thereby facilitating and promoting a culture of continuous improvement in 

construction administration. 

 

Figure 3.1: Overview of the proposed framework 

3.4.1 Process Assessment and Measurement 

This component measures and evaluates the performance of the current process using performance 

metrics thoughtfully selected by each organization to reduce time, rework, and complexity. 

Quantitative input data describing the current process are collected, and VSM is integrated with 

DES to portray, simulate, and evaluate the performance of the administrative process. Results of 

the assessment and measurement component will provide a baseline to evaluate the magnitude of 
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future process improvements. 

3.4.1.1 Data Collection and Analysis 

First, a list of current administrative tasks is prepared using information collected from various 

sources (e.g., contract documents, corporate database systems, subject matter experts) using a 

variety of methods (e.g., interviews, observations, and review of documentation), as appropriate. 

The frequency, duration, and the resources required to complete the task, as well as the likelihood 

and requestor of administrative rework, are also collected. Rework in construction administration 

takes the form of document revisions, which can be classified as (1) client-based, including all 

revisions requested by the client prior to approving the document and (2) internal, including all 

revisions requested internally by members of the project team that are responsible for reviewing 

and approving the document before submission to the client. 

Task durations can be collected as either discrete values or as probability distributions. Data 

requirements and collection methods should be established in parallel with current process 

mapping and simulation modeling to define system layout, parameters, and operating procedures. 

As a critical step of the framework, omissions or errors in this step may nullify further analysis. 

Data collection and analysis may be a challenging step when applying Lean office in practice, as 

data associated with administrative processes in construction are often not readily available or in 

a proper format. However, if data are unavailable, estimates can be used. For example, task 

durations that are not recorded in a database can be estimated by personnel with knowledge of the 

process. Similarly, event occurrences, such as rework, can be estimated by knowledgeable 
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personnel as likelihoods (i.e., the number of times it has occurred in previous projects), in 

consideration of factors such as project size and complexity, client requirements, and the number 

of sub-trades.  

3.4.1.2 Current Process Identification 

Then, VSM is used to develop a value stream map that details the current state of the administrative 

process under study. Here, the analyst observes and explores the system and, using Lean 

techniques, draws an as-is (i.e., current) state map to record the process. The current-state value 

stream map is used to identify waste in the value stream. Activities are classified as value-adding 

(VA), necessary waste (NW), or pure waste (PW) based on the nature of the administrative work, 

as detailed by Tyagi and colleagues (Tyagi et al., 2015).  

3.4.1.3 Current Process Modeling 

To better represent process variability and to allow for quantitative evaluation, a DES model is 

then built from the value stream map. DES has been proven capable of analyzing, evaluating, and 

predicting behaviors of a system before implementation (AbouRizk, 2010) while handling 

uncertainty and generating performance statistics to support continuous improvement (Wang et 

al., 2009). Using DES, the administrative process can be evaluated and re-designed to achieve the 

desired performance values. As such, DES was chosen as the preferred simulation method for this 

framework as it is well-suited to either complement or substitute VSM (Goienetxea Uriarte et al., 

2020).   

In proposed approach, both managerial and operational aspects of administrative processes can be 
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considered. The developed simulation model is capable of generating performance statistics and 

resource requirements while remaining flexible to specific process details. To consider uncertainty, 

durations are modeled as probabilistic distributions. These can be derived from historical data or, 

if data are unavailable, can be generated from expert opinion, using minimum, maximum, and 

most likely values. 

Once built, the current-state value stream map containing collected data, including activity 

durations, assigned resources, rework likelihoods, and anticipated project duration, are input into 

the simulation model. The DES approach incorporates uncertainty and dynamicity by allowing 

durations to be modeled as probabilistic distributions, such as uniform distributions with minimum 

and maximum values or triangular distribution with minimum, most likely, and maximum values. 

The resulting model is capable of generating performance statistics and resource requirements, 

while remaining flexible to specific process details. Performance metrics, together with the 

simulation model, are then used to quantitatively evaluate the current process. A list of 

performance metrics applicable to many construction administrative processes are detailed in 

Table 3.3. The number and/or definitions of the performance metrics should be adjusted to suit the 

specific needs of an organization.  

 

 

 



 

71 

 

Table 3.3: Recommended performance metrics 

Performance Metric1 Description 

Time Total Time to complete all administrative activities 

Time VA Time to complete all value-adding activities 

Time NW Time to complete all necessary waste activities 

Time PW Time to complete all pure waste activities 

Rework Total Time to perform rework 

Rework Client Time to perform rework requested by client 

Rework Internal Time to perform rework requested by project team 

Resource Total Time required by each resource type 

Resource VA Time required by each resource type on value-adding activities 

Resource NW Time required by each resource type on necessary waste activities 

Resource PW Time required by each resource type on pure waste activities 

Steps Total Number of process steps 

Steps VA Number of VA process steps 

1VA: value-adding, NW: necessary waste, PW: pure waste 

The developed simulation model is able to handle uncertainty and create dynamic views of the 

selected measurement metrics, such as durations for each activity, processing times, resource time, 

prediction of the amount of rework in the process, and the total volume of expected work. 

Verification of the model should be performed concurrently with model development to determine 

whether or not the model is mimicking the real system and to identify undesirable system behavior 

(Sargent, 2010). Once built, the model should be further validated by comparing simulation results 

to the actual process. If historical project data are not available, the face validation technique may 

instead be used (Sargent, 2010). 

3.4.2 Process Analysis and Improvement 

Completion of the process measurement and assessment component will result in the generation 

of performance values across a variety of performance metrics for the current process. Using these 
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results, the process analysis and improvement component of the proposed framework is initiated. 

Here, improvements designed to minimize time spent on non-value-adding activities through the 

reduction or elimination of root causes are identified.  

Brainstorming is a commonly-applied and highly-effective tool used to generate creative solutions 

(Tyagi et al., 2015). This technique capitalizes on the diverse experience of all team members 

involved in the administrative process to examine the problem from a variety of perspectives and 

from novel angles. Experts in various areas, such as project management, contract administration, 

and data management systems, should be included to ensure that all root causes—particularly those 

specific to the organization—are identified. Once root causes are determined, potential 

improvements that can be feasibly implemented at the organization are proposed.  

Then, based on the proposed improvements, new experimental state value stream maps are 

developed. Depending on the number of improvements proposed, multiple experimental state 

maps representing a number of scenarios may be developed, particularly when conflicts preventing 

multiple improvements from being simultaneously implemented may arise. Experimental maps 

may include only one or multiple improvements. The experimental value stream maps will include 

process modifications, such as changes to the duration of activities and the mapped workflow (i.e., 

addition, removal, and integration of activities).  

3.4.3 Performance Prediction and Implementation 

This component focuses on predicting future performance of the proposed improvements using a 

DES-based approach. Similar to the quantitative evaluation of the current-state map, experimental 
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value stream maps are used to build DES models that predict the future performance of each 

scenario. Using the simulation results, analysts can compare the benefits of the various scenarios 

and balance these benefits with the level of difficulty, resources, and time required to implement 

the proposed improvements. 

3.4.3.1 Simulation-Based Experiments 

Each experimental state map or scenario are run by changing (1) parameter values (e.g., duration 

estimates), (2) the workflow of the model (e.g., adding, removing, or integrating activities), or (3) 

both. Resulting distributions for each performance metric are used to predict and evaluate the 

potential future performance of each experimental scenario.  

3.4.3.2 Future Process Development 

Performance results for each scenario are compared to determine if any of the experimental 

alternatives outperform the current process. Ideal scenarios will result in the elimination of non-

value adding activities (i.e., PW) and the reduction of necessary but non-value adding activities 

(i.e., NW). A future-state map is then created based on the experimental scenario(s), resulting in 

improved performance outcomes. 

3.4.3.3 Selection and Implementation 

While an ideal scenario may be observed, the feasibility of implementation must also be considered 

when developing an implementation plan. Implementation should be iterative and incremental, as 

the complete implementation of an entire Lean system all at once is likely not possible in practice. 
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Results from the current and experimental states are compared, and options for process 

improvement can be considered by the organization based on their quantitative impact. The 

feasibility and cost to implement each of the various scenarios are balanced with the corresponding 

quantitative impact.  

The proposed methodology is then brought to the attention of the personnel responsible for 

maintaining standard procedures so that a detailed implementation plan for the proposed revisions 

can be established. Together with input from the project management team, a final implementation 

strategy is selected and is incorporated into current standard operating procedures. Following 

implementation, the framework is re-applied to identify further improvement opportunities, with 

the future state of the current iteration becoming the current state of the subsequent iteration. 

3.5 Case Study 

To demonstrate functionality of the proposed approach, the framework was applied to the 

administrative process associated with the preparation of project control reports for an oil and gas 

construction project led by a Canadian contractor in Alberta. The project was considered a 

medium-size project (approximately 10 million CAD) by the contractor and was awarded by the 

client to the contractor through a cost-plus contract type. The project followed a shift-based 

schedule, with each shift consisting of ten 8-hour working days followed by a period of four non-

working days. The project was scheduled to be completed in 16 shifts, resulting in an expected 

project duration of 160 working days (i.e., 16 shifts of 10 working days) or 1,280 working hours 

(i.e., 160 working days of 8 hours). 
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The contractor was contractually-required by the client to submit multiple reports that detailed 

project progress, any potential problems, and necessary measures that must be taken to accomplish 

the project objectives. Once generated, construction reports were reviewed and approved by a 

designated team member to ensure report accuracy before submission to the client. After a report 

was internally approved, it was submitted to the client, which, in turn, reviewed and approved the 

report. If a report was incomplete or contained errors, a revision (i.e., rework) was requested either 

internally or by the client.  

3.5.1 Process Assessment and Measurement 

3.5.1.1 Data Collection and Analysis 

A current list of necessary administrative tasks (i.e., reporting requirements) and their frequencies 

(i.e., submittal requirements) were extracted from text-based contract documents and project 

specifications. The expected durations, resources required to complete, rework classification (i.e., 

client-based or internal), task waste type, as well as the likelihood of rework were collected from: 

1. Review of historical records, contract and project specifications, project details, and project 

documents, such as responsibility assignment matrices. 

2. Meetings and discussions with the project management team. 

3. Observations of the reporting process (i.e., shadowing of the project management team) by 

the authors of the study. 

The mapped tasks identified during the data collection process (as detailed in Appendix A), the 
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task waste type (i.e., VA, NW, or PW), the task frequency, the task duration, and the assigned 

resources (i.e., team members) are listed in Table 3.4. To incorporate variability and uncertainty, 

task durations were collected from the project team as either a range (e.g., 8 to 10 hours) or as 

discrete values (e.g., 2, 3, or 4 hours) and modeled as either uniform or triangular distributions, 

respectively. 

Table 3.4: Administrative process tasks and associated input data 

Task Name Type1 Freq. Duration (h)2 Resources3 

1 Enter timesheets into ERP NW daily U (2-3) PC 

2 Timecard keying NW daily U (5-6) PA 

3 Subtrade tracking in spreadsheet PW daily U (4-6) PC 

4 Update equipment timesheet NW daily Tri (0.75, 1, 1.25) PC 

5 Complete material receiving NW daily Tri (1.5, 2, 2.5) PA 

6 Confirm completion of tasks NW daily 0.5 PC 

7 Quantity entry NW weekly Tri (3, 4, 5) PC/PCT 

8 Review and code subtrade invoices NW weekly U (3-4) PCT 

9 Key subtrade invoices NW weekly Tri (1.5, 2, 2.5) PA 

10 Post equipment timesheet NW weekly Tri (0.75, 1, 1.25) PC 

11 Run LEMS NW shift 2 PA 

12 Pull raw data from ERP PW shift 1 PA 

13 Pull LEMS log  NW shift 1 PA 

14 Prepare LEMS summary VA shift Tri (0.75, 1, 1.25) PA 

15 Review and approve LEMS summary NW shift 0.5 PM 

16 Prepare and review CCO log VA shift Tri (0.5, 1, 1.5) PCT 

17 Pull client report raw data from ERP PW shift 1 PCT 

18 Prepare construction schedule VA shift Tri (2.5, 3, 4) SCH 

19 
Review and update construction 

schedule 
NW shift U (2-3) PM/S 

20 Prepare lookahead schedule VA shift Tri (0.5,1, 1.5) SCH 

21 
Review and approve lookahead 

schedule 
NW shift U (0.75-1) PM/S 

22 Prepare critical path schedule VA shift Tri (0.5,1, 1.5) SCH 
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23 
Review and approve critical path 

schedule 
NW shift U (0.75-1) PM/S 

24 Prepare equipment log report VA shift Tri (1.5, 2, 2.5) PC 

25 Review equipment  PW shift U (0.75-1.25) PC 

26 Review and approve equipment log NW shift U (1-1.5) PM 

27 Pull purchase order raw data PW shift 1 PCT 

28 Prepare purchase order log report VA shift U (1-1.5) PC 

29 
Review and approve purchase order 

log 
NW shift 1 PCT 

30 Prepare subtrade log report VA shift 2-3 PC 

31 Review subtrade log PW shift U (0.75-1.25) PCT 

32 Review and approve subtrade log NW Shift U (1-1.5) PM 

33 Prepare quantities report VA shift Tri (1.5, 2, 2.5) PC 

34 Review quantities report  PW shift U (0.75-1.25) S 

35 Review and approve quantities report  NW shift U (1-1.5) PM 

36 
Compile and prepare shift progress 

report 
VA shift U (8-10) PCT 

37 
Review and approve shift progress 

report 
NW shift U (3-5) PM 

38 Submit bi-weekly reports VA shift 2 PCT 

1VA: value-adding, NW: necessary waste, PW: pure waste  
2Tri: triangular distribution, U: uniform distribution  
3PC: project coordinator, PM: project manager, PA: project accountant, PCT: project control,  

  S: superintendent, SCH: scheduler 

Likelihood of rework was determined by examining historical data of a similar-sized projects 

undertaken with the same client. Table 3.5 lists the reports that required revision, the likelihood of 

revision occurrence, if the revision was requested internally or by the client, and the tasks required 

to be repeated to address the requested revision. It should be noted that, while the collected data 

were related to a similar-sized project, tasks durations, resources, and likelihood of rework for the 

current project may vary depending on specific project features. 
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Table 3.5: Rework and associated input data 

Rework (Revision) Likelihood (%) Requestor1 Affected Tasks 

LEMS Summary Report 25 Client 14, 15 

Construction Schedule Report 30 Client 18, 19 

Construction Schedule Report 1st Revision 30 PM 18, 19 

Construction Schedule Report 2nd Revision 10 PM 18, 19 

Equipment Log Report 10 Client 24, 25, 26 

Equipment Log Report 15 PM 24, 25, 26 

Purchase Order Log Report 15 PCT 28, 29 

Subtrade Log Report 90 PCT 30, 31 

Subtrade Log Report 50 PM 30, 31, 32 

Quantities Report 40 Client 33, 34, 35 

Quantities Report 1st Revision 90 S 33, 34 

Quantities Report 2nd Revision 40 S 33, 34 

Quantities Report 30 PM 33, 34, 35 

Shift Progress Report 30 Client 36, 37 

1PM: project manager, PA: project accountant, PCT: project control, S: superintendent 

3.5.1.2 Current Process Identification 

After collecting the project information and required input data, current-state value stream maps 

were prepared and visualized using VSM (as detailed in Appendix B). The reporting processes 

consisted of 38 process steps. Here, value in the reporting processes was defined as tasks that 

directly resulted in the fulfilment of reporting requirements by the contractor as mandated by the 

client. Tasks were classified as VA, therefore, if an intellectual contribution by the assigned 

resource was required to prepare or submit the report. Of the 38 steps, 11 (29%) were classified as 

VA, 20 (53%) were classified as NW, and 7 (18%) were classified as PW (Table 3.4). The current-

state maps were validated through consensus and face validation by the project team (i.e., subject 

matter experts). 
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3.5.1.3 Current Process Modeling 

The current-state value stream map, together with the performance metrics detailed in Table 3.3, 

the activity information in Table 3.4, and the rework information in Table 3.5 were used to develop 

the DES model. The characteristics of the administrative activities, as well as the mathematical 

and logical relationships between the components, were formalized, and a DES model was built 

using Simphony.NET (AbouRizk et al., 2016).  

Model Verification and Validation 

Verification of the DES model was done concurrently with model development by tracing model 

entities to determine if the model’s relationships were accurate. As administrative performance 

data were not collected by the company, face validation was performed (Sargent, 2010). The 

results of the simulation model were reviewed by subject matter experts that had worked on the 

case study project. Based on the recollection of the study team, the results generated by the 

simulation model were consistent with what had been observed in practice, thereby validating the 

accuracy of the simulation model. 

Current Process Results 

Following verification and validation, the model was run for 100,000 iterations (Figure 3.2). 

Probability distributions of the durations of the (1) total administrative process undertaken to 

perform the tasks and (2) duration of VA tasks are illustrated in Figure 3.2a and Figure 3.2b, 

respectively. A subset of the performance metric results is summarized in Table 3.6. 
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Figure 3.2: Total duration of (A) all tasks and (B) only value-adding tasks of the administration 

process as probability distributions 

Table 3.6: Performance metric results from current state (i.e., baseline) simulation model 

Performance 

Metric1 

Simulation Statistics  
Ratio of Mean 

Mean Std. Dev. Min. Max.  

Time Total 3912.8 20.9 3829.2 4019.5  - 

Time VA 398.7 3.5 383.7 413.3  10.2% of Time Total 

Time NW 2443.9 7.3 2412.8 2476.3  62.4% of Time Total 

Time PW 1070.2 19 995.9 1159.3  27.4% of Time Total 

Rework Total 174.2 17.5 104.2 255.1  16.3% of Time PW 

Rework Client 65.8 14 7.3 129.8  38% of Rework Total 

Rework Internal 108.4 10.6 63.6 155.2  62% of Rework Total 

1VA: value-adding, NW: necessary waste, PW: pure waste 

In the current administrative process, only 10.2% of the duration was classified as VA, with 

activities classified as NW and PW accounting for over 90% of the total project duration (Table 

3.6). Interestingly, only 16.3% of PW time was attributed to rework, of which 62% was requested 

internally and 38% was requested by the client (Table 3.6). As expected, time spent engaging in 

PW tasks was associated with a greater variability compared to VA and NW tasks, as PW tasks 

include the variability driven by the likelihood of occurrence for rework-associated activities. 
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The average duration for the total administrative process was 3,913 hours or 489 working days. 

Given that the project is 160 working days in duration, the project team would require 3 full-time 

resources to perform all of the tasks in the current-state map. Hours spent by each resource type 

on VA, NW, and PW activities as a ratio of the total administrative process duration are illustrated 

in Figure 3.3. The project coordinator was accountable for 44% (1,726 hours) of the total 

duration—the largest number of hours of all the resource types. The project coordinator was 

accountable for 82% of PW time, which is due to the nature of the tasks that the project coordinator 

is assigned to. In contrast, the project controller was associated with the greatest ratio of VA time 

(4.9% of total duration; Figure 3.3).  

 

Figure 3.3: Mean value of the time spent on pure waste (black bars), necessary waste (grey bars), 

and value-adding (hatched bars) tasks by resource type as a percentage of the total duration of 

the original (i.e., current state) administrative process. 

In addition to providing a baseline for the identification and evaluation of future process 
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improvements, the current-state model is able to provide decision-makers with useful decision-

support. Separation of tasks by required resource can assist decision-makers with resource 

planning to ensure a sufficient number and type of staff are available to meet future demands. 

3.5.2 Process Analysis and Improvement 

Once the baseline performance was assessed using the current-state model, process analysis and 

improvement was initiated. A brainstorming approach was used by the author and the project team 

to identify root causes of NW and PW activities.  

3.5.2.1 Root Cause Analysis 

In the current project, waste was attributed to a number of underlying causes including, but not 

limited to, (1) multiple rounds of reviews and approvals at various levels, (2) errors during report 

preparation, (3) manual interaction with existing systems, (4) redundant reporting requirements, 

and (5) limited availability of and accessibility to up-to-date information. A detailed discussion of 

the root causes associated with this case study included: 

Multiple rounds of reviews and approvals. A number of reports were associated with unnecessary 

review and verification tasks that did not add value to the report. For instance, after preparation 

(Task 30), subtrade reports were passed from the project coordinator to project control (Task 31), 

and then to the project manager (Task 32), for review and approval. In addition to introducing 

unnecessary steps, multiple rounds of review are unconducive to the Lean principle of Poka Yoke 

(i.e., mistake-proofing). By creating a sense of security, practitioners are less incentivized to ensure 

the initial report is free of errors, as it is anticipated that errors will be identified and corrected by 
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those responsible for document review. Furthermore, multiple rounds of reviews can introduce 

delays. In this case study, certain reports were not passed on immediately upon receipt, thereby 

delaying the entire administrative process while reports were pending approval. 

Errors during report preparation. The first source of errors is related to information exchange. 

The contractor uses two software systems for reporting: an enterprise resource planning (ERP) 

system and a separate document management system for generating, distributing, and tracking 

documents and reports. The use of these two systems results in the fragmentation of project 

information. The information systems used by the contractor are not able to automatically 

exchange information with each other, necessitating manual transfer and re-entry of project data. 

Ensuring that data entry is complete and without errors is of paramount importance, as information 

incorrectly input or duplicated in the data management system(s) can impact multiple project 

reports. Another potential source of errors was the lack of training and development of the junior 

team members (i.e., project coordinators) responsible for preparing a majority of the reports. As 

the least experienced members, the project coordinators were not as practiced at recognizing 

anomalies or oversights in reports, reducing the likelihood of identifying mistakes and omissions.  

Finally, the large workload of the project management team leads to the prioritization of 

production-related work over report preparation and review. This results in a push system where 

administrative tasks are often delayed and continue accumulating until immediately prior to the 

client-mandated submission deadline. The build-up of tasks can defy the capacity of the team 

member(s), further increasing the defects in the report inventory (i.e., as errors grow 

exponentially), and prompting further delays. 



 

84 

 

Manual interactions with existing systems. In addition to introducing errors, as discussed 

previously, the lack of a comprehensive data management system has resulted in data 

fragmentation within the organization. Certain project data, such as timesheets and subcontractor 

data, must be recorded manually in spreadsheets or ad hoc tools and applications. Integration of 

the information contained within these systems with data from the ERP and document management 

systems require time-consuming manual reconciliation, in turn increasing the duration of the 

administrative process.  

Redundant reporting requirements. Clients are demanding contractors to provide a growing 

number of reports as construction projects become increasingly complex. Occasionally, 

requirements for the various reports mandated by construction contracts and project specification 

documents are redundant, requiring the duplication of information across multiple reports. For 

example, the shift progress report (Tasks 36 and 37) includes similar information to many of the 

other reports, such as the quantities report (Tasks 33,34, and 35). The quantities report must be 

submitted separately, while the shift progress report also includes quantities information within it.   

Limited availability of and accessibility to up-to-date information. While project control reports 

must be submitted every shift, the project team is generally unable to access up-to-date information 

required to complete the report from the existing systems. In this particular case study, the project 

team was required to wait two additional days before data were available in some instances. Also, 

certain tasks are more complex, requiring considerable effort and internal communication to 

prevent errors. For example, the project team had to expend considerable time and effort 
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monitoring and accurately controlling the material received on site to generate accurate up-to-date 

quantities.  

Other causes of waste. In addition to what has been previously mentioned, other problems in the 

current process were identified, including the absence of a formal and standardized reporting 

process, the failure to identify and manage risk associated with reporting, as well as the failure to 

recognize the construction reporting process as an activity affecting the total organization (and, 

therefore, not communicating the issues effectively outside the affected department).  

Then, improvements designed to prevent or minimize the impact of the root causes were proposed, 

and strategies for implementation were developed. 

3.5.2.2 Proposed Improvements 

Based on the in-depth assessment of the current process, the identification of issues, and the results 

of the root-cause analysis, potential improvements aimed at eliminating PW tasks while increasing 

the efficiency of VA and NW tasks were discussed and proposed by the project team and authors 

of this study following a brainstorming session. Suggested improvements included: 

1. Unnecessary requirements for ‘review/approval’ or multiple rounds of revision should be 

removed. Instead, review of a report should be completed in one session with all 

responsible members present.  

2. The frequency of certain tasks should be changed from weekly to daily to eliminate the 

accumulation of errors and decrease the likelihood of rework (i.e., revisions).  
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3. Process steps can be shortened by combing several steps. For example, rather than having 

a project coordinator prepare a report, place it aside, and return to the report later for 

review, the project coordinator should prepare and review the report as a single task. 

4. Functionality of the current system can be increased by eliminating the use of ad hoc tools 

to improve information flow and, potentially, increase automation. For example, 

programming directly into the system application programming interface would allow 

required information to be extracted in more automated fashion, thereby eliminating the 

need to release the information to two different systems (decreasing the effort by half). 

5. The contractor can consider upgrading to a fully-integrated, commercially-available 

project management software with features capable of streamlining the reporting process. 

No longer required to perform NW or PW activities, the project team will have more time 

to dedicate to VA tasks.  

6. The contractor should prepare a list of reporting requirements and work closely with the 

client to mutually understand what is needed and what adds value at the early stages of the 

project. If completed before signing the contract, the contractor can attempt to address 

redundant and excessive reporting tasks with the client to potentially eliminate them as 

requirements.  

7. The contractor can consider working with more sophisticated subtrades that are capable of 

providing information in a digital format (i.e., not paper-based) in future projects to reduce 

the amount of manual data entry. 
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8. Creating a lessons learned portal for project reporting to obtain assistance for future 

endeavors and to provide training for less experienced team members.  

Using a team-based approach, the proposed process improvement solutions were discussed, and 

constraints limiting each proposed improvement were analyzed. Based on the feasibility of the 

proposed solutions, experimental scenarios for the future-state map were developed. For example, 

while the project team understood the value of upgrading and integrating their information systems 

(Improvement 5), senior management was, at present, hesitant to invest in the commercial software 

required. Due to the complexity, number of procedural changes required to implement certain 

improvements, and difficulties in accurately assessing the expected impact, Improvements 5 

through 8 were excluded from the experimental scenarios proposed for evaluation. For each 

scenario, the impact of the proposed improvements on the design of the overall process, task 

durations, number of process steps, and the likelihood of rework was estimated. A summary of 

experimental scenarios is detailed in Table 3.7.  

Table 3.7: Summary of experimental scenarios 

Scenario 
Improvements Applied Selected for 

Evaluation? 1 2 3 4 5 6 7 8 

1 x        Yes 

2 x x       Yes 

3 x x x      Yes 

4 x x x x     Yes 

5     x x   No 

6 x x   x x   No 

7 x x   x x x  No 

8 x x   x x x x No 
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3.5.3 Performance Prediction and Implementation 

3.5.3.1 Simulation-Based Experiments 

The current-state simulation model was adapted, as described in the Framework Application 

section, for each experimental scenario (Table 3.7), and the potential benefits were quantified 

using the performance metrics summarized in Table 3.3.  

3.5.3.2 Future Process Development 

Scenario 4, which incorporated Improvements 1-4 simultaneously (impact of scenario 4 on the 

process is detailed in Appendix C), had the lowest total duration and VA time of all experimented 

scenarios. Scenario 4 consisted of 28 process steps. The performance metric results were compared 

with the current-state (i.e., baseline) model as summarized in Table 3.8. The proposed 

improvements reduced the total duration by 31.4%, the VA time by 12.5%, and the NW tasks by 

7.1%. The largest reduction in time was in the PW category, where a 94% reduction in time 

compared to the baseline result was observed. This is likely attributed to a reduction in the number 

of review rounds and to a reduction in the likelihood of rework (i.e., revisions). The NW category 

was associated with the lowest reduction in time (as a percentage), demonstrating that many of the 

activities that do not add value are necessary and unavoidable. 
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Table 3.8: Comparison of performance metric results from current state (i.e., baseline) versus 

future state (i.e., improved) simulation models 

Performance 

Metric1 

Simulation Statistics (Mean Value) 

Baseline Improved Reduction (%) 

Time Total 3912.8 2685.0 31.4 

Time VA 398.7 348.0 12.5 

Time NW 2443.9 2270.0 7.1 

Time PW 1070.2 64.0 94.0 

Rework Total 174.2 65.0 62.7 

Rework Client 65.8 48.1 27.0 

Rework Internal 108.4 48.0 55.6 

1VA: value-adding, NW: necessary waste, PW: pure waste 

The performance of each resource (i.e., team member) as a ratio of hours spent in the experimental 

model to the total duration of the baseline model was categorized by VA, NW, and PW in Figure 

3.4. While the project coordinator spent the most amount of time in the baseline model, (1,726 

hours or 44% of the total time; Figure 3.3), the time spent performing tasks in the experimental 

model was reduced by 48% to 887 hours (Figure 3.4). Instead, the largest amount of time spent in 

the experimental model was the project accountant, who was estimated to spend 1,302 hours on 

administrative tasks. Notably, the time spent by the project accountant was only reduced by 3.3% 

(Figure 3.4) in the experimental model. The greatest reduction in PW time was ascribed to the 

project controller (98%) and project coordinator (92%; Figure 3.4). 
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Figure 3.4: Mean value of the time spent on pure waste (black bars), necessary waste (grey bars), 

and value-adding (hatched bars) tasks by resource type for the baseline (i.e., current state) and 

improved (i.e., future state) value stream maps as a percentage of the total duration of the 

baseline (i.e., current state) administrative process 

3.5.3.3 Selection and Implementation 

Ideally, process improvement requires a continuous effort until the ideal state—where only VA 

activities exist—is achieved. However, in this case study, a more realistic representation of 

progression for short-term improvement goals that could provide fast results was explored. As 

mentioned previously, it was not feasible to adopt the changes required to implement 

Improvements 5 through 8 in the current round of improvement. Based on the results and relative 

ease and speed in which Improvements 1 through 4 could be implemented, Scenario 4 was chosen 
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as the future-state map. Following implementation and testing, the proposed framework will be re-

applied to evaluate the actual impact of the implemented changes and to identify any new areas of 

improvements. 

3.6 FRAMEWORK EVALUATION 

Desired objectives of this research were to (1) improve administrative efficiency in construction, 

(2) establish performance indicators in construction administration, and (3) develop a method 

capable of quantifying proposed improvements. This study develop a framework capable of 

stochastically modeling administrative processes and using performance metrics to quantitatively 

assess the performance of current administrative processes, identify potential improvements to 

current processes, and quantitatively predict the impact of proposed improvements on future 

project performance.  

The developed framework was applied to a real case study and was found capable of achieving the 

desired objectives by successfully (1) identifying areas of improvement (Section 5.2.2) that 

resulted in enhanced simulated administrative efficiency (Figure 3.4), (2) establishing and 

applying generic performance indicators capable of assessing current and predicting future 

performance (Table 3.3), and (3) quantifying current (Figure 3.2-Figure 3.3, Table 3.6) 

administrative performance and the impact of the proposed improvements on future performance 

(Figure 3.4). Subject matter experts involved in the case study project confirmed the validity of 

the framework, indicating that the results output by the framework were consistent with what had 

occurred (i.e., current state) or what is expected to occur (i.e., future state) in practice. Notably, 
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the proposed framework could be enhanced through the development of a user-friendly tool that 

would facilitate its application in practice. 

3.7 DISCUSSION 

As a newly-emerging field of research, the application of Lean principles to improve 

administrative processes in construction remains relatively unexplored. Of the few (i.e., less than 

10; Table 3.1) studies that have explored this topic, the majority are case studies that provide 

specific solutions applicable only to a particular organization or distinctive administrative process. 

A reproducible, well-defined, and more holistic approach for the application of Lean principles to 

administrative processes in construction had not been developed, and as importantly, a method 

capable of quantifying the expected improvements proposed in these previous or future studies 

had not been investigated.  

This study has addressed current research gaps to develop a reproducible approach for identifying 

areas of improvement in construction administration and quantitatively predicting their impact on 

project performance. Integrating Lean principles and simulation techniques, the proposed 

framework was able to considerably facilitate the streamlining of administrative processes in a 

case study of a real construction project to improve duration, efficiency, and, in turn, cost 

effectiveness. Application of the framework reduced the number of steps involved in the 

administrative process by 26%, resulting in a 31% reduction in the simulated total duration and a 

94% reduction in the simulated PW time compared to the current process.  
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3.7.1 Theoretical and Practical Contributions 

The framework creates applicable solutions to practical administrative problems in construction 

with theoretical relevance. The developed framework capitalizes on DES to enhance the 

limitations of VSM, providing a means to quantitatively assess the performance of current 

administrative processes, identify potential improvements to current processes, and quantitatively 

predict the impact of proposed improvements on future project performance. As the first study to 

couple DES with VSM to quantify administrative processes in construction, the proposed 

framework is able to stochastically model construction administrative processes and quantitatively 

assess current and future performance—two features that are not possible using existing methods.

  Simulation, experimentation, and evaluation of the future behavior of newly-improved 

processes can support managerial decision-making to enhance resource planning and allocation, 

reduce inefficiency and redundancy, and improve overall project outcomes. The framework also 

enables low-risk experiments to be performed to confirm the future-state design prior to 

implementation with minimal impact to the company. Also, results of both the current and future-

state maps can provide a baseline for other studies that are interested in applying the framework 

to other administrative activities.  

In addition to the direct benefits garnered from the application of the framework, this research 

provides an opportunity to direct attention on administrative processes in construction. 

Construction companies have long relied on traditional approaches focused on improving 

production processes, making it difficult to gain the managerial commitments required to 

implement Lean office principles. This reluctance has been attributed to an inability to 
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quantitatively predict the magnitude of the benefits and gains that can be achieved by 

implementing Lean office principles. By enabling the quantification of potential impacts, the 

framework can provide the evidence necessary to convince management to support the 

implementation of Lean principles in construction administration. Indeed, the results of this case 

study alone highlight the importance of the application of Lean office in construction and how 

Lean construction concepts and simulation modeling can be used to improve visibility and 

performance of administrative processes.  

3.7.2 Limitations and Future Work 

The findings of this study should be considered in the light of the following limitations. First, 

although designed to be generic, performance metrics may need to be adjusted  for specific 

administrative processes. For example, performance metrics related to rework may not be present 

in some administrative processes or may be limited to internal rework requests (where rework is 

not requested by client). In addition, proposed improvements should be established for each new 

project. While previous improvements can be used as a guide, improvements may not be applicable 

to all projects or organizations.  

Second, the validity of the quantitative results obtained by the proposed framework relies on the 

quality of input data. Given that companies often do not collect performance data of administrative 

processes, comparison with real outcomes may not be possible. In these instances, as was the case 

for the current case study, face validation by subject matter experts should be undertaken. Future 

work should explore the development of simple, quick methods for collecting these data in practice 
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to help manage administrative processes. Decisions-makers often lack such important information 

and, consequently, uncertainty is present during decision-making. Furthermore, the reluctance to 

implement many Lean improvements arises because it is difficult for companies to predict the 

magnitude of the benefits and gains that can be achieved by implementing Lean principles. 

Third, the goal of this study was to improve administrative processes to enhance the production 

variable. As such, this work focused on production metrics, such as time, and process complexity 

metrics, including VA, NW, and PW times, process steps, and VA process steps. The production 

variable has the potential to influence the performance of other variables, such as cost and quality. 

Future work should include the development of approaches capable of quantitatively assessing 

such variables and evaluating the impact of process improvements on the cost and quality of the 

process.  
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Chapter 4  

Social network analysis of contract-related documentation 

processes for communication assessment  

4.1 Introduction 

In a construction project, a network of organizations work together and enter into various 

communication arrangements to create value and achieve project goals (Dietrich et al., 2010). 

These organizations are interdependent and influence each other. They need to exchange large 

amounts of information about activities, processes, and decisions used to deliver the project. In 

project-based organizations, communication plays an important role in project success. Although 

the impact of communication on projects has received attention in academic research (Smit et al., 

2017), there has been limited research on the effects of communication and coordination across 

different organizational levels for contract-related documentation and reporting. Communication 

and coordination can be viewed as valuable resources or intellectual assets. The communication 

performance of project participants is an important factor for efficient project reporting and must 

be assessed periodically during the execution of the project to identify bottlenecks, enhance 

performance, and improve the reporting process.  

Change order reports, as one type of construction report, require effective communication between 

diverse project participants to control delays and costs. Throughout the lifecycle of a construction 

project, iterative cycles of changes are common; these changes can cause uncertainty and 

complexity in construction management (Hao et al., 2008; Lee et al., 2006; Motawa et al., 2007), 
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resulting in significant cost overruns and delays. A change can refer to any variation or a 

modification to existing conditions, assumptions, or requirements in construction work (Sun et al., 

2004). Changes usually lead to issuing change orders to deal with variations in the scope of work, 

such as material or design. The implementation of change orders can cost approximately 5.1–7.6% 

of the total project (Cox et al., 1999). A review of change orders in construction has shown that 

changes can range between 10–15% of the contract value and cause 10–20% losses in productivity. 

A 40% increase in project duration was observed in one case study (Desai et al., 2015). The full 

cost of changes increases nonlinearly with the cumulative size of all changes (Cooper and Reichelt, 

2007), and a change control system is required to control the overall management of change orders 

(Ibbs et al., 2001). While several studies have developed change management systems for 

construction projects (Ibbs et al., 2001; Karim and Adeli, 1999; Lee and Pena-Mora, 2007), the 

importance of project participants in the change management process has not been widely studied. 

Construction projects require collective effort, communication, and coordination among project 

participants, especially in the change order process of a project (Butt et al., 2016). 

This research emphasizes the impact of communication and information exchange between 

participants to enhance efficiency. Project participants not only exchange project information as 

formally determined, they also continuously exchange knowledge and insights to enhance 

collective project performance. The network of this information exchange can be quite complex 

and impossible to analyze manually. Therefore, there is a need for big linked data analytics among 

communication networks to effectively support project success. This study explores change order 

communications; describes how individuals are engaged in and impact the communication 
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network; and emphasizes the significance of social processes, patterns, and practices in process-

efficiency enhancement. Social network analysis (SNA) has been the main approach adopted 

within multi-organizational networks to identify and analyze participant relationships, roles, and 

overall network structure (Zhang and Ashuri, 2018). SNA is a powerful tool to study complex 

systems. Here, SNA is employed to measure and analyze the communication of change order 

information. A case study project provided by a construction company in Alberta, Canada, is used 

to examine the communication performance in a multi-organizational working system. The 

findings contribute to an understanding of how communication impacts the change order process 

and, in turn, the project. 

The existing literature on change management and communication impacts is reviewed. A 

systematic approach to identify the social networks embedded in the change management process 

is then presented. The concept of social network is introduced and network modeling at different 

organizational levels is explained. Finally, a case study provided by a construction company is 

discussed, followed by a discussion of limitations, conclusions, and directions for future research.  

4.2 Research Background 

4.2.1 Change Orders 

Change orders are the most common factor for cost and schedule overruns in construction projects 

(Shrestha and Zeleke, 2018), and they often impact the project quality, time, and cost. Several 

studies have examined the effects of change orders on different aspects of construction, including 

labor productivity (Kermanshachi et al., 2018) or cost and schedule overruns (Serag et al., 2010). 
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These impacts can be attributed to multiple causes, including variations in project scope, lack of 

project communication, poor site-management, improper planning of material quantities, or 

vendor changes. Change orders can strain the relationships of the owners, contractors, 

subcontractors, and other organizations involved in the construction process. Lee et al. (Lee et al., 

2005) proposed a dynamic planning and control system to evaluate the negative impacts of changes 

and other conflicts on the construction project performance. Zhao et al. (Zhao et al., 2010) 

developed a methodology to predict changes due to the responsible factors from information flow. 

Moselhi et al. (Moselhi et al., 2005) and Ibbs (Ibbs, 2013) focused more on the cumulative impacts 

of changes, and they showed that disruption due to changes overshadows productivity.  Many 

researchers have stated that lack of communication leads to change orders and rework (Alnuaimi 

et al., 2009; Bröchner and Badenfelt, 2011; Safapour and Kermanshachi, 2018; Sun and Meng, 

2009). However, past research lacks quantitative analyses of impact that project participants have 

on the change-management process.  

4.2.2 Communication in Change Order Reporting Process 

Project participants are often geographically dispersed while they exchange a massive amount of 

information to enhance project success (Butt et al., 2016). Communication is of utmost importance 

to coordinate goals in construction projects. While much research has been conducted to study the 

role and benefits of good communication on the overall success of a project (Dainty et al., 2007), 

little work has been devoted to studying the effects of communication in more detailed aspects or 

processes, such as those involved in the change-order reporting process. Recent work in the 

construction and project management literature has shed light on the importance of good 
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communication to achieve success in projects (Dossick et al., 2014; Henderson et al., 2016; Manata 

et al., 2018; Smit et al., 2017; Turner and Müller, 2004). Ineffective communication for change 

order by one party can cause disputes and delays of work of other parties in the project. Padalkar 

and Gopinath (Padalkar and Gopinath, 2016) conducted an extensive literature review and found 

that although there was an increase in project communication research between 2011 and 2015, 

communication is a minimally represented knowledge area. Smit et al. (Smit et al., 2017) 

investigated communication preferences of project participants to evaluate how modern 

communication media impact project participants and outcomes. Butt et al. (Butt et al., 2016) 

presented a qualitative study for understanding the effects of communication between project 

stakeholders on the change management process in two construction projects. They concluded that 

effective communication created clear change management processes that found innovative 

solutions for problems. Charoenngam et al. (Charoenngam et al., 2003) developed a web-based 

tool to establish a good communication framework between project stakeholders for effective 

management of change orders. At this time, there is no suitably developed framework for 

analyzing the communication performance of project participants in a change order in the 

construction industry.  Three centrality measures are used in this study to compare and evaluate 

the performance of each participant in the network – i.e. how involved a participant is in the 

communication (degree centrality), how a participant controls the flow of information 

(betweenness centrality), and how active a participant is in exchanging information (closeness 

centrality). This paper deals with the assessment of communication to fill this gap in the 

construction domain. 
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4.2.3 Social Network Analysis 

The characteristics of communication networks involved in the change management process can 

be studied using social network analysis (SNA) (Zhang and Ashuri, 2018). The concept of social 

network analysis was first introduced by Moreno (Moreno, 1960) to study social interactions, and 

has recently been utilized in the fields of engineering and construction (Park et al., 2010). Social 

network analyses broadly identify social structure interactions. Graphs or sociograms are created 

with nodes representing the parties in a network and links between the nodes representing the 

relations between the parties. Social network analysis emphasizes the relational measures among 

the parties represented in a graph or sociogram. Many researchers use SNA to identify and analyze 

structural properties of various relationships in the construction management domain (Chinowsky 

and Taylor, 2012; Dogan et al., 2013). SNA can also be used to compare project participant 

performance as predefined and shaped by contractual agreements and communication links. This 

approach appeals to researchers in the construction domain because of its capability to investigate 

various relationships among project participants and organizations.  

4.3 Research Framework 

Change management data contain all of the change orders and activities requested or ordered by 

project participants. This section focuses on the application of SNA to analyze communication 

among project participants in the change management process. Change management data are used 

as a means to discover social networks in these communicative processes. The main challenge in 

using change management data is that tremendous volumes of change orders are stored in 
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unstructured text formats with both noise and outliers, making them difficult to process and 

analyze. Figure 4.1 illustrates the framework for discovering social networks from change 

management data. The proposed framework is detailed in the following sections and is composed 

of three main steps: (i) social network data mining, (ii) social network modeling, and (iii) social 

network analysis. The change management data are used as a data source in the first step of the 

network mining. The next step is to extract the required data for social network analysis, which is 

the first step of data generation.  

 

Figure 4.1: Research framework to analyze communication 

4.3.1 Network Mining 

The data mining procedure first consists of data extraction, wrangling, and cleaning to obtain 
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change order communications from several participants over the course of a project in a comma 

separated values (CSV) format. The challenge is to mine data for a directed network consisting of 

n participants, which requires identification of the properties of n(n–1) pairs of participants. Any 

change order requires multiple participants to work together to address the requirements. Change 

orders often exist simultaneously, leading to a substantial number of communication links. To 

streamline change order communications from different project participants, each link is 

transferred into CSV format.  

In the data extraction step, all the information related to the participants in the change order 

communication network is extracted from change management data. Information about 

participants is saved using the participant’s name and organization (or a unique ID number) in the 

extracted CSV file, and each line in the dataset represents an interaction between multiple project 

participants. Several other items such as the change order number/description and timestamp are 

pulled out and stored in the CSV file, as well. For example, Participant #2 sends a letter to 

Participants #25, #92 and #94 regarding Change Order #2 in June 2013. This observation in the 

extraction step of data mining is stored in one row with multiple columns; each column represents 

a feature related to the observation. The information in this row is relevant to three different 

observations and should be reflected in three communication links in the network in the data 

wrangling step. In data wrangling, the dataset is reshaped and combined into compatible and 

interpretable formats. All CSV files are combined into one file containing all related information 

regarding change orders and participants. In the final file, each line represents an interaction 

between two participants. In the data cleaning step, data points that are not true (noise and outliers) 
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for the communication application are removed in the data cleaning step. For example, a 

communication between a participant and themselves is an outlier in the dataset, and null or 

missing values (i.e. blank email messages) are noise. Table 4.1 illustrates a sample of the extracted 

CSV file after the data-mining process. 

Table 4.1: Sample of the extracted CSV file 

Sender ID/ Organization Receiver ID/ Organization Timestamp Subject 

92/ Contractor 25/ Owner 3/7/2013 

11:49:38 

“COR 03 Pending 

action” 

54/ Contractor 144/ Subcontractor2 14/12/2013 

6:42:48 

“COR 10 Lake travel 

allowance” 

94/ Subcontractor1 92/ Contractor 11/1/2014 

13:38:44 

“Executed COR 19” 

144/ Subcontractor2 54/ Contractor 15/12/2014 

6:27:52 

“COR 42 Snow 

removal” 

137/ Subcontractor2 92/ Contractor 9/3/2015 

10:36:30 

“COR 114 Tanks 

handrail” 

25/ Owner 92/ Contractor 8/4/2015 

9:43:17 

“COR 152 Approved” 

4.3.2 Network Modeling 

Social network modeling develops a sociogram representing relations among multiple participants 

in a network. To create a social network, three main components need to be determined from the 

change management data: participants, relations, and weights. Participants of the network can 

initially be identified in the traces left behind in the change management data. Relation weight is 

measured by the total number of links sent by a participant and received by another participant in 

the network. There is no standard or metric to construct social networks as they are tailored to the 

application or the objective of the study. SNA is conducted to measure the structural characteristics 

of the communication network at the following levels: 
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4.3.2.1 Project Level 

At the project level, SNA analyzes and measures characteristics of a network to enhance the 

understanding of participants’ communication from the perspective of the whole project. 

Moreover, SNA is used to evaluate the position of each node in the project by calculating centrality 

measures as will be described in the Network Analysis section below. Three centrality measures 

(degree, betweenness, and closeness) are typically considered in SNA. 

4.3.2.2 Inter-Organization Level 

In order to accomplish a multi-organizational project, organizations must be willing to 

communicate, coordinate, and share their knowledge. In construction, a network of organizations 

works together to achieve the goals of the project and to tackle the change orders. Organizations 

are usually geographically separated but still make interdependent decisions. Effective 

communication among involved organizations is, therefore, vital for smooth change-order 

execution, to maintain compatibility, and to achieve project objectives. At the inter-organization 

level, only links between organizations are needed to evaluate a social network. Social network 

analysis can be used to depict both formal and informal organizational links. In this research 

framework, a communication network between different organizations is built based on the 

cleaned data summarized in Table 4.1. To calculate the strength/contribution of a participant in the 

inter-organization level, the authors created a percentage calculation. First, let Lij represent total 

number of links sent by organization i to organization j. A communication matrix is built to 

represent the weighted relation of links among the main organizations, as shown in Figure 



 

106 

 

4.2Error! Reference source not found.. For example, the weight of the link from Organization 

2 to Organization 3 is calculated to be L23. 

Organization jOrganization i

Lij

Lji

SijpSijp

Pi(participant 1)

Pj(participant 3)
Sjip

Sjip

Pi(participant 2)

Sjip

 

Figure 4.2: Inter-organization communication 

Next, let p be the ID of a participant within organizations i or j. Let pi be the ID number of a 

participant within organization i and pj be the ID number of a participant who works for 

organization j. Lijp is the total number of links sent if p belongs to organization i and received if p 

belongs to organization j. The calculation of the strength/contribution of a participant is given by 

Equation (4.1) 

𝑆𝑖𝑗𝑝 =  𝐿𝑖𝑗𝑝 𝐿𝑖𝑗 ,   𝑖𝑓 𝐿𝑖𝑗 > 0 & 𝑖 ≠ 𝑗⁄  (4.1) 

where 𝑆𝑖𝑗𝑃 serves as an indicator to measure the strength or contribution of participant p (p = 1, 2, 

…, P) on communication links 𝐿𝑖𝑗 (i, j = 1, 2, …, N).  

At this level, the strength, betweenness, and closeness centrality measures refer to organizations, 

rather than to individual participants. Here, strength centrality measures the extent to which an 

organization is connected to adjacent organizations. An organization’s in-strength and out-strength 
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centralities represent the degree to which the organization is a receiver or sender, respectively, of 

information from or to the organization’s neighbours. Betweenness centrality measures the extent 

to which an organization controls the flow of information between different organizations. 

Critically, these interstitial organizations keep the network together (Wasserman and Faust, 1994). 

Closeness centrality measures the distances of an organization to every other organization in the 

network, reflecting its dependency/independency. An organization with high closeness centrality 

is highly dependent, making it difficult to act independently without others knowing. A centrality 

index is defined for each company using the average of the three centrality measures. The centrality 

index of a company—and the number and direction of the links exchanged between the 

participants—could be measured easily using a programming language, such as R (Team, 2013). 

The centrality measures of an organization indicate the position, intensity of power, and influence 

of this organization in the network.  

4.3.2.3 Change Order Level 

Typically, when a change order is identified in a project, the responsible organization will try to 

evaluate and quantify its impacts. Depending on its complexity, the schedule and cost impact of a 

change order can be estimated; however, the cumulative impacts of the change order or its impact 

on downstream activities is not as straightforward to calculate. Participants themselves may impact 

the duration of the change order, based on their individual proficiencies. SNA at the change-order 

level evaluates the position of project participants involved in processing a specific change order. 

To identify the network for a specific change order, Figure 4.1 needs to be filtered based on the 

subject of a change order. The filtration process results in the identification of participants, their 
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organizations, and timestamps of the communication links. The involved participants and the 

duration of their actions is then identified and evaluated in each step during processing. By 

analyzing the network at the change order level, different stages to a change order are revealed. 

The results also provide insight into delays due to the processing time between liable participants. 

In each step during processing, the involved participants and the duration for their actions is 

identified and evaluated. The results provide insight into bottlenecks in the process, creating a 

decision-support tool for project managers that will enable them to improve their change 

management system.  

4.3.2.4 Time-Dependent Level 

At this level, SNA is applied to evaluate the network of the change-management process at 

different project phases. Participant roles may change during the construction phases of the project. 

Some participants, such as a cost engineering managers, play more important roles in project 

initiation and project closeout. A procurement specialist is usually more involved at the peak of 

construction, which might require more change orders related to procuring different materials. 

Here, SNA shows the centrality of the most important participants over time. The results provide 

insight into participant performance during construction. 

4.3.3 Network Analysis 

This section clarifies the network analysis calculations and metrics that are conducted at different 

levels of the change order. These metrics include network descriptions, degree centrality, 

betweenness centrality, and closeness centrality. 
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4.3.3.1 Network Characteristics 

SNA provides an effective tool to measure network size, density, average degree, etc. The elements 

of 𝑁 = {1,2, … , 𝑛}  are the nodes or participants of the network, while the elements of 𝐿 =

{𝑙1, 𝑙2, … , 𝑙𝐾} are its links or edges. A directed network consists of two sets N and L, such that 𝑁 ≠

∅ and L is a set of pairs of N. Here, a node is referred to by its order, I, in the set, N. In a directed 

network, each link is defined by a couple of nodes, i and j, and is denoted as 𝑙𝑖𝑗. The order of the 

two nodes is important: 𝑙𝑖𝑗 stands for a link from i to j, and 𝑙𝑖𝑗 ≠ 𝑙𝑗𝑖, with 𝑙𝑖𝑗 = 0 representing the 

absence of an edge from i to j. Network size is the total number of nodes or ties. Network density 

is the proportion of existing connected ties over all the possible connections (see Equation (4.2)). 

Networks with high density are highly connected, and information or resources can quickly move 

across the network. Network density is a representative of the cohesion of the entire network and 

can be used to provide more insight into how connected participants from different organizations 

are at the project level. Average degree measures the average number of neighbors per node (see 

Equation (4.3)). The average degree is closely related to the density.  

𝐷 =
𝐿

𝑛(𝑛 − 1)
 (4.2) 

𝐴𝐷 =
𝐿

𝑛
 (4.3) 

Here, D is the density of a directed network, L is the number of existing links, n is the total number 

of nodes/participants in the network; AD is the average degree. The diameter is the longest path of 

all the calculated shortest paths in the network. In other words, diameter is the largest distance 
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between the farthest nodes in the network. In SNA, distance is calculated by the number of links 

in the shortest possible paths from one node to another. The mean distance provides a measure of 

communication efficiency for an entire network by averaging the shortest possible path between 

all nodes. The measure of reciprocity defines the proportion of mutual connections, in a directed 

graph. In other words, it is an index to measure the tendency of participants to reciprocate. It is 

most commonly defined as the probability that the opposite counterpart of a directed link is also 

included in the network. Social network analysis facilitates comparison between project 

participants’ actions within their communication channels. Network centrality measures describe 

the intensity of power, prominence, and influence of a network participant.  

4.3.3.2 Degree Centrality 

Degree centrality is the number of adjacent edges or ties a node has as a participant 

representative. It is an indicator of how connected a network participant is to other participants. A 

higher degree centrality indicates higher interaction, more influence, and stronger involvement in 

the network. Degree centrality is calculated using Equation (4.4) 

𝐷𝐶𝑖 =
∑ (𝐿𝑖𝑗 + 𝐿𝑗𝑖)𝑁

𝑗=1

2(𝑁 − 1)
,    0 ≤ 𝐷𝐶𝑖 ≤ 1 (4.4) 

where 𝐷𝐶𝑖 is the degree centrality of the ith node in network, 𝐿𝑖𝑗 is the number of links that a node 

j receives from a node i, N is the total number of the nodes in the network. The weight or 

importance of an arc is not reflected in the degree centrality. For a weighted network, strength 

centrality is a better representation of each node connection or links. A weight of the relationships 
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can be used to represent the strength of the relation between participants in a communicative 

environment. Strength is calculated by summation of the weight of adjacent edges. Therefore, it 

counts for both the number of adjacent edges and their weights. If the strength of the relation is 

required, the weight of each relation should be taken into account. 𝐷𝐶𝑖 measures the node degree 

centrality by the sum of the weights.  

4.3.3.3 Betweenness Centrality 

The betweenness centrality of a node is the number of times a node acts as a bridge along the 

shortest path between two other nodes (see Equation (4.5)). In other words, betweenness centrality 

measures the extent to which a participant is located in the shortest path between two other 

participants in the network; potentially, this participant controls this flow through the network. 

Participants with a high betweenness centrality occupy critical network positions; poor 

performance by participants at these critical points can harm the network. A higher betweenness 

centrality may indicate a participant who takes on an informal leadership position in the network 

and may encourage a participant to contribute more to solutions in response to the problems 

encountered in the project. In Equation (4.5), 𝐵𝐶𝑖 is the betweenness centrality of the ith node in 

network, 𝜎𝑖(𝑠, 𝑡) is the number of the shortest paths that pass through node i, and 𝜎(𝑠, 𝑡) is the 

number of shortest paths between all nodes. 

𝐵𝐶𝑖 = ∑
𝜎𝑖(𝑠,𝑡)

𝜎(𝑠,𝑡)𝑠,𝑡:𝑠≠𝑡≠𝑖  (4.5) 

4.3.3.4 Closeness Centrality 

Closeness centrality reflects the extent to which the network is concentrated around one 
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participant. The closeness centrality of a node is the average length of the shortest path between 

one node and all other nodes in the network. The more central the node, the closer it is to all the 

other nodes. A node/participant with a high closeness centrality can be very active and quick in 

exchanging information with other participants in the network. Calculation of the closeness 

centrality is given by Equation (4.6) 

𝐶𝐶𝑖 = 
𝑛−1

∑ 𝑑(𝑖,𝑘)𝑘∊𝑁
 (4.6) 

where 𝐶𝐶𝑖 is the closeness centrality of the ith node in network, and 𝑑(𝑖, 𝑘) is the length of the 

shortest path (geodesic distance) between nodes i and k. In problem solving that relies on 

communication links, efficient solutions occur when a participant has the shortest communication 

paths to the other participants. Communicating with a participant with high closeness centrality 

can be accomplished in an easier, more direct, and more efficient manner. 

4.4 Case Study 

A large dataset of change orders for an oil and gas project was provided by a construction company 

located in Alberta, Canada, and used to demonstrate the feasibility and applicability of the 

developed approach in this research. The construction company played contractor role in a design-

bid-build project to build an industrial plant. The major stakeholders in this project were the owner, 

main contractor, and subcontractors 1–3. The main contractor was responsible for delivering the 

project on time and budget to the owner. This project was a lump-sum contract with an original 

contract value of approximately 700 million dollars (CAD). The contract price was increased by 

150 million dollars due to the change orders.  
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To create the network, change orders were read automatically to capture the records of 

communications. After the data cleaning step, a total of 3,402 communication links were generated 

among different project participants dispersed across different organizations and stored in a CSV 

file. Each line in the file corresponded to information about a single sender/receiver set, a 

timestamp, and a change order description, as shown above in Table 4.1.  

Two main components are required to create a social network: participants and their relationships. 

Project participants were identified by extracting unique IDs using the CSV file and were then 

stored in a separate CSV file, the node file. There were 412 nodes (participants) in our node file. 

Each node was a representation of a unique participant in the change-order network who worked 

for one of the organizations: contractor, owner, or subcontractor. Each was marked with a unique 

label. After each participant was labeled, the links between nodes were saved in an arc file, which 

contained the 3,402 links between labeled nodes.  

4.4.1 Results 

In this section, the node and arc files are utilized to visualize and interpret the social network of 

communication. These facilitate better understanding of communication characteristics between 

participants at numerous levels. 

4.4.1.1 Project Level 

At the project level, the cleaned dataset contains information about 412 participants. Figure 4.3 

shows the social network built based on the relations among project participants. The 

communication network description is a directed network with 412 nodes and 3,402 arcs. Figure 

4.3(a) represents all participants involved in the entire project and all of the communications 

between them. In Figure 4.3(b), only nodes with strength centralities greater than 20 are shown. 
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The widths of the links correspond to the weight/frequency of communication.  

Table 4.2 summarizes the communication measured at the project-level.  

  

(a) All nodes and relations (b) Nodes with strength>20 

Figure 4.3: Social network at project level 

 

Table 4.2: Characteristics of the network at project level 

Symbol Description Value 

N Number of nodes 412 

E Number of edges 3402 

D Density of network 0.008 

R Reciprocity of network 0.142 

DM Diameter of the network 23 

MD Mean distance of the network 4.14 

AD Average degree of the network 6.49 

AS Average strength of the network 16.51 

As provided in Equation (4.2), network density falls within the range of 0–1. At a value of 1.00 
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(highest value), all participants are connected to each other; the network has total connectivity. At 

a value of 0 (lowest value), none of the participants are connected; a network is absent and all 

participants are isolated. Here, the network density is 0.008, which shows that in this network only 

0.8% of all possible links among project participants are present, suggesting a low level of network 

cohesion. The total number of nodes/participants was 412, which is very high and indicates that 

there are many unrealized, potential relationships in the network. The average degree of the 

network is 6.49, indicating that each participant among the 412 participants in the network is 

connected to six to seven other participants on average. For a weighted network average, strength 

is a better measure than average degree because strength accounts for both the number of links and 

their frequency. In this case, the average strength of the network is 16.51 – almost 2.5 times the 

average degree – which could be a result of the intention/preference of participants to make 

communication with the previously interrelated participants in the network. Considering the close 

relationship between average degree and density, the results indicate that the structure of a network 

can be affected by a high concentration of links in a few participants, even if the other participants 

have few connections as shown in Figure 4.3. The value of the network diameter is 23, representing 

the distance between the two farthest nodes in the network. The mean distance of the network is 

4.14, meaning one node could traverse 4.14 nodes to touch another node. The reciprocity of the 

interactive network is 0.142 which shows the network is poorly reciprocal. 

As mentioned earlier, centrality measures are used to evaluate the embeddedness of nodes and 

their positions in the discovered social network. Here, the results show that Participant #2 has the 

highest degree of centrality in the project level, indicating their high activity and involvement in 
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the network. Participant #2 is the procurement specialist working for a contractor who is the sender 

and receiver of a large number of communication links. Participant #66 has the highest 

betweenness centrality and is able to control the communication flow easily. Participant #66 is a 

senior project manager for the contractor whose higher betweenness value indicates a leadership 

position in the network. It is highly effective for Participant #66 to contribute to solutions in 

response to the change order problems encountered in the project. Participant #174 has the highest 

closeness centrality and is very active in communicating information to other participants.  

When the project is studied at the change order level, there are many people involved, which 

makes it difficult for human eyes to recognize the most important participants in the visualized 

network shown in Figure 4.3(a). However, the configuration of the network and centrality 

measures of the participants can be easily seen in a tabular format ( 

Table 4.2). In particular, strength centrality can be used to reveal the key participants and 

connections that have a significant impact on the change order communication at the project level. 

The results of the centrality measures, however, cannot be generalized to all projects because each 

project is unique; the change orders will be completely different. It is also expected that there 

would be a connection between the most frequent change orders and participant responsible for 

those types of changes due to the nature of their positions. In this case study, for example, most of 

the change orders are related to changes in material, which is why the procurement specialist has 

the highest degree centrality in the network. 

4.4.1.2 Inter-Organization Level 

Based on the cleaned data summarized in Table 4.1, the active participants are mostly 

distributed among 5 major organizations. For simplicity, a communication network has been built 



 

117 

 

for the 5 main organizations (Figure 4.4). A weighted relation assesses the strength of the 

communications between organizations and project participants. Frequency is reflected in 

weighted arrows, with each arrow showing the number of communications. The contractor here 

communicates with the owner more than the subcontractors because the contractor is mainly 

responsible for delivering the project with all the changes requested by the owner and is also 

responsible for getting the approvals. Simultaneously, the owner has sent communications to the 

contractor 164 times. The sent/received links are represented as percentages of the total number of 

communication links to show the contributions of the participants. For example, Participant #2 

contributed 85% to the communication links sent by contractor and received by owner. Therefore, 

Participant #2 has a stronger role in the relationship as compared to other participants who belong 

to the same organization. Participant #25, on the other hand, received 35 percent of the links sent 

by the contractor.  
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Figure 4.4: Social network at the inter-organization level 

Several participants belong to tightly connected organizations, as shown in Figure 4.4. Many of 

the other participants are completely isolated from the inter-organization level, thus are not 

represented. The bridging roles that connect different organizations in the network can be 

identified for improving information sharing within the project. Participants #2, #25, #54, and #94 

are all involved in most inter-organizational communications. These participants keep in close 

touch with more than one organization, acting as boundary spanners to provide an information 

channel among different organizations. These participants play a significant role in communication 

and knowledge sharing in the network. By contrast, Participants #83, #141, and #303 are seen only 

in one inter-organization link, indicating that they are considerably isolated. The results of 

centrality calculations at the inter-organization level are presented in Table 4.3. The centrality 

values are normalized so that they range between 0 and 1. The centrality index is used to represent 
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the average of the three centrality measures in Table 4.3.  

Table 4.3: Centrality measures at inter-organization level 

Organizations 
Normalized Centrality Measures 

Centrality Index 
Degree Betweenness Closeness 

Owner 0.396 0.9 0.028 0.441 

Contractor 0.430 1 0.278 0.569 

Subcontractor 1 0.332 0.9 0.028 0.419 

Subcontractor 2 0.199 0.8 0 0.333 

Subcontractor 3 0.014 0.686 0 0.233 

The network centrality of an organization is an indicator of its power and influence, representing 

how strategically an organization is connected in the network. The contractor has the highest 

centrality index with the highest degree, betweenness, and closeness measures. High-degree 

centrality for the contractor indicates high activity and involvement in the network. As shown in 

Figure 4.4, the contractor is connected to all the organizations in the network and is the sender and 

receiver of a large number of communication links. The contractor has the most central position 

in-betweenness measurements and is able to control the communication flow easily. In this study, 

a higher betweenness value of contractor indicates a leadership position in the network. The 

contractor here is very active in communicating information to other organization because of their 

high closeness centrality. Analysis of the inter-organization level shows which participant might 

be the bottleneck in communicating change orders between different parties in the project due to 

their burden. These results can help organizations to improve the communication skills related to 

change management process.  
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4.4.1.3 Change Order Level 

In this section, one change order is considered as an example to show the results of SNA at the 

change-order level. This change order is related to the procurement of pipe. SNA is applied to 

evaluate the performance of the participants at the change-order level. As shown in Figure 4.5, 

four organizations and 14 participants are involved in these change order communications. Each 

participant is shown using a colored circle with a number inside it to represent the unique ID of 

the participant. The color of the circle provides information about the organization to which the 

participants belongs. In Fig 5, participants belonging to contractor are shown in yellow. In Figure 

4.5(a), the colored arrows correlate with the timeline of the change order as shown in Figure 4.5(b) 

The change order is identified, and blue is used to show the links at identification step. It took 12 

days for change order participants to analyze and send change-order information out. In Figure 

4.5(b), the timeline from identification to approval of this change order is shown. There is a gap 

of 147 days from Step 2 to 3 in the process of the change order, which may be the result of a 

performance deficiency of the participants involved in Step 2. This delay may cause additional 

delays and costs to the project and should be used to evaluate performance. 
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(a) Network of change order  

IdentificationIdentification Step 1Step 1 Step 2Step 2 Step 3Step 3 ApprovalApproval

12 Days

3 Days

147 Days

3 Days  

(b) Timeline of the change order 

Figure 4.5: Social network at change order level 

The participants of each organization keep in close touch with three other organizations’ 

employees, acting as the boundary spanners to provide an information channel among different 

organizations. Participants #25, #96, and #144 play a significant role in communication and 

knowledge sharing in the network of this change order. By contrast, Participants #223 and #204 

show up in only one communication link, indicating that they do not keep in close connection with 
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the other participants. The results of centrality calculations at change order level are presented in 

Table 4.4. The centrality values are normalized so they range between 0 and 1. The centrality index 

represents the average of the three centrality measures.  

Table 4.4: Centrality measures at change order level 

Participant ID 
Normalized Centrality Measures 

Centrality Index 
Degree Betweenness Closeness 

25 0.212 0.051 0.366 0.209 

51 0.039 0 0.228 0.089 

54 0.058 0 0.276 0.111 

77 0.077 0 0.236 0.104 

84 0.039 0 0.23 0.089 

92 0.077 0.064 0.295 0.145 

96 0.231 0.138 0.347 0.239 

141 0.039 0 0.228 0.089 

144 0.193 0.048 0.363 0.201 

The top participants in this change order ranked in degree and closeness centralities are Participants 

#25 (contract administrator) and #96 (project director); the top participants ranked in betweenness 

centrality are #25 and #92 (cost engineering managers). Participant #96 has the highest centrality 

index.  

4.4.1.4 Time-Dependent Level 

In this section, to capture the importance of participant roles at the granular level of the project 

timeline, the project duration is divided into seven phases from initiation to close out. In each 

assumed phase, SNA is applied to analyze the change-management network, and the centrality of 

participants is calculated. The participants with higher centralities are compared at different 

periods of the project. Here, the roles of five participants are evaluated at these assumed phases. 
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Participants #2, #25, #54, #96 and #92 are compared. The comparison results for these five 

participants are shown in Figure 4.6. Participant #92 is a cost engineer manager who works for the 

contractor whose role is more important in the first and last periods of the project compared to 

other participants. Participant #2, alternatively, has a more important role in the third and fourth 

periods of the project. 

 

Figure 4.6: Participant centrality vs time 

4.5 Discussion 

The change order process is a combined effort among the owner, contractor, and subcontractors. 

Each participant involved in the change order network is expected to communicate the required 

information at the appropriate time to avoid delays. Issues and problems arise due to a lack of a 

clear schedule for change orders, too many arriving on a participant’s desk at a given time, unclear 
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tracking processes, and ultimately, information not being communicated in a timely manner.  

SNA metrics and concepts applied in this research provide useful information about network 

formation, centrality, and connectedness of network. In terms of the overall network, network 

density is used to indicate the strength of the connections in a network. A low-density value 

indicated that a network focuses on individuals rather than on collaboration over a network. Such 

networks need to be redesigned by project managers to increase their density for a more efficient 

communication structure. Therefore, SNA is applied to discover underlying problems in change 

management communication network that can be later investigated to identify misalignments that 

impede project effectiveness. 

Using this approach on an ongoing construction project can illustrate important communication 

barriers that exist in early project stages. By analyzing network communication performance, 

project managers can detect potential phenomena leading to communication problems and 

difficulties. Later, the communication network can be redesigned to involve the same participants 

more effectively, utilizing their skills and leading to a better change management process. 

The findings in this research can help construction project managers define appropriate staffing 

and task allocation strategies during or after execution of a project. For example, as shown in 

Figure 4.4, the project manager needs to take into consideration that Participant #2 may create a 

bottleneck in the network. If Participant #2 is overloaded with many change orders to be processed, 

it may cause delays. The project manager can assign another team member to distribute the 

workload. Additionally, historical records of communication and actual performance provide an 
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unprecedented opportunity for change management. Project managers can use historical records 

of the quantified communication in making critical staffing decisions, such as selecting the leader 

of the change management team or grouping the team members to work on specific change orders. 

Fig. 6 shows that Participant #2 has more involvement in phases 3 and 4 of the project, but their 

involvement in phases 1 and 7 is negligible. This can help the project manager to allocate resources 

over project phases.  

The quantified change management communication network in this research also provides useful 

information to identify bottlenecks in change order process development. A change order may be 

delayed because the liable participant has not reviewed it; as a consequence, corresponding follow-

up measures have not been taken, including reassigning the work to other available participants. 

For example, as shown in Figure 4.5(b), proceeding from step 2 to step 3 takes 147 days, which 

should be a red flag for the project manager to further investigate the reason for the delay and 

assess its impact on overall project timeline. Visualizing the communication features of the change 

management network also shows places that the change order process needs improvement. This 

improvement could entail replacing personnel, adding more staff, changing the configuration of 

the team, or assigning team members to different tasks.  

The quantitative analysis of change management communication could also provide the project 

manager with critical information to develop targeted training programs for team members who 

are anticipated to run into difficulty in upcoming projects. Customized knowledge management 

can be developed to share the lessons learned from past communication strategies to enhance 
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change management in future projects. Leadership training can be provided to key team members 

based on team decision- making in past projects and their performance in managing change orders. 

4.6 Limitations and Future Work 

Mining tremendous volumes of change management data that are stored in different formats to 

explore the communication network is a tedious task. One limitation is the need for a data adapter 

to harvest, wrangle, and clean the change order communication data and convert them to the 

required CSV format. Additionally, many organizations are involved in the change management 

process, which makes it difficult to develop a unified system to collect all change management 

data. Depending on the project delivery system and other contractual arrangements, the 

communication network may change, and the findings of this framework are only applicable for 

similar projects within a company. One other limitation is the type of communication that were 

used; informal phone calls or face-to-face conversations were not captured for this study.  

As the case study demonstrates, identifying network participants and their links manually is not 

feasible. Therefore, one of the benefits of using the proposed framework is automating the network 

extraction and analysis. Networks from similar historical projects could be used to predict the 

communication network and be further analyzed by project managers to better allocate tasks and 

staff. 

The results of the SNA discussed above are for the combination of formal (contractual) and 

informal communications. However, social network studies have another category for studying the 

relationship between the environment (e.g., contractual relationship and conditions) and network 
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structure that is beyond the scope of this work, but could be studied in the future. Future work 

could also explore the relationships between change order characteristics and social network 

attributes. Further information about change orders (e.g., cost and time impact, or type of change) 

could be taken into account when analyzing relationships between communication network 

characteristics and change orders. The effective use (pros and cons) and implementation of the 

proposed framework could be expanded by interviewing project participants, and further 

information about project participants (e.g., gender, age, experience in the industry) could also be 

taken into consideration. 

4.7 Conclusion 

Change order data were analyzed to assess the communication performance and centrality of 

project participants in a change-management network. Measuring communication through time-

consuming content analysis to reveal the communication performance is difficult. This study 

measured centrality and performance using social network analysis. Project management may use 

the proposed framework and subsequent results to improve individual and team performance in 

the project change order process. This research contributes to the state-of-the-art by proposing an 

innovative use for a trusted methodology to discover social networks. Practitioners may use this 

framework to provide insight into relationships between characteristics of a communication 

network, or to quantitatively measure the performance of individual project members. Project 

managers can refer to these centrality measures during project execution to troubleshoot 

communication problems. Centrality measures can be used to understand performance and avoid 
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delays and cost overruns. 
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Chapter 5  

Conclusions, Limitations, and Future Directions 

5.1 Research Conclusions 

This research outlines the development of a framework to enhance contract-related reporting and 

communication in construction. The framework functions as a systematic guideline to enhance 

documentation, communication, and sharing practices in both the planning and the execution and 

control phases of construction projects to fill existing research gaps in literature. 

Chapter 2 develops a framework capable of automating the identification and extraction of 

reporting requirements and predicating their associated time and cost. The framework employs 

Natural Language Processing (NLP), Machine Learning (ML), and stochastic simulations to 

rapidly and efficiently retrieve requirements and quantify the time and costs associated with 

reporting—in turn providing necessary insights to streamline reporting workflows. To automate 

reporting requirement extraction, rule-based and ML-based classification methods were 

developed. Functionality and validity of both models were demonstrated using real contractual 

documents, and an accuracy of over 95% was observed. Then, numerical data regarding report 

preparation times and associated resources were used to predict the time and cost required to 

complete the reporting requirements detailed in the contractual documents. Input of these data into 

the Monte Carlo simulation model resulted in probability distributions that were validated by 

subject-matter experts, which confirmed that the simulated results were acceptable and were 

consistent with the outcomes observed in practice (a mean cumulative reporting duration and cost 
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of 5083 hours and 304,939 CAD were observed, respectively).  

Chapter 3 proposes a novel, reproducible framework for identifying areas of improvement in 

construction administration and quantitatively predicting their impact on project performance for 

enhanced decision-making. The framework employs data collection, value-stream mapping, and 

discrete-event simulation to stochastically model administrative processes and proposes 

performance metrics to quantitatively assess their performance. A case study was employed to 

demonstrate the applicability of both the framework and the metrics proposed, where both were 

found capable of reliably quantifying current and predicting future administrative performance of 

a construction contractor. Several performance improvements were observed in terms of resource 

utilization, process time, non-value-added time, and number of process steps—ultimately, the 

number of working days required was reduced by 31% from 489 days to 335 days. 

Chapter 4 proposes a social network analysis-based approach to quantify and analyze the 

communication of documentation processes. The approach is focused on the communication of 

the participants of the reporting process, focusing on change order processes as one type of 

construction report. Project members involved in the change order process and their interactions 

were mined to assess the structural characteristics of the communication network at project, inter-

organizational, change-order, and time-dependent levels. Communication data were extracted 

from a real project and used as a case study to demonstrate the applicability of the proposed 

approach. The results of the study demonstrate how individuals were engaged in and impacted the 

communication network, emphasizing the significance of effective communication in process-
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efficiency enhancement. The results quantitatively illustrated the communication network and 

highlighted the roles that key participants played. Key participants who influenced the social 

network were revealed at different levels of the study. The findings in this research can assist 

construction project managers in the development of appropriate staffing and task allocation 

strategies. 

5.2 Academic Contributions 

These research outcomes have resulted in several academic contributions: 

• Automating contract-related reporting requirement identification and extraction to advance 

the contract review process.  

• Advancement of text classification approaches using NLP techniques to provide a domain-

specific and application-oriented text classification process. 

• Provision of valuable insights and understanding regarding the prediction and analysis of 

the overhead costs and durations associated with contract-related reporting documentation. 

• Introducing novel approaches for improving and streamlining contract-related reporting 

documentation in construction. 

• Establishing generic performance indicators in construction administration to assess and 

quantify current and predict the future performance of contract-related administrative 

processes in construction. 

• Integrating Lean principles and simulation techniques for administrative processes, which 

have typically been studied separately. 

• Providing a foundation for the development of future Lean office strategies and tools in the 



 

132 

 

construction industry. 

• Applying the social network analysis to discover and visualize communication in contract-

related administrative processes in construction. 

• Defining various communication indicators to measure and analyze communication 

performance of project members and to identify communication bottlenecks in the process, 

thereby enhancing the documentation process. 

5.3 Industrial Contributions 

Industrial contributions that have arisen out of collaborative research efforts with partner 

organizations include:  

• Development of an automated tool to more efficiently identify reporting requirements and 

quantify the time and costs associated with report preparation. The proposed tool reduces 

the effort, time, and overhead costs expended by the multiple personnel involved in 

documentation process. A thorough and realistic understanding of contract reporting 

requirements promotes project teams to focus on establishing the best means, methods, 

pricing, and schedules for completing the proposed project. 

• Providing practitioners with a better understanding of time, cost, and resource 

requirements, enabling the enhancement of contract negotiations, reporting workflow 

processes, and submittal procedures between clients and contractors, in turn increasing 

value for all project stakeholders. 

• The use of multiple indicators to quantify process performance during the execution and 

control phases to provide decision-makers with the information required to take necessary 
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actions to streamline and smooth workflow and process design.  

• Simulation, experimentation, and evaluation of the future behaviour of documentation 

processes to support managerial decision-making, thereby enhancing resource planning 

and allocation, reducing inefficiency and redundancy, and improving overall project 

outcomes.  

• Providing indicators to better understand performance and to identify bottlenecks and 

misalignments in the process that impede project effectiveness. Using this approach on an 

ongoing construction project assists project managers to detect potential phenomena 

leading to communication problems and difficulties, thereby avoiding delays and cost 

overruns. Communication networks can be redesigned to involve the same participants 

more effectively by capitalizing on their skills, leading to improved process performance. 

5.4 Research Limitations 

Although the research findings in above chapters support the developed approaches, certain 

limitations of this research should be noted and explored. 

• While the research framework is expected to be applicable—in its current form—to all 

contract-related documentation in construction sharing similar characteristics (e.g., 

mandated by contract and project specifications, carry information, flow through various 

process steps, and shared among various project participants), applicability of the 

framework to other documents types has yet to be confirmed using actual project data. 

Here, the sample application of the proposed framework was limited to the report 
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documents (and their processes) of complex industrial projects, as access to other types of 

contract-related documentation was not available. Similarly, the quantification and 

streamlining of documentation workflows by focusing on people and communication was 

limited to construction change order reports. 

• The extraction model in chapter 2 is developed and validated using one set of contract and 

project specification documents obtained from an oil and gas project. While the extraction 

module is expected to be applicable—in its current form—to all construction contracts with 

similar characteristics (e.g., terminology, document structure, and/or report structure), the 

development methodology described may need to be reapplied and revalidated for other 

contract types. 

• The probability distributions used as input to the simulation model to predict time and cost 

must be investigated and discussed. Collecting and acquiring pertinent and correct 

information that accurately reflects the uncertainties associated with each variable is time-

consuming. Certain construction companies do not even track the resources and time 

required from construction sites and administration offices to complete reporting 

requirements. 

• The performance metrics proposed in chapter 3 may need to be adjusted depending on the 

nature of the administrative process under study. In addition, while proposed improvements 

can be used as a guide, improvements may not be applicable to all projects or organizations. 

• The accuracy and reliability of the developed simulation model in Chapter 3 largely 

depends on the quality and availability of the data provided by the company. 
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5.5 Future Directions 

This section reveals possible future directions based on this doctoral research work, which include: 

• The development of a more holistic solution for contract documentation problems capable 

of providing seamless integration between clients and contractors, such as creating 

contracts using a structured-database approach. 

• The research and development of methods for dealing with modifications or alternate 

arrangements during contract documentation. 

• The exploration and development of simple, quick methods for collecting performance data 

of administrative processes in practice to help manage administrative processes. 

• The development of approaches capable of quantitatively assessing potential influence of 

production variables on the performance of other variables, such as cost and quality of the 

process.  

• The examination of the relationship between the environment (e.g., contractual relationship 

and conditions) and network structure in contract-related documentation processes. 

• The investigation of relationships between report characteristics (e.g., type of report), 

project participant characteristics (e.g., gender, age, experience in the industry), and social 

network attributes. 
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Appendix A. Project control reports flowchart 

In the case study of Chapter 3, the administrative process associated with the preparation of project 

control reports for an oil and gas construction project led by a Canadian contractor in Alberta was 

considered to demonstrate the functionality of the proposed approach. To better understand and 

make a list of administrative tasks, the process flowchart is used to map the tasks and information 

flow. The process flowchart visualizes the flow of tasks and information that contractor has 

developed to collect required data, prepare, circulate, review, approve and submit multiple reports 

requested by the owner as per contractual agreement. As can be seen in the following figure, some 

reports are used as input to prepare other reports.  
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Appendix B. Value stream map of project control reports 

In the case study of Chapter 3, after collecting the project information and required input data, 

current-state value stream maps were prepared and visualized using VSM. The value stream 

mapping is complicated consisting of 38 process steps with many links connecting the tasks and 

information flow. Here, value stream mapping of each report is separately visualized to simplify 

the complexity and to better understand the tasks and rework impact on each single report. The 

current-state maps are presented as follows: 
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Appendix C. Scenario 4 and its impact on the process 

In the case study of Chapter 3, after discussing the proposed process improvement solutions, 

experimental scenarios for the future-state map were developed. For each scenario, the impact of 

the proposed improvements on the design of the overall process, task durations, number of process 

steps, and the likelihood of rework was estimated. Scenario 4 had the lowest total duration and VA 

time of all experimented scenarios. The impact of the scenario 4 on the process tasks and associated 

durations is provided in the following table. 

Impact of Scenario 4 on administrative process tasks and associated duration 

Task Name Type1 Freq. Duration (h)2 Resources3 

1 Enter timesheets into SAP NW daily U (2-3) PC 

2 Timecard keying NW daily U (5-6) PA 

3 Subtrade tracking in the toolbox VA daily U (1-2) PC 

4 Update equipment timesheet NW daily Tri (0.75, 1, 1.25) PC 

5 Complete material receiving NW daily Tri (1.5, 2, 2.5) PA 

6 Confirm completion of tasks NW daily 0.5 PC 

7 Quantity entry NW daily 0.15-0.2 PC/PCT 

8 Key subtrade invoices NW weekly Tri (1-1.52) PA 

9 Post equipment timesheet NW weekly Tri (0.5,0.75) PC 

10 Run LEMS NW shift 2 PA 

11 
Pull raw data from SAP and pull 

LEMS log 
NW shift 1 PA 

12 Prepare LEMS summary VA shift U (0.25,0.5) PA 

13 Review and approve LEMS summary NW shift 0.25 PM 

14 Prepare and review CCO log VA shift Tri (0.5, 1, 1.5) PCT 

15 Prepare construction schedule VA shift Tri (2.5, 3, 4) SCH 

16 
Review and update construction 

schedule 
NW Shift U (1-2) PM/S 

17 Prepare look ahead schedule VA shift Tri (0.5,1, 1.5) SCH 

18 
Review and approve look ahead 

schedule 
NW shift U (0.5-0.75) PM/S 

19 Prepare critical path schedule VA shift Tri (0.5,1, 1.5) SCH 

20 
Review and approve critical path 

schedule 
NW shift U (0.5, 0.75) PM/S 
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21 
Prepare equipment log report AND 

review 
VA shift Tri (1.5, 2, 2.5) PC 

22 Review and approve equipment log NW shift U (0.5-1) PM 

23 
Pull purchase order raw data and 

prepare 
VA shift U (0.5-1) PC 

24 
Review and approve purchase order 

log 
NW shift 1 PCT 

25 Prepare subtrade log report VA shift U (0.5-1) PC 

26 Review and approve subtrade log NW Shift U (1-1.5) PCT, PM 

27 Prepare quantities report VA shift U (0.5-1) PC 

28 Review and approve quantities report  NW shift U (1-1.5) S, PM 

29 
Compile and prepare shift progress 

report 
VA shift U (4-6) PCT 

30 
Review and approve shift progress 

report 
NW shift U (1-2) PM 

31 Submit bi-weekly reports VA shift 2 PCT 

1VA: value-adding, NW: necessary waste, PW: pure waste  
2Tri: triangular distribution, U: uniform distribution  
3PC: project coordinator, PM: project manager, PA: project accountant, PCT: project control,  

  S: superintendent, SCH: scheduler 

The impact of the scenario 4 on the likelihood of revision occurrence, and the tasks required to be 

repeated to address the requested revision is presented in the following table.  

Impact of Scenario 4 on rework 

Rework (Revision) Likelihood (%) Requestor1 Affected Tasks 

LEMS summary report 10 Client 12, 13 

Construction schedule report 10 Client 15, 16 

Construction schedule report 1st revision 10 PM 15, 16 

Equipment log report 10 Client 21, 22 

Equipment log report 5 PM 21, 22 

Purchase order log report 5 PCT 23, 24 

Subtrade log report 30 PCT, PM 23, 24 

Quantities report 40 Client 27, 28 

Quantities report 1st revision 40 S, PM 27, 28 

Shift progress report 10 Client 29, 30 

1PM: project manager, PA: project accountant, PCT: project control, S: superintendent 

 


