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Abstract

Data mining in high dimensionality almost inevitably faces the consequences of increasing sparsity

and declining differentiation between points. This is problematic because we usually exploit these

differences for approaches such as clustering and outlier detection. In addition, the exponentially

increasing sparsity tends to increase false negatives when clustering.

In this thesis, we address the problem of solving high-dimensional problems using low-dimensional

solutions. In clustering, we provide a new framework MAXCLUS for finding candidate subspaces

and the clusters within them using only two-dimensional clustering. We demonstrate this through an

implementation GCLUS that outperforms many state-of-the-art clustering algorithms and is partic-

ularly robust with respect to noise. It also handles overlapping clusters and provides either ‘hard’ or

‘fuzzy’ clustering results as desired. In order to handle extremely high dimensional problems, such

as genome microarrays, given some sample-level diagnostic labels, we provide a simple but effec-

tive classifier GSEP which weights the features so that the most important can be fed to GCLUS.

We show that this leads to small numbers of features (e.g. genes) that can distinguish the diagnostic

classes and thus are candidates for research for developing therapeutic applications.

In the field of outlier detection, several novel algorithms suited to high-dimensional data are

presented (T*ENT, T*ROF, FASTOUT). It is shown that these algorithms outperform the state-of-

the-art outlier detection algorithms in ranking outlierness for many datasets regardless of whether

they contain rare classes or not. Our research into high-dimensional outlier detection has even shown

that our approach can be a powerful means of classification for heavily overlapping classes given

sufficiently high dimensionality and that this phenomenon occurs solely due to the differences in

variance among the classes. On some difficult datasets, this unsupervised approach yielded better

separation than the very best supervised classifiers and on other data, the results are competitive with

state-of-the-art supervised approaches.The elucidation of this novel approach to classification opens

a new field in data mining, classification through differences in variance rather than spatial location.

As an appendix, we provide an algorithm for estimating false negative and positive rates so these

can be compensated for.
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Chapter 1

Introduction

High dimensional databases are becoming the norm as data collection becomes increasingly auto-

mated. Knowledge discovery from these datasets presents several important challenges. As will be

discussed more extensively later, increasing sparsity typically makes full-dimensional manipulation

of the data fruitless. This motivates analysis of subspaces. However, the number of subspaces in-

creases exponentially with dimensionality. On the other hand, since there are effective tools for data

mining in low dimensionality, it is of interest to see if applying these tools in low dimensional spaces

can yield useful information for a high dimensional dataset.

It has been observed [31] that the relative differences between data points declines for most types

of data with increasing dimensionality. This is a consequence of the phenomenon of what is termed

concentration of measure in the mathematical community [55] , which is a generalisation of the

law of large numbers. This is problematic for many techniques such as tree indices as well as any

algorithm exploiting distance or similarity. On the other hand, concentration of measure is described

as a blessing by the mathematical community as it gives strong bounds on the deviation of a broad

class of functions from their mean. This is widely exploited in machine learning (e.g. [91]) and we

show how this phenomenon can be exploited for using outlier detection for classification.

Three important areas of data mining are classification, clustering and outlier detection. Clus-

tering is an unsupervised approach to classification while outlier detection seeks to find the most

unusual data points. To date, there has been a tendency to see these three areas as separate with

their own approaches and algorithms. As it will become obvious in this thesis, outlier detection in

high dimensional datasets can not only use clustering techniques internally but can produce output

that amounts to unsupervised classification (clustering) or semi-supervised classification through the

use of some labelled data. That is, we can leverage varying outlier tendencies to separate and yield

information about underlying classes.

Another area, much neglected by data miners, is the proper estimation and accommodation of

underlying error rates. Data has inherent error and this ‘noise’ amplifies strongly with increasing

dimensionality. Without taking this into account, our results may be meaningless. On the other hand,

proper estimation of true and false positive rates can allow us to recover false negatives, minimise

1



false positives and even discover important knowledge. Later in the thesis, an example will be given

of how the likely set of relevant genes can be extracted from labelled genetic data. Previous data

mining techniques could rank genes or build models but, typically, could not estimate the correct

size of the model. The estimation of true and false positive rates is presented before the other work

as it has applications in the later chapters.

Thus this thesis has two main contribution areas. Clustering (MAXCLUS) and outlier detection

(T*, FASTOUT). Aditionally a simple but novel classifier is provided (GSEP) and an algorithm for

error rate estimation (SERA) introduced in Appendix A.

1.1 Background

In our previous work [65], a new parameter-free 2D clustering algorithm was introduced (TURN*).

This was particularly effective in collecting clusters and separating out noise. This ability to distin-

guish noise from clusters suggested an application for outlier detection. While efficient in 2D, the

method used for finding nearest neighbours scaled exponentially with dimensionality. There was

therefore an interest in how to extend this work to arbitrarily high dimensionality. While pursuing

this, a framework (MAXCLUS) was developed which required only 2D clustering but discovers

candidate subspaces of any size in which clustering can be done to confirm the existence of signif-

icant clusters. This framework can be implemented using TURN* or almost any other clustering

algorithm. A more efficient projected clustering method was also developed.

In the work on MAXCLUS, it was observed that the clusters could be expanded beyond the

discovered borders to improve collection – reduce false negative rates. It was also noted that noise is

suppressed by increasing dimensionality as sparsity increases. Investigating how false positive and

negative rates can be estimated led to the SERA algorithm [67] and its application to discovering a

bounded small set of predictor features from datasets with binary labelling, e.g. for some disease

condition, something that has been very difficult to do previously. This is presented in Appendix A.

Applying MAXCLUS to genome data is impractical due to the extremely large dimensional-

ity. However, given labelled samples, the simple algorithm GSEP was developed that generated a

weighted list of prognosticator genes/features, the top n of which can be fed to MAXCLUS yielding

candidate subsets of genes/features and even clusters within these subsets based on, for example, up

and down regulation. The size of n can be readily chosen based on the weights which are normalised

so as to be comparable across datasets. This is a generic approach that can be applied to other types

of data with very high dimensionality. This is complimentary to the purely statistical approach of

SERA mentioned above (See Appendix A). Alternatively, SERA can be used to compute n.

Turning to the related problem of outlier detection, the TURN* algorithm generates various

statistics while scanning across resolutions. A resolution is like a grid imposed on the data space

which can be coarse or fine. This scanning is key to its automatic setting of its own internal parame-

ters. The availability of statistics suggested various heuristics for outlier detection. Various schemes
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were tested and one (ROF) was found, which worked excellently on a 3D engineering database [63].

However, the scaling problem remained. Subsequently, this and another, based on entropy, were

developed as T*ROF and T*ENT for high-dimensional outlier detection. The automated nature of

TURN* has, inevitably, some increased cost. Further research on a very simple but novel subspace

nearest neighbour approach led to the highly efficient and effective FASTOUT algorithm.

The research on outlier detection to date has focussed on the low dimensional concept of finding

individual ‘unusual’ data. Because of this, researchers would modify labelled data with balanced

classes to create a main and a rare class(es) in order to test their outlier algorithms. This was

never properly motivated and is, in fact, peculiar. Smallness of the class is not, in itself, normally

a distinguishing feature. Indeed, outlier algorithms can be used on labelled data without creating

rare classes and, further, no researcher has shown particular success in separating very small classes

from large ones in high dimensional data. In this thesis, we motivate theoretically and demonstrate

empirically how outlier detection can separate classes of any reasonable size by exploiting their

difference in variance rather than spatial location. This is effective even for concentric classes if

there are sufficient dimensions.

The sequence of this thesis largely follows this chronology except that the issue of measurement

error is addressed first.

1.2 Thesis Statement

It has been established (e.g. [31]) that the relative differences between points diminishes with in-

creasing dimensionality in most cases. At the same time, sparsity typically increases exponentially

with dimensionality. This presents severe challenges for clustering and outlier detection. The next

two hypotheses address this problem:

Hypothesis 1. Clustering: High dimensional datasets can be clustered using low-dimensionality

techniques, specifically, through the discovery of relevant subspaces in which meaningful clusters

likely exist. Given such candidate subspaces, clusters can be extracted.

Hypothesis 2. Outlier Detection: A meaningful measure of outlierness can be assessed in a high-

dimensional space by computing an outlier score in many low-dimensional subspaces and taking

the sum of such scores.

If an outlier ranking can be computed, does this really tell us anything about the individual points

if they are produced by some source with a certain variance? Since, for tailed distributions, such a

point can attain any rank with some statistical probability, what valid information can be extracted

from this ranking? The next hypothesis addresses these questions.

Hypothesis 3. Classification through variance: If two or more classes with different variances are

present in a dataset, the members of these classes will tend to separate in the outlier ranking, per-

mitting an approach to classification.
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While multiple contributions and results are presented herein the principal thesis behind this

work is that, while low dimensional data mining can often be used to yield information about indi-

vidual data points and classes, high dimensional analysis yields more acute information about cer-

tain properties of inherent classes within the data, even though information about individual points

is depreciated.

This fundamental notion is based on theoretical results that are not new but whose implications

have not so far been formally noted and thus not explicitly exploited in the research areas relevant to

this thesis, specifically outlier detection. The laws of nature are always there but science gradually

documents them and, in many cases, application follows after theoretical understanding.

1.3 Contributions

The principal algorithmic contributions are as follows:

• A framework (MAXCLUS) for discovering subspaces likely to contain significant clustering

and for extracting the clusters.

• An efficient and effective implementation of MAXCLUS, GCLUS.

• An efficient and effective classifier for binary high-dimensional problems, GSEP.

• An outlier detection framework (T*) for high-dimensional problems and two efficient and

effective implementations, T*ENT and T*ROF. T*ENT and T*ROF are shown as effective

classifiers for binary-class problems.

• A highly efficient and effective outlier detection algorithm (FASTOUT) for high-dimensional

problems based on a novel linear cost subspace nearest neighbour method. FASTOUT and its

variant FASTOUT-R are shown as effective classifiers for multi-class problems.

• An algorithm for computing false positive and false negative rates for complex experimental

scenarios (SERA) presented in Appendix A.

In addition, Hypothesis 3 – classification through variance – is shown to be theoretically feasible

and practically attainable with very high effectiveness.

1.4 High-Dimensional Data Mining

High dimensionality has become important recently with the vast increase in multi-attribute data

collection. While this is widely acknowledged, there is still a strong tendency to continue with the

tools and approaches that served us well in low dimensionality. As we discuss, high-dimensional

spaces are fundamentally different from low-dimensional ones. In high-dimensionality. the approx-

imations we employ to achieve high efficiency break down. For example, instead of a handful of
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outliers, every point in the dataset becomes an outlier candidate. Finding candidates for clustering

together is questionable.

While there has been much concern over the ‘curse’ of high-dimensionality, certain ‘blessings’

can be identified [55]. However, these have scarcely been exploited before now for clustering and

outlier detection. This thesis identifies a particular advantage of high dimensionality and presents

several approaches to exploit it.

When data is clustered, some points may be identified as singletons or members of small clusters.

Thus, clustering can lead to the identification of outliers. In this work, for the first time, we show

how and why outlier detection algorithms can be used for clustering in high-dimensionality. In this

context, we also put forward a new definition of an outlier in high-dimensional space.

Another reason for addressing both problems, outlier detection and clustering, is that the chal-

lenges are essentially the same, particularly with respect to high dimensionality. As dimensionality

increases, sparsity tends to increase exponentially. With this, identifying clusters becomes much

harder due to low density while ranking points as outliers is similarly challenged. Both problems

usually involve density determination or the computation of nearest neighbours. In principle, the

algorithms only differ in whether points/regions are collected due to high or low density. Therefore,

the main issues of interest are substantially overlapping.

1.4.1 The Nature of the Problem

Let us assume a dataset D = {P,A} with points P and attributes A, where n = |P | and m = |A|.

This can be represented by an n×m matrix containing values xij , 1 ≤ i ≤ n, 1 ≤ j ≤ m, where xij

is the value of point i ∈ P on attribute j ∈ A. The traditional clustering seeks clusters C consisting

of sets of points such that the intracluster similarity is maximised and the intercluster similarities

are minimised and all the attributes are used to determine the similarity between points. However,

as datasets with larger dimensionality m became common it was obvious that this approach was

not satisfactory. As the number of attributes increases, the utility of the full attribute space as a

discriminant between points declines [31]. Beyer et al. [31] showed that the difference between the

distance of a point to its furthest and nearest neighbours goes to zero as the number of dimensions

goes to infinity in all but a highly restricted class of problems (See Section 1.4.2). Further, in most

cases, only a subset of attributes is relevant in distinguishing a cluster and indeed, knowing which

attributes are relevant can be of great importance. For example, in a genome microarray, there may

be 10,000 genes but usually only a very small number, often just one or two, are really discriminatory

for a given disease condition.

Thus, the subspace clustering problem can be defined as finding a set of clusters C, based on

the same principle of maximizing intracluster similarity and minimising intercluster similarity, such

that for any cluster numbered k, Ck = {P ′, A′}, P ′ ⊆ P, A′ ⊆ A. That is, a cluster consists

of a set of points and a set of attributes. Within the subspace of those attributes A′ a clustering is
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observed of the set of points P ′. Even if in the full attribute space, P ′ are not statistically significant

as a cluster with respect to mutual similarity and dissimilarity to others, they are significantly so in

the subspace A′. The problem can be cast in terms of regions such as a cover of hyper-rectangles

over any Ck but translating between these two definitions is just a matter of some post-processing

and is not fundamental to any algorithm1.

The subspace outlier detection problem could be defined in an identical form as finding pairs

{P ′, A′}, P ′ ⊆ P,A′ ⊆ A. A pair is a set of points P ′ that are especially ‘unusual’ in their

respective subspace A′. The points P ′ will not form a cluster unless it is very small below some

specified threshold ϕ. These points may not be significantly unusual in the full-dimensional space

but are significantly so in the subspace.

1.4.2 Complexity and Solutions
Clustering

Optimal partitioning of data, even in two dimensions, is inherently hard. It can be expressed as a

number of problems that have been shown to be NP Hard such as optimal partitioning of a graph

[22], the Discrete Clustering Problem [56] or clustering of the elements of a dissimilarity matrix

(the Bandwidth Minimisation Problem (BMP) [74]). Therefore, clustering algorithms that attempt

to provide an optimal partitioning of the data can only be efficient and accurate on those classes of

problems that are not inherently hard. Thus it is important to understand what are the properties of

those classes.

Fortunately, the work done on the BMP provides us with the necessary insight. The BMP is

usually treated as a graph theoretic problem. The data points are the nodes and their similarities are

the edges. Results have been found for the simplest case where the existence of an edge is either true

or false. The bandwidth problem is hard in most classes of graphs. Papadimitriou [144] showed that

it is NP-Complete for general graphs. Garey et al. [74] showed that the BMP remains NP-Complete

even when restricted to trees of maximum degree 3. Even more restrictive cases have been shown to

be NP-Complete [138, 139]. Chain graphs, interval graphs, 1-Caterpillars and (probably) bipartite

permutation graphs have been shown to be polynomially solvable. However, the severe constraints

on these types of graphs means that any real world partitioning problem will be hard. If the clusters

we identify C∗ are to approximate the true clusters, or partitions of the graph, C and if we could

construct a graph considering each member of C as a node and retain all the edges between points

as edges between nodes, then for the instance to be polynomially solvable the graph must fall in one

of the classes just mentioned. In particular, if there are no intercluster edges, the clusters can be

recovered in linear or log linear time (depending on the algorithm employed) by selecting any point

and simply assigning all those other points with edges to it the same class number.

More formally, for a dataset D containing N points and a set of clusters C the data points Di, Dj

1See Chapter 2 for different views on this
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should be such that for all {i, j} | 1 ≤ i, j ≤ N

Similarity(Di, Dj) ={
1 {Di, Dj} ∈ Ck | 1 ≤ k ≤ |C|
0 otherwise

(1.1)

That is, links only exist intra-cluster and not inter-cluster. Then it is trivial to show that a cluster-

ing C can be found in O(Nlog(N)) or better steps. This is the starter problem used by researchers

in synthetic datasets. What if we added some noise or even some inter-cluster links? As long as

there exists some positive threshold ϕ such that

Similarity(Di, Dj){
≥ ϕ {Di, Dj} ∈ Ck | 1 ≤ k ≤ |C|
< ϕ otherwise

(1.2)

i.e. the intercluster links are above some threshold while the other links are below it, we can readily

transform problem instance 1.2 into ‘easy’ problem instance 1.1 by applying a filter at value ϕ.

Many heuristics employed by clustering algorithms to increase efficiency follow this approach.

In some cases, edges between points that have weights below the threshold ϕ are removed and then

the points collected into clusters. In others, such as the density based methods TURN* [66] and

DBSCAN [60] a point is selected and then all those other points that are connected to it by suffi-

cient density are classed with it. The density threshold, however computed, at which the algorithm

stops any line of point collection for a particular cluster or class amounts to the threshold ϕ. Many

refinements are possible and have been explored but the essential idea is the same.

Subspace Search

It is important to note that subspace clustering involves two separate problems, searching for sub-

spaces and clustering. The total number of subspaces s in D is

s =

n∑
k=1

(
n

k

)
= 2n − 1 (1.3)

Given a uniform distribution of N points in a hypercube of edge size 1 and k dimensions, the

number N ′ of points in a subspace of the same dimensionality and width l ≤ 1 is

N ′ = Nlk (1.4)

Thus sparsity typically increases exponentially exactly as the increase in the number of potential

subspaces. All current high-dimensional clustering approaches leverage this to restrict the search

space implicitly or explicitly (unless applying local search). As the density can be expected to

decline monotonically (i.e. is anti-monotonic), defining a fixed density threshold effectively accom-

plishes this. For a subspace S, requiring all its subspaces to be dense according to some global

threshold, the ‘a priori’ approach, similarly restricts the space. Thus only small subspaces are typi-

cally found but this can be done efficiently.
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Noting the decreasing expected density of larger subspaces and thus the limiting effect of a fixed

density threshold, Assent et al. [95] attempted to construct an algorithm that adjusted the threshold.

However, abandoning a downward closure property prevented an efficient solution and they had to

reintroduce it later in the paper.

Earlier (Section 1.4.1) we referred to the work of Beyer at al. [31]. They show that if p, q are in-

dependent data points with arity m and dm is a distance function and DMINm = min{dm(pi, q)} |

1 ≤ i ≤ n,DMAXm = max{(dm(pi, q)} | 1 ≤ i ≤ n and if, for any constant p, 0 < p <∞,

lim
m→∞

var
(dm(p1, q))

p

E[(dm(p1, q))p]
= 0 (1.5)

then for every ϵ > 0

lim
m→∞

P [DMAXm ≤ (1 + ϵ)DMINm] = 1 (1.6)

They showed empirically that for as little as 10-20 dimensions linear scan outperforms tree

indices frequently employed to achieve sub quadratic distance calculations. They assert that for NN

(nearest neighbour) queries to be meaningful in more than 10-20 dimensions, the data must consist

of small, well-formed clusters and the query must be guaranteed to land within or very near one of

these clusters. The reader will note something not previously mentioned in the literature, that this

requirement is exactly analogous to the problem classes defined in equations 1.1 and 1.2 based on

the formal results for the BMP. Whether we look at the low or high dimensional clustering problem

a tractable solution for the broad class of problems requires that the intracluster distances or edge

weights, if treated as a graph, have to be almost entirely removable by some heuristic.

1.4.3 Outlier Detection

A common problem in many data mining and machine learning applications is, given a dataset, to

identify data points that show significant anomalies compared to the majority of the points in the

dataset. These points may be noisy data, which one would like to remove from the dataset, or may

contain information that is particularly valuable for the identification of patterns in the data.

Outlier detection, originally a domain of statisticians, deals with the problem of finding such

anomalous data, called outliers. There is no unique established definition of an outlier and different

applications may merit different definitions. This, and the general issue of increasing sparsity, can

be particularly problematic as dimensionality increases.

In this thesis, a new conceptualisation of outliers in high-dimensional datasets is introduced.

The basic idea of the approach is to accumulate an outlier score over all subspaces of a fixed (low)

dimension k. First a standard definition of outliers in k dimensions (in our case a density-based

definition, but it could be replaced by an arbitrary definition) is used to determine outliers in all these

subspaces. Second, every data point is assigned an outlier score equal to the number of subspaces

in which it was classified to be an outlier. This outlier score is finally used for ranking points with
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respect to their outlierness. Such an ‘ensemble’ approach has been taken before but only for single

dimensions or small random samples of the majority of dimensions (See Section 2.3.1).

The motivation behind this approach is that points that are outliers in only a few low-dimensional

subspaces could be so just by chance. If a point tends to be an outlier consistently over almost all

subspaces of a given dimension k, we would much rather consider it to be a true outlier in the high-

dimensional dataset. Thus, we are proposing a new definition for outliers in high-dimensionality,

which is in line with and extends earlier definitions, as follows,

A high-dimensional outlier is an observation that consistently deviates from other

observations in multiple subspaces in the global multi-variate space.

For sufficiently small k this approach is very efficient. We will show good effectiveness for two

methods T*ENT and T*ROF which find outliers in high-dimensional data using only 2D subspaces.

It is natural to ask whether extending to 3D and higher can yield further benefit. In some scenarios

the answer turns out to be ‘yes’ and in the algorithm FASTOUT we provide a way of not only util-

ising higher dimensionality subspaces but even determining the optimum such size. One reason for

using 2D is the exponential cost in the subspace size of enumerating subspaces but our experiments

show that for data containing full-dimensional clusters, processing only a small sample of subspaces

is sufficient to maintain high effectiveness.

While this ensemble approach gives an outlier ranking, it also opens an approach to separate

underlying classes even if heavily overlapping. For the first time, this concept is explained and

investigated along with new algorithms that utilise it to accomplish classification very effectively

and efficiently.

Chapter 2 surveys the related work in clustering and outlier detection. Chapter 3 introduces the

subspace clustering framework MAXCLUS and an implementation of it, GCLUS, along with a clas-

sifier, GSEP, which is used as a preprocessor for very high-dimensional problems. After that, outlier

detection issues are addressed. Chapter 4 discusses some fundamental issues – what is the primary

cause of outlierness in high dimensionality? How can we measure it and what, ultimately, are we

measuring? Several novel outlier algorithms are introduced and their effectiveness and efficiency

tested. Appendix A analyses issues regarding error rates and provides an algorithm for estimating

them and some examples of how this can be applied.
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Chapter 2

Related Work

2.1 Subspace Clustering: A Methodological Review

Subspace clustering, generically, is the task of finding clusters within subspaces or sub sets of di-

mensions of a dataset. As such it subsumes all methods that use less than the full dimensional space

(more restricted definitions of this term will be referred to in Section 2.1.2).

Useful reviews of subspace clustering have been given by Kriegel et al. [111, 112] and earlier

by Parsons et al. [145] and Huan et al. [124]. As made clear in the latter, there are two principal

techniques applied to this problem. The first is feature transformation and the second feature selec-

tion. In feature transformation linear combinations of the features (dimensions) are formed using

techniques such as Principal Component Analysis (PCA), Singular Value Decomposition (SVD) and

Random Projection [64]. This works well in certain circumstances but also faces certain problems.

These techniques usually require the computation of a covariance matrix, which is expensive, and

retain all the features. The later means that subspace clusters can still be obscured by redundant

features and the final result is more difficult to interpret. This is because the original features are

combined so the results are not so easily associated with a specific feature set. Clustering algorithms

incorporating this approach include the work of Ding et al. [53], Hinneburg and Keim [88], and

Fern and Brodley [64].

Feature selection approaches can be divided algorithmically into Bottom-up and Top-down ap-

proaches (see Figure 2.1). From a problem orientated view, the methods can be seen as ‘Subspace’

(looking for all clusters in all subspaces), Projected, Hybrid and Bi-clustering [111]. There are also

methods for non-axis parallel clustering. While a problem orientated view is arguably more satis-

fying, it is more difficult to neatly assign algorithms to this view and the distinctions between the

types are also debatable.

Top down methods operate on the whole space iteratively adjusting weights on the dimensions

based on the results of each stage until the results stabilise. Bottom up methods build subspaces

starting with assessment of single dimensions. Typically dense units are sorted in each dimension

and their projections into two and higher dimensions are collected. This is the method adopted by
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Subspace Clustering

Feature Transformation Feature Selection

PCA SVD Random Projection Top Down Bottom Up

Subspace Clustering

Feature Transformation Feature Selection

PCA SVD Random Projection Top Down Bottom Up

Subspace Clustering

Feature Transformation Feature Selection

PCA SVD Random Projection Top Down Bottom Up

Subspace Clustering

Feature Transformation Feature Selection

PCA SVD Random Projection Top Down Bottom Up

Figure 2.1: High level ontology of Subspace Clustering.

CLIQUE, the first of this type of algorithm [11]. ‘Subspace’ and Projected clustering are explained

below (Section 2.1.2). Hybrid methods are those that incorporate elements of both clustering types.

Bi-clustering was developed by Cheng and Church [48]. Other examples are [49, 27, 170, 126, 146].

It captures the similarity or coherence exhibited by a subset of objects on a subset of attributes while

allowing for missing values. Data where there are strong linear or non-linear correlations between

attributes is addressed by non-axis parallel methods or correlation clustering [8].

2.1.1 Feature Selection

Feature selection involves searching for feature subsets that meet some criterion. Commonly a

greedy sequential search is performed through the feature space (e.g. [123, 147, 179]). Exhaustive

search is intractable so some heuristic has to be employed to constrain the search space. Approaches

generally fall into two categories, wrapper and filter methods. The wrapper methods use the mining

algorithm iteratively adjusting weights on the dimensions to optimise the output. Filter approaches

use some method to select features. Dash et al. [52] use entropy and make the point that using wrap-

per approaches leaves the process dependent on the parameter settings on which almost all clustering

algorithms depend. At the same time they require a measure of goodness of clustering about which

there is no general agreement in the unsupervised case. Their filter approach is based on the idea

that spaces with clusters have lower entropy than those where the points are more evenly spread.

They define entropy in terms of point to point distances, dense regions having many examples of

low distances.

All those doing filtering of features in an unsupervised way have to get some measure of the

likelihood of clusters existing in the subspace. Trying to estimate clustering without clustering as

done, for example, by Dash et al., is certainly more approximate than an actual clustering and could

be confounded by, for example, many small noise clusters. Their method involves many heuristics

and parameters and they try to avoid the quadratic cost of distance computation by using a grid;

but this faces even more severe computational costs in high dimensionality. This illustrates that any
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method that attempts to handle the full dimensional space in order to locate the subspaces, runs into

great difficulties unless the dataset is especially suited to the method.

Kim et al. [104] discuss the fact that many different criteria can exist as to the goodness of

clustering in a subspace and propose a method that employs the Pareto front, in effect a voting

scheme among the various criteria. They approach the search problem using an Evolutionary Local

Selection Algorithm (ELSA). Others have taken to random searching [2, 32, 64]. Fern and Brodley

[64] point out that while random projection has promising theoretical properties it results in highly

unstable clustering performance. They attempt to resolve this using a cluster ensemble approach.

That is, they perform a series of random projections into a lower dimensional space followed by

clustering and then combine the results. Random projection involves projecting the full space using

a randomly generated transformation matrix. While this may reveal that a set of points are clustered

together, the subspace in which this cluster actually exists is not known. This makes the results

difficult to interpret.

2.1.2 Subspace Search

Subspace search methods can be divided into ’top down’ and ’bottom up’. Kriegel et al. [111]

distinguish between subspace clustering and projected clustering. According to [111], a subspace

cluster is a region in some subspace with density larger than a given threshold. They formulate the

subspace clustering problem as locating all such clusters. A projected cluster is the pair {C,D}

where C is a set of points and D is a set of attributes such that the data points in C project onto each

attribute in D over a range that is distinguishable from the projection of the entire dataset and is not

so distinguishable over the other attributes not in D. In practice, however, this distinction is moot as

all the methods do or could output their results as a set (or set of sets) of {C,D} pairs.

Projected Clustering

In CLIQUE [11] each dimension is partitioned into ξ equi-width bins. It scans the dataset once

building the dense bins in each dimension. Then it combines the projections on to these bins, check-

ing them against the database to ensure they are also dense, to build larger and larger subspaces.

As CLIQUE exhaustively searches, the cost increases exponentially with the size of the subspaces

searched. CLIQUE then computes minimal cluster descriptions by first greedily covering the re-

gion by a number of maximal rectangles and then discarding the redundant rectangles to create a

minimal cover. This is then output as a DNF description. While CLIQUE outputs descriptions

of dense regions, no attempt is made to distinguish subspaces containing specific sets of points or

the clustered points themselves. Like all methods of this type, CLIQUE utilises an anti-monotonic

property to limit the search space. By setting a global density threshold, an apriori approach can

be adopted. Starting with 1 dimensional dense units that exceed the density threshold, the subspace

size is increased such that k+1-dimensional regions are constructed using only dense k-dimensional
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regions.

ENCLUS [47] is a version of CLIQUE that uses an entropy measure rather than simple bin den-

sity. Subspaces with entropy below some threshold ω, suggesting that the points are more tightly

packed, are considered good. This measure is anti-monotonic and is used for the apriori-like ap-

proach. CLIQUE and ENCLUS use a fixed grid size while the other group of bottom-up methods

adapt the grid to the data. For example, a high frequency grid can be imposed and then adjacent

bins with similar densities above the threshold are merged as is performed in the MAFIA algorithm

[77]. Otherwise it is much like CLIQUE. Other adaptive grid algorithms are CBF [44] and CLTree

[121]. CBF is faster than CLIQUE but at a small cost in precision. CLTree [121] uses a decision tree

approach comparing relative emptiness with fullness and an information gain criteria to repeatedly

partition the space into hyper-rectangular areas. Typically for a decision tree this approach tends to

go too far and needs pruning. The authors give an example of a space containing two clusters that is

partitioned into 14 areas. nCluster [122] is similar to CLIQUE except that it starts with overlapping

windows of length δ. Unfortunately, this paper provides very limited empirical results.

Fromont et al. [70] investigated if adding semi-supervision in the form of ‘must-link’ and

‘cannot-link’ constraints to CLIQUE and nCluster improved their performance. Theses constraints

add expert knowledge to the unsupervised clustering to ensure that pairs of point either appear to-

gether or do not.

The main difficulty of CLIQUE and similar approaches is in setting the key parameters.

Density

In principle density-based algorithms could find all subspace clusters even though clusters can be

missed due to the various heuristics. Some algorithms do not attempt to find all clusters.

DOC [150] defines a global density threshold by requiring a minimum number of points α in

a hypercube of fixed side w. DOC employs a random search starting from 2/α randomly sampled

seeds that define the cluster’s hypercube. Randomly selected points are added to the seeded clusters.

Attributes are deemed relevant if all points in the tentative cluster fall within the hypercube over

those attributes from the seed and subsequently from the mediod. Clusters are deemed optimal if

they maximise both the number of points and the number of relevant dimensions. A parameter β

determines the relative importance of subspace dimensionality over the number of points. A single

cluster is found with a certain probability and multiple runs are required to find multiple clusters.

Results are very dependent on parameter settings. DOC combines the grid approach of bottom up

methods with an iterative approach common to top down methods. In order to improve its efficiency

FASTDOC [150] was proposed, which uses several heuristics at the cost of the guarantee of accuracy

provided by DOC. Sensitivity to parameters and use of a single value w can be seen as drawbacks.

MINECLUS [178] is a development of DOC. Starting from a random seed, an optimal projected

cluster is found by a deterministic process. They convert the problem into a frequent itemset mining
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task and the FP-Growth method [81] is used.

PRIM [68] is like DOC and MINECLUS in that it computes one dense axis-aligned ‘box’ at a

time. Firstly, the box B covers all the data and then a smaller box b∗ is removed such that B \ b∗

yields the largest output mean value. This is referred to as ‘peeling’ and stops when the output

box has less than a user-defined mass min. Then a ‘pasting’ process takes over where attempts

are made to add boxes b∗ in an inverse process with the same objective. A number of additional

parameters are required to guide the process to which it appears rather sensitive.

DOC, MINECLUS and PRIM could be considered as a class of hyper-cube based techniques.

PreDeCon [34] is a development on the full-dimensional density-based clustering algorithm DB-

SCAN [60]. It assigns a subspace preference to each point p using the maximal dimension subspace

which provides the best clustering of p. The subspace preference is based on the variance of points

in the ϵ-neighbourhood of p and a threshold δ. Relevant dimensions are weighted by a constant

κ ≫ 1 while other dimensions are assigned weight 1. PreDeCon, like DBSCAN, does not require

to know the number of clusters, can find arbitrary shapes and handles noise. On the other hand it

can be sensitive to its input parameters, which may be hard to set.

EPCH [141] computes 1D or 2D histograms in order to identify ‘dense’ regions. A threshold for

each histogram with mean µ and standard deviation σ is defined as µ+ c× σ. This threshold is set

high and dense regions identified and removed. This is iterated while the threshold is progressively

reduced until no dense cells are detected. Neighbouring dense regions are then merged. Each point

is assigned a ‘signature’ containing the dense regions it belongs to. Points are associated with others

with similar signatures. This clustering goes on until at most max no clusters is obtained.

P3C [137] initially computes 1D regions that are candidate projections of clusters. These 1D

regions are combined into hyper-rectangular approximations of ‘cluster cores’ based on a statistical

test. This test is based on the comparison of the real and expected number of points in the cluster

core and is controlled by the parameter Poisson threshold. The cluster cores are then refined using

the EM algorithm and outliers identified. Both disjoint and overlapping clusters can be computed.

Like all algorithms depending on 1D computations, P3C is challenged if the 1D regions cannot be

correctly computed. Also, if the clusters have low density, then the statistical tests are compromised.

FIRES [110] is a bottom-up framework that starts with 1D clustering using any method selected

by the user. Small base clusters are dropped using an empirically determined threshold of 25% of

the average base cluster size. Base clusters of low quality are pruned with quality being a function

of size and dimensionality. A k-nearest neighbour graph is induced on these base clusters using

the number of shared points. This graph is clustered using any clustering algorithm of choice such

as DBSCAN, which is employed in the paper. The algorithm appears sensitive to its three main

parameters, k, ϵ and minPts.

DBSCAN [60] detects arbitrarily sized clusters using the concept of reachability - points con-

nected by regions of high density are clustered together. SUBCLU [99] runs the DBSCAN [60]
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clustering algorithm in various subspaces using the anti-monotonic nature of reachability to prune

the search. It inherits the advantages of DBSCAN along with its sensitivity to its parameters.

SCHISM [156] applies a grid to the data space and looks for ‘interesting’ subspaces defined

as having more points than expected under uniform distribution. To realise this concept a global

threshold is defined for subspaces larger than v which is a function of the grid width and data size

n. This permits pruning using the anti-monotonic property of a global density threshold. Below v,

a variable threshold that is the minimum of a global threshold u and a statistical computation, based

on the dimensionality and n, is used. This does not permit any guarantee of an anti-monotonic

property and, therefore, finding all interesting subspaces. A depth-first search with backtracking is

done starting from the interesting 1D spaces. To overcome redundancy in the subspaces detected,

similar subspaces are merged based on a similarity parameter. Using a statistical measure is intuitive

but the complexities and parameters pose a challenge. Results are reported in terms of coverage and

entropy. Coverage is defined as the number of points which are accurately labelled as not being

outliers. For a clustering C, entropy is defined as E(C) = −
∑

Cj
(
nj

n

∑
i pij log(pij)), where

pij =
nij

n , Cj is the jth cluster in C, nj are the number of points in Cj and nij is the number of

points in Cj that actually belong to class i.

DUSC [95] folows SUBCLU’s definition of a cluster except that each point has a density mea-

sure and is considered a core point if its density is F times larger than the expected value under

uniform distribution. Initially, the authors objected to global thresholds as they do not reflect the

rapidly declining expected density of larger subspaces. On the other hand, being unable to prune

the search space without an anti-monotonic property, their view was modified to introduce a global

density threshold. The same authors [96] subsequently proposed depth-first search rather than the

breadth-first search of typical apriori approaches together with merging of clusters, which improved

the run time and removed redundancy in the process of clustering.

Unless only the maximal subspaces are retained, a hierarchy of subspaces will be discovered by

many algorithms. DiSH [4] looks for the largest subspace (highest dimensionality) that is associated

with each point p. On each attribute, the η-neighbourhood of each point with more than µ points is

retained as ‘relevant’. A similarity measure is defined between points depending on their number of

shared relevant attributes. A visualisation tool is provided for the output.

Partitional

Partitional clustering attempts to decompose the data into a set of disjoint clusters usually guided

by a target number k. PROCLUS [7] was the first of its type. It uses the k-medoids technique as in

the clustering algorithm CLARANS [142] and uses a locality analysis to find the set of dimensions

associated with each cluster. It requires k, the number of clusters and l, the average dimensionality

of the subspaces. A random set of k well separated medoids is selected and a set of dimensions

is chosen for each medoid based on the points closest to it and the dimensions on which these are
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most close. Points are then assigned to their nearest medoid based on the chosen set of dimensions

and Manhattan segmental distances. The total number of dimensions is limited to kl. The cluster-

ing is evaluated, highly disperse medoids replaced, and the process iterates. The method tends to

find hyper-spherical clusters and similar sized subspaces and is sensitive to the parameter settings.

PROCLUS uses sampling which improves speed at the risk of missing some clusters. ORCLUS

[8] extended PROCLUS to seek non-axis parallel subspaces but the running time is cubic in the

dimensionality.

FINDIT [167] is short for a Fast and Intelligent subspace clustering algorithm using Dimension

voting. The key idea is that closeness in many dimensions is more important than being very close

on a few. FINDIT uses a medoid approach and sampling for better speed.

SSPC [175] is based on k-medoids and is similar to PROCLUS with the relevance score of

HARP [174]. That is, an attribute A is relevant if the variance of the set of point values X over A is

m times the total variance over A. The objective function ϕ is maximised when s2ij + (µij − µ̂ij)
2

is smaller than a threshold ŝ2ij where s2ij , µij , µ̂ij are the sample variance, sample mean and sample

median over cluster i and attribute j. A number of mediods are selected as cluster seeds and points

are added such that ϕ is maximised. Points that don’t improve ϕ are marked as outliers. The ‘worst’

cluster of the ‘best’ clusters discovered so far is recomputed in the next iteration. SSPC benefits

when some training data is available but can cluster without training data. Our empirical results

show it to be quite effective but, without some labelled data, only some runs find the correct solution

due to the random start. It also needs to know k and certain other parameters.

Top-down and Model Based Approaches

Top-down approaches usually set weights on each dimension and then refine them. In model-based

clustering the data are assumed to be generated by a mixture of distributions, each representing a

cluster. Domeniconi et al. [54] introduced a Locally Adaptive Clustering algorithm (LAC) which

starts from a set of k centroids and a set of weights and adapts the weights to approximate a group

of k Gaussians from the dataset while Candillier et al. [41] use a maximum likelihood estimation

approach (SSC) to approximate the data as a set of k Gaussians. An example of using an objective

function is Tseng and Kao’s CST [160] which employs a simplified Hubert’s Γ statistic to validate

the clustering. COSA [69] is an offering from the statistical community, which uses iterative runs of

any clustering algorithm to adjust the feature weights with a penalty based on the negative entropy

of the weight distribution.

FPC [45] models the data as a mixture of K ‘extended’ Gaussians. The extended distribution has

weights wik on each attribute i based on its relevance to the Gaussian component k. A threshold is

required for selecting relevant attributes from the weights. The clustering process uses the maximum

likelihood principle and the iid assumption for the data points on every attribute. FPC can generate

ovelapping clusters but is sensitive to its initialisation.
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STATPC [135] looks for axis-parallel dense regions that make sense statistically. Since there

could be considerable redundancy in the set of such regions, a reduced set is generated that ‘explains’

the total set, Achieving this is couched as an optimisation problem and approximated, as an optimal

solution is intractable. Results are based on statistical measures. A major advantage is that the only

parameter setting required is the level of error that one is prepared to accept.

Hierarchical

Hierarchical clustering methods build a tree of clustering results using a top-down divisive or a

bottom-up agglomerative approach. Agglomerative approaches are more common and typically

start with each point as a separate cluster and progressively combine them.

Yip et al. developed HARP [174] and then the more efficient SSPC [175]. HARP is a hierar-

chical clustering method. Its intuition is to maximise the number of relevant attributes per cluster.

Relevance of an attribute a for a cluster C is defined as R(C, a) = 1 − σ2(C, a)/σ2(D, a) where

D is the whole dataset. The merging process optimises the relevance of the merged cluster. Starting

with each point as a cluster the internal merging thresholds are progressively loosened until the de-

sired k clusters is achieved. While intended to resolve the problem of mandatory parameters it still

requires two and is very slow due to the hierarchical approach.

Biclustering

δ-clusters [170] brought out the concept of coherent clusters. It captures the coherence exhibited by a

subset of objects on a subset of attributes while allowing for missing values. They present the FLOC

algorithm and claim it efficiently produces near-optimal clustering. This approach is motivated

especially by bioinformatics where finding related genes, say, means seeing similar response patterns

even if the absolute response values differ. They claim that the biclustering approach of Cheng and

Church [48] is a special case of their δ-clusters. The method starts from k seeds and is quadratic

in N and D. Other developments on the idea of biclustering are [169] and Melkman and Shaham

[133] who use a randomised approach to avoid an exhaustive search. Li et al. [119] perform subspace

identification in document clustering via an iterative alternating optimization process. This literature

is quite extensive. A comprehensive survey of linear and non-linear correlation clustering is provided

by Kreigel et al. [111] and Madeira and Oliveira [127].

Categorical

A few algorithms are specifically intended for data with categorical attributes. STIRR [75] seeks to

find associations beyond traditional frequent itemset mining as follows. An item of interest is given

a weight, this weight propagates to those items that co-occur with it in frequent items. From those

items the weight further propagates and this process iterates in a manner similar to applications of

spectral graph theory. After each iteration, the sets of weights from each iteration are adjusted so
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that they remain orthonormal. The second and later sets represent non-principal basins and contain

both positive and negative weights. The extremes of these tend to be associated with well-separated

clusters. STIRR envisions a dataset D as a simple undirected graph with attribute values as nodes

and edges E between attribute values that co-occur in a transaction. This concept was taken up later

by the authors of both CACTUS [73] and CLICK [182].

SUBCAD [72] partitions the data into a user specified k partitions based on an objective function

which within full space Q includes compactness within a subspace P and separation in Q \ P . It

initialises with k well scattered seeds based on a sample and full dimensionality dissimilarity and

then matches points to the closest seed based on the objective function.

CACTUS [73] follows STIRR in viewing the data as a graph between attribute values. The graph

is modified by pruning all edges that represent less than some threshold α times the expectation of

co-occurences. Then the cluster-projection on each attribute of up to all attribute pairs containing

the attribute (the intersection) is computed. In short, cliques are identified where nodes are single

attribute value sets and subsequently sets of attribute (value sets) of increasing size.

The CLICK [182] concept is very like CACTUS. A somewhat different method is used to find

maximal k-partite cliques in the attribute value graph. As a post-processing, given a parameter

minsup, they try to cover the maximal number of tuples with the minimum number of cliques.

2.1.3 Conclusion

As we see there are a number of different approaches with advantages and drawbacks. Hierarchical

algorithms are very slow and require key parameters. Projected clustering is often faster but suffers

from the exponential cost of searching all possible projected subspaces, the answer is pruning but

this can cost accuracy. k-medoid approaches are very dependent on the initial seeds and also have

key parameters. Like all methods that optimise an objective function there can be many iterations

making the running time impractical for larger problems and the algorithm may stop in a local

minimum. Algorithms with an objective function are also usually biased toward spherical clusters.

If well-defined clusters exist in some subspaces, it should be possible to find them in an efficient,

accurate and deterministic fashion. This is one motivation for this thesis.

2.2 Subspace Clustering: An Effectiveness Review

As we discuss in Section 1.4.2 the problem is a combination of two intractable problems. Optimal

partitioning of data is hard with respect to the number of datapoints, and searching the space of

possible subspaces is intractable with respect to the number of dimensions. However, we have seen

that a hard clustering instance can sometimes be transformed into an easy one and the subspace

search can also be achieved efficiently through the use of an anti-monotonic property. Thus, all

successful algorithms will contain heuristics for achieving this on a wide variation of datasets. In

order to validate if the algorithm is in fact achieving this, we need to present it with a genuinely hard
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problem where success can be quantified. As reviewed more formally later, synthetic datasets are

typically ‘easy’ instances of the problem while real world datasets are typically ‘hard’ (An instance

is ‘easy’ if the clusters are dense and disjoint). Therefore we can sort our review of the existing

approaches into two categories based on the author’s own or other’s evaluation. Type A: Algorithms

validated on labelled data, preferably publicly available datasets;

Type B: Algorithms validated on synthetic data.

2.2.1 Type A – Algorithms validated on labelled data

This category considers quantitative accuracy results on datasets accessible to other authors. How-

ever, since this is quite rare, we also include work that provides some degree of reproducibility on,

ideally, publicly available datasets.

Achtert et al. (COPAC) [5] report results for the original (n = 699) Wisconsin Breast Cancer

Database [33]. They list the sizes of 6 pure clusters and one ‘noise’ cluster by class but do not

discuss the nature of the subspaces identified. Assent et al. (DUSC) [95] give results for four

public datasets (glass, pendigits, vowel [33], shapes [101]). Unfortunately, two of these (vowel,

shapes) are not unambiguously referenced. Both of these are also pattern recognition problems for

which unsupervised methods would not normally be particularly successful as the classes are heavily

overlapping and individual class members may be phase shifted relative to each other. DUSC did

surprisingly well on one and less so on the other but, perhaps due to lack of space, the results are

hardly discussed, nor is the nature of the subspaces found.

Moise et al. (P3C) [137] report 67% F1 accuracy on a colon cancer dataset. The F1 accuracy

of a cluster is the harmonic mean of its precision and recall. They also discuss qualitatively results

on a housing dataset. Elsewhere [136] Moise reports a 55% accuracy on the UCI Glass dataset and

just over 60% on the E. coli dataset [33] (accuracies approximately inferred from graphs). P3C

for categorical data was tested on the Congressional Votes (90%), Post-Operative Patient (82%),

Hepatitis (70%), Contraceptive Method Choice (59%), and Flags (45%) UCI data sets [33]. Moise

et al. subsequently developed STATPC [135, 136] which was tested on Pima Indians Diabetes

(75%), Liver Disorders (59%), Wisconsin Breast Cancer Prognostic (WPBC) (63%), Glass (60%)

and Iris (80%) [33]. STATPC was also tested on the colon tumour dataset [16] (66%) and leukemia

dataset [78] (74%).

PRIM [68] was tested on a database of Garnets and a marketing questionnaire dataset neither of

which appear to be readily available. Selected results were presented showing reasonably high effec-

tiveness. It was also compared with CART [37], a decision tree induction algorithm, and generally

outperformed it.

MINECLUS [178] was tested in comparison with PROCLUS and DOC on the Iris, Soybean,

Votes and Mushroom UCI datasets [33]. With the right parameters all methods returned accuracy
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better than 84% on these though DOC was too slow to complete the Mushroom dataset.

EPCH [141] was tested on the UCI Image Segmentation dataset [33] with 180 records and 19

numerical attributes. Confusion matrices are given for EPCH and ORCLUS with EPCH performing

best.

Achtert et al. (HiSC) [3] clustered a labelled dataset of metabolic screening data (43 attributes)

of 2000 newborns (apparently not publicly available). They provide a reachability graph and found

many pure or nearly pure clusters along with some mixed clusters though quantitative results are not

given. Similar success was reported for 4C by Böhm et al. [35].

Sequeira and Zaki [156] compared their method SCHISM with CLIQUE on a PenDigit [14]

dataset which contains 7,494 16-dimensional vectors. The results are presented as a confusion

matrix. SCHISM’s best result was a 69% coverage and 0.365 entropy (defined in Section 2.1.2)

while for CLIQUE they obtained 60.7% and 0.49.

Fromont et al. [70] used labelled data and selected pairs of labels at random to construct con-

straints and modified CLIQUE and nCluster to handle these. Graphing coverage and quality (inverse

entropy) on the PenDigit, Image, Glass [33] and Shapes [102] datasets, they show that coverage de-

creases and quality increases with increased constraints as would be expected.

A cluster of papers have attempted yeast gene expression datasets. This data is unlabelled but

there exists a database (SGD) [125] of known relations between genes so some authors [34, 110,

48, 170, 8, 99, 35, 156] mention some of the genes that clustered together and that are known to

co-regulate. While accuracy has not been quantified, some reproducible success is demonstrated.

CLICK [182] was tested on the Mushroom, Congressional Vote, Reuters 21578 [33] and two

text datasets [155, 165]. Far more clusters were generated than labelled classes but many of these

clusters were ‘pure’. Success with the text data was limited but some meaningful clusters were

derived.

CACTUS was also tested on a combination of the [155, 165] text datasets. Some qualitative

results showing reasonable results are given. STIRR [75] was tested on the same text datasets and

various results given to show that the output is reasonable. STIRR provides weights and not clusters.

At best it separates between items with weight w > 0 and w < 0.

SUBCAD [72] was tested on the Wisconsin Breast Cancer (9 attributes) (WBC), Soybean and

Congressional Voting datasets [33]. Accuracy on the malignant class of the WBC was 66.1%. The

Soybean data has 47 samples and 35 attributes and only 3 samples were ‘misclassified’. In the

Congressional data 91.95% were correctly ‘classified’.

2.2.2 Type B – Quantitative results on Synthetic Data

This category is for papers that give quantitative results on well-described synthetic data such that

their experiments could be reproduced to a reasonable degree. End users would like to see accuracy

results for both subspace discovery and cluster detection but as this is rare, partial results are in-
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cluded. The overall dimensionality is referred to by D, the subspace size by d and the total number

of data points by N. The synthetic clusters are assumed to be dense and disjoint unless specified.

Bottom-up: Agrawal et al. (CLIQUE) [11] searched for d = 5 dimensional clusters hidden in D = 5-

50 dimensions. The clusters were correctly found but with some extra artifactual clusters sometimes

reported by the algorithm. Two algorithms designed for full-dimensional clustering were also run

on the same data, BIRCH [184] and DBSCAN [60]. BIRCH was effective up to D = 10 dimensions

and DBSCAN up to D = 7 dimensions. An extension of CLIQUE, ENCLUS [47] was applied to d=5

clusters in a D=10 dataset with N=300K points. These clusters were correctly recovered. Goil et al.

(MAFIA) [77] compared their method with CLIQUE on an N=400K, D=10, d=4 dataset and recov-

ered the subspaces correctly. CLIQUE was slow but also found the subspaces. No data is given

for the accuracy on point clustering but MAFIA is stated to have done much better than CLIQUE.

Kailing et al. (SUBCLU) [99] compared it to CLIQUE on various small datasets with D=10-15,

d=1-5 and 1-6 clusters. CLIQUE did poorly on subspace discovery while SUBCLU missed a cluster

in two of the six datasets. Point accuracy is not given. SCHISM [156] was run on various datasets

and achieved very low entropies with varying coverage depending on the parameter settings.

Moise et al. [137] compared their P3C with several algorithms on a N=10K, D=100 dataset

with various sized clusters. P3C achieved full accuracy on finding the correct number of clusters

and outperforms the other algorithms on point accuracy and subspace attribute identification as

evidenced by graphs. Parsons et al. as an objective third party assessed MAFIA and FINDIT [167]

on widely ranging synthetic datasets. Both algorithms did well but were not 100% accurate reflecting

the approximation choices made. Woo et al., FINDIT’s authors, on N=100K and D varying up to

50 reported high accuracy on points and subspaces with up to 50% noise. Liu et al. (CLTree) [121]

tested on up to N=500K, D=20, d=2-20 achieved high if not 100% accuracy. Chang and Jin (CBF)

[44] tested on N=1M, D=8-16 showed much faster execution than CLIQUE at a cost of slightly

lower precision.

EPCH [141] was compared with PROCLUS and ORCLUS on synthetic data (N ≤ 200K,D =

20) suited to the latter two methods and the advantage of EPCH was, in most cases, demonstrated.

Top-down: Aggarwal et al. (PROCLUS) [7] achieved quite high accuracy on synthetic data where

N=100K, D=20 and clusters varied up to d=7. Conveniently, a confusion matrix is provided though

it is only a partial report. Procopiuc et al. with DOC [150] provide an approximate way to discover a

single cluster at a time. Even though expensive (cubic in N and D), it was shown how the algorithm

could accurately detect the rotation of human face images. On N=100K, D=200, d=15-20, subspace

accuracy was from 50-85% with high accuracy on data points. Böhm et al. with PreDeCon [34]

(DBSCAN adapted for projected clustering) achieved full accuracy on D=2-50, d=2-10, N unknown.

COSA on N=100, D=10K achieved good accuracy on detecting a subspace with d=15. Achtert et

al. (DISH) [4] achieved 99% accuracy for precision and recall on D=3-16 datasets. It was compared

with HiSC [3], PROCLUS and PreDeCon and better success is claimed without quantitative results
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being given.

Hybrid: MINECLUS [178] was tested in comparison with PROCLUS and DOC for d=5-10, N

unknown. D was varied from 20 to 80. All 3 algorithms achieved accuracy over 90%. DOC was the

most sensitive to D.

Kriegel et al. [110] presented a hybrid method (FIRES) which was compared with SUBCLU and

CLIQUE. One cluster had d=10 but other details are unknown. Precision approached 100% with

SUBCLU doing fairly well. Yip et al. [175] developed SSPC as a semi-supervised k-medoid ap-

proach but it can cluster unsupervised. They compared it with their previous algorithm HARP

[174], PROCLUS and CLARANS [142], a non-projected k-medoid algorithm. They employed the

Adjusted Rand Index [173] an effective assesment of accuracy also adopted in our experiments.

Studying N=1000, D=100, d=5-40, CLARANS did poorly. The others achieved close to 100% ac-

curacy when d ≥ 15 if the best parameter settings were selected. SSPC proved to be the most robust

to parameter settings. SSPC had an ARI of about 97% in the absence of noise declining to about

80% with 25% noise. This is further investigated in Section 3.3.4.

Biclustering methods present graphs illustrating their output. Thus it is hard to compare accuracy

across papers. Prevalent features in biclusters can be compared, but this does not appear to have

been quantified. However, this literature is too extensive to cover properly here.

Correlation clustering methods: Aggarwal and Yu’s method ORCLUS [8] with D=10, N=100,000

and d=7 gives good but not perfect accuracy. ORCLUS found non-axis parallel correlations missed

by DBSCAN but missed spherical clusters found by DBSCAN illustrating the relative merits of

these two approaches. Böhm et al. (4C) [35] show graphically their success with N=1000, D=10

and d=2-30.

CLICK [182] was compared with CACTUS and STIRR on some simple synthetic datasets (D =

20), including those which the authors of CACTUS had previously used to compare with STIRR.

For example, CLICK detected 2 disjoint clusters as 2 clusters, CACTUS reported all the subsets for

the 2 while STIRR failed to separate them at all, though this could be blamed on the initial setting

of weights. STIRR did slightly better on overlapping clusters, though the results of CLICK and

CACTUS are more readily interpreted.

Overall we see that, as expected, algorithms can achieve close to 100% accuracy on simple

synthetic data but the shortage of results on real-world datasets probably reflects the hardness of

these problems. Some types of problems are unsuited to unsupervised approaches including some

pattern recognition problems, for example when the patterns are rotated unless there is some special

type of preprocessing. However, it would be very helpful to both the research and user community if

clear comprehensive accuracy results were given on standard clusterable real-world public datasets.

Providing quantitative results, which could allow direct comparison without obtaining the code for

competing algorithms (which is frequently impossible), may not have been a priority for authors to

date. At the same time, clear presentation of the theoretical complexity of the algorithms is also not
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routinely found making efficiency comparisons moot. Comparing efficiency across papers based on

the reports of experiments is unreliable as implementation quality and computer environments are

rarely reproducible.

2.3 High-Dimensional Subspace Outlier Detection

Outlier detection has been important in science ever since the beginnings of scientific measurement

and the first literature dates back over 200 years. For a long time this was the domain of statisticians

but now it is an important part of data mining, machine learning, networks and many other areas in

computer science.

There is no established definition of an outlier and different applications may merit different

definitions. For example Chen et al. [46] state “Outliers are those data records that do not follow

any pattern in an application”. The most frequently quoted definition is due to Hawkins [83] who

stated, “An outlier is an observation that deviates so much from other observations as to arouse

suspicion that it was generated by a different mechanism”. Blending both ideas, Ramaswamy et al.

[151] state, “An outlier in a set of data is an observation or a point that is considerably dissimilar or

inconsistent with the remainder of the data”.

Barnett and Lewis [23] define an outlier as “an observation (or subset of observations) which

appears to be inconsistent with the remainder of that set of data”. They go on to say that “what

characterises the ‘outlier’ is its impact on the observer (not only will it appear extreme but it will

seem, in some sense, surprisingly extreme).” Throughout their book they refer to the outlier as

a ‘surprising’ observation and give examples of how subjective this can be. Statisticians seek to

formalise their work so, in almost all published work, the data is modelled by a distribution and

the outliers are treated as extreme values of this distribution or belonging to some other coexisting

contaminant distribution.

The bulk of the work on outliers in statistics involves univariate data and, often, a single outlier.

The approach to multivariate data, and this approach is almost the only one to be found in the

literature, is that, given a multivariate observation x, a scalar value R(x) is derived and then some

heuristic, statistical or otherwise, is applied to the set of scalars Ri(x)(i = 1, 2, ...n) to discern

the outliers. In some cases (e.g [18, 76]), rather than a single scalar value, a function is defined

f(x, t) where t is some phase angle allowing a plot where different attributes get different weights

as the angle varies. Another refinement is to remove a point x and compute a statistic and thereby

accumulate R(x). In any case, having derived R(x), an attempt is usually made to estimate the

upper 5% and 1% in order to identify the extreme values. This, of course, involves assuming a

distribution for the R(x).

The field of outlier detection is vast and is generally reviewed in the context of a particular

application field. The books by Barnett and Lewis [23], Hawkins [83] and Rousseeuw and Leroy

[154] provide excellent material on the approaches of the statistics community while Hodge and
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Austin [90] have published a review primarily from an Artificial Intelligence viewpoint including

the use of supervised and unsupervised neural networks. Novelty detection using neural networks

and statistics has also been reviewed by Markou and Singh [130, 131]. Jones and Sielken [98]

survey computer system intrusion detection so this is only briefly covered here. Kou et al. [109]

have provided a survey of fraud detection techniques. Of particular interest for data mining are the

reviews of Petrovskiy [148] and Chandola et al. [43]. Therefore, in this section the related work is

restricted to data mining approaches that do not deal with specialised data types (like trajectory or

time-series data). In particular, we discuss those that address higher dimensionality as well as those

claiming high efficiency.

Computing scientists generally take one of two approaches. Either they follow statistics and

attempt to model the data, typically to take advantage of the formal results that one can then derive,

or no model is assumed and various heuristics are adopted. Some would distinguish between noise

and outliers while others do not. In some situations we may simply be looking for those points that

are on the periphery of a distribution. In others, we want to find points that do not fit our current

model.

In most approaches, a distance or similarity is defined between the observations. This may

include, for instance, nearest neighbour counts. Then a scalar that is related to the local density

can be defined and a threshold can also be defined for declaring a point to be in a sparse region.

For example, Knorr and Ng [105] state “An object O in a dataset is a DB(p,D)-outlier if at least a

fraction p of the other objects in the dataset lies greater than distance D from O”, while Ramaswamy

et al. [151] base their definition on the distance of a point from its kth nearest neighbour. This is

used to rank the points and select the top n outliers.

Earlier (Section 1.4.3), we proposed a new definition for outliers in high-dimensionality as fol-

lows,“A high-dimensional outlier is an observation that consistently deviates from other observations

in multiple subspaces in the global multi-variate space.” This definition is in line with and extends

earlier definitions.

2.3.1 Methodologies

The prevailing concept of an outlier is based on a notion of points being remote in some sense from

the main structure of the data. While this concept is easy to understand in low-dimensional spaces, it

becomes questionable as dimensionality increases since inter-point distances tend to equalise [31].

That is, as the number of attributes increases, the ability to distinguish points by their mutual sepa-

ration declines strongly – every point tends to become an outlier.

An important and often-cited statistical approach to multivariate outlier analysis is the Maha-

lanobis distance [128], which is a generalisation of the standard univariate approach to multiple

attributes and accommodates non-axis parallel distributions. The Mahalanobis distance uses group

means for each attribute as well as their covariance matrix. That is, while the normalised univariate
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distance of a point, value x, from a distribution {µ, σ} is x−µ
σ , the Mahalanobis distance for a vector

x = {x0, x1, ...xn}T from a set of group means µ = {µ0, µ1, ...µn}T with convariance matrix S is

DM (x) =
√
(x− µ)TS−1(x− µ)

Clearly, if the data consists of several well-separated distributions, this can only be applied lo-

cally but if the data is in the form of a single distribution or several heavily overlapping distributions,

the Mahalanobis distance provides the same formally and intuitively meaningful measure of remote-

ness as the normalised distance does in the univariate case.

The mean and standard deviation used in statistics to determine outliers are themselves poten-

tially sensitive to outliers. An aberration in the data can significantly bias the mean, which has led

to extensive research into making these measures robust usually by detecting and removing outliers.

The most famous method for the robustification of the Mahalanobis distance is due to Rousseeuw

called the Minimum Covariance Determinant (MCD) [153], which determines the estimator by a

subset of points which minimizes the determinant of the variance-covariance matrix over all sub-

sets of the same size. In Section 4.6, we compare various data mining approaches to the robust

Mahalanobis distance.

As the literature on outlier detection is vast, we only review that which specifically looks at

subspaces or leverages subspace analysis for outlier detection.

Knorr and Ng [107] look for the smallest set of attributes to explain why an outlier is exceptional.

They also consider if an outlier is dominated by other outliers. Previously [106] they introduced

the notion of a DB(p,D) outlier (section 2.3). Based on this, in [107], they define a point x as

a non-trivial outlier in space A if it is not an outlier in any subspace B ⊂ A. Further, A is a

strongest outlying space if there are no outliers in any B ⊂ A. Then all outliers in B are strongest

outliers. If A is not a strongest outlying space, x is a weak outlier. The concepts of strong and weak

outliers are utilised to provide intensional knowledge about the ‘exceptional’ nature of the object.

They provide two algorithms, one that enumerates the outliers in all spaces starting from the 1D

spaces and proceeding to all 2D spaces, all 3D spaces, etc. The second looks for greater efficiency

by starting at some kD and whenever an outlier is found in some subspace the proper subsets of

that space are inspected. Within a specific attribute space, a nested loop or cell based approach is

used for finding the outliers. The output provides intensional knowledge about the outliers from

the discovered subspace hierarchy. The main difficulty is in the complexity which is exponential

in the number of attributes inspected. This approach seeks to find out why particular points are

exceptional but does not seek to rank all or some points, though this may be a possible extension

with some further work.

Aggarwal and Yu [9, 10] seek to detect subspaces in which the density is exceptionally lower

than average. Each attribute is divided in ϕ ranges each containing an equal number of objects

and sparsity coefficients are computed for d′-dimensional cubes. Objects in abnormally low density

25



Table 2.1: Existing and New Subspace outlier approaches. ‡Described in this thesis.

Citation Type Approach

SOE1 [85] Ensemble Sum 1D local densities
F.Bagging [114] Ensemble LOF in random large subspaces
T*ROF‡, T*ENT‡ Ensemble From clustering over a range of resolutions
FASTOUT‡ Ensemble From nearest neighbour clustering scheme

HighDOD [183] Apriori pruning Scores based on
∑

KNN distances
PODM [172] Apriori pruning Scores based on entropy

FPOF [84] Frequent itemset Transactions with fewer frequent itemsets

Evolutionary [10] Local search For most sparse cells

[21] Clustering Unclustered points are outliers

hypercubes are reported as outliers. Since the number of cubes is exponential in the dimensionality

and there is no upward or downward closure property to prune the search, the authors propose an

evolutionary algorithm to conduct the search. The risk is that the number of local optima may

increase exponentially with dimensionality though the authors found results comparable to those

found by brute force search. As the method involves local search, it is not intended to score (and

hence rank) all points.

Zhang and Wang [183] propose an algorithm called High-Dimension Outlying Subspace De-

tection (HighDOD). Like the work of Aggarwal and Yu [10], they seek outlying subspaces and

enumerate the outliers from there. They exploit the establised heuristic of the sum of the distances

to the k nearest neighbours (KNNSet) to define an Outlier Degree (OD) such that the OD of a

point p in space s is

ODs(p) =
k∑

i=1

dist(p, pi)|pi ∈ KNNSet(p, s)

A point is considered an outlier if its OD is greater than a global threshold TG which is a constant

factor C times the RMS value of the OD values of all the points for all the individual attributes TG =

C

√∑d
i=1 OD

2

i or a local threshold TL. For downward pruning of subspaces TL ≤ 1
CODi,∀i ∈ s,

for upward superspace selection TL ≥ CODi,∀i ∈ s based on the monotonic property of OD.

The novelty lies in their two approaches to pruning the search space, one global and one local.

The global requires the OD for a point to be within a range of TG. To reduce computation, prior

probabilities for pruning each subspace size is computed based on a sample. The computation is

still exponential with respect to dimensionality but benefits from these improvements. They provide

run times on a few UCI datasets and show that the previous approach [10] applied to a synthetic

dataset produces results close to that achieved by selecting subspaces at random. In the context of

validation they define an outlier strength of a point p as the number of subspaces in which p is an

outlier as a percentage of the total. While efficiency of the method is well-studied, no effectiveness

results are given.
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He et al. [84] describe a method for detecting outliers by computing a Frequent Pattern Outlier

Factor (FPOF). This is the sum of the support of all the itemsets in a transaction t divided by the

number of frequent patterns in the dataset with more than a minimum support minisupport. They

also generate a list of itemsets X ⊆ t with the largest values of ||X|| − ||t ∩X|| ∗ support(X) as

explanatory of the outlier. Simply, the itemsets considered outliers are described by those common

itemsets not contained in them. This work is especially interesting because they apply their algo-

rithm and some competing algorithms to two medical datasets from [33]. One (Lymphography, 18

attributes) contains rare classes and the other, the Wisconsin Breast Cancer Data (9 attribute dataset),

has a rare class induced in it (8% of the data are ‘malignant’). FPOF did best on the WDBC data,

finding all the malignant data in the top 14% of the data according to outlier ranking, an accuracy of

57.4%. Both datasets were discretised as the method requires categorical data. This work is arguably

a subspace algorithm as the itemsets are sets of attributes.

He et al. [85] attempt to formulate a unified framework for outlier detection in subspaces. The

concept is to combine the outlier factors in different subspaces. This framework has as input the

target database, the number of desired outliers, the set of subspaces and a combination function

amongst others. In addition to formulating this framework which brings together the existing ap-

proaches, they present results on a very simple algorithm (SOE1) that only analyses individual

attributes and then combines the scores. A histogram is built of each attribute and the value of the

segment in which a point falls, a kind of local density, is taken as its measure. These are combined

over all attributes. The ranking of these scores is an inverse outlier ranking. The authors used already

digitised data, otherwise a parameter(s) would be required for defining the segment widths of non-

categorical attributes. They investigate the use of different combination operators for the individual

outlier factors. Using
∑

or
∏

achieved almost equal effectiveness (we therefore adopted
∑

in our

experiments with SOE1). They also compare with several other algorithms and show, for example,

that this method outperforms their earlier work FPOF [84]. Working only on single attributes is very

attractive from an efficiency point of view but it is easy to provide examples where this approach

might lead to a misclassification (see Section 4.1.4). In our work we show that combining a few

attributes in a subspace for analysis does improve the results and this is evidenced in comparison

with SOE1.

Breunig et al. [39] pioneered finding density-based outliers. They introduced the local outlier

factor (LOF) which measures the degree of outlierness by comparing a point’s relative density as

compared to those of its nearest neighbours. This allows a ranking of outliers and provides a strongly

local view. It can be sensitive to its key parameter MinPts. Lazeric and Kumar [114], having found

in their previous work [115] that the LOF [39] was the most effective out of many outlier detection

methods, but questioning its effectiveness in high-dimensionality, investigated if an ensemble voting

approach using results from randomly selected subspaces could improve full dimensional LOF. The

approach was to choose a constant number (50 in their experiments) of randomly selected subspaces
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from dimensionality d of size between d/2 and d − 1 out of d dimensions. They observed that

for a small 8D synthetic dataset where all the dimensions were relevant, full-dimensionality LOF

performed best. However, on real-world data where a small outlier class was compared with a large

normal class, the two voting schemes they propose gave improvements of 4%-14% except in a few

cases. They note, without detailed investigation, that the best results came from cases where the

outlier class was to be expected to differ in characteristics from the normal class. Where several

‘normal’ classes were combined and compared with one or several rare classes treated as a group,

effectiveness declined. This is entirely to be expected and our work herein sheds more light on

these observation. It should also be noted that even though they employ an ensemble approach

on subspaces, the subspace size is still O(d). We tested this approach in low dimensional spaces

(Section 4.6).

Mao et al. [172] have pursued an approach of the kind found in ENCLUS [47] where an entropy

measure was used for apriori pruning of subspace clustering. In this work, an outlier degree is

computed based on the number of dense cells and their density within the subspace. As this is not

very sensitive for detecting outliers an entropy measure PO(s) =
∑

θ∈s(
|θ|

Np(θ)p(θ) ≤ ζ) where θ

is the subset of attributes, Np(θ) is the number of points in a cell, p(θ) is the density of the cell in

the subspace and ζ is a user supplied threshold. Both these measures involve parameters as does the

equi-width binning procedure. The algorithm (PODM) was not compared with other algorithms or

tested beyond dimensionality of 25, presumably due to the usual scaling efficiency challenges.

Assent et al. [21] propose using a DBSCAN derived approach to subspace clustering and thereby

identifying the outliers. Empirical results for outlier detection are not given except that the subspace

clustering was superior on certain datasets to SCHISM and SUBCLU.

2.4 Assessing Error

Storey and Tibshirani [159] discuss extensively the problem faced by researchers using microarrays.

The essence is that there are typically thousands of genes being tested and a confidence level has

to be established for significance for each gene. Traditional p-value cutoffs of 0.01 or 0.05, widely

employed in science by convention, lead to a potential

FP = pd (2.1)

false positives. With dimensionality d large, FP becomes unacceptably large.

The initial means of handling this was to tighten the criteria. The Šidák correction for multiple

comparisons [161] tightens the criteria for the probability of a false positive at the feature level

(αc) to yield a desired probability at the experimental level (αe). Assuming all the features are

independent, the correction is
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αc = 1− d
√
1− αe (2.2)

The Bonferroni correction [1, 36] results from the observation that, for αc small, using approxi-

mations a simpler form of Equation 2.2 can be derived, that is

αc =
αe

d
(2.3)

The usual application of these corrections is to choose αc such that αe ≤ 0.05 or FP < 1 (with

reference to Equation 2.1). If d is large, this approach is extremely conservative. That is, αc is so

small to likely cause many false negatives [159]. While false positives are expensive to handle, false

negatives can mean the whole work fails. To reduce this, some authors have applied this correction

less stringently (e.g. [86, 62, 38]). Lee et al. [118] reported their results at several threshold levels

but this makes it difficult to interpret.

Holms proposed a step-down approach that is less conservative [89]. The features are first ranked

by their probability of being targets. Then the threshold probability is also varied according to the

ranking such that for feature rank k, the threshold probability p is

p =
αe

d− k + 1
(2.4)

This also assumes the features are independent. A similar approach that has been shown to allow

for some feature dependencies is the False Discovery Rate (FDR) correction [29, 30].

To improve on this, the q-statistic was proposed [158, 159]. The q value is similar to the p

value except that it measures significance in terms of the false discovery rate (FDR) rather than the

false positive rate (FPR). The FPR is the rate at which non-target features, sometimes referred to as

truly null, are designated significant, i.e. observed as targets. The FDR differs in that it is the rate

that features designated significant are not targets. With certain provisos the FDR can be written as

the probability Pr(feature i is non-target | feature i is significant) and the FPR as Pr(feature i is

significant | feature i is non-target). This is a more sophisticated way of tightening the criteria for

acceptance of a feature as significant where the number of significant features is much less than the

number of non-target ones.

In addition, Westfall and Young proposed a bootstrapping method [164] that does not involve

any assumption of independence. The disadvantage to this method is that it is typically expensive to

compute and strictly empirical [57].

In the section on GSEP (3.5) we have proposed using standard p-value levels but dividing the

samples in two or more groups. This reduces the likelihood of false positives by the power of the

number of groups. Working with labelled genome data, this method can yield classification results

better than or equal to the best achieved so far.

These approaches per se do not explicitly model the estimated impact of the noise or errors in the

data, if known, or, if not known, apply a conventional assumed error rate (e.g. 5%) to estimate the
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impact on the statistical model, given the experimental parameters such as the number of samples

and the number of features (points and dimensions).

In the next chapter it is proposed to estimate, given known or estimated error rates,

1 the expected number of false positives, and

2 the true number of targets given the observed number.
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Chapter 3

An Efficient and Effective Approach
to High-Dimensional Clustering

In high dimensionality, full-space clustering becomes ineffective as the minimum and maximum

distances between points tends to become the same [31]. This motivates subspace approaches. On

the other hand, the number of possible subspaces is exponential in the dimensionality making any

exhaustive search intractable, so all existing approaches, other than local search methods, depend on

an anti-monotonic property with respect to subspace size, such as density, for limiting the search.

In this chapter a novel approach is presented which unusually finds candidate subspaces first.

This is done by using two-dimensional (2D) clustering and then looking for clusters in these sub-

spaces using a standard projected clustering approach (viz. [11, 137]). The problem is viewed as an

undirected graph with weighted edges and subspaces are found as maximal cliques after parameter-

free pruning of edges with low weights indicative of little or no clustering between (pairs of) at-

tributes that act as nodes in the graph.

Several methods [75, 73, 182], all intended for categorical valued data only, have taken a graph-

ical approach using attribute values as nodes. STIRR [75] envisions a dataset D as a simple undi-

rected graph with attribute values as nodes and edges E between attribute values that co-occur in

a transaction. In CACTUS [73] the graph is modified by pruning all edges that represent less than

some threshold α times the expectation of co-occurrences. Then the cluster-projection on each at-

tribute of up to all attribute pairs containing the attribute (the intersection) is computed. That is,

cliques are identified where nodes are single attribute value sets. CLICK [182] uses a somewhat

different method to find maximal k-partite cliques in the attribute value graph. As a post-processing,

given a parameter minsup, it tries to cover the maximal number of tuples with the minimum number

of cliques.

All of these require categorical (or low-nomial data) and are quite different from the graphical

approach proposed in this thesis. Out approach uses the attribute itself as a node (as opposed to

attribute values), can handle any kind of data including real-valued data, and has an entirely differ-

ent construct for edges. Rather than simply representing co-occurrence of attribute values, in our
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approach, edges represent a clustering relationship between attributes as explained in more detail

below.

The advantage of 2D clustering is that it is a well-studied area and very effective methods exist

(e.g. [60, 66]). Results are easy to check visually and no ‘curse’ of dimensionality problem exists

[25]. Enumerating all 2D pairs is generally tractable and for very large dimensionality, as in the data

used in Section 3.5, this method can be used after feature reduction. In the results presented here,

this is provided by an algorithm GSEP (Section 3.5).

The approach presented here is both a framework, which we term MAXCLUS for Maximal

clique Clustering, which prescribes a series of stages in each of which any specific appropriate algo-

rithm can be inserted, and a very efficient and simple implementation GCLUS (Gene Clustering), the

name inspired by the application to genome assays described in Section 3.5. First the MAXCLUS

framework is itemised and then the details of GCLUS given.

3.1 The MAXCLUS Framework

As a framework, the stages of MAXCLUS are as follows:

1 Preprocessing such as normalisation.

2 Detection of dense areas in individual attributes and, optionally, removal of redundant dimen-

sions.

3 Pairwise clustering of all remaining attribute pairs and collection of clustering statistics and

their expression as a Clustering Relationship Graph.

4 Pruning of the graph edges with little evidence of clustering and any other pruning heuristics

appropriate to the dataset.

5 Clique enumeration giving candidate subspaces.

6 Extraction of the clusters in the candidate subspaces based on the pairwise clustering infor-

mation.

Each stage requires a particular approach. For example, the intial pairwise clustering may be

best done using different algorithms for different types of attributes. Clustering binary attributes is

quite a different task from clustering real values attributes.

Thus, in this thesis, we are primarily presenting a general approach to subspace discovery or

feature selection and provide an implementation using a projected clustering algorithm to illustrate

the effectiveness and efficiency of this approach to subspace cluster detection. Before discussing the

implementation GCLUS, an illustration of the flexibility of the framework is noted.
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Figure 3.1: A dataset which has two linearly correlated attributes, A1 and A2, and no dense areas
with respect to A1 or A2 taken singly.

3.1.1 Axis-Parallel vs Non-Axis Parallel Clustering

Projected clustering is also sometimes referred to as axis-parallel clustering. Non-axis parallel clus-

tering methods (e.g. [8]) have been developed by authors pointing to circumstances such as that

illustrated in Figure 3.1. In this figure, one can see that the clear relationship between attributes A1

and A2, by way of a linear correlation, could not be inferred by simply inspecting the individual

attributes A1 and A2. Thus, the downward closure property could be said to be inapplicable.

MAXCLUS can be taken as a framework in which any clustering method can be inserted in

the 2D clustering phase. This includes linear or non-linear regression to handle issues such as that

presented in Figure 3.1 on attribute pairs that have a strong correlation. The slope of the regression

can also be different between each pair of attributes thus providing similar benefits as the state-of-

the-art non-axis parallel algorithms.

3.2 GCLUS

3.2.1 Definitions

Definition 1. Projected Clustering

Given a dataset D ⊂ Rd in d dimensions where each dimension represents a different attribute

of the attribute set A: For every point x ∈ D and every i ∈ {1, . . . , d} we denote by xi the value in

the ith attribute of x, i.e., x = (x1, . . . , xd). If k ≤ d and S = {j1, . . . , jk} ⊆ {1, . . . , d}, then DS

denotes the set {(xj1 , . . . , xjk) | x ∈ D}, i.e., the projection of D on the attributes indexed by S.

Without loss of generality, we assume all attributes are normalised to [0, 1].

A projected clustering result on S is the set of points and attributes PS ⊆ DS such that the
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Dense Regions in two dimensions

Intersection of dense region projections

Dense Regions in two dimensions

Intersection of dense region projections

Figure 3.2: Density of intersecting areas of dense region projections is much greater than that of
non-intersecting areas indicating a clustering relationship.

Dense Regions in two dimensions

Intersection of dense region projections

Dense Regions in two dimensions

Intersection of dense region projections

Figure 3.3: Density of intersecting areas of dense region projections is similar to non-intersecting
areas indicating no clustering relationship.
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minimal bounding hypershape HP that encloses PS has a density ρHP
which is significantly greater

than would be expected by chance at the level α (See Sections 3.2.3 and 3.2.7). HP is composed of

the hyper rectangles created by the projection of PS on S and has volume vol(HP ).

The clustering result could be output as a set of clusters C = {S′, P ′} such that P ′ ⊆ D is a

set of points that exist within a set of ranges S′ over attributes S ⊆ A. Intuitively, these areas S′ of

the attributes S are projected as suggested by Figure 3.2 to form the hypershape that encloses C and

contains P ′.

Definition 2. Clustering Relationship Graph

The clustering relationship graph (CRG) for D is the complete graph G = {V,E} where V =

{1, . . . , d} and Ei,j = {vi, vj}, vi, vj ∈ V, i ̸= j, 1 ≤ i, j ≤ d. Let wij be the weight on edge Eij

such that for the projected clustering result Pij on attribute set {i, j} containing p points

wij =
p

|D|

This simple definition was adopted as it proved as effective in our experiments as more complex

definitions such as wij = ρHP
= p

vol(HP )|D| .

Figure 3.2 illustrates a clustering relationship while Figure 3.3 is an example of two attributes

with no mutual clustering and hence no such relationship. These scenarios result in high and low

edge weights respectively.

Definition 3. CRG Partition

For the set of sorted edge weights W = {w0, . . . , wm}, m =
(
d
2

)
let the smoothed series be W s

where ws
i =

∑i+1
i−1 wi

3 . Then the threshold T = ws
j−1 where j = i for max(ws

i − ws
i−1), 2 ≤ i ≤

m − 1. That is T is just below the largest value jump in the sorted and smoothed series. Then the

partitioned CRG G′ = {V ′, E′} where ∀E′
ij , wij > T . This approach is motivated in Section 3.2.2.

Definition 4. Candidate Subspaces

The set of candidate subspaces S = {S1, S2, . . . }, Si ∈ V ′, 1 ≤ i ≤ |S| is the set of all

maximal cliques of size greater than q = 2 in the partitioned graph. These maximal subspaces are

referred to as Strong Subspaces.

Definition 5. Strong Subspace Cluster.

A Strong Subspace Cluster CS = {pa, pb, . . . }, pi ∈ PS is a cluster in strong subspace S.

3.2.2 The Algorithmic Idea

If a 2D clustering is performed using the attribute pair {Ai, Aj}, then an estimate of the relationship

between the pair as it contributes to the overall clustering can be made. We refer to this as the

Clustering Relationship statistic w. If all
(
d
2

)
pairs are clustered, a graph can be constructed where
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Figure 3.4: Clustering Relationship Graph
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Figure 3.5: Clustering from a Clustering Relationship Graph

the attributes form the nodes and the edges are weighted by wij for each pair of nodes {Ai, Aj}.

This is termed the Clustering Relationship Graph (CRG). This graph can be partitioned to remove

unimportant edges (low weights) and then the maximal cliques in the graph will define the important

maximal, non-redundant but potentially overlapping, candidate subspaces.

Figure 3.4 is an example where the edges with weights below some threshold have been removed.

This has left a 5-clique overlapping with a 3-clique and a disjoint 3-clique.

These subspaces are only candidates at this stage as they may not contain any clusters large

enough to be of interest to the end-user. Finally, these subspaces can be clustered. In our imple-

mentation, the information retained from the intitial 2D clustering is exploited to provide the final

clusters with minimal further cost. On each 2D clustering, the clusters are labelled {1, 2, . . . } and

then, in the final stage, all points with the same labels on all edges of the nodal clique are clustered.

For example, if values for a gene represent two states, up and down regulation, then the samples can

have 4 possible states in the mutual clustering of 2 genes: up+up, up+down, down+up, down+down,

which could be labelled 11,12,21,22. Thus the final clusters represent samples with the same regu-
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lation on all the genes in the clique.

Each edge Eij of the CRG G = {A,E} is associated with a clustering result C ij , as well as the

scalar weight wij . For an edge Eij on the attribute pair {Ai, Aj} on which k clusters were found,

the clustering result C ij = {Cij
1 , Cij

2 , ..., Cij
k }. For example, see Figure 3.5. As illustrated in this

figure, the clustering results on the edges of a (usually maximal) clique size |S| in the CRG can be

intersected to provide C S = {CS
1 , C

S
2 , ...} which is the final strong subspace clustering we seek (in

the figure the output clusters are {Cabc
1 , Cabc

2 }).

As the figure indicates, when we collect a cluster in a |S| size subspace we utilise at most one

cluster Cij per edge Eij . Thus, if there are multiple clusters on multiple edges, the number of

clusters collectable on the final subspace can be quite large. If one only required to know which

points cluster within a given subspace, then a union of the clustering result could be output.

A projection clustering {S′, P ′} is generally achieved by intersecting the ranges S′ to collect

the points P ′. This is done for all the subspaces of interest, potentially the entire exponential sized

space. It is straightforward to show that the clusters collected using only attribute pair clustering are

equivalent. For completeness, this proof is now given.

Suppose there is a dataset D containing n points pi, etc. and a cluster in a subspace s containing

attributes a, b, etc. That is s = {a, b, c, ...}. On each (non-noise) attribute in s at least one dense

area or cluster C is found containing points pj , etc., e.g.

Ca = {pai , pai′ , ...} | 1 ≤ i, i′, ... ≤ n, (3.1)

Cb = {pbj , pbj′ , ...} | 1 ≤ j, j′, ... ≤ n, etc. (3.2)

Then the output cluster Cs of the projected clustering method is given by

Cs = Ca ∩ Cb ∩ Cc ∩ ... (3.3)

Now, the pairwise clustering process first finds a series of two-dimensional clusters. E.g.

Cab = {pabj , pabj′ , ...} | 1 ≤ i, i′, ... ≤ n, (3.4)

Cac = {pacj , pacj′ , ...} | 1 ≤ j, j′, ... ≤ n, etc. (3.5)

where, assuming a projection clustering process has been used in the attribute pair spaces,

Cab = Ca ∩ Cb, and (3.6)

Cac = Ca ∩ Cc, etc. (3.7)

∴ Cabc = Cab ∩ Cac ∩ Cbc (3.8)
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∴ Cabc = Ca ∩ Cb ∩ Ca ∩ Cc ∩ Cb ∩ Cc (3.9)

∴ Cabc = Ca ∩ Cb ∩ Cc (3.10)

∴ Cs = Ca ∩ Cb ∩ Cc ∩ ... (3.11)

which is the same output as for the full-dimensional projected clustering process. As we will show,

the Clustering Relationship Graph is used to determine which edge clustering results to intersect,

saving the exhaustive search over all possible subspaces.

3.2.3 1D Clustering

We choose to base our whole scheme on 1D clustering, that is the dense areas detected on each

dimension. This is the approach taken by projection clustering algorithms such as CLIQUE [11]

and MAFIA [77]. We made that choice because it is very fast, and easy to interpret. However, sepa-

rating the underlying distributions on each dimension is critical for success with the final clustering.

CLIQUE combines adjacent dense bins based on a simple threshold. This fails to discriminate when

distributions significantly overlap as they almost always do in the real world. MAFIA has a param-

eter to only merge bins of a similar size. This could cut the tails of sharply peaked distributions.

Others [137] adopt a kernel method such as EM to model the data based on, say, k Gaussians. We

adopted a method that does not require knowledge of k and isolates peaks based on detection of

intervening troughs. If we know k this is straightforward but otherwise a heuristic is needed to

determine when a trough is real, rather than due to noise.

To determine dense areas in a dimension we use binning. Bins B are equiwidth segments of a

dimension such that the mean bin size m = N/|B|. |B| = O(N) so m is a constant. We scan across

the bins and mark the start of the first dense area when a bin frequency exceeds the mean m. The

end of the dense area is detected based on

a) the bin frequency dropping below the mean or, optionally,

b) a local minimum being detected.

In case ‘b’ a new dense area would start here. If the data is very noisy then ‘b’ will cause many

spurious groupings but if the noise is slight, then this option facilitates the separation of overlapping

distributions. Continuous areas flagged as dense are expanded by a factor β (see Section 3.2.5). In

the results reported in Section 3.3, the optional heuristic ‘b’ was only used for the Glass data.

It is straightforward to choose between (a) and (b). If we use (b) and find that there are a large

number of small clusters in the subspaces, then (a) may be preferred as it indicates that stochastic

effects have likely caused spurious minima and thus many dense regions to be detected on one

or more attributes in the clique. Of course, the heuristics can be improved by many means such

as smoothing, etc. but that is not the focus of this work and the simple heuristics adopted have

produced good results.
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Figure 3.6: Sorted CRG edge weights on ideal (synthetic) data.

In Definition 1 it was stated that areas with statistically significantly greater density are to be

selected. In the GCLUS implementation of MAXCLUS, the following approach has been taken:

Let the the mean and standard deviation of the bin totals be {µb, σb}. A dense region consists of k

consecutive bins, with bin totals {n1, n2, . . . , nk}, that meet the criteria (a or b). Then a total bt is

computed

bt =
1

ασb

k∑
i=1

(ni − µb) (3.12)

Here α is equivalent to a statistical threshold and a region is considered dense for bt > 1.

Dense regions are labelled {1, 2, . . . } as they are discovered scanning across the attribute. Suppose

an attribute has values such that a high value represents an ‘up’ regulated gene and a low value a

‘down’ regulated gene or equivalent, then, if the gene is important for the diagnosis, groupings will

appear in one or both areas giving rise to regions labelled ‘1’ or ‘1’ and ‘2’. The projection onto

these regions is employed in the clustering, as usual for projection clustering, and the clusters found

derive their labels from the labels on the attributes involved (for genome application examples see

Section 3.5.2).

After scanning across an attribute, if we find no dense areas, then the attribute can be optionally

removed.

It should be noted that if an attribute has a uniform value distribution, but its values have clear

boundaries and thus sharp distinctions between classes, these classes will be detected.

3.2.4 CRG Partitioning

An important step is determining the threshold for removal of edges from the CRG. If a syn-

thetic dataset is created containing only noise and clusters that only exist in certain subspaces S =

{i, j, . . . }, S ∈ V, |S| < |V |, then a clear distinction can be seen for the values of wpq, p, q /∈ S,

which have low values due to a lack of clustering and wij , i, j ∈ S, which have high values. Thus

the sorted weight set will look something like Figure 3.6. Even in highly noisy real data this pattern

will exist to some extent. Finding the principal step in the ranked weights typically yields a useful
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solution and the user can choose to step the threshold up or down the ranking to reduce or increase

the size of the output candidate subspace set. To reduce stochastic effects, a moving average is first

applied to the weights before bisection.

3.2.5 False Positives and Negatives

A false positive (FP) is an item identified as a cluster member which does not properly belong

there. A false negative (FN) is a cluster member that is not identified as such. While there is

considerable work on false positives and negatives in the statistics community, the implications in

subspace clustering have hardly been discussed. Everyone is aware of the ‘curse’ of dimensionality

already mentioned. However, this also means that the number of true positives detected drops off

sharply with increasing subspace size.

For what we believe is the first time in this area, we are suggesting a simple strategy to deal with

this, namely to expand the collection area around the detected dense areas. In the results section, we

show empirically the effect of this on the controlled situation of a synthetic dataset (Table 3.2). This

table shows how the accuracy for a 100K dataset increases markedly by employing this strategy. To

evaluate this strategy theoretically we assess the effect of this on both false positives and negatives

as follows:

We know that for a fixed number N of randomly distributed noise points in database DB, the

number of such points in any strong subspace cluster C in strong subspace S decreases exponentially

with s = |S|. Let us consider an example to show what the effect of increasing sparsity has for both

FP and FN. Projection clustering, for example, involves defining a dense region along one attribute

and considering that as a projection of a cluster built from the intersection of similar dense areas

of other attributes. We refer to this dense area as the ‘collection area’. Since clusters tend to have

a mean and a tailed distribution, this collection area will cut the tails at a certain range from the

mean. Suppose we have fixed our collection area around a single normal distribution cluster peak at

±1σ (standard deviation) of the distribution about the mean. This will give a 68% collection rate. If

we double the collection area on each attribute to ±2σ, then the collection rate on each dimension

increases to 95% (Chebyshev theorem). That means a false negative rate of only 5%. Suppose the

true positive rate with respect to a single attribute is r. Then in a subspace of size s it is rs. If, for

example, r = 0.68 (±1σ), and s = 4 (4D), we will collect only 21.4% of the distribution (cluster)

members. If r = 0.95 (±2σ), the collection rate is 81.5%.

This shows how the false negative rate can be sharply reduced by expanding the collection area

but what is the effect on false positives? By doubling the collection area, the volume of the subspace

area has increased by 2s which means the potential number of false positives (FP) increases by a

factor of 2s. For example, suppose we collect over ±2σ and s = 4 (4D) and 50% of the points in

the dataset are random noise the rest being in this single cluster. Further let the dataset have a value

range on each attribute of ±4σ. Then, the cost of decreasing false negatives from 88.6% to 19.5%

40



is an increase in false positives from just 0.4% to 6.25%. In 5D, the FP rate goes from 0.01% to

just 3.1%. Thus the strong dilution of noise with increasing dimensionality typically makes it very

advantageous to expand the collection area beyond the detected regions around the peaks.

The expansion factor employed in GCLUS is a scalar value β.

Algorithm 1 MaximalCliqueEnumeration(G)
Input: G = {P,E}, Minimum clique size minClqSize
Output: Set of maximal cliques C, clique index and count k

order ← BuildOrderTable() {Compute order of each node}
C ← ∅
k ← 0
for all i ∈ P do

if (order[i] ≥ minClqSize) then
if (connected← AddIfConnected(i, Ck)) then
Ck.minimumOrder ← order[i]
startFrom← i
while ((FindConnectedCliques(startFrom, k)) > 0)

end if
if (connected and order[i] ≥ minClqSize) then
i← i− 1 {i may exist in another clique so use it in the next round}

end if
end if

end for
return C

Algorithm 2 AddIfConnected(i, Ck)

Input: point i and current clique Ck

Output: whether i has been added

if (Ck = ∅ or Connected(i, Ck)) then
AddTo(i, Ck)
return true

else
return false

end if

3.2.6 Maximal Clique Enumeration.

The most readily available code for this problem [40] finds disjoint cliques but in some cases failed

to handle intersecting cliques so we have developed an algorithm (Algorithm 1, 2 and 3) that also

provides some improved efficiency with respect to memory usage. This algorithm enumerates all

maximal cliques, not just disjoint cliques. As it starts with the nodes with the highest order, the

largest cliques are enumerated first. A minimum clique size can be specified. MAXCLUS/GCLUS

Stage 2 generates results for clique size 1 and Stage 3, for clique size 2, so this minimum was set to

clique size 3 in our experiments.
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Algorithm 3 FindConnectedCliques(startFrom, k)
Input: a point startFrom ∈ P , index of C, k
Output: last member of Ck or null and k

FindConnectedCliques(startFrom, k)
s← startFrom
for all i ∈ P ≥ s do

if (order[i] ≥ minClqSize and order[i] ≥ Ck.order and i /∈ Ck and AddIfConnected(i, Ck)) then
Ck.minimumOrder ← GetLowestOrderIn(Ck))
if (Ck.minimumOrder < Size(Ck)) then
{this clique can’t be increased, start new clique}
{collect those that could participate in overlapping cliques}
minCount← 0
for all j ∈ Ck do

if (order[j] = Ck.minimumOrder) then
order[j]← 0
minCount← minCount+ 1

end if
end for
if Size(Ck) > minCount then

for all j ∈ Ck do
if (order[j] > 0) then

order[j]← order[j]−minCount
if (order[j] > 1) then

AddTo(j, Ck+1)
Update(Ck.minimumOrder)

end if
end if

end for
k ← k + 1 {Go to next clique}
if (Size(Ck) > 0) then

startfrom← FirstPointIn(Ck)
return true

else
return false

end if
end if

end if
if ((FindConnectedCliques(i, k)) == 0) then

return false
end if

end if
end for
if (Size(Ck) > minClqSize) then

if IsMaximal(Ck) then
k ← k + 1 {Go to next clique}

else
DropLastMember(Ck)
startfrom← LastMember(Ck)
return true

end if
else

if (Size(Ck) > 1) then
DropLastMember(Ck)
startfrom← LastMember(Ck)
return true

else
SetOrderOfFirstMemberTo(Ck, 0)

end if
end if
Ck ← ∅
return false
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Table 3.1: The Stages of MAXCLUS/GCLUS and User Options.

Stage Action User Involvement

1 Pre-processing Automated, simple normalization
2 Detection of dense regions in single attributes Automatic with two modes
3 Pairwise clustering Automated
4 Pruning the C.R. Graph Automatic. Option to accept more edges.
5 Maximal Clique Enumeration Automated
6 Subspace and cluster enumeration Automated

3.2.7 User Adjustable Parameters

Table 3.1 shows the stages of the algorithm and the options for user intervention provided in our

demonstration implementation of the framework. There are no mandatory parameters and just two

options for intervention.

In Stage 2, the method described in Section 3.2.3 is employed using a fixed parameter α = 0.75

for all experiments. This might appear a rather low value or rather ad hoc and thus requires some

consideration. There are two principal scenarios for features that are being processed: 1) a feature

with one or more distinct peaks Ap, and 2) a purely noise or redundant feature An. In the case of

Ap, because of the peaks, the regions beyond the peaks have a mean well below µb. The low value

of α ensures any meaningful peak is detected because it puts only a slight restriction on its size

while acting as a substantial barrier to detecting stochastic variations beyond the peak regions. An

illustration of this is given in Section 3.5.2 (see Figure 3.10 and Table 3.15).

For An, it allows many single bins to register as peaks but the likelihood of a string of k bins

declines exponentially with k. Again, two approaches can be taken to this situation. The MAXCLUS

framework allows for the removal of redundant features by any chosen method. One could apply

another statistical test such as Kolmogorov-Smirnov as employed, for instance, by Moise et al.

[135] at some standard probability level or some other redundant feature reduction method as done

in Section 3.5 on GSEP. Alternatively, one can retain the features and rely on the low clustering that

results from these spurious peaks to be pruned in the later stages of the process. This approach has

been taken for the smaller datasets in the Results section. Thus taking any low but non-zero figure

for α is conservative rather than ad hoc and the process is most unlikely to be sensitive to the exact

value as we observed in our experiments.

In Stage 4, a threshold for pruning the Clustering Relationship Graph is automatically deter-

mined. However, in real world datasets, it may be difficult to find a clear separating step between

‘strongly’ clustered and ‘weakly’ clustered attributes. If the user wishes to detect smaller or larger

subspaces, then the computed step can be increased or decreased to include or exclude some edges.

These two options are orthogonal. the first concerns the number of clusters while the second, the

size of subspaces. Thus setting them is simple as they are independent.

An important innovation in this work is the expansion of the dense regions found in Stage 2 to
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Figure 3.7: The error function for the standard normal distribution from [166].

reduce false negatives. This is controlled by parameter β. In all our experiments, this was set at 0.65

(65% expansion) except when we were comparing β = 0 to β = 0.65. This parameter is optional

and if set to zero, the algorithm comes on a par with earlier projected clustering algorithms in their

use of projections onto dense areas on single attributes. However, our experiments described below

indicate that using this expansion does improve effectiveness.

Let us consider if the use of a fixed expansion value is reasonable or whether the expansion

should be scaled up with the number of subspaces. If we have identical and independent attributes

and a false negative likelihood of p1 = 0.05 on a single attribute, then over k attributes we can

reasonable estimate the likelihood as

pk = 1− (1− p1)
k

which is approximately kp1 for p1 small. Let us assume a standard normal distribution with error

function e(x) = erf(x−µ

σ
√
2
) for cluster boundary (from µ) x. The tail probability or Q function is

Q(x) = 1− Φ(x) (3.13)

Q(x) =
1

2
(1− e(x)) (3.14)

where Φ(x) is the cumlative probability distribution function (Equation 4.7). Then if increased

dimensionality causes Q to increase by a factor of k, the new boundary x′ we require to maintain

constant the experimental probability is given by

e(x′) =
e(x)

k
+ 1− 1

k
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While there is no closed form solution for this equation, inspection of the graph of e(x) (Figure 3.7)

shows that if x = 1, the values of k that are covered by our experiments will yield a value of x′

approaching 2. This suggest that our choice of expanding by 65% is conservative but reasonable.

3.2.8 Limitations of Projection Clustering

The MAXCLUS framework can be adapted to almost any clustering approach. Our implementation

uses projected clustering which is very fast but will not find all possible cluster shapes. For example,

if a dense region was completely enclosed in another dense region with little gap between them, it

is likely they would not be differentiated. Such clusters within clusters would be found by density

based methods such as TURN* [66] or DBSCAN [60]. We have implemented MAXCLUS using

TURN* but report this projected clustering method because it proved as effective and more efficient

on the real world data tested. Clusters within clusters would be important in image processing but

are rather rare in medical and other similar types of applications.

3.2.9 Theoretic Efficiency

In stage 1, the data is read in, normalised and placed into bins in such a way that the bin totals and

the ids of the points in each bin can be retrieved. This is linear in run time in the number of points N

and number of attributes d. In stage 2, the bin totals are scanned and the dense areas flagged. This

is O(Nd). At this stage, the noise only dimensions are optionally discarded.

Stage 3 computes the degree of clustering between all the members of the clustered dimensions

CD. Let a = |CD|. This involves
(
a
2

)
operations1. While this is potentially worst-case O(d2)

the computation for each feature pair is a single pass over the points in the dense bins, typically a

small fraction of N for any given dimension, and is thus very fast compared to typical clustering

algorithms, which are rarely close to O(N) per clustering and may require repeated iterations. Thus

this stage is O(Nd2).

Stage 4, sorts the edge statistics which for a quick sort is O(d2log(d2)). The bisection is linear

in the number of edges. Stage 5 finds the maximal cliques. If the number of cliques is small or the

cliques are relatively small and mainly disjoint, this operation is close to linear in a. In most cases

it will not significantly affect the overall efficiency by exceeding O(d2). Having found the cliques,

Stage 6, determining the clusters, is linear or log-linear in the number of points in the dense areas

and a. The complexity depends on the sorting technique used. If the number of classes per edge is

small, then a linear hash technique is advised. Overall, therefore, assuming the CRG is adequately

pruned so that the maximal clique enumeration does not hit a ‘hard’ graph, the efficiency of the

whole algorithm is O(N(d + d2log(d2))). If the subspaces are relatively small, then the approach

is strongly linear as reflected in our scaleup graphs (Figures 3.8 and 3.9).

1
(n
k

)
= C(n, k) = n!

k!(n−k)!
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While two algorithms may have similar theoretic efficiency, many passes over the data, repeated

iterations or a complex operation on each pass takes much longer than a single low complexity pass

and for a very large N , that can be exceedingly significant to the user. The great simplicity of this

approach, where no stage takes more than a single pass and the operations are very simple, makes it

well suited to very large databases.

3.2.10 Memory Usage

Memory use is O(Nd) but at no stage is there any need to hold full information from more than two

attributes in main memory while working with the whole dataset. Clique enumeration only involves

O(d2) space. Final clustering requires space for the clustered points on the clique edges for the

subspace S being clustered, which is O(N |S|2). Typically, if d is large |S| ≪ |CD| and memory

usage is O(N).

3.3 Experimental Results

The experiments reported in this section used a 3GHz single processor P4 with 1GB of memory.

GCLUS was implemented in C++. We tested GCLUS on both real and synthetic data. In the syn-

thetic datasets the clusters were Gaussian within their relevant dimensions and random elsewhere,

means (µ) were selected randomly and deviations σe were in the range 1 ≤ σe ≤ 3. A proportion

of random noise points were added. There were no missing values. Subspace overlap was created

by simply including common dimensions in two or more clusters.

We obtained Java class files for a number of classic and recent subspace clustering algorithms.

We appreciate the authors of Biosphere and SemBiosphere [176] for this. The algorithms are DI-

ANA [100], CLARANS [142], K-Prototype [93], CAST [28], PROCLUS [7], HARP [174], SSPC

[175] and BAHC [177]. DIANA is a divisive hierarchical clustering method while BAHC is a

generic agglomerative hierarchical method. K-Prototype is k-means generalized to allow for cate-

gorical data when presented. This group of algorithms spans most approaches that have been put

forward to date.

3.3.1 Accuracy

Accuracy has two principal components: the accuracy of subspace determination and that of cluster

recovery. For the first, we use precision and recall as they are usually defined using true positives

(TP) for the correctly identified dimensions, false positives (FP) for the dimensions erroneously

identified and false negatives (FN) for the missed dimensions.

Precision(P ) =
TP

TP + FP
(3.15)

Recall(R) =
TP

TP + FN
(3.16)
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For cluster or point accuracy we use the true positive and false positive rates for the cluster points

and the Adjusted Rand Index (ARI) [173]. The ARI takes into account false and true positives and

negatives and is thus a sound measure of clustering results on data for which we know the expected

result. A perfect score is 1.0 (100%) and no correctness of partitioning receives 0.0 (0%). The ARI

is based on the Rand Index [152] and measures how similar the computed partition V is to the actual

clustering U . Denote a, b, c and d as the number of point pairs which are in the same cluster in U

and V , in the same cluster in U but not in V , in the same cluster in V but not in U and in different

clusters in both U and V . Then the ARI is defined as

ARI(U, V ) =
2(ad− bc)

(a+ b)(b+ d) + (a+ c)(c+ d)
(3.17)

Precision, recall and ARI are presented throughout as percentages.

There are alternatives to the ARI. The Silhouette Coefficient [108] estimates the effectiveness

of clustering based on the ratio of the intracluster and intercluster dissimilarities. However, this

requires that a dissimilarity function has to be defined. Each algorithm uses its own method which is

not always fully exposed or described. The Silhouette Coefficient and related clustering validation

methods, many of which are biased towards spherical clusters, are best suited to situations where

no class labels are provided as opposed to a method like ARI that uses the ground truth provided by

the labels. One can use the class labels to compute an entropy as done by Assent et al. [95]. We

found this produces results comparable to the ARI approach but is less comprehensive as the entropy

does not take into account the proportion of points clustered. Thus one has to report the coverage

separately. The ARI is particularly useful as all parts of the result are included in a single accuracy

value.

For disjoint clusters that are produced by some mechanism that approximates a normal distri-

bution, the algorithm can produce almost any desired level of point true positives (TPR) for non-

overlapping clusters by adjusting the expansion factor β (see Section 3.2.1 and Section 3.2.5). Table

3.2 shows the effect of β on point TP and FP for a 100,000 point dataset. Setting β = 0.65 produced

near 100% TPR at a small cost in speed and the point false positive rate. The last line in Table

3.2 illustrates the effect of collecting less aggressively (β = 0). The number of noise points that

are incorporated in the clusters is extrememly small but the true positive rate drops markedly. In

all cases, the point false positive rate is close to zero despite a 20% noise level in the data. As the

clusters existed in disjoint subspaces, the attribute values of their points in the rest of the space were

randomly distributed thus further contributing to the noise. This illustrates the expected suppression

of noise due to the sparsity effect of higher dimensionality as well as the benefit of expanding the

detected clusters.
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Table 3.2: GCLUS results for 50 dimensions with 2 disjoint 5-dimensional clusters and 20% noise.
False positive rates are the highest collected from either the noise or the other cluster. *No dense
area expansion, β = 0. Other results β = 0.65.

N Time
(secs)

Subspace
Precision &
Recall

Points:
True
Positives

Points:
False
Positives

1,000 0.07 100% 98% 1 point
10,000 0.75 100% 98% 0.4%
100,000 10.7 100% 97% 0.18%
100,000* 9.43 100% 71% 0.04%
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Figure 3.8: Scaling by increasing dataset size N.

3.3.2 Scaling by Data Size

The results for scaling by the data size N verify that the algorithm is approximately linear in N

(Table 3.2 and Figure 3.8). The slight non-linearity comes from the final stage of extracting the

points from the clustered dimensions. 10,000 points with 50 dimensions, 10 of them containing

clusters took under a second. Times included reading in the dataset from disk but not outputting a

list of the clustered points to the disk though they do include computing accuracy rates from class

labels provided in the test dataset. This was also true for all the algorithms in our comparison

experiments.

Some papers report scaling results. The recent state-of-the-art algorithm SSPC [175] showed

approximate linear scaling with N but took about 100,000 seconds for a simple data set with 100K

points as did PROCLUS in their experiments. 1,000 points took about 250 seconds. We present

our results with these algorithms below. Parsons et al. in their review showed MAFIA and FindIt

scaling approximately linearly with N with MAFIA completing its task at a speed close to our
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Figure 3.9: Scaling by increasing dimensionality D.

GCLUS results (though their computer specifications are not given) while FindIt was about 10 times

slower though the gap narrowed on very large datasets. However, MAFIA is fast due to aggressive

pruning and FindIt due to sampling and Parsons et al. found a resulting loss of accuracy for both

[145]. In their experiments, both MAFIA and FindIt were not able to identify the subspaces with

full accuracy on a simple synthetic dataset very similar to those used in our experiments. The many

other algorithms that require model fitting or various kinds of iterative methods may be too costly

for large N though useful for certain domains.

3.3.3 Scaling by Dimensionality

Theoretically, we expect the algorithm to scale linearly in overall dimensionality d and by the

quadratic of the clustered dimensions CD. Figure 3.9 shows a slight upward curve well below

the worst-case theoretical, as we anticipated in our discussion of the theoretical complexity.

3.3.4 Noise

Some authors report noise contamination results. Candillier et al [41] say that their method (SSC)

provides 90% purity in the presence of 20% noise and that LAC [18] gives only 76%. They do not

give results for different dimensionality but as our results and simple probability theory can show,

noise contamination should drop sharply with subspace size and, even at only 10 dimensions, for

GCLUS this is effectively 0%. As each cluster is a noise contributor in its non-relevant dimensions

for every other cluster covering those dimensions, noise levels of 90+% are often present without

interfering with clustering accuracy.

As SSPC is by far the best of the comparison algorithms and can handle noise, we compared

SSPC and GCLUS on two synthetic datasets. The first (D1) had 1200 points 3 clusters and no noise.
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The second (D2) had 2400 points, the same three clusters and 50% noise. As SSPC does better on

disjoint subspaces we used this type of cluster. GCLUS was run once on each dataset and achieved

99.8% ARI on D1 and 99.3% on D2. Subspace precision and recall were 100% on both runs. SSPC,

being non-deterministic, was run 10 times and the best result (achieved once out of 10) was 94.3%

ARI on D1 and 59.3% on D2. Subspace precision and recall for SSPC were 91.7% on D1 and 86.7%

on D2 for these runs. These results show that GCLUS was little affected by noise while SSPC had

a clear decline in its cluster identification accuracy.

3.3.5 Real Datasets

One standard source for labelled data is the UCI repository [33]. This is primarily for machine

learning and many of the datasets are quite challenging for an unsupervised approach. This may

explain why few researchers report unsupervised results for these datasets. One would always expect

supervised approaches to be more accurate than unsupervised ones. While the GCLUS algorithm

handles mixed binomial, multinomial and real-valued continuous attributes, the best test is on mainly

real-valued data. If all attributes are binomial, then the task is equivalent to frequent itemset mining.

Relatively few public labelled datasets have all or mainly real-valued data and it is difficult to find

any that are very large. Some datasets are not linearly separable or separable without some labelled

data. However, certain datasets have been widely used by researchers for testing their algorithms

and we present our results here on three of these.

As several of the algorithms are non-deterministic we report the best subspace accuracy and ARI

obtained but the average was much lower. K-Prototype, HARP and to a lesser extent SSPC show-

ed quite wide variations in their results though they never outperformed GCLUS. Table 3.6 shows

the results on the real-world datasets. As this shows, GCLUS, our straightforward projection clus-

tering implementation of MAXCLUS, outperformed k-means, heirarchichal clustering, a divisive

top-down approach and other well-known and effective algorithms.

Unfortunately, we were unable to obtain satisfactory results in a reasonable time, or obtained

very poor results, on all of the datasets with CLARANS and CAST so no results for these are

reported in the summary Table 3.6.

Iris: The Iris dataset [33] is a commonly used test set with 150 samples made up of three equal

classes and four real-valued attributes. This dataset is challenging simply because it is rather small

and small datasets are difficult to separate using a binning approach for clustering, which we have

adopted. It is also quite noisy. However, small N is important because many datasets (e.g. microar-

ray) have small sample sizes due to the high cost of data collection.

GCLUS applied to the Iris dataset returned two cliques, attributes {1, 2, 3} and {1, 2, 4}. The

first gave two clusters and separated type 1 from the other two with an ARI of 98.6% for that task.

The second produced three clusters separating all three classes with an ARI of 96.7% (Table 3.3).

This is comparable to results obtained by supervised classification, e.g. Jiang and Zhou [97] using
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Table 3.3: GCLUS classification accuracy on the Iris dataset (single subspace). Overall ARI 96.70%.

Type 1 Type 2 Type 3

Total 50 50 50

Correctly classified 39 42 45
Incorrect 1 2 4
Unclassified 10 6 1

Table 3.4: GCLUS classification accuracy on the Glass dataset (single subspace). Overall ARI
65.85%.

Float Non-float Other

Total 87 76 51

Correctly classified 68 34 17
Incorrect 11 2 2
Unclassified 8 40 32

kNN classifiers with a neural network ensemble who achieved around 96% accuracy. On inspec-

tion of the data, it is obvious that the 4th attribute gives the best chance of splitting the data into

three classes and this can be inferred directly from the GCLUS cluster label output which tells

us which attributes discriminated between which clusters. On the comparison algorithms, PRO-

CLUS achieved an ARI of 94.73%, BAHC 81.45%, DIANA 64.46%, HARP 64.34%, K-Prototype

(k-means) 63.69%, CAST put all points in one cluster and SSPC could not complete the task. Previ-

ously, the recent algorithm STATPC was tested on this dataset [136] (see also Section 2.2.1). An F1

accuracy of 80% was reported. F1 is the mean of precision and recall and the GCLUS F1 accuracy

is 89.04%.

Glass: This dataset consists of chemical assays on glass. There are several classes, some rather

rare. Principally, we can split the samples into three, float glass, non-float glass and unspecified

others. There are 214 instances and 9 continuous attributes. GCLUS output a subspace that separated

the three classes with an accuracy (ARI) of 65.9% (Table 3.4). Wang [162] testing a range of

kNN classifiers achieved a best result of 66.8% using Neighbourhood Counting and 10-fold cross-

validation.

On the comparison algorithms, we were unable to get a result with SSPC. Harp gave an ARI of

15.52% and PROCLUS an average of 22.51% with a best ARI of 54.54%. K-Prototype had a best

ARI of 27.16%. STATPC was previously tested on this dataset [136] and yielded an F1 accuracy

of 60%. In the same work, an F1 accuracy of 55% was reported for P3C (see Section 2.2.1). The

GCLUS F1 result is 68.39%.

Wisconsin Diagnostic Breast Cancer (WDBC): The WDBC database [33] has 569 samples and

30 real-valued attributes. There are two classes, malignant and benign. Features are computed from

a digitized image of a fine needle aspirate (FNA) of a breast mass. They describe characteristics
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Table 3.5: GCLUS classification accuracy on the WDBC dataset. Overall ARI 95.22%.

Normal Malignant

Total 357 212

Correctly classified 324 149
Incorrect 30 23
Unclassified 3 40

Table 3.6: Accuracy (ARI in %) of various algorithms on real-world datasets. Best results obtained
on 10 runs given for non-deterministic algorithms. *Failed to complete, would not run or very low
score.

Algorithm Iris Glass WDBC

GCLUS 96.70 65.90 95.22

DIANA 64.46 * *
K-Prototype 63.69 27.16 49.14
PROCLUS 94.73 54.54 74.34
HARP 64.34 15.52 58.54
SSPC * * 70.61
BAHC 81.45 * *

of the cell nuclei present in the image. GCLUS output a subspace of attributes {1, 2, 4, 5, 6, 7, 8,

17, 21, 22, 23, 24, 25, 26, 27, 28, 29} with an accuracy of 95.22% (Table 3.5). The cluster label

indicated that the discrimination was entirely due to attribute 28 as was verified from the Stage 2 1D

clustering.

Jiang and Zhou [97] using kNN classifiers and a neural net ensemble and at least 250 points as

training data achieved 100% accuracy. With 200 training points, accuracy was 96%. The best of the

comparison algorithms, SSPC, achieved a mean ARI of 39.46% with a best result of 70.61% over

10 runs, HARP achieved an ARI of 58.54%, PROCLUS an average of 10.48% with a best ARI of

74.34%. K-Prototype had a best ARI of 49.14%. SSPC typically selected around 25 attributes for

each of the clusters.

3.3.6 Applying SERA

The SERA algorithm (Appendix A) can be used to estimate the false positive and negative rates.

For example, let us take the GCLUS results on the WDBC (Table 3.5). GCLUS found two groups.

The one that was mainly representing the malignant samples contains 172 samples. Without labels,

we first ask what is the likelihood of false positives due to noise at the p = 0.05 level? SERA

shows that this is essentially zero. Thus, the actual false positives are not due to noise. They are,

in fact, due to the heavy overlap of the two distributions. In Chapter 4 we investigate how to deal

with this problem. Next we ask how many false negatives there are if our collection is at a p = 0.95

level? SERA indicates 207, which is rather close to the true value of 212. Even though there are 23
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Table 3.7: Subspace clustering algorithms, their mandatory parameters and outlier handling. Non-
deterministic algorithms require the number of iterations. ‘Opt’ means there are optional parame-
ter(s).

Algorithm Nb. of
clusters
required

Deter-
ministic

Other
parameters

Outliers
handled

Overlap
allowed

GCLUS No Yes Opt. Yes Yes

DIANA Yes Yes Opt. No No
CLARANS Yes No Yes No No
K-Prototype Yes No Opt. No No
CAST No No Yes Yes No
PROCLUS Yes No Yes Yes No
HARP Yes Yes Yes Yes No
SSPC Yes No Yes Yes Yes
BAHC Yes Yes Opt. Yes No

‘normal’ samples in this cluster, there is a similar number of malignant samples in the other cluster.

If we now look at the predominantly ‘normal’ cluster. Again SERA indicates that there are likely

no noise false positives. If our collection is at a p = 0.95 level, the estimated true size of the group

is 415. This is too high indicating that for this dominant group, this p value is too low. In fact, since

there are only 3 unclassified ‘normal’ samples, this is equivalent to p = 0.999. Here the expansion

factor β has essentially done a near perfect job. The difference in the results for the two groups is

not surprising. When expanding, the expansion stops when the expansion of two dense areas meet.

In such a case, the area between the clusters is apportioned based on their relative size. Depending

on the skew of each distribution, the false negatives may be in this area, beyond it or on the opposite

tail. Thus, depending on the actual data class distributions, the expansion process can result in a

differential degree of success in collection. Therefore, SERA is a useful tool for probing results but

can only give estimations based on its inherent assumptions.

3.3.7 Comparing Algorithms

Table 3.7 lists the algorithms we tested and their mandatory parameters (e.g. the final number of

clusters, number of rounds of iteration), and whether they handle outliers and overlapping subspaces.

Each algorithm may have many more non-mandatory parameters. CAST is the only comparison

algorithm not requiring foreknowledge of the final number of clusters but it has other more obscure

parameters.

Table 3.8 reports the accuracy and speed results we obtained for varying N on synthetic data.

Clusters were Gaussian distributions and noise was randomly distributed. Relevant dataset parame-

ters are in the table captions. Clearly SSPC is the best of the comparison algorithms though it falls

short of the accuracy of GCLUS and runs very much slower even when the relative speed of Java

and C++ is taken into account. In fact, with execution time running into days, it proved impractical
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Table 3.8: Subspace identification accuracy, cluster accuracy (ARI) and speed for various algorithms
on a synthetic dataset. Total dimensions d = 100, 4 disjoint clusters involving 24 dimensions, N =
1000 or 10,000 points and 20% random noise. Implementation: GCLUS C++, others Java. *Best
result out of 10.

Algorithm Iterations Subspace
Precision

Subspace
Recall

Speed 1K
(secs)

Speed 10K
(secs)

ARI

GCLUS N/a 100% 100% 0.63 3.54 99.50%

DIANA N/a N/a N/a 59 6045 21.20%
CLARANS 10 N/a N/a 100 956 2.40%
K-Prototype 10 N/a N/a 99 2044 23.30%
CAST 10 N/a N/a 417 41136 3.60%
PROCLUS 10 57.6%* 55%* 552 3918 35.20%
HARP N/a 35% 86.70% 135 9941 22.40%
SSPC 10 93.8%* 87%* 277 2470 80.90%
BAHC N/a N/a N/a 40 3816 7.90%

Table 3.9: Scaling with increased dimensionality for various algorithms. Total dimensions d = 100
(A) and 200 (B), 4 disjoint clusters involving 24 (A) and 48 (B) dimensions, N = 1000 points and
20% noise.

Algorithm Iterations Speed
for A
(secs)

Speed
for B
(secs)

Scaleup

GCLUS N/a 0.63 0.81 1.29

DIANA N/a 59 86.14 1.46
CLARANS 10 100 190 1.90
K-Prototype 10 99 250 2.53
CAST 10 417 929 2.23
PROCLUS 10 552 891 1.61
HARP N/a 135 553 4.10
SSPC 10 277 430 1.55
BAHC N/a 40 105 2.63
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to test any of these algorithms on 100K points which GCLUS finished in a few seconds. Table 3.9

shows how the various algorithms responded to a doubling of the dimensionality, again GCLUS had

the edge followed by DIANA and SSPC.

3.3.8 Overlapping Subspaces and Clusters and ‘Hard’ and ‘Fuzzy’ Cluster-
ing

Consider Figure 3.4 which has 3 subspaces, 2 overlapping. We tested this scenario in comparison

with the same sized subspaces but where each one is disjoint. The 3-clique which shares 2 dimen-

sions with the 5-clique is very likely to produce some dilution of accuracy as a spurious cluster

containing points from the 5-clique can be found by chance in the 3-clique. This is what we ob-

served. In fact, a small heavily overlapping subspace like this is the most difficult case. In both

cases GCLUS achieved 100% precision and recall for the subspaces but the ARI for the disjoint

case was 99.6% while that for the overlapping case was 91.8% due to the expected small spurious

cluster. However, 81% of these points had already been assigned to the 5-clique. If we introduce a

weak exclusivity requirement, that is that each point is only allowed one cluster label for overlapping

clusters (the largest subspace assigned first), then this spurious cluster disappears (drops below the

minimum cluster size threshold) and our full accuracy is restored.

If the overlap is smaller or both subspaces larger, this would of itself suppress the likelihood

of a false cluster appearing. Over the course of many experiments we found that GCLUS handles

subspace overlaps effectively. Virtually all algorithms to date have employed strong exclusivity - one

cluster label assigned per input point. However, there are certainly cases where this is too strong.

In a single microarray sample, there may be genes expressed from several different pathways -

overlapping gene clusters. Thus providing choice over the exclusivity level is another powerful

feature of the GCLUS approach. Exclusivity can be assigned one of three levels. None: points can

appear in clusters in an arbitrary number of subspaces. Weak: a point may appear in only one cluster

in one of multiple overlapping subspaces, the largest. Strong: strictly one cluster label per point.

Strong exclusivity is normally referred to as ‘hard’ clustering while none or weak exclusivity is

described as ‘fuzzy’.

SSPC is the only one of the comparison algorithms that can handle cluster overlaps. On this

small but significant problem, SSPC correctly identified the subspaces on 2 out of 10 attempts with

a range of ARI values from 41.9% to 89.8%, which it achieved when finding the correct subspaces.

SSPC is non-deterministic due to its random seeds.

3.4 Application to a Large High-Dimensional Dataset

So far small datasets were tested which were amenable to the various algorithms being applied. To

demonstrate MAXCLUS/GCLUS on larger, high-dimensional datasets it was employed on a dataset

from Alberta Perinatal Health. The Province of Alberta maintains a database of records of births.
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The data for Central and Northern Alberta was available for this study for the years 1992 to 2003

inclusive. That provided a cohort of 236,718 births without missing data from 92 hospitals and

health centers and home births attended by a midwife. The dataset has 239 mostly low-nomial

features after exclusion of date and time which were not suitable for this analysis.

The purpose of the experiment was to provide useful output for physicians and so cliques of

attributes were sought that included at least one ‘input’ feature and one ‘output’ feature. The features

were marked up based on advice from physicians, where ambigous. An input feature would be some

data collected from the mother prior to admission while an output feature would be, for example,

some intervention or complication that arose. As can be seen from Table 3.10, the attribute subsets

found are very realistic combinations.

The likelihood of a case participating in every edge of a clique naturally declines with clique

size and this table shows just how sharply cluster size by cases dropped off with attribute clique size

in this dataset.

3.5 GSEP and GCLUS on Genome and Proteomic Data

In this section we consider the following problem: Given a very high dimensional dataset with a

binary labelling of at least some samples, find subsets of features which distinguish the two sample

classes.

We will apply GCLUS/MAXCLUS after selecting a smaller set of features which distinguish

the two classes. To do this, we developed the novel approach GSEP which acts as a highly efficient

and effective classifier and outputs a weighted list of prognosticator features.

Finding the genes responsible for different disease states given experimental and control assays

is an intensively studied problem. Many approaches have been applied including clustering and clas-

sification. Most classification techniques reduce the intensity values to binomial in a preprocessing

step. However, this step inevitably discards a considerable amount of information and can make the

output sensitive to the threshold values involved. The data is typically very noisy so this type of

approach can be seen as a way of suppressing noise but, at the same time, thresholding is typically

noise sensitive.

A simple approach is to compare between groups using standard statistics. A t-test on each

gene can indicate whether it separates the groups but if there are many genes, false positives can

proliferate. In Section 2.4 the related work on this problem is discussed. Virtually all approaches

amount to tightening the criteria for the probability of a false positive at the feature level (αc) to

yield a desired probability at the experimental level (αe). GSEP provides such a tightening without

raising the feature level threshold unreasonably high as in many previous approaches.
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Table 3.10: Largest clusters (by cases) detected in the Alberta peri-natal data. Attribute index num-
ber in brackets. Recoded refers to an attribute that was adjusted in the preliminary data cleaning by
the medical researchers.

Cases Attribute 1 Attribute 2 Attribute 3 Attribute 4

21657 Gestational age re-
coded (22)

Anti2less (202) Birthweight recoded
(223)

10861 Number of Prior C/S
(26)

Anaesthesia Other
(127)

C/S Primary/Repeat
(140)

10447 Previous cesarean
section (49)

Anaesthesia Other
(127)

C/S Primary/Repeat
(140)

6154 Gestational age re-
coded (22)

Membranes ruptured
before 37 (61)

Steroids (203)

6085 Gestational age re-
coded (22)

NICU Admission
(188)

Birthweight recoded
(223)

4226 Pregancy ≥41 wks
gestation (23)

Ind Pregnancy≥42
wks (103)

Prostaglandin Vagi-
nal (112)

3407 Gestational age re-
coded (22)

General (126) Birthweight recoded
(223)

3399 Number of Prior C/S
(26)

Age ≥35 yrs (28) C/S Primary/Repeat
(140)

3344 Less than or equal to
34 week (24)

Steroids (203) ETT & PPU (179)

3253 Age ≥35 yrs (28) Previous cesarean
section (49)

C/S Primary/Repeat
(140)

3220 Age ≥35 yrs (28) C/S Primary/Repeat
(140)

Birthweight recoded
(223)

3099 Gestational age re-
coded (22)

Ind Pregnancy≥42
wks (103)

ARM (113)

2414 Multiple Baby (8) Gestational age re-
coded (22)

Anaesthesia Other
(127)

Birthweight recoded
(223)

2396 Multiple Baby (8) Gestational age re-
coded (22)

C/S Multiple Preg-
nancy (157)

Birthweight recoded
(223)

2351 Multiple Baby (8) Gestational age re-
coded (22)

ETT & PPU (179) Birthweight recoded
(223)

2332 Multiple Baby (8) Gestational age re-
coded (22)

Elective Primary
(144)

Birthweight recoded
(223)
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3.5.1 GSEP

Given a dataset D of samples P and d features (viz. assays and genes per assay) we seek a model

consisting of d′ prognosticator features and their relative weights w = {w0, w1 . . . wd′}. A weight

of 1.0 indicates an average classifying or separating effectiveness between experimental and control

groups of 1.0 standard deviation (based on the log2 values).

As this part of the approach is supervised, it requires a labelled training set. The preprocessing

applied to the data consists of the standard method of dividing all values on each sample by the sam-

ple mean and then taking the log2 of each value [57]. At this stage, a novel approach is introduced.

The training set is divided into four groups, two for the experimental and two for the controls. These

groups are selected randomly while ensuring they are approximately balanced in size. That is the

experimental group is divided in two approximately equal sized groups {E1, E2} and so is the con-

trol group {C1, C2}. Then for each feature gi, E1 is compared to C1 and E2 to C2 and only if the

separation dist(gi) is statistically significant (student’s t test) at the threshold level (STL) tmin in

the same direction for both cases then the feature is used for voting on the test set.

After a feature has passed this test, the two groups are combined giving {µ, σ} for experimental

and control groups. Then, ∀sj ∈ P, 1 ≤ j ≤ |P |, ∀gi, 1 ≤ i ≤ d the normalised distances are

(where s.g.x indicates the value of feature g in sample s)

distEij =
|sj .gi.x− µE |

σE
(3.18)

distCij =
|sj .gi.x− µC |

σC
(3.19)

Distij = |distEij − distCij | (3.20)

If gi is closer (based on Equation 3.18 and 3.19) to the group mean to which sj belongs, accord-

ing to its label, then Distij is added to the feature weight wi, otherwise it is subtracted.

The weights depend on a knowledge of the labels and are not used in classifying the test set but

are provided as part of the output as a guide to the relative efectiveness of the features in classifying

the labelled samples.

The reason for splitting the training set is straightforward: If one tosses an unbiased coin once,

the chance of a head is 1
2 . To get two heads in a row, the probability is only 1

22 . Thus, with the

reasonable assumption of independence for the randomly assigned groups, the likelihood of a false

positive is reduced by the squareroot. Therefore, we could have a statistical threshold of just

αc =
αe√
d

(3.21)

to achieve the ‘not more than one’ false positive level and higher STLs can be used up to the Bonfer-

roni correction αe

d to even more strongly suppress false positives and reduce the ouput model. This is

discussed further in Section 3.5.1. If the number of samples is sufficient, then the training set could
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be divided into k sets and Equation 3.21 could employ the kth root but medical data usually has

insufficient samples due to the cost of collection so we confine ourselves to investigating two-way

splits. For a reasonable approximation to normal distributions to meet the criteria for the statistical

test, around 30 samples are ideally required in each comparison. However, since our purpose is

not to achieve statistical exactness, this criteria need not prevent the use of this approach unless the

number of samples is very low.

Bad Vote Limit Filter

If there are misclassifying examples in the training set, as in the Colon Tumour data discussed below,

then depending on the random assignment of those examples to the training groups, a feature may

decline in separating effectiveness. A filter was added to control this, the Bad Vote Limit Filter

(BVLF). Quite simply, after computing the means and standard deviations of the groups for the

training data, a check is made for how often these values would lead to a bad vote on the training

data. That is, for each feature gi, 1 ≤ i ≤ d and each sample sj ∈ P, 1 ≤ j ≤ |P | there is a vote vB

such that

vB =

{
0 dist(gi)⇒ label
1 otherwise

and

Bad(gi) =
1

|P |

|P |∑
j=1

vB

If the proportion of bad votes Bad(.) exceeds some threshold, the Bad Vote Limit Filter, then

that gene is skipped. This is a control on the effect of outliers on the gene means. While the voting

scheme wgi ∈ ℜ could be sensitive to outliers, the BVLF being an integer voting scheme controls

this.

If we have just two classes, then this parameter can be set automatically by choosing a value that

is close to but not more than that which produces the highest accuracy on the training set. This is

justified because if the BVLF is too low, it will not have any effect on the results. If it is too high it

will eliminate genes that usefully discriminate by being too restrictive on the size of the model.

This filter tends to control the more marginal features. Thus, whether one correctly classifies

88% or 90% of a test set, the model output of the leading features will likely be identical. Thus this

filter tends to improve classification accuracy without substantially affecting the model.

Validation

For evaluation, we adopted Multifold Cross-Validation. Since the number of assays available is

usually small and larger samples more precisely support statistical assumptions of normality while

reducing stochastic effects, we used the standard hold-one-out method of cross-validation. This

maximizes the size of the training set. One assay is set aside as the test and the rest are used as the
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training set. This is repeated over all the N assays. The effectiveness is the proportion of test assays

correctly identified. In most cases, this was the evaluation method adopted by other researchers on

the datasets tested.

Output Weighting

Output weights are generated to evaluate the separating effectiveness of each feature. The separation

achieved on the training data is computed and added or subtracted to the weight for each test item

depending on whether it was correctly assigned. Finally the total is divided by the size of the test set.

These weights are not used in the prediction method but can be very useful to the user in interpreting

the results. Firstly they allow sorting of the features by effectiveness and then they also reveal which

features make very little contribution. The size of the output list is sensitive to the statistical test

threshold but, whatever the size, the weights can be used to readily distinguish the key features. The

major contributors remain the same whatever the length of the list reducing any concern about false

negatives.

Parameter Sensitivity

Compared with the Bonferroni threshold of αe

d (Equation 2.3, Section 2.4), a minimum t-value

threshold (STL) of αc =
αe√
d

can be used. Since Bonferroni is generally considered too conservative

(see Section 2.4), this is advantageous. If it is desired to vary the model size, the STL can be varied

from that of Equation 2.3 to that of Equation 3.21. We observed that the effectiveness may change

only slightly over a considerable range, depending on the application, until it starts to drop off more

sharply as the model rapidly increases.

The other parameter is the Bad Vote Filter Limit (BVFL). This is an optional extra that can

slightly increase effectiveness when misclassifying examples exist in the training data. The BVFL

needs to be set 10-15% below the target effectiveness or it will start to degrade the model. As

discussed in Section 3.5.1, this can be set automatically based on the results on the training data.

Complexity

The algorithm performs a single pass over the samples for each feature and thus is linear in |P | and

d. It also requires only O(|P |d) space. The BVLF inserts a loop over |P |, but this is only run on

those features identified as prognosticator features and this is typically O(1). For example, in the

colon tumour set, between 11 and 100 genes were identified out of 2000, depending on the STL,

with the 11 being the key genes whatever the model size. Biologically, we do expect that only an

O(1) proportion of genes tested will be significant contributors to a particular pathology, and this

real-world reality is a key reason this problem is very fast to solve.

3.5.2 Results

Unless stated, values are subject to log2 normalisation.
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Table 3.11: Prognosticator genes, n = 11, accuracy 91.94% (57/62), Bad Vote Limit Filter 80%.

Gene Weight Description

R87126 1.42 MYOSIN HEAVY CHAIN, NONMUSCLE (Gallus gallus)
R36977 1.262 P03001 TRANSCRIPTION FACTOR IIIA ;.
M36634 1.225 Human vasoactive intestinal peptide (VIP) mRNA, complete cds.
M22382 0.829 MITOCHONDRIAL MATRIX PROTEIN P1 PRECURSOR (HUMAN);.
H08393 0.812 COLLAGEN ALPHA 2(XI) CHAIN (Homo sapiens)
H43887 0.709 COMPLEMENT FACTOR D PRECURSOR (Homo sapiens)
M63391 0.703 Human desmin gene, complete cds.
T86473 0.394 NUCLEOSIDE DIPHOSPHATE KINASE A (HUMAN);.
X63629 0.306 H.sapiens mRNA for p cadherin.
T92451 0.179 TROPOMYOSIN, FIBROBLAST AND EPITHELIAL MUSCLE-TYPE (HUMAN);.
M76378 0.028 Human cysteine-rich protein (CRP) gene, exons 5 and 6.

Colon Tumour Dataset

This dataset [16] has 62 Affymetrix oligonucleotide arrays from biopsies of colon tumours, 40 are

labeled positive and 22 are labeled negative. Values for 2000 genes are provided for each sample.

Using multifold cross-validation, GSEP obtained an accuracy of 91.94% using an STL equivalent to

tmin > 3.4 and BVLF of 0.80 and 11 out of the 2,000 attributes. This exceeds the highest accuracy

we have seen reported [17, 26, 71, 163, 92] except for [129] (see next section). However, whether

it identified 55, 56 or 57 samples correctly did depend on the random seed used for forming the

training subsets since a few samples appear to misclassify and the effectiveness of the run varied

depending on which training subset these were placed in.

Classification

About 10 genes gave a slight effect in the opposite direction but never as much as a weight of -0.1.

This is likely a consequence of the few misclassifying samples. Genes that contribute less than 0.1

weight for or against are thus discarded for the final clustering stage. Since it took 11 genes to

achieve the high accuracy reported, any smaller subspaces detected are most unlikely to cover all

samples. Thus we cannot simply assess their accuracy by sensitivity or coverage as well as selec-

tivity or separation of classes. However, genes which cluster together may share some functionality

and may prove of value for diagnosis.

Huang and Kecman [92] applied Recursive Feature Elimination Support Vector Machines to this

dataset and obtained a best error rate of 11.16%, which improved on the nearest shrunken centroid

method (13.45%) [50]. Huang and Kecman provide several lists of the top 10 genes which vary

considerably depending on the parameter settings but 5 of those listed in Table 3.11 are listed in

their first top 10 and the number 1 gene in Table 3.11 appears consistently in their tables. Mahata

and Mahata [129] ranked the genes by minimum probability of classification errors (MPE) for each

gene using a Bayesian decision-making algorithm. They report accuracies from 85.9% to 96.77%

depending on the number of genes used and the size of the test set. The best result was using just
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Table 3.12: Maximal Cliques (≥ 3) found for Principal Genes in the Colon Cancer Dataset.

Clique Genes ARI %

1 M22382 R36977 M36634 58.2
2 M22382 X63629 M36634 53.8
3 M22382 H43887 M36634 53.0
4 M63391 M22382 R36977 M36634 49.6
5 H43887 M22382 R36977 M36634 43.4

Table 3.13: The confusion matrices for Cliques 1 and 2 (Table 3.12).

Positive Negative

Cluster 1 2 18
Cluster 2 14 3

Positive Negative

Cluster 1 0 21
Cluster 2 9 1

5 genes and a 50% test set. While this is a higher percentage than GSEP, GSEP was tested on

classifying all 62 samples (using hold-one-out multifold cross-validation) and almost all papers we

cite conclude that several samples appear to be misclassified (i.e. mislabelled). There may be a way

of dividing the data into two sets (test and training) that minimises the effect of these on the test set

accuracy and explains the unusually high accuracy reported by [129].

The number one gene from Table 3.11 is listed as number one in the table of [129] along with

6 others from Table 3.11. They cite M63391 and M36634 as important because they are muscle

specific. [80] report that M63391 is down-regulated in colon-cancer patients. M76378 is said to

involved in development, cellular differentiation and cell proliferation and has been associated with

colon cancer [87]. M22382 has been correlated with the tumoural grade in both primary tumour and

lymph node metastasis [42].

Clustering

The clustering was restricted to those genes that had showed a weight of≥ 0.1 and further restricted

to those for which a separating distribution could be found by the clustering algorithm. The clus-

tering algorithm GCLUS has no knowledge of the class of any data point and is trying to separate

dense regions around peaks in the distribution despite the high level of noise. Six genes participated

in the various clusters found

The principal cliques found are shown in Table 3.12 and the confusion matrices for the leading

two clusters are given in Table 3.13. From this we can deduce that these small gene groups, while

not covering all samples, do offer a reasonably high degree of discrimination between malignant and

benign colon tumours based on this small dataset and the assay size of 2000 genes.

Alon et al. [17] applied a two-way deterministic annealing clustering algorithm which builds a
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Table 3.14: 47 prognosticating M/Z values with weights.

Peptide Weight Peptide Weight Peptide Weight

MZ243.78535 2.243 MZ25.401403 1.573 MZ261.88643 1.109
MZ244.07686 1.986 MZ247.295 1.528 MZ261.28267 1.094
MZ244.36855 1.938 MZ25.49556 1.466 MZ464.76404 1.085
MZ244.66041 1.931 MZ433.90794 1.448 MZ247.58861 1.081
MZ244.95245 1.880 MZ463.55767 1.444 MZ417.35068 1.016
MZ245.24466 1.786 MZ463.1559 1.423 MZ416.96946 1.003
MZ245.53704 1.703 MZ435.46452 1.404 MZ3998.9223 0.987
MZ434.68588 1.647 MZ463.95962 1.347 MZ4010.7341 0.977
MZ245.8296 1.628 MZ4001.2832 1.333 MZ417.73207 0.960
MZ434.29682 1.615 MZ25.589892 1.325 MZ4008.3703 0.944
MZ246.70832 1.609 MZ4000.1027 1.279 MZ4011.9162 0.941
MZ247.00158 1.609 MZ464.36174 1.244 MZ8023.3507 0.661
MZ25.307419 1.602 MZ261.58446 1.204 MZ25.21361 0.437
MZ435.07512 1.600 MZ435.85411 1.177 MZ462.7543 0.155
MZ246.12233 1.596 MZ433.51923 1.169 MZ4024.9313 0.091
MZ246.41524 1.589 MZ4002.464 1.134

binary tree of genes and tissues which was then ordered to place more correlated genes or tissues

close to each other. They appear to have obtained an accuracy for identifying ‘positive’ samples

close to 90%. They report that a few ‘positive’ samples do not appear to show the characteristics of

the other tumour samples.

Ovarian Cancer Dataset

This dataset [140] has 253 samples of proteomic spectra from 91 ’normal’ samples and 162 diag-

nosed cases of ovarian cancer in different stages. Each sample contains 15,154 peptides defined by

their mass/charge (M/Z) ratio. The spectra was obtained by mass spectroscopy on serum samples.

Using multifold cross-validation, we obtained an accuracy of 97.63% using an STL equivalent to

tmin > 3.9 and BVLF of 0.815 and 47 out of the 15,154 attributes. 38 of these had weights of over 1

standard deviation indicating the great potential effectiveness of this small subset for discriminating

the cancerous cases (Table 3.14).

Petricoin et al., using a proprietary genetic algorithm, achieved 94% accuracy on an earlier

version of this dataset. Alexe et al. [12] reported 100% accuracy using LAD [51]. LAD sets cut

values on key attributes to separate the classes. The difficulty with this is that for any given dataset,

if a LAD model exists that will achieve 100% accuracy, the researcher will likely find it especially

using leave-one-out validation, as employed by these authors, where one can tune the model to

almost the entire dataset. This, however, gives no surety that such accuracy can be achieved using

that model on any other dataset where stochastic or other effects may well cause values to cross the

LAD cutoffs. This problem only applies to techniques like LAD, which use specific ’cutoff’ values.
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Figure 3.10: Class distribution on attribute MZ246.41524.

Table 3.15: Peaks identified by GCLUS on attribute MZ246.41524. If we assume only two classes,
this has an ARI of 60.8%.

Bins Normal Cancerous

1 30↔ 33 1% 27%
2 34↔ 38 4% 42%
3 39↔ 41 22% 9%
4 42↔ 50 73% 9%
Outliers 0% 12%

Clustering

Classifiers and clustering algorithms that require some domain information, principally the number

of classes or clusters k, are in a sense artificial. The value k may be a realistic value but often it may

be imposed on a more complex reality. This dataset clearly illustrates this. It is provided with only

two classes, normal and cancerous but we do know that ovarian cancer has four stages described by

medical science and all these stages are represented in this dataset. The classification result shows

that proteomic analysis of serum is a powerful tool for detecting this disease and thus we can expect

that it will also reveal other medically important states such as, perhaps, differences between the

stages of this cancer.

The subspace clustering algorithm, GCLUS, presented in this paper, since it looks for peaks

in the data on each attribute and does not impose any limit on their number, may be sensitive to

more classes than we might expect. For example, if we look at attribute MZ246.41524 which is

quite representative of many of our prognosticating attributes, we see a number of distinct peaks.

Figure 1 shows the data for this attribute separated by class in terms of the bin totals after binning by

GCLUS into 51 bins labeled 0-50. Table 3.15 shows the separate regions around the peaks selected

by GCLUS.

GCLUS identified four peaks as described in Table 3.15. The peaks below bin 30 were detected

but dropped as not statistically significant and their members classed as outliers. While the ARI
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Table 3.16: Confusion matrix for clusters in clique: MZ243.78535 MZ244.36855 MZ463.55767
MZ261.88643 MZ3998.9223.

Normal % Cancer %

Cluster 1 63.7 11.7
Cluster 2 0.0 17.9
Cluster 3 1.1 34.6

Table 3.17: Confusion matrix for clusters in clique: MZ245.8296 MZ434.29682 MZ246.70832.

Normal % Cancer %

Cluster 1 79.1 7.4
Cluster 2 9.9 13.0
Cluster 3 0.0 27.8
Cluster 4 1.1 16.1
Cluster 5 0.0 20.3

for the separation on this single feature, assuming two classes, is only 60.8%, we can see that the

separation is as good as we are likely to achieve on this data given the class overlap. There are,

indeed, two major peaks in the cancer group while there is one or perhaps two in the normal group.

Additional heuristics could be added to merge peak three into peak four and recover the first dropped

peak but researchers know that fitting heuristics to one piece of data leads to overfitting and is not a

robust approach for general application. The subsequent clustering output of GCLUS, since it uses

projected clustering, is dependent on the initial one dimensional clustering and we can see that the

output may be useful even if the ARI values, assuming only two classes, are not comparable with

the classification result.

Tables 3.16, 3.17 and 3.18 show some subspaces output by GCLUS of sets of the proteomic

spectra attributes with the clusters found in them and the breakdown by the given classes. The first

subspace (Tables 3.16) would support the hypothesis that there are two classes within the cancer

assays, the second (Tables 3.17) gives three such classes and the third just one (Tables 3.18). As

different attributes are involved, it is possible that different components of the proteomic spectra

provide different degrees of diagnostic specificity. We have also seen that the number of peaks de-

tected on a given attribute is subject to both stochastic effects and the heuristics employed. This is

inevitable, whatever the clustering technique employed. However, in cases of such importance, the

small number of attributes involved could readily be manually marked for the peaks to be selected

and then the subspaces and clusters would then reflect this expert input and could lead to impor-

tant and reliable conclusions. In any case, the small subspaces reported in the tables still provide

considerable discriminatory power.
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Table 3.18: Confusion matrix for clusters in clique: MZ25.589892 MZ4000.1027 MZ464.36174.

Normal % Cancer %

Cluster 1 27.5 15.4
Cluster 2 17.6 1.9
Cluster 3 26.4 0
Cluster 4 4.4 71.6

Table 3.19: Lung Cancer confusion matrix. Subspace gene labels 1024 at, 1059 at, 1097 sat.

ADCA % MPM %

Cluster 1 22.0 0
Cluster 2 47.3 29.0
Cluster 3 26.7 61.3

Lung Cancer Dataset

This dataset [79, 19] has 181 samples each with 12,533 features. The samples are divided into

150 Adenocarcinoma (ADCA) and 31 Mesothelioma (MPM). This dataset illustrates a different

situation from the previous discussed ones. While more complex classifiers (e.g. biclustering [20])

classified the samples with high accuracy up to 96.13%, GSEP achieved 92% on the ADCA samples

(on a very wide range of tmin and BVLF) while not exceeding 23% on the MPM. However, if the

BVLF was set high (e.g. 70%) and tmin low (0.2), then no features were sufficiently consistent

to correctly identify more than 1 MPM sample, while a 52 gene model identified all the ADCA’s

correctly (100%). This result was quite robust to variations in the parameters. Eleven of the genes

had weights greater than 1.0.

While the more complex classifiers provide a better accuracy overall, the advantage of GSEP

is that it gives rather clear insight into the utility of using individual features to predict individual

classes, which was not a focus of the earlier work [79, 20]. In this dataset, it is obvious that there

is a set of features that consistently predict ADCA while this is not the case for MPM. While some

success can be achieved for MPM samples, this only occurs if the filter which controls the effect of

outliers is suppressed. This would suggest that whatever heuristics learnt by an algorithm to identify

this class alone in this dataset might not extend to other such datasets, though it would continue to

be possible to distinguish the classes using the genes that identify ADCA.

On the other hand, if the MPM samples were, in fact, made of two or more fairly balanced

classes with different gene expressions, then the BVLF would prevent GSEP from identifying the

group as a whole. That is, if there is no real single group or class as defined by a specific subset of

features, then it will not be found. Such a situation could arise, for example, if the disease passed

through different stages with distinct gene profiles.

GCLUS had some success seperating the classes based on sub groups of the strongest 11 genes

output by GSEP (Table 3.19).
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3.5.3 GSEP vs SERA

GSEP and SERA (Appendix A) were tested on the same datasets and some differences can be

observed especially on the Lung Cancer Dataset. GSEP could not identify genes that distinguished

the majority of the MPM samples (though the GSEP + GCLUS output did better) while the SERA

related method found several. This reflects both charateristics of the data and differences in the

methods. GSEP takes a more stringent view than the SERA related method requiring each voting

gene to have sample gene values closer to the expected class mean than the other class mean on

most samples. While this was the case for the ADCA samples, very few MPM sample genes met

this criteria. SERA, on the other hand, only looks for sample genes that have values slightly greater

than the control mean for all samples. This weak criteria reflects the fact that out of a very large

number of features, such as 12,000, only a few meet even this criteria. This is acceptable because

we only expect a few genes to contribute to a single disease condition.

If the SERA criteria was tightened to the GSEP level, then there would be a relative effect where

fewer genes would meet the criteria, which would change the computed outcomes. Suppose we

are using the method to estimate the number of true positives, then this number would decline or

the experimental feature level statistical threshold could be reduced to maintain the number. In

other words, the original experiment and the analysis of it are components in the error estimation

and should properly be calibrated on data with known outcomes. As this is beyond the scope of

this thesis, the method as presented in this thesis in Chapter A is calibrated based on what seems

reasonable.

3.5.4 Conclusion

While this section is entirely couched in terms of medical diagnostic problems, the method is generic

and can be applied to many problems especially where N ≪ d, which is difficult for many other

more complex approaches. The novel highly efficient approach GSEP can provide researchers with

a clear and easy to interpret weighted list of prognosticator genes that can immediately be applied

to classify further samples, even manually. The internals are sufficiently simple that the researcher

can also clearly understand how the list is generated, which gives confidence in the output, and the

weights are also simple to interpret. The small effectiveness advantage that can be achieved on some

problems is an added bonus.

With GSEP as a pre-processor, the novel subspace clustering approach GCLUS also provides

a very efficient way of finding key groups of features and the clusters amongst them. The cluster

labels it provides show which characteristic of each feature, such as up or down regulation of genes,

is responsible for each cluster.
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Chapter 4

Outlier Detection in
High-Dimensionality

4.1 Fundamental Considerations

As with clustering, outlier detection also suffers from the tendency for the maximum and minimum

interpoint distances to become relatively the same with increasing dimensionality. While this ef-

fect was described and demonstrated by Beyer et al [31] and cited by numerous authors, we ask

what is the fundamental cause of this problem? From this question, we can identify that there are

certain benefits to this tendency that can be exploited. While outlier detection certainly becomes

increasingly meaningless, certain features of the underlying classes, if such exist in the data, can

be determined with increasing precision. This phenomenon has been widely exploited in machine

learning and other areas but the implications for outlier detection have not been previously noted or

investigated. The most important is that we can actually identify classes in the data as long as they

differ in their variance. While authors have validated outlier approaches by trying to separate ‘rare’

classes on the presumption that these classes are outliers per se by being rare, we show that they

likely succeeded, where they did, for another reason. These classes, regardless of size, differ from

the dominant/other classes by a property which becomes important as dimensionality increases. We

refer to this as ‘classification by variance’ and this is discussed in the next section. After that we

introduce a number of novel outlier detection methods and compare them against the state-of-the-art

in subspace and full space outlier detection, as this phenomenon we describe should be exploitable

by any effective outlier method that can provide a ranking of points by their outlierness.

The contributions of the work presented in this chapter are twofold.

• A clear understanding of the basis of how outlier methods can be used for classification and

under what circumstances;

• Several novel outlier detection methods that outperform existing methods in many datasets.

We can also identify two problem definitions.
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• To generate and validate a ranking of points in a dataset based on their inherent ‘outlierness’

or ‘unusualness’.

• To separate classes in data that differ in their variance from each other regardless of the degree

of spatial separation.

The motivation and implications of outlier detection in high-dimensionality are now considered

in more depth.

4.1.1 Outlier Detection and Classification Through Variance

In this thesis we introduce an entirely new concept in data mining, classification through variance

rather than spatial location. This is accomplished using outlier detection methods and came about

as a result of our research into outlier detection on high dimensional data. Several new methods

for outlier detection and various competing methods are tested to demonstrate this effect. The suc-

cess of the new methods, as seen from the results sections below, is notable, however a number of

important questions have to be addressed. Firstly, a formal basis of this concept is required and it

would be desirable to explore it extensively using synthetic datasets which would allow us to clearly

distinguish this phenomenon from possible spatial effects. If classes can be separated by variance

alone, then concentric and identically shaped distributions, differing only in variance should be sep-

arable, something that cannot be achieved using supervised classification, such as Support Vector

Machines (SVMs), or unsupervised classification, i.e. clustering. This has to be demonstrated in

the controlled environment of a synthetic dataset and this is addressed extensively in Section 4.5. In

this section, we discuss the curses and blessings of high dimensionality and show how the primary

blessing, concentration of measure, can be exploited to yield class separation.

4.1.2 Curses and Blessings of Higher Dimensionality

Many papers in data analysis, including outlier detection and clustering in higher dimensionality,

cite the ‘curse of dimensionality’ first described as such by Bellman [25]. Donoho [55], reviewing

a large body of work in Mathematics, enumerates one curse and three blessings. The curse is that

described by [25], which is based simply on the exponential increase in the number of subspaces as

dimensionality increases. Alternatively, one can note the exponential increase in the volume of the

data space, which, for a d dimensional space with normalised side l, is ld. This means the data, if at

all homogeneous in the space, is increasingly sparse.

The first blessing is referred to as ‘concentration of measure’ (CofM), first described by V. Mil-

man [134] for a common property of probabilities on product spaces in high-dimensionality. It

asserts that a ‘reasonable’ function f : X → ℜ defined on a ‘large’ probability space X ‘almost

always’ yields values close to the mean of f on X . A reasonable function would have a finite and
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unique mean and this is the case for a broad class, Lipschitz functions1. In fact, CofM has been

shown to apply to many types of dependent variables [58]. CofM is a generalisation of the law of

large numbers.

For example, given a Lipschitz function on a d-dimensional sphere on which we place a uniform

measure P , then for a random variable X, d→∞

P{|f(x)− Ef(x)| > t} ≤ C1e
−C2t

2

(4.1)

where C1, C2 are constants independent of f and d. Thus, the measure is nearly constant and the tails

behave, at worst, as a scalar Gaussian random variable with absolutely controlled mean and variance

[55]. This principle is not confined to a sphere and has wide applicability. One probabilistic aspect

of concentration of measure is that a random variable that depends (smoothly) on the influence of

many independent variables, but not especially on any one, is essentially constant at the mean value

[116]. The requirement of smoothness is provided by functions being Lipschitz.

Another example is coin tosses. If a coin of unknown bias p is thrown m times, then from the

Chernoff bound

∀ϵ > 0, P

(∣∣∣∣∑m
i Xi

m
− p

∣∣∣∣ ≥ ϵ

)
≤ 2e−2ϵ2m (4.2)

For example, if a balanced coin is thrown once there is complete uncertainty regarding the outcome.

If the coin is thrown 1000 times, the number of heads will, in all probability, be rather close to

500. The larger the number of tosses, the more predictable the outcome, which well illustrates the

blessing.

The other blessings cited by Donoho are not unrelated to this phenomenon but are not discussed

here as they are not directly relevant to this thesis.

4.1.3 Data Mining and Concentration of Measure

CofM is closely related to the law of large numbers and the Central Limit Theorem which are basic

to probability theory. Even though we have not seen any explicit reference to CofM in the related

data mining literature, results based on probability theory, notably the often cited work of Beyer et

al. [31], exploit this phenomenon. Beyer et al. showed that for a large class of problems, distance

approximations designed to speed calculations, in particular tree indices, break down above just a

few dimensions. Beyer et al. derive their result subject to a condition that the measures examined

– interpoint distances – converge on a mean with increasing dimensionality. They showed that this

was valid for a wide range of dataset scenarios [31].

The phenomenon which makes distance computations decreasingly useful in the high-dimensional

space, as shown by [31], is thus a consequence of the convergence on the mean (as in Equations 4.1

and 4.2), which is in itself a blessing if we wish to estimate the mean or exploit this convergence.

1A Lipschitz continuous function is such that a line joining any two points on the graph of the function is never steeper
than a certain constant, the Lipschitz constant for the function. To prove a finite mean, the constant should be finite.
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Thus concentration of measure is itself the problem and the blessing. The problem is that individual

points or subspaces cease to be ‘special’, i.e. notably different from others, which is the very basis

of the notion of outlierness (for example). On the other hand, while this notion is being taken away,

determination of the mean c or probability p is being facilitated. One important utility of that with

reference to outlier detection is explored in this thesis.

4.1.4 Class Separation by Variance

Having touched on the key idea, we can proceed to take advantage of both theoretical and empirical

work on this measure to prove the following theorem:

Assertion 1: In general, an ensemble of subspaces of size m can provide a measure that dis-

tinguishes classes {A,B, ..} if each class has (at least) different variances σ and has a Lipschitz

distribution and m, the size of the ensemble, is greater than some empirical constant m′.

Let the dataset be D with d independent dimensions and the arity of the subspaces measured be

k. We proceed to discuss this assertion as follows:

First we need to show that CofM applies, starting with determining the number of independent

variables in the application. For this, we define an outlier score measure, which can be applied to a

subspace, and then estimate the number of independent sets of subspaces in an ensemble. This result

is then generalised. This is necessary because if subspaces larger than 1D are combined, it can be

objected that these subspaces are not independent as they are made of combinations of the original

attributes.

Second, if the measure employed converges on its mean, we show that this allows classes with

different variance to separate within a ranking of the outlier scores.

Consider a two-dimensional subspace {Ai, Aj} (e.g. Figure 4.1) in which a simple generic

approach to outlier determination is followed as in [85] which applies a grid and uses the count in

the grid as the (inverse) measure of sparsity for scoring the points. [85] only applied this to the

single dimensions but Figure 4.1 is an example of where there is a clear benefit if a larger subspace

grid is used. Let δl(x) be the density measure (cell count) for point x on attribute or attribute set l.

In Figure 4.1 point x has δi(x) = 4, δj(x) = 4, δij(x) = 1. Purely for the sake of this example, let

the outlier score over m spaces (1D, 2D or kD) be

ϕ(x) =
m∑
l

N

δl(x)

In the context of CofM, where we consider a set of measures X = {X1, X2, ..., Xm} and we

expect with high likelihood the mean of the sum over X to converge on some c, then the mean

of the measures ϕ(xi),∀xi ∈ D would be expected to converge on some constant related to the

probability of the xi being an outlier subject to those measures conforming to the requirements of

CofM. This will be the case if we are sampling the tails of a distribution where the cumulative

probability distribution function under those tails is finite. That is, there is some fixed probability of
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Figure 4.1: Local density measure example on two attributes.

a point becoming an outlier and we are accumulating an estimate of that probability by a series of

independent measures (in fact, strict independence is not required [58]). In the following analysis

and in subsequent sections, the division by the number of measures m to convert the sum to the

mean is safely omitted because m is fixed and thus the same for all classes, and therefore falls out

in any relative comparison between classes. That is, c can be safely considered to be multiplied by

m so the sum is converging on mc.

Thus in the 1D analysis, ϕ(x) is accumulated over m (= d) independent variables. In the 2D

case, subspaces overlap due to shared attributes but in each space {Ai, Aj} the only dependency of

δij(x) on the attributes is an upper (lower) bound provided by exactly one attribute. If all k > 1

size subspaces of d attributes are inspected such that m =
(
d
k

)
, at most one attribute will provide the

upper bound for
(
d−1
k−1

)
subspaces, another for at most

(
d−2
k−1

)
and so forth. This results in a set of at

least d − k + 1 independent subsets of subspaces of decreasing size where each set has a common

dependency, albeit weak. Thus, in the ‘worst case’ scenario, the number of independent measures

is still at least d − k + 1. This result applies to any measure that shows a dependence on at most

one attribute. If a measure was dependent on a combination of 2 or more attributes, then the number

of independent variables would be larger than d as the number of distinguishable subspaces size

k > 1 is greater than d. Thus the bound is general to any measure: Any outlier method computed

on ensembles of
(
d
k

)
subspaces will have at least d− k+1 independent sets of subspace results. For

a fixed k, especially with k ≪ d, this is O(d).

So far we have assumed the attributes are independent. This is reasonable because, whatever

the dimensionality of a dataset, it can always be transformed into a possibly smaller number of

essentially independent dimensions by any of the standard means.

Therefore, the concentration of measure phenomenon will apply to the outlier measure ensem-

ble score ϕ if 1) the measures are Lipschitz and 2) the number of attributes is sufficient for CofM

to practically apply. Regarding (1), underlying classes are usually Lipschitz unless strong boundary

effects are evident. The measure we are taking here amounts to an estimate of a part of the proba-

72



0

50

100

150

200

250

300

350

Class 1

Class 2

Observed

Threshold T

Cluster Boundaries

0-xB xB

Figure 4.2: Clustering a mixture of two Gaussians.

bility distribution function which will be Lipschitz if the underlying distribution is. Regarding (2),

Equation 4.2 shows an exponential convergence on the mean suggesting convergence even for low

dimensionality. The empirical results of Beyer et al. [31] suggest 10-15 dimensions are sufficient.

Later we present our results (Section 4.5.12) showing how this phenomenon rapidly intensifies at

similar low dimensionality. Thus we can take m′ ≈ 15.

Now we have to show how the classes are separable. Figure 4.2 shows an example of a difficult

case for class separation, separating two concentric classes. There is no spatial differentiation to

exploit but the difference in the variance results in one class contributing the majority of the distri-

bution tails. In one dimension, that would only allow us to collect a small number of points from the

extreme tails, which likely belong to high variance Class 2, however, as dimensionality increases,

CofM means that the points belonging to each class Ci will tend to yield a measure relatively close

to some constant ci. If the measure has a dependency on the class variance, then c1 ̸= c2 if the

variances differ causing the classes to separate in the measure ranking.

Let us consider some common approaches to the problem. Following [85] we can define a mea-

sure on each point x based on the local density observed around x. This density will be dependent

on the observed distribution which, in Figure 4.2, is the sum of the probability distribution func-

tions (PDF) of the two classes. However, the position of x relative to the mean is solely due to the

PDF of its class Ci. Suppose we take an approach that applies a threshold T and only those points

detected in areas with local density below T are inspected (∀x ∈ D | δ(x) < T ). T effectively

creates a cluster boundary (e.g. as in Figure 4.2). We can either define a measure that is based on

local density as in the earlier part of this proof or on the distance from the cluster, however defined.
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This will yield a real value estimate of ‘outlierness’ but is also a direct consequence of the PDF of

the underlying class. Alternatively, we can take a binary measure giving equal score to any points

found beyond the cluster boundary. However, over multiple attributes or subspaces, this measure

is again dependent on the PDF of the underlying class since the variance of the class determines

the likelihood of the point appearing in the tail. This binary score approach is like the coin flipping

case of Equation 4.2. For a probability distribution function F (N,µ, σ), the outlier measure will

converge on the probability pi for attribute i where (assuming no boundary effects)

pi = 1−
∫ xB

−xB
F (N,µ, σ)∫∞

−∞ F (N,µ, σ)

If we treat N and µ as constants and set the total cumulative distribution function as C, for example,

by normalising the distributions, then

pi = 1− 1

C
f(xB , σ)

making clear the dependence of p on σ. From this we can expect that such an approach to outlier

scoring will cause entire classes with different σ to converge their scores around different values.

As it has been shown that the tails of the (outlier) measure (for Lipschitz functions) are approxi-

mately Gaussian (Equation 4.1), if we plot the ranked outlier scores for all x ∈ D such that for rank

i, xi ≥ xi+1, then each class will produce an ’S’ shaped curve. The outlier score of most points

in a class will cluster around some constant giving a close to linear plot with ‘tail’ points having

scores increasingly larger (smaller) than this constant. Exactly this can be seen in the figures in

Section 4.7.2.

Therefore, under the appropriate conditions discussed, the assertion can be accepted.

The intuition behind this in terms of an outlier method can be expressed as follows:

If a point is contained in a class of high variance, then this point is likely to be an

‘outlier’ in many low-dimensional subspaces, and vice versa.

Assuming a density-based Outlier method applied in 2-dimensional subspaces (the argument

easily carries over to other cases) on a dataset D containing 2 classes, a low variance class A and a

higher variance class B, we can argue as follows:

First, assume a point x is ranked high in the outlier ranking returned by the method. Then,

for ‘many’ 2-dimensional subspaces Dij of D, x is assigned a high outlier degree in Dij by the

corresponding Outlier method. Since we employ a density-based algorithm for outlier detection in

the 2-dimensional subspaces, this means that, for ‘many’ 2-dimensional subspaces Dij of D, x is

isolated (i.e., not in a dense region). Since the class A has low variance, points in A are expected

to be not isolated in ‘most’ 2-dimensional subspaces. Hence x is more likely to belong to B than to

belong to A. Consequently, if a point has a score value above a certain threshold, this point is most

likely to belong to B.
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Figure 4.3: In Example (i) two classes with equal variance show no separation in the outlier ranking.
In Example (ii), the difference in variance leads to a degree of separation.

Second, assume a point x is ranked low in the outlier ranking returned by the method. Then, for

‘most’ 2-dimensional subspaces Dij of D, x is not considered an outlier in Dij by the corresponding

Outlier method. This means that, for ‘most’ 2-dimensional subspaces Dij of D, x is in a dense

region. Since the class B has high variance, points in B are expected to be isolated in ‘many’ 2-

dimensional subspaces. Hence x is more likely to belong to A than to belong to B. Consequently,

if a point has a score value below a certain threshold, this point is more likely to belong to A.

In particular, if the difference between the variance of A and the variance of B is high enough,

and if d is high enough to provide a sufficient number of 2-dimensional subspaces, we expect thus

to separate basically all points in B from all points in A – just because basically all points in B will

have higher outlier scores than any point in A.

Since this observation is totally independent of the mean µ around which the points in a class

are distributed, our algorithm works well even if two classes overlap completely – as long as the two

classes differ significantly in variance.

Figure 4.3 illustrates the general phenomenon. In Example (i), there are two equal variance

classes and this results in their members being well mixed in the outlier score ranking. However,

in Example (ii), the variances of the two classes are different and there is a tendency for the higher

variance class cv to populate the higher outlier score rankings. If the classes are heavily overlapping,

in any given subspace, only a few members of cv will visually appear as outliers. However, as

their underlying variance is higher, accumulating over multiple subspaces, eventually almost all can

differentiate themselves from the lower variance class.
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4.2 T*: A 2D Approach

In this section, a new framework for outlier detection in an arbitrary number of dimensions is pro-

vided. This is based on rankings obtained by investigating low-dimensional subspaces (as opposed

to Feature Bagging [114]) that consist of more than one attribute (as opposed to SOE1 [85]). New

methods are provided that exploit 2D ensembles. In Section 4.5, a method for 3D and higher sub-

spaces is provided. Comparative results for these three and other state-of-the-art algorithms are

then provided. In the related work on outlier detection, Section 2.3.1, we discussed that among

ensemble outlier methods, the state-of-the-art is provided by Feature Bagging [114] and SOE1 [85].

These represent two contrasting choices regarding subspace size. While SOE1 uses only 1D en-

sembles, Feature Bagging uses d/2 and higher. These algorithms are tested along with leading

full-dimensional methods, the two distance-based methods ORCA [24] and Robust Mahalanobis

Distance (RMD) [153], and the density-based LOF method [39].

Initially researchers lacked adequate ground truth for testing their algorithms and generally relied

on presenting some sample results showing that the output was reasonable. Then the concept arose

[9] that test datasets with labelled classes where one or more classes were ‘rare’ or were induced to

be ‘rare’ could act as a validator. It was presumed that rare classes, being rare, should exhibit some

greater outlierness. This was extended to induced rare classes, where the new class was derived by

random selection from an existing larger class. The class selected was typically a class of interest,

such as a diseased sample class in a medical dataset. Typically, such classes are likely to exhibit

greater variance. Thus subsequent authors (e.g. [114, 85]) validated their work on such data. While

the results reported are certainly interesting, it is important to consider explicitly why the results

were obtained. After all, smallness, as of itself, is unlikely to be the cause of the higher outlierness

of a class unless a clustering algorithm is used that flags small clusters as outliers.

On the basis of the theoretical considerations already introduced (Section 4.1.1 and following),

we choose not to pursue the ‘rare’ class notion and rather investigate whether classes of all sizes

can be separated. Problems we address initially are binary class separation problems in which the

two classes are assumed to differ in variance. We expect that, for two underlying classes A and

B of different variance, our outlier ranking basically separates all points in A from all points in

B, even if the two classes overlap completely and are of the same size. As already discussed, this

is because points in the class of high variance are more likely to be outliers consistently in many

low-dimensional subspaces and are thus ranked higher in the resulting outlier ranking (with some

provisos). In Section 4.7 separating more than 2 classes is investigated.

Our experimental results show that this approach works and the new methods we introduce are

frequently more effective than existing methods when applied to this task. We will also review

the results from state-of-the-art classifiers on the test sets and this shows that our unsupervised

approaches are frequently competitive with and sometimes superior to such supervised approaches.
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4.2.1 The T∗ Framework

We assume a dataset D ⊂ Rd in d dimensions. Each of the dimensions represents a different

attribute. For every point x ∈ D and every i ∈ {1, . . . , d} we denote by xi the value in the ith

attribute of x, i.e., x = (x1, . . . , xd). If k ≤ d and S = {s1, . . . , sk} ⊆ {1, . . . , d}, then DS

denotes the set {(xs1 , . . . , xsk) | x ∈ D}, i.e., the projection of D on the attributes indexed by S.

For every finite set Z, let |Z| denote the cardinality of Z.

4.2.2 Algorithmic Idea

In this section we assume an efficient algorithm Outlier, which, given a subspace DS for a ‘small’

set S of attributes (for T*, in our experiments, |S| = 2 is sufficient) and a point x ∈ DS , determines

a degree of ‘outlierness’ of x in DS such that

out(x,DS)

denotes this degree.

We will describe two such algorithms in detail in Section 4.3; however, other heuristics could be

applied as the Outlier algorithm in this framework. Note that we have not defined what an ‘outlier’

in DS is, since there is no unique commonly accepted definition of that term. Different versions of

the algorithm Outlier correspond to different interpretations of the term ‘outlier in DS’.

The outline of our algorithmic approach to outlier detection in D is as follows. Intuitively, our

algorithm accumulates an outlier score for every data point, by counting how often and to which

degree it is an ‘outlier’ in a set of all subspaces of a low dimension k. The top-ranked points are

considered outliers.

1. Compute an outlier score for every point in D.

(a) Set the parameter k ≪ d (size of subspaces).

(b) Let S1 ⊆ {1, . . . , d}, . . . , Sz ⊆ {1, . . . , d} be all subsets of {1, . . . , d} of size k, i.e.,

|Si| = k for all i ∈ {1, . . . , z}.

(c) For every point x ∈ D, compute an outlier score

score(x) =
∑

1≤i≤z

out(x,DSi)

Note here that we assume the values of out to be calibrated over the different subspaces,

such that a high out value in one subspace cannot become predominant over those ob-

tained in other subspaces. As highlighted above (4.1.4), there is no need to divide this

score by z to create the mean as this would not affect the ranking of the outliers.

2. Rank the points in D with respect to their outlier scores.
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(a) Compute a ranking x1, . . . x|D| over the points in D such that the values of score(xi)

are non-increasing when i is increasing.

(b) If queried for the top N outliers in D, return x1, . . . , xN .

A key question in this approach is over which subspaces we should accumulate the outlier scores,

i.e., how to choose the dimensionality k. On the one hand, taking all subspaces of a relatively high

dimension k would be intractable. On the other hand, as argued in Section 2.3.1 and 4.1.4, it is not

advisable to accumulate only over subspaces of dimension 1 (as in [85]) and when d is large, so

remains d/2 (as in [114]).

As the experiments described in Section 4.4 demonstrate, a value of k = 2 is sufficient to

outperform standard outlier detection methods on typical datasets, while at the same time resulting

in a very efficient and effective method.

4.2.3 Considerations Regarding the Dimensionality d of the Original Dataset

We have discussed that a high enough dimensionality d of the original dataset is key for our method to

work effectively (Section 4.1.4) due to the phenomenon of concentration of measure. Depending on

the exact heuristics employed there can be other restrictions. If the method generates a binary score

on each ensemble, sufficient ensembles are needed to rank all points if such a ranking is required

and the number of unique subspaces is limited by d and k. We will present both such binary score

heuristics and real-valued heuristics. Each has its advantages.

Note that none of the closely related work on outlier detection attempts genomic or proteomic

data. Outlier detection (classically) seeks to find individual anomalies or rare classes in the presence

of major classes or distributions. Genomic and proteomic data typically have a very small number

of interesting features and no large coherent class(es). Thus such data has not been the focus of

research on outlier detection so far and therefore we have also not applied the outlier methods to this

kind of data. The datasets we use for empirical evaluation below have between 20 and 166 attributes.

Datasets over 10-15 dimensions can be considered ‘high’ due to the onset of high-dimensional ef-

fects [31].

4.2.4 Application to Unsupervised Class Separation

T∗ can be used for unsupervised (binary) class separation even beyond the ‘rare classes’ case, if the

given dataset fulfills the following conditions.

• The data is of high enough dimensionality for T∗ to produce a discriminative ranking of the

data points.

• The given data separate in two classes, A and B.1

1We assume underlying true populationsA and B and denote by A and B the respective fixed sets of datapoints contained
in the given dataset D.
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• Class B is of higher variance than class A.

Under the given assumptions, we propose the following straightforward unsupervised class sep-

aration method.

1. Run T∗ on the given dataset D to obtain a ranking x1, . . . , x|D| of the points in D.

2. For every t ∈ {1, . . . , |D|} assign a likelihood of the point xt being in B in a way such that

this likelihood decreases as t increases. Alternatively, if the class ratio |A|/|B| is known,

label the points x1, . . . , x|B| with B and the remaining points with A. This provides ‘fuzzy’

or ‘hard’ classification.

4.3 Two Outlier Algorithms Employable by T∗

As stated in Section 4.2.1, one could use different variants of Outlier algorithms. We describe

two variants here, both building on TURN∗ [66], a state-of-the-art clustering algorithm which has

shown to outperform various others (DBSCAN, CHAMELEON, CURE, ROCK, Wavecluster, and

k-Means) and has the additional advantage of being parameter-free. Since TURN∗ has proven to

work best in 2 dimensions so far, but scales exponentially in d, we restrict our use of the T∗ frame-

work to k = 2 in this paper. However, our experimental results show that this already yields excellent

effectiveness on real-world datasets.

To summarize the TURN∗ method, we first need to introduce the concepts of nearest neighbours

and of clusters, given a real-valued parameter r called resolution.

Neighbours and Nearest Neighbours. Let x, x′ ∈ D, S = {i, j} ⊆ {1, . . . , d}, i ̸= j. x is a

neighbour of x′ in D with respect to S if |xi − x′
i| ≤ r and |xj − x′

j | ≤ r. x is a nearest neighbour

of x′ with respect to S (an S-NN for short) if x is a neighbour of x′ with respect to S and there is

no y ∈ D with

yj ̸= x′
j and (xi < yi ≤ x′

i or xi > yi ≥ x′
i) or

yi ̸= x′
i and (xj < yj ≤ x′

j or xj > yj ≥ x′
j) .

Internal Points and Clusters. Let S = {i, j} ⊆ {1, . . . , d}, i ̸= j, and x, x′ ∈ D. x is internal

in DS if x has at least 4 S-NNs. x and x′ are called reachable in DS if there are internal points

n0, . . . , nz in DS such that x is an S-NN of n0, nm is an S-NN of nm+1 for all m < z, and nz is

an S-NN of x′. A cluster in DS is a maximal set of points that are pairwise reachable in DS .

TURN∗ consists of two modules. The first component is a clustering algorithm, which, given

a dataset D and a resolution r, assigns all points in D to clusters. Clusters are built starting with

a not yet touched internal point and recursively adding nearest neighbours for every internal point

reached. The second component varies the resolution fed to the first component in order to find the

‘best’ clustering, repeatedly calling the first component. The reader is referred to [66] for details. It
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is important to note that the resolution parameter is adjusted by TURN∗ and need not be dealt with

by the user.

In what follows we describe two Outlier methods; the corresponding variants of T∗ are called

T∗ENT and T∗ROF.

4.3.1 T∗ENT – Finding the Best Resolution by Entropy

The Outlier method in T∗ENT varies the resolution selection criterion in the second TURN∗ com-

ponent. It calls TURN∗ and collects a series of mean cluster density values (see below) of the

clusterings obtained while varying over different resolution values r. The entropy of the cluster-

ings are computed for all the resolution values at which the mean density changes its trend, i.e., at

which the series shows a ‘knee’ suggesting an area of stability in the clustering results. Finally the

clustering with the lowest entropy is selected as this likely has the least number of outliers. Once

this clustering is found, all points in clusters that are smaller than a certain threshold θ are defined

outliers. The outlier degree out for a given point is then simply 1 if the point is an outlier (in a

cluster of size < θ) and 0 if the point is not an outlier (in a cluster of size ≥ θ). In particular, the

outlier degree is just a binary value expressing whether or not we consider a point an outlier rather

than a real value expressing how much we consider a point an outlier.

In more detail, the behaviour of the Outlier method in T∗ENT, applied to a 2-dimensional dataset

D{i,j}, can be described as follows.

1. Run TURN∗ on D{i,j}.

2. Let r1, r2, . . . , rT be the sequence of resolutions TURN∗ goes through.

3. For every resolution rt, 1 ≤ t ≤ T , compute a mean density with respect to the corresponding

TURN∗ clustering as follows. For every x ∈ D compute a local density(√
Li(x)2 +Ri(x)2 +

√
Lj(x)2 +Rj(x)2

)−1

.

Here Li(x) is the closest nearest neighbour (for resolution r) whose value in attribute i is not

higher than xi (and accordingly with j instead of i); Ri(x) is the closest nearest neighbour

(for resolution r) whose value in attribute i is not smaller than xi (and accordingly with j

instead of i). The mean density is then the mean over all local densities of non-outlier points

x ∈ D.

4. Detect all the resolutions r∗t for which there is a change in the second differential of the series

of mean density values.2

2This technique is routinely used in time series analysis to render a series stationary [132].
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Figure 4.4: Outliers in a 2-dimensional subspace, automatically detected by the Outlier method in
T∗ENT (sample attribute pair, NHL data, θ = min{100, |D|

100}). Filled points are flagged as outliers
in this 2-dimensional subspace, the others are not considered outliers in this space.

5. Of all those resolutions r∗t , pick the one for which the corresponding clustering C has the

lowest entropy value given by

H =
∑
c∈C

pcln(pc)

where pc is the probability of a datapoint falling in cluster c.

6. For every x ∈ D, let

out(x,D{i,j}) =

{
1 , if x is in a cluster of size < θ ,

0 , otherwise .

Note that the Outlier method in T∗ENT requires setting the parameter θ. We address this point

in Section 4.4.

For illustration, consider Figure 4.4 for an NHL dataset [143] in which each point is a hockey

player described by 16 attributes. The figure shows outliers flagged by the method used in T∗ENT

in the 2-dimensional space spanned by the attributes showing (i) the number of points scored by a

player over the season, and (ii) the average number of shifts a player had per game. This attribute

pair is unusual in that two low ranking players are flagged as outliers. In most pairs, only the high

ranking players stand out.

4.3.2 T∗ROF – Accumulating Outlierness over Different Resolutions

The Outlier method in T∗ROF applies TURN∗ without the stopping criterion for optimal resolutions.

It simply computes the out value of a point x as the resolution-based outlier factor (ROF) over all

different resolutions that TURN∗ goes through over the resolution range. The ROF is the sum of

the ratios of cluster sizes of the cluster the point x is contained in, as resolution changes. ROF was

81



previously applied successfully to a 3-dimensional engineering dataset, cf. [63], but not developed

for higher dimensionality. In more detail, the behaviour of the Outlier method in T∗ROF, applied to

a 2-dimensional dataset D{i,j}, can be described as follows.

1. Run TURN∗ on D{i,j}.

2. Let r1, r2, . . . , rT be the sequence of resolutions TURN∗ goes through.

3. For every x ∈ D, let

out(x,D{i,j}) =
∑

1≤t≤T−1

|C(x, rt)| − 1

|C(x, rt+1)|
,

where, for every t, C(x, rt) denotes the cluster to which the first component of TURN∗ assigns

the point x, when this component is run with resolution rt.

Note that T∗ROF has no user-definable parameters and produces a real-valued outlier score.

4.3.3 A Remark on Complexity

T∗ENT and T∗ROF have a run time cost of O(d2|D|log|D|). For all of the O(d2) attribute pairs, all

of the points in D have to be sorted according to their attribute values along both dimensions; this

is what dominates the run time. The space complexity is dominated by holding a |D| × d matrix in

memory. However, the algorithm only requires two attributes to be processed at any one time so the

minimum size is O(2|D|).

4.4 Experimental Results

In the framework of T*, many different heuristics for determining outliers in low dimensionality

could be plugged in. We propose two novel and effective methods. One based on entropy, T*ENT,

and the other based on the Resolution-based Outlier Factor (ROF) [63], called T*ROF. Since Feature

Bagging uses LOF as a basis for determining outlier scores in subspaces, we also experimented

with using LOF in the T* framework (T*LOF). While the Feature Bagging method of [114] uses

a relatively small sample of high dimensional spaces, T*LOF enumerates all the 2D spaces using

LOF. These three are compared with Feature Bagging, SOE1, Robust Mahalanobis Distance (RMD),

ORCA, and full-dimensional LOF.

As it is difficult to find data with any ground truth ranking of outliers, we consider two types of

datasets for evaluation.

Type 1. The data is ranked and we expect a relationship between this ranking and outlierness.

In this case, the accuracy of T∗is measured by a correlation with the provided rank. As type 1

datasets we used three National Hockey League (NHL) datasets [143], which are popular validation

sets in outlier detection research. In professional sports data, the bulk of the players are often hard

to differentiate from each other but the top players tend to stand out on many attributes. Players
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could potentially be outliers for many reasons, not just because they are top players in the league.

However, due to the fact that many attributes (e.g., number of goals scored or number of assists)

have many players with ‘bad’ values, we expect low-ranked players to be in a fairly dense area and

thus unlikely to be outliers. For illustration, consider Figure 4.4. More isolated points can be found

in the upper right corner, where both attributes have their higher and ‘better’ values. It is reasonable,

therefore, to expect a stronger correlation of an outlier ranking for the leading players than for the

less successful players.

Type 2. The data is labelled in two classes A and B and we expect B to contain outliers more

often than A. In this case, the accuracy of the outlier algorithms is measured by testing how many

of the topmost ranked outliers are in B, using the actual number of points in B as a cutoff. We also

measure area under the ROC curve (AUC). Type 2 data have been exploited this way for validating

outlier detection methods before [10, 114] using ‘rare’ classes. In our case an extensive range of

UCI datasets [33] are used; they all have higher dimensionality and have data of two classes that are

likely to differ in variance. In particular, medical data are often of type 2.

4.4.1 Parameters

T∗ROF has no user adjustable parameters. T∗ENT has a parameter θ which determines the minimum

cluster size for a cluster to be considered ‘major’ and thus not contribute to the outlier result. In all

the Type 1 experiments and most of the Type 2 experiments, this was set by the heuristic advised in

[66] for TURN∗, that is θ = min{100, |D|
100}. On two datasets, WDBC and Parkinsons, somewhat

better results were obtained when this value was reduced, showing some sensitivity to this setting.

SOE1 builds a histogram of the data and thus requires either digitised data or a digitisation parameter.

For each experiment, a series of different settings were tried and the best results reported. SOE1

proved quite sensitive to this parameter. A mean could have been reported but then this risked a bias

due to the range of values tested. LOF and Feature Bagging have a parameter minpts but we found

that a value of 30 generally gave the best results as previously reported. RMD and ORCA required

no parameter settings.

4.4.2 Evaluation on Type 1 Data.

The NHL datasets for seasons 2003/04, 2005/06, 2006/07 (there was no 04/05 season) each provide

an official rank and values in 15 or 16 attributes for about 1000 hockey players. The attributes vary

from having fairly continuous values to having no more than four possible values.

The algorithms are evaluated under the assumption that top players are frequently outliers. Ta-

ble 4.1 shows the results for the three most successful algorithms. Every ‘Cor.’ value is the Pearson

Correlation between the outlier score and the NHL ranking. For 2006/07 the top seven outliers deter-

mined by T*ENT method contain the players with NHL ranks 3,4,5,6,8 (2,3,4,5,6,7,9,10 for 2005/06

and 1,2,4,6 for 2003/04) and none with rank lower than 60 out of about 1000 players. T*ROF also
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put high ranking players at the top of the outlier scores. SOE1 had less obvious success with the

leading players. (None of the other algorithms yielded a statistically significant correlation so the

ranking appears quite random.) To further illustrate the results, it is also shown for each algorithm,

down to which depth in the resulting ranking one has to look in order to find any 5 out of the top 10

NHL-ranked players.

Table 4.1: Correlation coefficients (abbreviated by Cor.; all values significant at p < 0.0005) and
top 10 outlier players (in order) by NHL ranking number. Players that actually have one of the top
10 NHL ranking numbers are highlighted in boldface. ‘5/10’ denotes the rank at which 5 out of the
top 10 (by NHL rank) players are covered (lower numbers are better).

2003-2004

Method Cor. Top Outliers 5/10

T*ENT 0.852 1,2,41,57,6,21,19,37,4,16 14
T*ROF 0.686 16,2,41,6,18,5,12,33,3,4 10
SOE1 0.843 37,91,34,90,41,131,7,28,155,1 47

2005-2006

Method Cor. Top Outliers 5/10

T*ENT 0.851 2,3,4,11,16,6,10,7,5,9 7
T*ROF 0.690 15,9,6,7,83,5,20,3,10,4 8
SOE1 0.858 11,15,16,59,27,72,165,35,9,51 33

2006-2007

Method Cor. Top Outliers 5/10

T*ENT 0.858 60,4,8,6,5,3,14,11,17,24 6
T*ROF 0.706 6,4,5,34,9,47,48,3,7,27 8
e SOE1 0.864 5,60,90,77,105,53,3,17,55,24 44

This type of data drew a clear line between two groups of algorithms as the other comparison

algorithms performed poorly on or could not handle this data. RMD could not complete the NHL

data, ORCA did not achieve a significant correlation (e.g. 2003/04: r = −0.071), and LOF, as

published, and thus Feature Bagging, are not suitable for certain attributes of the NHL dataset due

to many identical data points and gave non-significant results when the task was attempted.

Note that the correlation achieved by SOE1 is always higher than that achieved by T∗ROF and

basically always as high as that achieved by T∗ENT, even though T∗ROF and T∗ENT were clearly

superior when it came to putting the best players at the top of the ranking. Figure 4.5 shows that

the good correlation value SOE1 achieves is due to the higher correlation in the middle ‘bulk’ of the

data, i.e., it tends to rank the ‘less interesting’ players slightly better than our methods. T∗ENT and

T∗ROF are consistently better at ranking players at the top of the ranking.

Type 2 Data.

These results are found in Section 4.6 after the introduction of the FASTOUT algorithm. FASTOUT

is introduced in the next section to explore ensemble outlier detection using 3D and higher sub-
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Figure 4.5: Correlation graphs (inverse outlier ranking on the horizontal axis versus NHL ranking
on the vertical axis) for SOE1, T∗ENT and T∗ROF on NHL dataset 2006/07. The overall correlation
achieved is 0.858 for T∗ENT, 0.706 for T∗ROF and 0.864 for SOE1.
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spaces.

4.5 FASTOUT

FASTOUT employs a novel subspace ensemble outlier detection approach based on a new linear

cost nearest neighbour technique. This approach can exploit an arbitrary size of subspace rather

than 1D [85], 2D (T*ENT, T*ROF) or αD, where α ≥ d/2 for d dimensions [114]. We also show

that only a sample of all the possible subspaces is sufficient to achieve high effectiveness, making it

very efficient.

Earlier we discussed various approaches to outlier scoring. In particular, it was shown that a

binary scoring based on ‘clustered’/‘not-clustered’ in each subspace accumulated over sufficient

subspaces (to be defined later) should provide the desired potential for class separation on the basis

of differences in class variance. We therefore developed an efficient and effective algorithm for

clustering within a given subspace (of any size), using an efficient nearest neighbour scheme. The

algorithm is referred to as FASTOUT.

We start by providing certain definitions and then introduce our methodology for exploiting these

for outlier detection. We then show how outlier detection can be used to sort, unsupervised, binary

or even higher multiple underlying classes even when their distributions are fully overlapping.

4.5.1 Definitions

We assume a dataset D ⊂ Rd with d dimensions A = {1, 2, . . . , d}. For every point x ∈ D and

every i ∈ {1, . . . , d} we denote by xi the value in the ith attribute of x, i.e., x = (x1, . . . , xd).

Definition 6. k-Subspace S and subspace projection DS .

S = {i1, . . . , ik} ⊆ {1, . . . , d}. DS is the projection of D on S.

Definition 7. Subspace (Nearest) Neighbours.

Let x, x′ ∈ DS . Then x is a nearest neighbour to x′ with respect to S (an S-NN) iff 1) for any

categorical attribute Ai ∈ A, xi = x′
i,∀si ∈ S. That is, the Hamming distance between x and x′ is

zero for S; or 2) for any numerical attribute Aj ∈ A, |xi − x′
i| ≤ ϵ,∀si ∈ S for some ϵ ≥ 0.

Definition 8. Subspace Cluster C.

Let x, x′ ∈ DS . Then x is said to be reachable from x′ if there are points n0, . . . , nz in DS such

that x is an S-NN of n0, nm is an S-NN of nm+1 for all m < z, and nz is an S-NN of x′. A cluster

C in DS is a maximal set of points that are pairwise reachable in DS . Let C = {C1, . . . , Cq} be

the set of all clusters in DS

Definition 9. Outlier.
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Let x ∈ D. Then x is an outlier in DS iff ∀Ci ∈ C , x /∈ Ci or x ∈ Ci, |Ci| < ρ, i.e. Ci is

small. OS ∈ DS is the set of outliers for subspace S.

Definition 10. Outlier Score (Binary).

Let x ∈ D and E = {S1, . . . , S|E|} be the set of all subspaces. The outlier score ϕ(x) =∑
S∈E f(S, x) where

f(S, x) =

{
1 x ∈ OS

0 otherwise (4.3)

Definition 11. Outlier Ranking.

∀x ∈ D the outlier ranking is the sorted list {1, . . . , |D|} indexed by i of outlier scores such that

ϕ(xi) ≥ ϕ(xi+1).

4.5.2 Finding Nearest Neighbours

In order to find the close neighbours of each point we hash the points into bins on each attribute.

The number of bins NumBins is O(|D|) and for attribute Ai

BinWidth(Ai) =
Max(Ai)−Min(Ai)

NumBins
(4.4)

where Max(.) and Min(.) represent the maximum and minimum values of the points on an at-

tribute. As NumBins is dependent on the size of the dataset, we define a parameter Q independent

of dataset size, which is defined as

Q =
|D|

NumBins
(4.5)

Q determines the average number of points in a bin and is O(1) as NumBins is chosen to keep

Q a fixed constant.

Unless the data is already normalised over some range, a pass over the database allows the

minimum and maximum values of each attribute to be computed. From this, the bin width on each

attribute is computed and another pass over the data allows the points to be assigned a bin number

and a count be made for each bin. Then a |D| × d index can be created of the points sorted in each

bin. This allows enumeration of the points in a bin without any searching at the cost of one more

pass over the data (Algorithm 4).

To find the neighbours of a point x ∈ D over subspace S ⊆ A, where the attributes are numer-

ical, we look for all points that are within half a bin width (w/2) of x on all members of S. Let

x be in bin j. Then we calculate the distance on attribute si ∈ S over all points in bin j and keep

those within w/2 of x. If x is in the first half of the bin j then we repeat over bin j − 1, or, if in the

second half, over bin j+1. this is repeated over all attributes in S keeping only those points that are

neighbours on all members of S. For categorical attributes, points with the same value are clustered.

This process has a complexity of O(|D|d) with an approximately linear dependency on Q.
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Algorithm 4 RankedOutliers() – Detecting, Scoring and Ranking Outliers
Input sample size sample, subspace size k, parameter Q
Output set of points S sorted (ranked) by outlier score

∀a ∈ A Compute Bin Widths (Q)
∀x ∈ D ∀a ∈ A Count Numbers in Bins
∀x ∈ D ∀a ∈ A Assign to Bins
for i← 1 to sample do

Choose Random set of k attributes s
c← 0
for all x ∈ D, x.clustered = 0 do
c← c+ 1
x.clustered← c
Collect vector v of all unclustered points that are neighbours of x or neighbours of members
of v ∀a ∈ s {Collect recursively until no additions can be made. Neighbour defined in text}
if v = ∅ then
x.clustered← 0

else
∀q ∈ v, q.clustered← c

end if
end for
for all x ∈ D do

if x.clustered > 0 then
x.clustered← 0, x.score← x.score+ 1

end if
end for
∀x ∈ D, S ← x

end for
Sort S by score
return S

Algorithm 5 Theta() – Gets Ranked Outlier List and Computes θ
Input sample size sample, subspace size k, points to rank n, parameter Q
Output θ and set of points S sorted (ranked) by outlier score

S ← RankedOutliers(sample, k,Q) {Algorithm 4}
θ ← Number of Points with Score Equal To n in S
return {θ, S}
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Algorithm 6 OptimisedRanking() – Automates Parameter Setting
Input maximum acceptable value of θ target {normally 1}
Input sample size sample, points to rank n
Output optimised ranked outlier list S

k ← 3
Q← 5
maxQ← n/4
stepQ← 10
lastθ ← n
{θ, S} ← Theta(sample, k,Q)
while (θ > target or θ < lastθ or Q < maxQ) do

if (θ ≤ target) then
return S

end if
if (θ ≥ lastθ) then
{Effectiveness declining so try next k}
k ← k + 1
Q← Q− stepQ {Only need to back up 1 step}
lastθ ← n

else
{Try next Q}
Q← Q+ stepQ
lastθ ← θ

end if
{θ, S} ← Theta(sample, k,Q)

end while
return S
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4.5.3 Creating Clusters in Subspaces

After collecting a vector v of the nearest neighbours of a point p ∈ P , each member can be assigned

a cluster number c. Then all the neighbours of each point u ∈ v, that have not been given a cluster

number, are collected and also assigned c. This continues through a recursive process until no more

points can be assigned. Since a point is only assigned a cluster number once, the process is O(|D|)

(Algorithm 4).

4.5.4 Outlier Detection

All points not assigned a cluster number, due to not having any neighbours or being in a very small

cluster, are flagged as outliers in the given subspace (Algorithm 4). We have consistently used 1%

of the dataset as the minimum cluster size as this proved robust (see Section 4.5.12).

4.5.5 Outlier Ranking Using Subspaces

Given a subspace size k = |S|, all possible subspaces or a sample of them are clustered and the

number of times each point is an outlier is tallied. This becomes the outlier score for each point.

These scores are then sorted and thus the points are ranked for outlier tendency or ‘outlierness’

(Algorithm 4).

4.5.6 Subspace Sampling

Enumerating all possible subspaces, rapidly becomes intractable (even with potential parallelisation

of the algorithm). Thus, we experimented with a random sample from all the possible subspaces of

a particular size k. Using sampling provides a large benefit in efficiency (see Section 4.7.4).

4.5.7 Semi-Supervised Class Assignment

If we have a ranking in which the classes are in different regions of the list and we have some labels,

it is possible to attempt to classify unlabelled points based on their proximity to labelled data. No

training is implied here but having got a final ranking, the class of each point is predicted based on

the votes of the nearest labelled points. The class with the most votes is assigned. Ties are broken

arbitrarily. In our implementation, classes are assigned a number as they are seen and lower numbers

are preferred.

We tested a voting scheme where the nearest z labelled points voted for the class of unlabelled

point x. Varying z from 2 to 10 had very little effect on the results on all test datasets except where

very small classes were concerned where a smaller number is naturally more useful. Thus z = 2

was adopted.
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4.5.8 Large Datasets and a Real Valued Measure

The binary ‘clusterd/not clustered’ measure for outlier scoring has two key advantages. It is easy

to motivate on the basis of Equation 4.2 and Theorem 1. Simply put, if a point is not clustered

it is likely in the tail of whatever distribution it might belong to and we do not, therefore, have to

determine that membership. If we proposed a real-valued measure based on the distance from its

distribution mean (for example) and there were several clusters found, it would be very difficult to

justify which cluster to take. Selecting the nearest would obviously be unsafe as normal and many

other distributions have infinite tails. Secondly, the binary approach provides an effective way of

automatically setting the key parameters.

On the other hand, the binary approach has certain disadvantages. If the dataset is very large

and thus, for efficiency, the ensemble size m ≪ |D|, θ, the number of coequal points can become

large. This has implications for finding class boundaries and the semi-supervised assignment of class

labels (Section 4.5.7) may be influenced by artifacts in the presentation order of the data. One way

of handling the later is to randomly sort the data prior to scoring and the semi-supervised approach

can be applied to the sorted but unscored data to provide a base line, which amounts to guessing

based on the label frequency in the training data. Both these approaches are applied in Section 4.7.7.

However, while these two strategies can give us confidence in the results, they do not resolve the

main issues. It would, therefore, be advantageous to find a real-valued measure that satisfactorily

reproduces the characteristics of the binary measure ϕ.

The binary measure’s differentiation of points is related to the frequency of points similarly

scored on the subspace. That is, if a point is not clustered but most others are, then its score will

have more weight on the final result than if many points are not clustered. To capture this, a measure

ϕF is defined that is the normalised inverse product of the entropy of the point and the entropy of

the subspace. That is, for a point i in cluster Cj where pi = pCj =
|Cj |
|D|

ϕF =
log( 1

|D| )
2

|D|pilog(pi)
∑

Ck∈C pklog(pk)
(4.6)

Thus ϕF decreases both due to the point being in a larger cluster (less likelihood of being an

outlier) and to the higher entropy of the subspace (many outliers). ϕF provides a strongly non-linear

bias to exceptional outliers. ϕF∃[1,∞] but the asymptote occurs when all points are in a single

cluster and that is not scored. This modification of FASTOUT is referred to as FASTOUT-R.

Since ϕF gives almost identical results on the synthetic data to ϕ, fixing k and Q can be done by

using the binary approach with a small ensemble (for efficiency) and choosing the k and Q that give

a θ minimum to use for scoring the data with ϕF .

All the results are for the binary approach except in Section 4.6 and Section 4.7.7 as the purpose

is to demonstrate the phenomenon of class separation in the most straightforward way.
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4.5.9 Categorical Attributes

Large datasets typically contain a mixture of categorical and real valued/multinomial data. Cate-

gorical values such as ‘http’ and ‘ftp’ have no quantitative relationship. FASTOUT handles these

automatically as indicated in the Definition section (4.5.1).

With some categorical attributes and large |D| it could occur that a point exists in very dense bins

on all attributes of a subspace. This results in a large cluster being discovered and is an unnecessary

cost for outlier detection. Therefore a heuristic was added that if the least dense bin inhabited by a

point is larger than α|D|, the point is not classed as an outlier but placed in a cluster with all other

such points. This heuristic is purely optional and improves efficiency without any significant effect

on accuracy. This was only used on the KDD Cup 99 data with α = 0.01 (Section 4.7.7).

4.5.10 Validation

In order to validate the outlier ranking, it is necessary to understand the mechanics that cause outliers

in high dimensional spaces. Due to the many attributes, each point has multiple chances to appear

remote in an attribute. Thus, as discussed above, if we score all points in a dataset for a given

subspace size we can expect that if the points inherently belong to several sources or clusters with

different variances, the points will separate in their outlier scores according to which cluster they

belong since the tendency to outlierness will be a function of the variance. Thus, while we can argue

that the low dimensional concept of an outlier as a point with some special uniqueness becomes

increasingly inapplicable with increasing subspace size, we can use outlier scores to distinguish

cluster membership and we can use the ability to separate the members of different classes to verify

the effectiveness of the outlier ranking.

For example, in medical data we will expect that disease conditions will produce more extreme

values on the measured attributes than normal cases. Thus, after scoring the samples, the diseased

class should appear predominantly in the higher ranking, i.e. have higher outlier scores. Given

labelled data with, say, two classes {B,C} where B is expected to yield more outliers, we define

the effectiveness as the proportion of members of B that appear in the top |B| places in the ranking.

4.5.11 Application to Classification

This separating effect will apply even if the clusters are entirely overlapping spatially (e.g. Fig-

ure 4.6 right). This is because the separation depends only on the variance, not the position of the

clusters. Thus, outlier scoring leads to an entirely novel means for separating clusters in situations

where spatial clustering is essentially impossible. Since many real world situations involve heavily

overlapping clusters, this approach could be of important practical utility.
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4.5.12 Optimising Parameter Setting

Class separation depends on the members of different classes occupying different regions in the

outlier ranking and knowing the ranks at which the predominance of one class gives way to the next.

Later we will address how these ‘cut’ points may be determined. At this stage, let knowledge of

these points be assumed. If there are 2 classes, let the cut point be at rank r. If the point at r has

score ϕr, let θ be the number of points with identical score ϕr. θ is determined in Algorithm 5.

FASTOUT has a number of parameters. The key sensitive parameters are subspace size k and

bin width Q. For FASTOUT, these are set automatically by Algorithm 6 based on an objective.

This objective is based on the observation that high accuracy coincides with small θ. For example,

Tables 4.6 and 4.7 show how values of θ ≃ 1 coincide with the highest accuracy. A minor exception

is for k = 2 which tends to produce lower accuracies than k ≥ 3, likely due to the smaller sample

size. Algorithm 6 scans across a range of values of Q for increasing k until θ = 1 or θ values for the

current k are higher than for k− 1 indicating the optimum has already been passed. Normally scans

start at k = 3, Q = 5.

We also tested the sensitivity to our choice of 1% of the data size for the minimum cluster size

(ρ, see Definition 9). On synthetic and real-world data this typically worked well. In some cases in

the real-world data, 1% of the data was in low single digits and in these cases a slightly larger value

(≈ 10) produced better results. In Algorithm 6 a stopping condition maxQ is defined but this limit

was never reached in our experiments. It simply reflects the fact that if the number of bins becomes

very small, outlier detection is moot.

4.6 Experimental Results for FASTOUT, T*ROF and T*ENT
on Type 2 Data.

The new and comparison algorithms were tested on all UCI Repository [33] binary problem datasets,

with 20 or more attributes, which they would all reasonably be expected to complete. This meant

requiring non-categorical data without missing values or a very large number of attributes (≥ 500).

While these limitations could be reduced by modifying certain of the algorithms, they serve as a

useful set of conditions to define a group of datasets that is both broad in scope and free of any

question of experimenter bias. Out of the 12 datasets that meet these criteria, two were left out

each being one of a pair of datasets based on the same data. For example, the SPECTF data with

the highest number of attributes was chosen. The ’Hill-Valley’ dataset was omitted since the task

should not be amenable to this approach. Whether a sequence has a peak or a trough does not imply

any likely difference in variance between the classes. On the other datasets, it is reasonably possible

that the two classes may have different variances due to some meaningful tendency in the data.

Table 4.2 gives an overview of these datasets showing that they represent various class balances

including a preponderance of the class B expected to be more often contributing outliers. Hardly
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Table 4.2: Class sizes, dataset size and number of attributes.

|D| d Target class Other class

Ionosphere 351 32 126 225
SPECTF 267 44 212 55

Sonar 208 60 111 97
WDBC 569 30 212 357

Parkinsons 195 22 148 48
Spambase 4601 57 1813 2788
Creditcard 1000 24 700 300

Musk 476 166 207 269
Insurance 5822 85 348 5474

Table 4.3: Area under the curve (AUC) and percent accuracy on the target class for various UCI
datasets. †Could not compute covariance matrix.

Ionosphere SPECTF Sonar WDBC Parkinsons

AUC % AUC % AUC % AUC % AUC %

FASTOUT 0.8400 85.78 0.7816 87.74 0.6449 62.16 0.9578 87.74 0.7514 85.71
FASTOUT-R 0.8297 85.33 0.7915 87.74 0.5894 60.36 0.9211 82.08 0.6835 82.99
T*ROF 0.8915 74.60 0.8849 90.57 0.9255 83.51 0.9574 87.74 0.7405 83.67
T*ENT 0.8429 84.89 0.8959 92.45 0.6235 61.26 0.8474 85.85 0.5319 80.27

SOE1 0.7691 80.00 0.7642 84.43 0.601 56.76 0.9203 80.66 0.7456 80.95
FBAG 0.6048 69.78 0.436 78.30 0.5018 54.05 0.5161 39.63 0.4239 72.11
LOF 0.5836 66.22 0.4154 77.83 0.4954 54.96 0.4699 35.85 0.4386 72.79
ORCA 0.4575 60.89 0.5569 80.19 0.5056 49.48 0.5091 39.62 0.5169 76.19
RMD 0.9479 87.40 0.7527 84.36 0.5857 62.73 0.9131 77.25 †
T*LOF 0.4297 63.56 0.3753 75.94 0.4836 52.25 0.4834 38.21 0.4249 72.79

any would meet the usual ‘rare’ class criterion. For example, the WDBC set consists of 569 samples

labelled in two classes, 212 malignant and 357 benign with 30 attributes for each sample. In this

dataset as in many medical scenarios, normal biopsies tend to have quite strongly clustered results

while abnormal ones exhibit a higher variance.

The results on the UCI datasets are summarised in Tables 4.3 and 4.4. Our results show that

overall FASTOUT, T∗ROF and T∗ENT were the most effective though RMD and SOE1 performed

well. RMD is also hampered by high run time and SOE1 by parameter sensitivity. The most effec-

tive approaches also require minimal parameter setting. T∗ROF is parameter free and FASTOUT

automatically adjusts its parameters. These therefore have a clear edge as effective and user friendly

approaches.

An extensive, but not necessarily exhaustive, literature search for the best results on these

datasets using supervised classifiers yielded the following:

Ionosphere: Wang [162] using a range of kNN classifiers and 10-fold cross-validation (MCV)

achieved an accuracy of 87.8%. A Support Vector Machine (SVM) ensemble tested with 10-fold

MCV achieved 95.20% [103].
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Table 4.4: Area under the curve (AUC) and percent accuracy on the target class for various UCI
datasets. †Could not compute covariance matrix. *Exceeded time limit.

Spambase Credit Card Musk Insurance

AUC % AUC % AUC % AUC %

FASTOUT 0.7294 59.96 0.4675 69.29 0.6911 72.12 0.5363 8.05
FASTOUT-R 0.7255 72.74 0.5274 72.00 0.7736 69.57 0.4763 8.33

T*ROF 0.9077 79.15 0.3237 63.14 0.7055 58.45 0.5213 4.31
T*ENT 0.7278 78.26 0.7689 89.14 0.3297 28.99 0.5386 10.06

SOE1 0.7078 58.36 0.4422 69.14 0.3359 29.95 0.5489 10.63
FBAG 0.4742 37.51 0.5201 68.57 0.4967 43.48 0.4999 8.33
LOF 0.4668 36.62 0.494 69.14 0.4906 43.00 0.4994 6.61

ORCA 0.4909 38.44 0.5551 71.71 0.5084 46.38 0.5359 8.62
RMD † † † †

T*LOF 0.4825 39.33 0.5168 71.57 0.4958 42.51 *

SPECTF (Cardiac): Previously, the CLIP3 algorithm was used to generate classification rules that

were 81.34% accurate (as compared with cardiologists’ diagnoses) [113]. Ali et al. [13] report that

the best Linear Dimensionality (LD) reduction Quadratic classifier had an error of 4.44% while the

LD Linear classifier studied had an error rate of 17.64%.

Sonar: The Sonar dataset is known to be difficult to separate. Harmeling et al. [82] tested a

wide variety of supervised methods including Gaussian mixtures, Support Vector Data Description

(SVDD), Parzen, a k-means based approach, and several k-NN methods. Their concept was using

various local density based measures to rank the points for their degree of being typical, as an outlier

method does. Results varied from AUC 0.596 (SVDD) to 0.870 (new γ kNN method).

WDBC: Jiang and Zhou used a neural network to edit the training data for kNN classifiers [97].

With a minimum of 250 points used as training data, 100% separation of the classes was been

achieved. With 200 training points they achieved 96% accuracy. Ali et al. [13] report that the

best Linear Dimensionality (LD) reduction Quadratic classifier had an error of 4.02% while the LD

Linear classifier studied had an error rate of 2.99%.

Parkinsons: No comparable supervised classification results were located in our literature search.

Spambase: Neural Expert networks have been reported with an accuracy of 85% [149] using 10

fold MCV.

Credit Card: This is the Statlog (German Credit Card) dataset. Eggermont et al. used Genetic

Programming and compared with C4.5 with Bagging and Boosting and other algorithms. The best

result was a 27.1% misclassification rate [59].

Musk: This is a highly studied dataset. For example, Zafra and Venture report accuracy with SVMs

of 87% and 93% with a genetic algorithm [181]. This dataset is only nominally two-class as both

musks and non-musks are made up of multiple classes and thus is possibly not suitable for the outlier

approach.

Insurance: This was part of the COIL 2002 competition and proved difficult for all algorithms.
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Fully Overlapping Dataset DS1f
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Figure 4.6: Example plots of the weakly and fully overlapping datasets DS1w and DS1f on two
typical attributes.

Caravan ownership is to be predicted based on other factors in an insurance application. The best

results were only a few percentage points better than the best in Table 4.4 (See e.g. [180]).

The very best supervised classifiers outperform the outlier methods on most datasets tested but

the margins are generally small. Remarkably, one of our unsupervised approaches achieved the

best result on two datasets – Sonar (T*ROF) and Credit Card (T*ENT). FASTOUT, FASTOUT-R,

T*ENT and T*ROF are remarkably competitive considering that they simply exploit the difference

in variance between the classes and operate unsupervised. Obviously, different datasets are suited

to different algorithms but overall FASTOUT and T*ROF put in the best performance with respect

to effectiveness. FASTOUT-R is significantly more efficient, requiring 10% or less subspace sample

size to produce similar results to FASTOUT which is, itself, substantially more efficient than the T*

methods that fully enumerate the 2D subspaces.

4.7 Exploring Class Separation with FASTOUT

In order to elicit the understanding of the concept of class separation through variance, it is advanta-

geous to investigate synthetic datasets with known characteristics. After that, we look at the scheme

that classifies using the outlier ranking and a small proportion of labelled data . These experiments

were performed using a 2.6GHz AMD processor and 2G of RAM.

4.7.1 Synthetic Datasets

We hypothesised that if a dataset contained two clusters with different variances, then the two groups

of points can be separated because the points with the greater variance will be outliers more often. If

the variances are the same, then this should fail. This is illustrated in Figure 4.3. While the outliers

are all scored correctly, only in the case where the underlying classes differ in variance do their

members’ scores inhabit (largely) different regions of the outlier ranking. We investigated this effect

with synthetic datasets with weakly spatially overlapping clusters, labelled ‘w’, and then with fully

overlapping clusters, labelled ‘f’. E.g. DS1f means fully overlapping classes with standard deviation

differing by 1. Figure 4.6 illustrates these two cases in a sample 2D space.
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Table 4.5: Synthetic datasets with d identical attributes and their classes in the form {N,µ, σ} (size,
mean, standard deviation); ri indicates randomly assigned location on each attribute.

Designation d Classes

DS0w 30 {500, r1, 2}, {500, r2, 2}
DS1w 30 {500, r1, 2}, {500, r2, 3}
DS2w 30 {500, r1, 2}, {500, r2, 4}
DS1f 30 {500, 0, 2}, {500, 0, 3}

Table 4.6: Effectiveness in separating two clusters in synthetic datasets. Q = 35, Sample = 2000.
Accuracy values above and θ values below (see Section 4.5.12). *All points are equally outliers.

k 1 2 3 4 5

DS0w 49.8% 50.0% 48.6% * *
DS1w 58.4% 93.0% 100% * *
DS2w 59.4% 97.8% 100% 95.8% *

θ, DS0w 894 12 4 1000 1000
θ, DS1w 672 2 1 1000 1000
θ, DS2w 760 4 1 523 1000

Table 4.5 lists the characteristics of the data sets. All the datasets contain classes with Gaussian

distributions over all attributes differing only in class size, variance and in some cases class mean µ.

Two scoring approaches are taken. Firstly, for binary class data the area under the ROC curve

(AUC) is computed. Secondly, if the class C with the highest variance has size n, then the percentage

of members of C in the top n ranked outliers is computed. this is referred to as the ‘accuracy’. These

two measures tend to be closely related so both values are not always given in the results.

Table 4.6 shows the results for the weakly overlapping datasets. This shows very clearly that this

approach can separate classes based on a variance difference. Even with classes σ = 2 vs. σ = 3,

100% of the class members appeared in distinct regions of the outlier ranking. On the other hand,

where there was no difference in variance (Dataset DS0w), no separation took place. This is as

postulated in the theoretical discussion (Section 4.1.1).

A more challenging case is when the classes are concentric as we might expect the central core

Table 4.7: Effectiveness on the fully overlapping dataset DS1f, d = 30 for various Q and sample size
2000. Accuracy values across subspace sizes k above and θ values below. *All points are equally
outliers.

k 1 2 3 4 5

Q=35 68.4% 93.2% 76.4% * *
Q=70 58.0% 88.8% 92.6% 85.0% *
Q=100 53.4% 89.4% 94.0% 91.0% 85.0%

θ, Q = 35 709 3 75 1000 1000
θ, Q = 70 883 13 1 14 1000
θ, Q = 100 924 33 1 2 28
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Table 4.8: Synthetic datasets with identical attributes A and their classes in the form {N,µ, σ} (size,
mean, standard deviation); ri indicates randomly assigned location on each attribute.

Dataset d Classes

DS3f 30, 60, 90 {500, 0, 2}, {500, 0, 3}, {500, 0, 4}
DS4f 30 {500, 0, 1}, {500, 0, 2}, {500, 0, 3}, {500, 0, 4}
DS4Uf 30 {500, 0, 1}, {100, 0, 2}, {500, 0, 3}, {100, 0, 4}
DS4U2f 30 {30, 0, 1}, {100, 0, 2}, {300, 0, 3}, {500, 0, 4}
DS4U3f 30 {15, 0, 1}, {30, 0, 2}, {30, 0, 3}, {500, 0, 4}

of the cluster to contain indistinguishable members of both classes. Table 4.7 shows that, with the

right parameter setting, a 94.0% separation occurs for DS1f. Figure 4.7 shows that over a range

of dimensions from 5 to 60, AUC values quickly rise to better than 0.99 (at d ≥ 40). Thus, given

sufficient dimensions, the concentric case is only slightly more difficult than the weakly overlapping

case.

4.7.2 Multiple Class Separation

Having confirmed that both non-concentric and concentric classes can be separated and that sep-

arating concentric classes is a more difficult task, we now consider only such classes. So far only

balanced classes were analysed. Table 4.8 shows the characteristics of a number of synthetic datasets

with multiple classes and both balanced and unbalanced class sizes.

Tables 4.9, 4.10 and 4.11 show the effectiveness of FASTOUT for three class synthetic data

DS3f {C1, C2, C3} at three different dimensionalities. There is a clear improvement in separation

with increasing dimensionality. Tables 4.12, 4.13, 4.14 and 4.15 show that this effectiveness of

separation extends to 4 classes even if the classes are unbalanced (Datasets DS4f, DS4Uf, DS4U2f

and DS4U3f). This data shows that large low variance classes separate well as do high small variance
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Table 4.9: Separation of 3 fully overlapping clusters of differing variance (DS3f with d = 30)

Class (Deviation σ)

Ranked Points 4 3 2

Top 500 85.4% 14.6% 0%
Mid 500 14.6% 79.4% 6.0%
Bottom 500 0% 6.0% 94.0%

Table 4.10: Separation of 3 fully overlapping clusters of differing variance (DS3f with d = 60)

Class (Deviation σ)

Ranked Points 4 3 2

Top 500 94.0% 6.0% 0%
Mid 500 6.0% 92.2% 1.8%
Bottom 500 0% 1.8% 98.2%

Table 4.11: Separation of 3 fully overlapping clusters of differing variance (DS3f with d = 90)

Class (Deviation σ)

Ranked Points 4 3 2

Top 500 96.8% 3.2% 0%
Mid 500 3.2% 96.6% 0.2%
Bottom 500 0% 0.2% 99.8%

Table 4.12: Separation of 4 fully overlapping clusters of differing variance (DS4f).

Class (Deviation σ)

Ranked Points 4 3 2 1

Top 500 77.8% 22.2% 0% 0%
Next 500 22.2% 70.4% 7.4% 0%
Next 500 0% 7.4% 92.6% 0%
Bottom 500 0% 0% 0% 100.0%

Table 4.13: Separation of 4 fully overlapping unbalanced clusters of differing variance (DS4Uf).

Class (Deviation σ)

Ranked Points 4 3 2 1

Top 100 60.0% 8.0% 0% 0%
Next 500 40.0% 89.8% 11.0% 0%
Next 100 0% 2.2% 89.0% 0%
Bottom 500 0% 0% 0% 100.0%
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Table 4.14: Separation of 4 fully overlapping unbalanced clusters of differing variance (DS4U2f).

Class (Deviation σ)

Ranked Points 4 3 2 1

Top 30 60.0% 12.0% 0% 0.2%
Next 100 40.0% 71.0% 5.7% 0%
Next 300 0% 17.0% 94.0% 0.2%
Bottom 500 0% 0% 0.3% 99.8%

Table 4.15: Separation of 3 small and one larger fully overlapping clusters of differing variance
(DS4U3f).

Class (Deviation σ)

Ranked Points 4 3 2 1

Top 15 93.3% 3.3% 0% 0%
Next 30 6.7% 96.7% 0% 0%
Next 30 0% 0% 100% 0%
Bottom 500 0% 0% 0% 100%

classes relative to them (e.g. Table 4.15). However, larger higher variance classes can partially

overlap with smaller classes of similar variance. For example, σ = 3 and σ = 4 classes separate

with markedly lower effectiveness than σ = 2 and σ = 4 classes. It is clear that the greater

the difference in variance as well as the larger the dimensionality, the greater the effectiveness of

separation. This is well illustrated in Figure 4.7 and Tables 4.9, 4.10 and 4.11.

4.7.3 Class Variance Estimation

Consider the 3 class synthetic data presented above (DS3f). This dataset consists of 3 normal dis-

tributions {C1, C2, C3} = {{0, 2}, {0, 3}, {0, 4}} where each Gaussian is defined by its mean and

standard deviation {µ, σ}. Figure 4.8 shows 3 fully overlapping Gaussians. The cumulative proba-

bility distribution (Φ) for a Gaussian evaluated up to (cluster boundary) XB is

Φ(XB) =
1

σ
√
2π

∫ XB

−∞
e

−(u−µ)2

2σ2 du (4.7)

The binary valued process of outlier detection first clusters and then assigns an outlier score of 1

to points falling outside the cluster. Earlier (Section 4.1.1) it was argued that, summing over multiple

subspaces, is sufficient to permit an estimation of the probability of a point being an outlier. If this

is so, then the cumulated outlier score of a class should approximate the cumulative probability

distribution (Equation 4.7) with respect to the boundary of the cluster ±XB That is for the points

xj , 1 ≤ j ≤ Ni in Ci = {Ni, µi, σi}

1

Ni

∑
Ci

ϕ(xj) ≃ α Φ(µi, σi, XB) (4.8)
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Figure 4.8: Three Gaussians with equal mean and differing variance and cluster boundary XB .

where α is a constant of proportionality for constant subspace size.

If we set the approximate boundary of the clustering of DS3f, say, at XB = 5.1, then the

relative proportions of Φ(XB) for the three classes is 3.44%, 29.32%, and 67.24%. If we total the

outlier scores for the three classes in the DS3f synthetic dataset, their relative proportions are 2.29%,

30.10% and 67.60%, which is closely similar, given stochastic effects in the randomly generated

synthetic dataset and approximations in the numerical integration (Table 4.16). Dataset DS4f yielded

a similar result (Table 4.16) as also did the unbalanced datasets, for example DS4Uf (Table 4.17).

Thus the binary-valued outlier measure of FASTOUT provides a very good approximation to the

probability distribution function for normal distributions.

From this we could estimate the σi if we assume normal distributions and can estimate XB rel-

ative to µ. Φ for a Gaussian has no closed form solution, so numerical integration is used to approx-

imate it. The approach we take is an iterative approach where a series of solutions are computed

within a reasonable range of the parameters and the best selected and then refined by computing

within an increasingly tight region. The ratios of the L.H.S. of Equation 4.8 computed for the dis-

covered classes is used as the objective and ratios of the R.H.S. computed for various values of σ

and XB with progressive refinement to give a fit within some ϵ. Thus α drops out.

Excellent solutions already exist for separating classes with well separated means. The approach

described here is for the difficult case of heavily overlapping classes and this permits us to assume
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Table 4.16: Comparison of Σϕ to Φ(XB) for two synthetic datasets. Σϕ for actual classes.

DS3f

Class (σ) 2 3 4

Σϕ 2.29% 30.10% 67.60%
Φ(XB = 5.1) 3.44% 29.32% 67.24%

DS4f

Class (σ) 1 2 3 4

Σϕ 1.72% 24.13% 35.36% 38.79%
Φ(XB = 1.6) 5.73% 23.23% 32.83% 38.21%

Table 4.17: Comparison of Σϕ to Φ(XB) for unbalanced class dataset DS4U2f with correction for
dataset size N as per Equation 4.8.

Class (σ) 1 2 3 4

N 500 300 100 30

(Σϕ)/N 6.56% 27.24% 32.49% 33.71%
Φ(XB = 1.2) 9.95% 24.56% 31.03% 34.48%

the means are approximately identical. Therefore, for spherically symmetric distributions, we can

assume an approximately spherical form of the clustering which can be captured by its radius XB ,

rather than some complex shape. This assumption is only relevant if we try to reverse engineer the

variances from the outlier scores.

4.7.4 Sampling

Full enumeration (FE) of all subspaces is intractable for larger k. Therefore we investigated sam-

pling. If the sample size is S′ then the number of subspaces summed for the outlier measure

S∗ = min(S′, FE). Sampling was tested on DS1f over d = 5 to 60 for S′ = {100, 1000}.

Figure 4.7 shows the results. In our other experiments a similar pattern emerged with only a small

effectiveness gain for larger samples or full enumeration.

4.7.5 Scaling

Synthetic datasets are often used for demonstrating scaling. The advantage is that the structure of the

data is known but the disadvantage is that the simple type of datasets often used may not adequately

test the algorithms. Purely for the purpose of this scaling experiment, the WDBC dataset was used

as a seed to create datasets 10×, 50× and 100× the size. This was done by creating multiple points

from each point adding a random amount of jitter to each, not exceeding 1%, thus preserving the

core characteristics of the dataset. The class labels cannot be applied safely to these larger datasets

so no investigation was made into effectiveness. Similarly, to test scaling with respect to the number

of attributes, the WDBC data was used as a seed with up to 10% jitter to minimize correlation effects.
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Figure 4.9: Scaling by dataset size for comparison outlier algorithms.
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Table 4.18: Run time: scaling by dataset size for various algorithms (30 attributes) and scaling by
number of attributes (569 data points). †Could not complete.

Algorithm Dataset Size # Attributes

569 5,690 28450 56,900 30 60 90 120

FASTOUT 0.7 7.2 43.5 96.7 1.0 1.9 2.0 2.1
T*ENT 43.4 317.4 821.0 1782.2 43.4 174.8 405.0 704.5
T*ROF 43.6 321.0 828.4 1798.3 43.6 178.3 411.5 717.0
SOE1 0.0 0.1 0.7 1.5 0.0 0.0 0.0 0.1
FBAG 20.4 1620.5 † † 20.4 30.2 42.9 53.8
LOF 0.5 44.0 1309.7 4331.9 0.5 0.8 1.2 1.5
ORCA 0.6 0.8 1.0 1.2 0.6 0.8 1.2 1.2
RMD 188.5 2225.1 † † 188.5 729.9 1619.1 2635.2
T*LOF 77.7 5907.9 † † 77.7 393.7 1178.4 1990.8

Figure 4.9 shows run time over increasing dataset sizes and Figure 4.10 shows run time over

increasing dimensionality. The data can be found in Table 4.18. RMD, Frequent Bagging (FB) and

T*LOF could not complete the larger datasets in a reasonable time. This is because RMD is cubic

in complexity due to the matrix manipulation and FB has a run-time of about 50 x LOF which is

itself quadratic for higher dimensionality where tree indices are not helpful. T*LOF is
(
d
k

)
× LOF

and run times are not shown in the Figures but appear in Table 4.18. While T*ENT and T*ROF

scale reasonably, FASTOUT, SOE1 and ORCA are highly efficient. The efficiency of FASTOUT

reflects both the efficiency of the algorithm and the use of sampling. FASTOUT-R results are not

given because the core algorithm has the same efficiency as FASTOUT but is usually run at a smaller

sample size so the net efficiency is even greater by the relative sample size. The γ efficiency heuristic

was not employed in any of these experiments. If applied, it further enhances the efficiency of the

FASTOUT and FASTOUT-R algorithms.

4.7.6 Automatic Class Separation

In Section 4.1.2 it was theoretically anticipated that the shape of the outlier ranking graph would

exhibit an ‘S’ shape for each class of different variance as long as the class had a smooth probability

distribution function. This is clearly visible in Figure 4.11 especially for the highest variance class

in the d = 30 case and all the classes where d = 60. The higher the class variance, the larger the

class mean outlier score and the other scores are concentrated around this value (region R2, Figure

4.11 lower left) with a spreading out at the extreme of each tail (regions R1 and R3). As the relative

difference between the variances declines, the overlap between the class outlier score tails increases.

While it is clear, in the 30D case, that the SD 2 and SD 4 class members separate well (in fact with

99.4% effectiveness) the SD 3 class overlaps sufficiently so that the upper graph which shows the

full rank/score graph does not exhibit any clear ‘join’ between the classes.

In the 60D case (Figure 4.11), the SD 2 and SD 3 classes separate enough that there is an obvious

inflexion in the full rank/score graph between them. A smaller, but still clearly visible, inflexion is
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Figure 4.11: Three class synthetic data (DS3f) with d = 30 and 60 showing improved separation for
higher dimensionality. Complete outlier ranking graph at top, ranking within classes at bottom.

seen between SD 3 and SD 4. In these cases we can locate these ‘joins’ algorithmically. As the

graph is not strictly linear but shows some tendency to a steeper slope in the regions where classes

overlap, some simple heuristics can be devised for detecting such locations in addition to either

visual inspection or some semi-supervised approach.

Let G be the {ϕ, rank} graph as in Figure 4.11. The separation or ‘cut’ points we wish to identify

are associated with inflection points in G. Finding the inflection points is simple in principle as the

sign of the second differential of the series changes at these points. The difficulty lies in the small

stochastic variations. Dataset DS3f was generated randomly and any realistic dataset will have some

stochastic variations. Thus a moving average (N/50 points) was employed to smooth the series and

the first differential of that taken. A histogram of the first differential was generated and a low pass

filter applied at the most frequent value f . This yields zero values for the most linear regions of G.

From the first differential, the peaks of all the regions of non-zero values are taken. As the

moving average introduces a ‘delay’ in the peak, the index of the peak is reduced by n/100, i.e. half

the window. End-effects will usually occur and are not shown in most example figures. The result on

DS3f, amplified ten times for presentation purposes is seen in Figure 4.11 top right. The inflections

at 500 and around 1000 are well marked. As each class contains 500 points this is essentially correct.

Obviously the difference between the σ = 1 and σ = 2 classes will be more pronounced than that

between the σ = 2 and σ = 3 classes as the difference in the variance (σ2) is in the ratio of 1 : 0.44.

Looking for the leading peaks in the smoothed totals of the first differential was more useful than

looking for a change of sign in the second differential as this occurs at every peak, whatever size,

and is thus more prone to stochastic effects.
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This approach can be used when a suitable shape is seen in output graph G. Generally, the real

world data with which we experimented did not permit sufficient separation to be suited to this.

Therefore, in the next section, we propose a semi-supervised approach to extracting the classes from

the output.

4.7.7 Semi-Supervised Class Assignment

In this section, the real-valued measure version of FASTOUT is used, FASTOUT-R as well as the

binary version. FASTOUT-R was developed to deal with very large datasets as discussed in Section

4.5.8.

In order to test the concept of classifying points based on labelled neighbours in the ranked

list, the KDD Cup 99 data was used [6]. This dataset is for detecting computer intrusion. Each

tuple in the dataset has 41 attributes, 3 being categorical. The winner’s result is reported for the

test dataset with 311,029 tuples which has 36 classes. Competitors had access to a large amount of

training data though the training data has a different probability distribution from the test data. As

FASTOUT/FASTOUT-R does not train, we used only the test data (for which labels are available)

and randomly selected 1/3 of this data as available labels, excluding the point to be classified, for

the voting scheme after all points were ranked. From these, only the 2 nearest labelled items are

actually being used. A baseline was computed by applying the scoring scheme on the randomised

data vector prior to outlier scoring by FASTOUT/FASTOUT-R . This quantifies how well one could

do by ‘guessing’ on the basis of the relative label frequencies in the ‘training’ data.

The choice of 1/3 is conservative but using even lower ratios only resulted in slightly lower

effectiveness. The results for various ratios for the best score reported in Table 4.20 were {100% :

0.1128, 50% : 0.1195, 33.33% : 0.1232, 25% : 0.1259, 20% : 0.1255}.

The classes were combined as indicated by [6] to yield 5 classes (one normal and the others are

different types of attack). Cost per item was then computed according to the cost matrix provided

by [6]3. ACM used this cost to determine the winner. This allows comparison with the quoted Cup

results [6] with the proviso just mentioned regarding the source of labels for the two methods. It was

not expected that the FASTOUT-R approach, which simply exploits differences in variance between

the distributions of different classes, would give similar effectiveness to supervised classification.

However, the results are strongly suggestive of its practical utility for such applications (Table 4.19

and 4.20).

The results for both the binary (FASTOUT) and the real-valued measure approach (FASTOUT-

R) are given in Table 4.20. The Cup winner data is taken from [6]. The binary scheme achieved a

cost between the high accuracy of the real-valued score (FASTOUT-R) and the base line. This was

a consequence of the very large number of coequal points due to the small ensemble size relative to

|D|. Increasing the sample size for FASTOUT (Binary) by 10× lowered the per item cost by 9%.

3The cost formula especially punishes class 3 and 4 tuples being classified as normal
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Table 4.19: Confusion matrices for FASTOUT and the KDD Cup 99 winner.

FASTOUT ( ϕR)

Actual Predicted

Class normal 1 2 3 4 % correct

normal 57673 589 2760 26 1980 95.2%

1 1402 2294 409 2 59 55.1%

2 5535 778 223123 3 414 97.1%

3 156 12 19 35 6 15.4%

4 2087 268 5736 11 8087 50.0%

% correct 86.3% 58.2% 96.6% 46.1% 89.0%

KDD Cup 99 Winner

Actual Predicted

Class normal 1 2 3 4 % correct

normal 60262 243 78 4 6 99.5%

1 511 3471 184 0 0 83.3%

2 5299 1328 223226 0 0 97.1%

3 168 20 0 30 10 13.2%

4 14527 294 0 8 1360 8.4%

% correct 74.6% 64.8% 99.9% 71.4% 98.8%

Table 4.20: Total cost per transaction for the KDD Cup 99 dataset. Cost is per tuple.

Baseline FASTOUT FASTOUT FASTOUT-R FASTOUT-R Winner

Ensemble size n/a 200 2000 50 200 n/a

Cost/item 0.8854 0.5858 0.5349 0.1551 0.1232 0.2331
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FASTOUT-R typically runs at smaller sample sizes than the binary-valued measure. Using a sample

size of 50 (25% of the lower binary sample) already produces a cost 66.5% of the Cup winner’s

cost. Increasing the sample size by 4× improved this to 52.9%. These results were obtained without

any training. FASTOUT also did better than subsequent attempts at this problem (e.g. [120], cost

0.2445).

4.7.8 A Real-time Intrusion Detection Scheme

Section 4.7.7 shows a good result for detecting computer intrusion but this is most useful if intrusions

can be detected in real-time. Computing a representative reference sample (that can fit within main

memory) has to be done offline but once computed and the outlier scores for each subspace in the

ensemble are held in memory, additional tuples can be processed in O(1) time. Each incoming tuple

is checked for its nearest neighbour in each subspace and assigned that score. This is valid because

the full process would cluster the two together and assign them the same score. The values for each

subspace are summed and then the label is derived from the nearest points on the ranking of the

reference sample. In a dual core machine, the second thread could periodically update the reference

sample.

The same approach could be used in other scenarios also. This is left for future work as it is not

part of the focus of this thesis.
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Chapter 5

Conclusion and Future Work

In this thesis, we have presented a number of advances in various fields. In particular, we have

demonstrated the utility of low dimensional approaches to high dimensional clustering and outlier

detection problems. Our framework MAXCLUS provides an efficient and effective way of discov-

ering candidate subspaces for clustering and then enumerating the clusters therein. The user can

specify whether the clustering is ‘hard’ or ‘fuzzy’ at at least three levels enabling various types of

information to be obtained about the points. With the new classifier GSEP as a preprocessor, very

high-dimensional problems such as proteomic and genomic data can be handled resulting in small

sets of features (petides, genes, etc.) which effectively distinguish the diagnostic classes.

In the field of outlier detection, several novel algorithms suited to high-dimensional data have

been presented (T*ENT, T*ROF, FASTOUT, FASTOUT-R). It has been shown that these algorithms

out perform the state-of-the-art in ranking outlierness in many datasets regardless of whether they

contain rare classes or not. Previous work focussed solely on such rare classes. Our research into

high-dimensional outlier detection has shown that our approach can even lead to a powerful means

of classification for heavily overlapping classes given sufficiently high dimensionality and that this

phenomenon occurs solely due to the differences in variance among the classes. On some difficult

datasets, this unsupervised approach yielded better separation than the very best supervised classi-

fiers and on other data, the results are competitive with state-of-the-art supervised approaches. The

elucidation of this novel approach to classification opens a new field in data mining, classification

through differences in variance rather than spatial location.

5.1 Future Work

This new view on outlier detection can lead to many avenues of research including those that can not

be immediately envisaged. We have shown that one algorithm, FASTOUT-R, beats the KDD Cup

’99 winner in computer network intrusion classification and we have suggested a modification that

would permit the implementation of this in real-time. Testing of this is left to future work. Many

more such applications are clearly possible.
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It is also likely that even better versions of the FASTOUT-R heuristic may be forthcoming with

further research. Many of our new algorithms are well suited to parallel implementation due to

their compartmentalised or ensemble approach. The efficiency improvements from this have also

not been tested. In our synthetic work on FASTOUT, we used classes with uniform variances across

all attributes. This is unlikely to be the case in the real data we studied, however, it would be inter-

esting to study through synthetic data how the classification process is affected by wide variations

in variances on different attributes for single classes (non-hyperspherical). In addition, while the

SERA algorithm discussed in Appendix A is available in code for arbitrarily high-precision to han-

dle false positive estimation in extremely high-dimensionality, the relative slowness of this code and

the likely scope for more efficient approaches to or approximations of the calculation call for further

research.
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Appendix A

Appendix A: True and False Positive
Rates In Higher Dimensional
Problems

A.1 The Problem of Measurement Error

In almost every data mining project, one has to take account of false positives (FP) and false nega-

tives (FN). This issue becomes especially acute in very-high dimensional experiments such as those

employing microarrays. While we will discuss this problem with frequent references to microar-

rays, the implications are entirely general to any problem with N samples and d dimensions with

particular relevance where d is large.

In this discussion, ‘targets’ are features, in the case of feature selection, or points that we seek

in the case of clustering. The term ‘features’ refers to dimensions or attributes. Those of interest

show some pattern, for example, indicating up or down regulated genes. In the microarray scenario,

there are usually a small number of samples, which are treated as points and a large number of genes

which are treated as dimensions. In other data mining contexts, the targets could be data points each

of which has values over a set of attributes. This is illustrated in Figure A.1. Thus the semantics

depend on the circumstances but the algorithm that we will present later for estimating true positive

and false negative rates is entirely general.

While a dataset contains a set of T targets, we observe the set O. The true positives are T ∩ O,

the false negatives are T\(T ∩ O) and the false positives are O\(T ∩ O). False positives are also

called type I errors while false negatives are type II errors.

In the data mining community we often incorrectly assume that our data is free of error. This

allows us to trust our results. If we obtain a result such as a cluster containing a set of points P , we

typically report P as the target cluster members. However, in any real world scenario, this approach

is unsafe. Virtually all data is noisy and this noise leads to both false positives and false nega-

tives. As dimensionality increases, this problem becomes increasingly acute as sparsity increases

exponentially with dimensionality and, thus, the likelihood of observing a cluster similarly declines
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under standard approaches.

Whether we are clustering or doing feature selection, we are looking for consistency however

this is defined. In a cluster, all points that attained the same criterion/criteria are collected. Simi-

larly, a sub set of features is often collected because the features are all considered to have fulfilled

some criterion such as co-regulated genes. To understand the following analysis and method, it is

important to note that the approach being presented is a generic statistical approach that can equally

be applied to groups of points in a feature space or groups of features in a dataset as suggested by

Figure A.1. The problem can be couched as groups of ‘similar’ objects or ’identical’. For example,

points with values above some threshold can be rated as similar if the extent of their exceeding the

threshold is retained, or identical if they are simply classed as being greater than the threshold. The

‘identical’ case is simpler to express statistically and is being handled in this chapter. The ‘similar’

case can always be reduced to the ‘identical’ case. This is similar to the many results in graph theory

based on unweighted edges which are still helpful for understanding weighted graphs.
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Figure A.1: Examples of targets in different data mining scenarios. On the left, the targets are fea-
tures showing significance across samples. On the right the targets are points clustered or classified
based on similarity on a set of dimensions.

For example, let us imagine a survey made of 100 students. Each is asked 50 questions. Suppose

20 of the students do genuinely belong to a group that should give similar or identical answers on a

subset of the questions. What chance have we of observing a subspace cluster of all 20? Answers

may be misrecorded or misinterpreted. If we find a group of 18, we should ask what is the likely

true size of the group? Are any of these 18 not really part of the group (False Positives)? Which of

the students not clustered but closely similar should be included (False Negatives)? Obviously such

questions are important but, surprisingly, have received little attention.

Once one has a series of samples S with dimensionality d such as a number of microarray

tests of patients with the same disease and we are looking for a target set of activated genes out of

thousands measured, the statistical problem becomes non-trivial. This thesis provides an algorithm

for computing the answer to this problem and presents how this answer can be applied to improve

research results and reduce research costs. Specifically, the problems of both false positives and
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false negatives are addressed.

In addition, as dimensionality increases, increasing sparsity causes the false negative rate to

increase. It is therefore important to be able to estimate this effect. That leads to the final hypothesis:

Hypothesis 4. Error rate estimation: Given P points and A relevant features, the false positive and

false negative rates can be estimated subject to certain assumptions.

This Appendix provides the means to make such an estimate based on standard statistical calcu-

lations.

A.2 Methodology

As has been often mentioned in the literature, if we have a 5% chance of a false positive (FP) and

a large number of features then we will have many false positives. 10,000 genes will be expected

to give 500 FPs. Lee [117], in the context of microarray studies, argues that this is a reason for

replicating the tests on each chip. This doubles the cost but greatly reduces (without eliminating)

the FP rate. Another way of eliminating FPs is developed here based on a single round of microarray

testing.

The question we address is how many targets (true positives) or non-targets (false positives) will

be seen consistently if we test many samples? That is, if we have s samples, how many will appear

with a measured value considered non-null on every sample? From this we can answer the questions,

‘how many samples do we really need?’ and ‘how can we eliminate false positives?’.

The underlying statistical question is, essentially, ‘given n coins with a weighted probability of

coming up heads of p and d tosses of each, what is the probability of seeing at least the same k coins

coming up heads in every round of tosses?’ If there is no error or noise then p = 1.

In a typical high dimensional problem such as a microarray (MA) study where there are both

target and non-target features, we can ask two questions both of the form ‘given n genes with a

probability of testing positive p and d samples, what is the chance that at least k unique genes

are positive in every sample (that is, consistently up or down regulated)?’ There are usually two

questions of interest because, typically, we have a small number of target genes which are being

sought and which we can expect to observe at some high likelihood pt, even though we do not

initially know which they are, and then a very large number of other genes from which we may

get false positives due to error or noise with a probability of pf = 1 − pt, making the reasonable

assumption that both will be subject to the same error rate or noise level.

The error rate can sometimes be known. For example, microarray manufacturers provide es-

timates and, in general, controlled experiments can be made on known quantities. However, this

is often difficult or expensive so, in most situations, the error rate or degree of stochasticity is un-

known. While this might appear to be a major hurdle, given the importance of the issue to science,

the research community has long since adopted a convention of assuming an acceptable error rate of
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5%, which means that if a measure is made with better than 95% certainty, it is accepted. In terms

of probability one seeks p < 0.05 or, sometimes, p < 0.01. Other p-values may be used when there

is good reason to do so. In the algorithm provided in this paper, any confidence level can be input.

Our approach assumes that the stochastic processes resulting in errors due to the samples or the

measuring technology are independent between features. The method given also assumes that the

error rates are the same for all features or points, but it could readily be modified if a distribution of

these was known.

Algorithm 7 SERA – Statistical Error Rate Algorithm
Input: Number of samples s, number of features n, number of significant features observed k,
probability p of seeing a significant feature in a sample.
Output: Probability of seeing k significant features
Note: choose(a, b) computes

(
a
b

)
/*Main Function*/
ComputeProbability(n, s, k, p) {
{Mx,Px} ← BuildMatrix(p, n, k) /*Algorithm 8*/
return Compute(n, s, k)
}

Compute(n, s, k) {
val← 0
for w ← 0 to n− k incrementing by 1 do

val← val + choose(n, n− w)× Px(n, n− w)× CompLine(n,w, s− 1)
end for
return val
}

CompLine(n,w, s) {
/*if we’ve seen this parameter combination before*/
/*return the stored value, otherwise compute and store*/
if AlreadyComputed(n,w, s) then

return GetStored(n,w, s)
end if
val← 0
for v ← 0 to n− k incrementing by 1 do

val← val +Mx(v, w)×
CompLine(n,max(w, v), s− 1)

end for
SetStored(val, n, w, s)
AlreadyComputed(n,w, s)← true
return val
}

Since this problem has been framed in terms of coin tosses, we can derive a statistical formula-

tion to evaluate the probability. The problem is related to the binomial distribution. The binomial

distribution deals with a sequence of n tosses of a weighted coin. The probability of getting exactly

k successes in n trials is given by the Probability Mass Function:
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Algorithm 8 Build Look up Value Matrix
Input: Number of features n, number of significant features observed k, probability p of seeing a
significant feature in a sample.
Output: Mx,Px which store the precalculated values
Note: choose(a, b) computes

(
a
b

)
BuildMatrix(p, n, k) {
/*Reset temporary value vectors*/
∀n, k Px(n, k)← pk(1− p)(n−k)

for w ← n to k decrementing by 1 do
ptemp← Px(n,w)
for v ← n to k decrementing by 1 do

if (w + v ≥ n+ k) then
Mx(n− w, n− v)← choose(n,w)× ptemp

else if (w ≤ v) then
Condition1(w, v, choose(v, w))

else
Condition2(w, v)

end if
end for

end for
return Mx,Px
}

Condition1(w, v, val) {
tot← val
j ← w − 1
i← 1
while (j ≥ k) do

tot← tot+ choose(v, j)× choose(n− v, i)
j ← j − 1
i← i+ 1

end while
Mx(n− w, n− v)← tot× ptemp
}

Condition2(w, v) {
tot = choose(n− v, w − v)
j ← v − 1
i← w − v + 1
while ((j ≥ k)) do

tot← tot+ choose(v, j)× choose(n− v, i)
j ← j − 1
i← i+ 1

end while
Mx(n− w, n− v)← tot× ptemp
}
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Pr(k) =

(
n

k

)
pk(1− p)(n−k) (A.1)

In the problem addressed in this paper, we are tossing n labelled weighted coins a sequence of

d times and we want to know how often the same set of at least k coins come down ‘heads’ every

time.

Suppose we want to compute how many ways we have of getting at least k heads on every throw

of n weighted coins. On the first throw of all the coins, as per Equation A.1, we have
(
n
k

)
ways of

getting k heads with a probability pk(1− p)(n−k). Since we are interested in ‘at least’ k heads, we

have to compute the probability of k+1 heads, k+2 heads, etc. up to all n coins being heads. This

is expressed as the Cumulative Distribution Function:

Pr(X ≥ k) =
n∑

j=k

(
n

j

)
pj(1− p)(n−j) (A.2)

On the second round, we have to check, for each of the first possible sets of throws, the chance

of a match with all possible k or more heads combinations in the second throw, i.e. where k or more

coins have heads in both rounds of throws. This has to be continued for all of the d rounds. This can

be expressed through the following equations.

Pr(n, s, k, p) =
n−k∑
w=0

(
n

n− w

)
Px(n, n− w, p)f3(n,w, s− 1, p) (A.3)

Equation A.3 is the principal expression and simply reduces to Equation A.2 for a single round of

coin tosses. Equation A.4 computes the probability of any particular set of heads and tails.

Px(a, b, p) = pb(1− p)a−b (A.4)

Function f3, defined in Equation A.5, handles the branching computation for multiple rounds.

f3(n,w, s, p) ={ ∑n−k
v=0 Mx(n− v, n− w, p)f3(n,max(w, v), s− 1, p) s ≥ 1

1 otherwise
(A.5)

Mx(a, b, p) = Px(n, a, p)×
(
n
a

)
a+ b ≥ n+ k

f1(a, b,
(
b
a

)
) w ≤ b

f2(a, b) otherwise

(A.6)

f1(w, v, x) = x+

j=k,i=w−k∑
j=w−1,i=1

(
v

j

)(
n− v

i

)
(A.7)

f2(w, v) =

(
n− v

w − v

)
+

j=k,i=v−k∑
j=v−1,i=w−v+1

(
v

j

)(
n− v

i

)
(A.8)
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Equation A.6, which defines the function Mx called in Equation A.5, appears complex but this is

a consequence of handling the ‘at least k’ condition. If one takes exactly k, then w = v and only

the second choice is applicable unless one takes the trivial condition of n = k where the first choice

applies. For exactly k, f1 = 1 because for each ordered seqence of k heads, there is exactly 1

matching possibility in each subsequent throw so the probability declines exponentially with the

number of throws as expected. All the sums involve a count down from ‘all n’ heads to k heads. At

each node in the tree there are 1 or more possible matches due to k or more heads which match the

entire branch so far.

It is clear that there is a tree of computations with a fixed branching factor. This suggests an

intractable computation for large values of the parameters as the number of computations increases

exponentially. Fortunately, we can greatly accelerate the computation. Firstly, it can be seen that the

comparison between each pair of rounds involves the same computations, so a matrix of values can

be prebuilt and used for lookup (Algorithm 8).

Further, we can formulate the problem using a recursive algorithm and the return value from

each call depends only on the parameters passed. Thus we can keep a table of calling parameters and

return values and look up the result in this table whenever we find a parameter match (Algorithm 7).

Since the redundancy is high, the problem of exponential blowup is substantially reduced. The

principal cost in the calculation turns out to be the computations of
(
n
k

)
for the lookup table where

n > 1000 primarily because high precision math libraries are required that take a great deal more

computing power on a 32 bit machine. If a table of these values was precomputed on a very fast

computer or computing cloud, then the remaining computations for any given problem would return

very quickly.

Fortunately, we can greatly accelerate the computation. Firstly, it can be seen that the comparison

between each pair of rounds involves the same computations, so a matrix of values can be prebuilt

and used for lookup (Algorithm 8).

We have not found in the literature any previous algorithm that provides this computation so we

are unable to offer a comparison.

A.3 Empirical Examples

As discussed above, there are two separate applications of this algorithm. One is to estimate the

false positive rate. That is, given n points or features that are non-target and therefore have a low

probability of being false positives, how many will be seen consistently? For example, in a microar-

ray experiment with n features, assuming they are (almost) all non-target, how many will show as

significantly regulated on every sample. Or, in a clustering application, out of n points with d di-

mensions being considered, how many false positives can we expect to see? Here we assume that, in

order for a false positive to appear in a d dimensional cluster, it has to be falsely given significance

on all d dimensions. This would apply explicitly to applications like projection clustering [11, 47]
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Table A.1: The number of target features designated significant in every sample by an application
and the number that can be inferred to exist at a 95% confidence level for different numbers of
samples (e.g. 1 sample, 5 samples, etc.).

Designated
Significant

Inferred Targets for No. of Samples

1 5 10 20 30

5 6 8 9 10 10
10 12 14 16 16 17
15 17 20 22 23 23
20 23 27 28 29 30
25 28 32 34 35 36
30 34 38 40 41 42
50 55 62 64 65 66
100 109 120 122 124 125

and, arguably, implicitly to other algorithms.

The second application is regarding the target features that we expect to observe with high prob-

ability. If we observe m, how many really exist? Answering that allows us to estimate the true

positive and false negative rates.

A.3.1 False Negatives and the True Positive Rate

Some sample computations are shown in Table A.1. The first column is the number of points or

features observed and the other columns indicate the estimated true number of targets for various

numbers of dimensions or samples, respectively. An error rate of 5% is assumed. For example, for

10 samples, if we see 10 features testing positive on all the samples, then, at the 95% confidence

level, we can expect there are 16 target features, so we observe about 62%. If we observe a total of

30 features, then the real number is about 40 so 75% of the likely target features have been observed.

Once the number of false negatives has been estimated, from which the false negative rate can

be derived, features which were not significant (or unclustered points, etc.) but which had a high

similarity to those selected as targets can be added. For example, suppose 75 points are detected in

a 20 dimensional subspace cluster but we estimate there should have been 100. All of the 75 points

are clustered because they have similar or identical values for the 20 dimensions. Other points may

have such similarity but on fewer dimensions and could be ranked on the number of dimensions on

which they were similar. The top 25 could then be incorporated into the cluster. Since measurement

error/noise has likely caused some points to fall below the chosen similarity threshold, these are the

points that most likely represent the missed cluster members. It is important to note that whether

one is looking for sets of features or sets of points, the same statistical approach can be applied.

Naturally, the number of points clustered in the above example is a function of the heuristics,

such as thresholds, employed. The assumption is that a threshold which seems ‘reasonable’ to a re-

searcher will likely correspond to the conventional 5% error rate. This assumption is the foundation

of the 5% convention throughout the research community.
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Researchers can use our algorithm on their own set of parameters so we just give examples of

usage here to illustrate the utility.
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Figure A.2: False Positive likelihood for a single feature to test positive on all samples with increas-
ing number of non-target features (e.g. genes) tested (0.4 = 40%). Probability of a FP for a single
feature on a single sample = 5% (0.05).

A.3.2 False Positives

If we have a large number m of non-target features in our test arrays, then we can expect some FPs.

The question is how many and at what size of m can any be expected?

For example, if there are 20 samples and we are looking to see if a single non-target feature tests

positive in every sample then up to m = 200, the likelihood is vanishingly small (Figure 1). At

m = 1000, the probability is about 8% and rising fairly quickly. Thus if we have a microarray with

more than 1000 genes on it some FPs are quite possible. For 10 samples the likelihood is over 35%

while for 30, at m = 1000, the likelihood is under 1%. This is illustrated in Figure A.2.

Obviously therefore, one strategy for eliminating false positives is to have a large number of

samples. However, for microarrays, each sample can cost thousands of dollars to collect and process.

Another alternative for the genome researcher is proposed in this paper taking advantage of the fact

that we can estimate the number of FPs to be expected. This is outlined in Section A.4 below.

For the data mining researcher, the utility is in helping correct for false negatives while tracking

false positives since both impact effectiveness. The algorithm can be incorporated into clustering and

other algorithms as a post-processor. For example, after producing a clustering result, the algorithm

can be used to estimate the number of false negatives for each cluster or class. Suppose the estimated

number is m. Then the m points nearest to the cluster could be incorporated. Another approach

is to use it to estimate the overall error rate. An example of how these can be done is given in

Section A.3.3.
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Table A.2: The top genes from the Colon Tumour database.

Rank No. Score Label

1 377 40 Z50753 H.sapiens mRNA for GCAP-II/uroguanylin precursor
2 765 38 M76378 Human cysteine-rich protein (CRP) gene, exons 5 and 6
3 493 37 R87126 MYOSIN HEAVY CHAIN, NONMUSCLE (Gallus gallus)
4 581 37 T51571 P24480 CALGIZZARIN
5 1892 37 U25138 Human MaxiK potassium channel beta subunit mRNA, complete cds

The following section gives a real world example in the high noise, very high dimensional ap-

plication of microarray analysis. This example is of particular interest because it appears that no

other approach to this data has yielded a small set of target genes. Where genes have been positively

associated with cancers, the number of genes involved is very small. The preprocessing is particular

to microarray data but the subsequent computations have very general application. On the other

hand, this is not presented as a definitive way of identifying the correct features for these particular

datasets. SERA does not perform either clustering or feature selection and thus does not provide

candidate genes so, for the sake of giving an example, a very simple method is described in Section

A.3.3 for identifying a subset and thus providing a count. Once that is provided, SERA gives us

estimates of FN and FP rates from which we can adjust or revisit our results.

A.3.3 Colon Tumour Dataset
Direct Analysis

This dataset [16] has 62 Affymetrix oligonucleotide arrays from biopsies of colon tumours, 40 are

labelled positive and 22 are labelled negative. Our interest is in determining which genes are asso-

ciated with the malignant condition. Values for 2000 genes are provided for each sample.

For this analysis, the 40 positive samples are assessed for being consistently different than the

negative cases. That is, the negative samples provide the standard levels against which the positive

samples are to be tested. For each gene a count is made of how often it is up or down regulated over

the samples. The data was normalised in a standard way by taking the log2 of the values divided by

their mean value over all attributes for each sample [57]. Minus and plus superscripts are used to

identify the groups. The mean x−
i and standard deviation σ−

i of the negative samples for feature i

were computed for each gene and the values for the positive genes x+
i were converted such that

x+′

i =
(x+

i − x−
i )

σ−
i

(A.9)

This gives normalized deviations of the positive group from the negative group means. In order

to accumulate the set of genes in the positive samples that are consistently up or down regulated,

genes were checked for being greater or less than the mean of the other group by some small amount,

here at least 0.05σ. For the experimental group, only one gene (40 samples) was consistently differ-

ent in the same direction than the control group. Applying the algorithm shows that 4 other genes
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are likely to be target genes, rounding to the nearest integer. Thus we can predict that the top 5 genes

are strong candidates for being associated with this disease condition. These genes are given in Ta-

ble A.2. The highest scoring gene appears in a cluster of genes that may be implicated in Leukemia

[78]. The likelihood of a false positive is small, as can be inferred from Figure A.2.

Alon et al. applied clustering to this dataset [15] based on a deterministic-annealing algorithm

and showed that this clustering could separate the two classes but was not effective in identifying a

few genes that likely play a fundamental role in this disease condition. After clustering, Alon et al.

removed the 500 most significant genes and found that their algorithm still gave a successful cluster-

ing of the two classes. The various existing approaches to multiple test corrections can regulate the

number of targets identified by adjusting thresholds but cannot identify the correct number. Mahata

and Mahata [129], using a minimum probability of error approach with a complement naive Bayes

classifier, took the approach of trying different numbers of genes until they got the highest classi-

fication result. For the colon tumour data they came to a value of 5 genes, identical to our result.

According to Mahata and Mahata “Selection of the minimum number of important individual genes

as biomarkers is still an open problem” [129]. SERA provides a statistical solution to this problem.

This dataset is discussed in Section 3.5.2. The top three genes are ranked in the top 10 for colon

cancer by Huang and Kecman [92]. Genes ranked 2 and 3 here are cited by Mahata and Mahata

[129]. These two were identified by GSEP. Gene 1, Z50753, has been cited as important for colon

cancer by Xiong et al. [168].

Suppose no gene had scored 40 over 40 samples. This would indicate that there may be less than

5 target genes. To further investigate, we could take the highest scoring gene. Suppose that gene had

a score of 20. Then if we apply the algorithm on the basis of one positive on 20 samples then we get

a result, after rounding, of 3 anticipated false negatives.

Clearly the method adopted for any particular application contributes to the error rate. For

example, different clustering methods will yield different sized clusters. In the example above, the

number of genes detected is influenced by the choices made in selecting them. Thus we do not

know exactly what our overall error rate is without labelled data to test against, in this case genome

level labelling. However, we can certainly improve on the raw result by making the conventional

assumption of a 5% error rate as we have above, and using that to derive the number of false negatives

and positives.

Application to Classification and Clustering

A number of different types of algorithms have been used to classify or cluster this dataset [15,

26, 71, 163]. Accuracy rates compared against the diagnostic labels range up to 92% (achieved by

GSEP, Section 3.5). That means, for the group of 40 positive samples, these algorithms classified

up to 36 correctly. Naturally we considered why we had not achieved 100% accuracy. A number

of the genes appeared to be misclassifying the remaining samples. However, it is interesting to ask
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Table A.3: The top 8 peptides identified from the Ovarian Cancer data [140].

Rank No. Score Label

1 2237 162 MZ434.68588
2 2238 162 MZ435.07512
3 2236 162 MZ434.29682
4 2235 161 MZ433.90794
5 2239 160 MZ435.46452
6 181 159 MZ2.7610465
7 2240 158 MZ435.85411
8 2234 158 MZ433.51923

how many out of 40 should we expect to see, given that there must be a non-zero error rate inherent

in the data as well as consequential to the heuristics of the classifier?

In order to apply SERA, we need an estimate of the number of dimensions relevant to the de-

tection of the samples. If we knew this then we can find the error rate. Alternatively, if we assume

an error rate then we can get an estimate of the number of relevant dimensions. First, let us take the

result of the last section, that is that there are 5 relevant dimensions. Then, SERA shows that finding

36 out of 40 indicates only about a 1% error rate so this is actually an excellent experimental result.

If the error rate is, in fact, higher, then the number of relevant dimensions is less.

Of course, SERA is computing based on 36 out of 40 samples having proved positive on all 5

dimensions every time. The actual algorithms will not necessarily require this or even investigate

in this way. However, implicit in any algorithm is both the concept of a selected feature (or point)

being consistent in its significance, that is significant frequently if not every time, and then a post

processing stage, as we discussed above, where the best candidates are selected according to some

threshold. This secondary stage accommodates somewhat for the errors or noise. The judicious

choice of such thresholds actually achieves the low error rate indicated by SERA as it is a statistical

assessment of the likelihood of such a result.

A.3.4 Additional Examples
Ovarian Cancer Dataset

This dataset [140] has 253 samples of proteomic spectra from 91 ‘normal’ and 162 diagnosed

cases of ovarian cancer in different stages. Each sample contains 15,154 peptides defined by their

mass/charge (M/Z) ratio. The spectra was obtained by mass spectroscopy on serum samples. Of the

162 diagnosed cancer samples, 3 peptides indicated a positive result on every sample. Applying the

SERA algorithm at a 95% confidence level suggests that the true number is 8. Table A.3 shows the

top 8 peptides. This dataset is discussed in Section 3.5.2. 7 out of 8 of the peptides listed above

are identified by GSEP. Peptides 2 and 3 are cited as important in this dataset by Yap et al. [171].

Peptide 2 was also cited by Sorace and Zhan as predictive [157]. Peptide 5 was identified as highly

predictive by Liu [94].

122



Table A.4: The top 24 genes identified from the Lung Cancer data for the Mesothelioma samples
[79].

Rank No. Score Label Rank No. Score Label

1 173 31 1158 s at 13 94 31 1086 at
2 134 31 1121 g at 14 22 31 1020 s at
3 177 31 1161 at 15 143 31 1130 at
4 139 31 1126 s at 16 9 31 1009 at
5 109 31 109 at 17 104 30 1095 s at
6 130 31 1119 at 18 80 30 1073 at
7 8 31 1008 f at 19 81 30 1074 at
8 147 31 1134 at 20 26 30 1024 at
9 10 31 100 g at 21 110 29 1100 at
10 108 31 1099 s at 22 141 29 1129 at
11 89 31 1081 at 23 57 29 1052 s at
12 164 31 114 r at 24 33 29 1030 s at

Table A.5: The top 7 genes identified from the Lung Cancer data for the ADCA samples [79].

Rank No. Score Label

1 150 131 1137 at
2 76 131 106 at
3 172 130 1157 s at
4 160 123 1146 at
5 53 123 1049 g at
6 18 121 1017 at
7 69 121 1063 s at

Lung Cancer Dataset

This dataset [79, 19] has 181 samples each with 12,533 features. The samples are divided into 150

Adenocarcinoma (ADCA) and 31 Mesothelioma (MPM). These are two different disease conditions.

Of the 31 Mesothelioma samples, 16 were positive on every sample. This indicates a likely 24

prognosticator genes (Table A.4).

Of the 150 ADCA samples, 2 were positive on 131 samples. No genes had a higher score. This

indicates a likely count of 7 prognosticator genes (Table A.5).

On this dataset Gordon et al. [79] selected the 8 genes with the greatest statistically significant

difference between the groups and a high expression level in at least one of the groups. Five were

from the MPM group and 3 from the ADCA group. These gave a 95% differential accuracy. Despite

their excellent result, there is no way of knowing from this approach what the correct number of

genes is. Since the form of the labels in the dataset we used are not standard gene labels, direct

comparison to other research was not possible. This dataset is also discussed in Section 3.5.2.
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A.4 Optimising Microarray Results: An approach to Minimis-
ing Costs by Reducing Needed Experiments

We have shown that the number of positives - e.g. target genes - seen in every sample is typically

50% - 75% of the underlying number present. This helps us decide how many of the genes which

test positive in less than all of the samples are to be accepted. We have also shown that false positives

can occur but the likelihood drops sharply with increasing number of samples.

From the above we can propose the following way of eliminating false positives. Even though

this involves a second round of testing of the samples taken from patients, the second round is much

cheaper due to the small number of genes tested for and the number of samples required can be

much reduced so lowering the overall cost. Lee [117] argues for replicating the tests on each chip to

reduce false positives, which is typically much more costly.

Since we have an estimate of the number of possible false positives fp, if fp is above some

small value that indicates a significant risk of assigning importance falsely to a gene (e.g. fp > 0.5)

and, given that we have identified a set of potential target genes G, new tests can be performed on

only the top |G′| ranking genes such that G ⊆ G′.

More formally, let the genes testing repeatedly positive across all samples be G∗. Let the esti-

mate of the number misclassified using the algorithm described here be Est(p) based on the error

rate p determined by the experimenters from experiments or as sufficiently conservative to account

for all likely measurement errors. Then of the ranked set of genes G the top g candidates that were

not in G∗, where g ≥ Est(p) along with G∗ are retested.

That is, retest those genes identified and those that came close to being identified as implicated

in the disease. The probability of a false positive appearing twice declines exponentially with the

number of retesting rounds and thus, in most cases, is well below any meaningful threshold after a

second round.

This approach greatly reduces the retesting costs by minimizing the likelihood that any false

positives will occur across all the samples without the high cost of replication tests using microarray

chips. Such replication would only be important if the number of samples was small.

Variations on this approach can be utilised in many applications.

A.5 Conclusions

This appendix presents an algorithm which could prove useful for both data mining researchers

and those planning genomic, proteomic and other high-dimensional studies. The problem of false

positives and negatives is a major issue for researchers.

Even the most advanced genome work being done today relies on ranking features by feature

level t-tests as the primary analysis level. For example, the outstanding work on breast cancer by

Easton et al [61]. While the smallest p-values are likely associated with the most interesting features,
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it would be advantageous to estimate the probability of a false positive as well as the likely number

of false negatives associated with whatever number of features are selected as most significant. Both

of these could assist in determining the correct number of features to select and the reliability of this

selection.

As we have shown, the presented algorithm can give both an estimate of the number of false

negatives and the likelihood of false positives. This algorithm can be incorporated into data mining

applications to take advantage of these results to improve effectiveness.

We have also shown that this approach can lead to an estimate of the number of target features in

situations where other approaches can only give a general ranking. Finally, medical researchers can

use the estimates to reduce costs and procedures by minimising the number of samples that have to

be taken.

125



Bibliography

[1] H Abdi. N.J. Salkind (ed.): Encyclopedia of Measurement and Statistics, chapter Bonferroni
and Sidak corrections for multiple comparisons. Sage, 2007.

[2] Dimitris Achlioptas. Database-friendly random projections. In Symposium on Principles of
Database Systems, 2001.
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