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Abstract

Orthogonal frequency division multiplexing (OFDM) overcomes the problem 

of m ulti-path fading in wireless communications. However, the potentially 

high peak-to-average-power ratio (PAPR) of OFDM is a drawback of this 

modulation. The use of Golay sequences can lim it the PAPR in OFDM sig­

nals. In the first part of the thesis, we consider efficient maximum-likelihood 

decoding (MLD) of the Golay sequences by using the principle of sphere de­

coding. Our algorithms result in maximum likelihood BER performance and 

require substantially fewer computational operations than other known MLD 

algorithms. We also study the design of an efficient optimizer for the partial- 

transmit-sequence and we introduce a low-complexity optimization algorithm 

that offers optimum PAPR reduction performance. Lastly, we investigate the 

effect of channel coding on a class of transceivers which employ standard array 

of linear block codes (STA), to reduce the sensitivity of the transceivers to 

channel distortion.
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Chapter 1

Introduction

Orthogonal frequency division multiplexing (OFDM) has gained increasing 

attention in the area of wireless communications. OFDM is presently incorpo­

rated in applications such as European HIPERLAN/2 and Japanese MMAC, 

and is part of the IEEE 802.11 standard [78].

Design and implementation of an OFDM transceiver is costly in terms of 

bandwidth efficiency and hardware resources if  a straight-forward implementa­

tion is used. Advances in digital signal processing (DSP) have contributed to 

the design of OFDM based systems that have a simple implementation. One 

of the major contributions to the OFDM technology was the application of the 

fast Fourier transform (FFT) at both the transmitter and receiver.

The most desirable advantage of OFDM over single carrier systems is its 

superior performance in frequency selective fading channels. In OFDM, paral­

lel transmission of high-rate signals over lower rate streams makes transmission 

less susceptible to corruption in the m ulti-path environment. However, OFDM 

signals consist of a large number of independent modulated subcarriers that 

can result in a high peak-to-average power ratio [69,76]. I f  peak transmission 

power is lim ited (as is the case in practical applications) then average power

1
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transmission in OFDM systems is reduced compared to systems w ith constant 

power modulations. The transmitted signal also has to pass through a high- 

power amplifier. Amplifiers enter the saturation region when they amplify 

high amplitude signals, and this causes intermodulation among adjacent sub­

carriers. In  order to prevent the resulting out-of-band radiation (OBR), it  is 

imperative that amplifiers work in their linear region. This, together w ith the 

high instantaneous power of OFDM signals, force the receivers to be designed 

to accommodate substantially higher dynamic range.

A number of PAPR reduction techniques have been presented in the liter­

ature to deal w ith the high peak power of OFDM signals. These techniques 

fall into two major categories: distortionless techniques and PAPR reduction 

techniques w ith distortion. Each category w ill be discussed in  detail in the 

following chapters. In this thesis, we focus on two distortionless techniques, 

namely, a recently proposed technique based on the standard array of linear 

block codes [97] and the use of block codes w ith lim ited PAPR.

1.1 Thesis Outline and Contributions

The thesis is organized as follows. Chapter 2 provides some background on 

OFDM technology. An overview of wireless LAN standards as well as defi­

nition of OFDM systems and their mathematical representation is presented. 

Following that, the features and drawbacks of OFDM are discussed and math­

ematical models of the communication channel as well as existing models for 

the nonlinearity of high-power amplifiers are reviewed. The statistics of PAPR 

and the mathematical tools for analytical study of the effect of nonlinear­

ity  in OFDM signals are provided. Finally, several existing PAPR reduction 

techniques are discussed. Employing block codes w ith guaranteed low PAPR

2
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solves the problem of PAPR reduction in OFDM signals. We study Golay 

sequences [24], a well-known set of sequences w ith PAPR less than 3 dB [8,57] 

and their subsets [15,54] in detail throughout this chapter.

A drawback of using such codes is the high complexity of their correspond­

ing maximum-likelihood (M L) decoders. ML decoding of a linear binary code 

is an NP-hard problem [86]. In Chapter 3, we propose an efficient maximum- 

likelihood decoding (MLD) algorithm for Golay sequences and provide simu­

lation results for both AWGN and fading channels as well as for systems with 

amplifier non-linearities.

Following that, in Chapter 4, further improvements to the algorithm and 

the application of the proposed algorithm to both phase-shift keying and 

quadrature amplitude modulation is investigated and measures of complexity 

are developed. Finally, the proposed decoder is extended for M -ary differential 

phase-shift-keying OFDM (MDPSK-OFDM) receivers. Simulation results are 

provided to illustrate the comparison between the performance of the new and 

existing receivers in frequency selective fading channels.

In Chapter 5, we study the optimum design of a partial-transmit-sequence 

(PTS) scheme. An overview of the existing sub-optimum design techniques is 

provided and a new low-complexity optimizer is developed based on the idea 

of sphere decoding.

Finally, in Chapter 6, a recent technique for the reduction of PAPR based 

on a standard array of linear block codes is investigated in detail and its perfor­

mance in non-ideal channels is evaluated. Also, coding techniques are employed 

to reduce the sensitivity of the BER performance of STA-based transceivers 

to channel distortion.

Chapter 7 concludes the thesis w ith a summary of the contributions.

3
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Chapter 2

Literature Review

OFDM is a leading solution to the problem of m ulti-path fading in wireless 

communications. In this chapter we review the concepts behind OFDM and 

its mathematical representation. Various salient features and drawbacks of 

OFDM are also discussed. We then review the various mathematical models 

of the communication channel as well as existing models for the nonlinear­

ity  of high-power amplifiers. Further information regarding the statistics of 

PAPR and the mathematical tools for analytical study of the effect of nonlin­

earity in OFDM signals are then presented. Finally, existing PAPR reduction 

techniques are introduced and references for further study are provided.

2.1 Wireless LAN Standards

The introduction of standards for Wireless Local Area Network (WLAN) prod­

ucts has made WLANs one of the most dynamic branches of the communica­

tions industry. These products are mainly based on the IEEE 802.11b standard 

and are faster, lower in cost and simpler to use than the previous generation 

products. As per the design of IEEE 802.11b standard, most of the WLAN 

products communicate through wireless links at or up to 11 megabits per-

4
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second (Mbps) data rates. The IEEE 802.11b standard, popularly known as 

’W i-F i’ , specifies operation in the 2.4 GHz band using direct sequence spread 

spectrum (DSSS) technology.

In 1999, the IEEE approved two new WLAN standards known as IEEE 

802.11a and IEEE 802.llg  which could deliver higher speeds, up to 54 Mbps, 

to W LAN users. IEEE 802.11a transfers the data w ith 54 Mbps using OFDM 

technology at 5 GHz. However, since DSSS is easier to implement than OFDM, 

IEEE 802.11b products appeared on the market first. In early 2001, the FCC 

announced new rules allowing additional applications in the 2.4 GHz range. 

This allowed IEEE to extend IEEE 802.11b to support higher data rates, 

resulting in the IEEE 802.llg  standard. I t  defines new data rate, up to 54 

Mbps, at 2.4 GHz using OFDM, while s till being backward compatible w ith 

802.11b at speeds up to 11 Mbps using DSSS.

2.1.1 802.11a: High-Speed, High Capacity in the 5 GHz

Band

By using OFDM modulation in 5 GHz band, the IEEE 802.11a standard of­

fers two major benefits over IEEE 802.11b: it  speeds up the data transfer rate 

per channel (from 11 Mbps to 54 Mbps) and it  increases the number of non­

overlapping channels. I t  also offers higher to ta l bandwidth in the 5 GHz band 

compared to the available total bandwidth in the 2.4 GHz band (300 MHz 

versus 83.5 MHz). Therefore, an IEEE 802.11a-based W LAN can inherently 

support more simultaneous users w ithout any conflict. However, despite the 

potential achievements of IEEE 802.11a, it  has some drawbacks in terms of 

com patibility and range. IEEE 802.11a and IEEE 802.11b products are not 

compatible due to the fact that they are designed to operate in different fre­

quency bands. However, both standards can certainly co-exist and operate in

5
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the same physical space and share network resources. Another inherent bot­

tleneck of IEEE 802.11a is that it  offers a relatively shorter range. A larger 

number of IEEE 802.11a access points are generally needed to cover the same 

area.

2.1.2 802.l lg :  High-Speed in the 2.4 GHz Band

The IEEE 802.l lg  standard brings the benefits of higher speeds, while main­

taining backward com patibility w ith existing IEEE 802.11b equipment. An 

IEEE 802.l lg  network card, for example, w ill work w ith an 802.11b access 

point and an IEEE 802.llg  access point w ill work w ith IEEE 802.11b network 

cards at speeds up to 11 Mbps. IEEE 802.llg  offers operation in the same

2.4 GHz frequency band and w ith the same DSSS transmission as 802.11b 

at speeds up to 11 Mbps, while simultaneously adding more efficient OFDM 

modulation types at higher speeds. The draft standard also specifies optional 

modulation types such as complementary-code-keying (CCK).

CCK was originally defined in [81] and later voted in  at the July 1998 

IEEE 802.11 conference [77]. CCK is a special case of the more general Golay 

sequences introduced originally in [24]. Let y?i, • • • ,954 represent four phases 

conveying the data bits. The CCK code is obtained according to the following 

equation

C  =  ( e j ( ‘P i + tP2+V3+V>4) e j'(V>l+V’ 3+¥ ’4) e i ( V \ + V 2 + 9 i )  _ g j'(V > l+ V ’4)

’ (2.1) 
e jO p i+ ^ + v ^  ei(v i+ V 3 )) _ e3'(v’i+¥>2)) gKvn) j

The three phases <P2,</>3,<Ai define all possible different codes of length 8 and 

ipi offers an extra phase rotation to the codeword. Note that <pi can be differ­

entially encoded across successive codewords. This feature allows the compati­

b ility  of the link w ith  the 1 and 2 M b/s DSSS differential phase encoding when

6
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each of the four phases represent 2 bits of information. Since the codeword 

rate is 1.375 MHz, a 5.5 M b/s data rate is achieved when each of the four 

phases contain one b it of information.

2.2 Orthogonal Frequency Division Multiplex­

ing

OFDM divides the communication channel into parallel sub-channels and splits 

the high-rate data into those sub-channels. An OFDM symbol consists of n 

sub-carriers spaced by frequency distance A /. A ll sub-carriers are mutually 

orthogonal w ith in a time interval of length T  =  ^y. Consider the ft-th data 

vector Dfc =  {D ^ q, Dk,i, • • • , Dk,n- 1}- The OFDM signal of is constructed 

by adding together n modulated data symbols w ith  frequencies /o +  i A /  (i =  

0,1, • • • , n -  1), where /o is the carrier frequency of the transmission and A /  

is the bandwidth of each sub-channel. The k-th. OFDM block is formed as [65]

.. n —1
**(*) =  “ 7= ^  Dk’i exPt?'27r(/o + iA f) t )g i( t  -  kT ) (2.2)

where gi(t) is the pulse shaping applied to each subcarrier. The tota l contin­

uous time signal x(t) can be represented as

1 00  71-1

x(t) =  Dk'i exP(7'27r(/o +  i& f) t )9 i( t  -  kT). (2.3)
V n  lc=0 i= 0

The statistics of D * are assumed to be constant in different blocks. Therefore, 

it  is sufficient to consider only one time slot of an OFDM signal; can thus

7
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be replaced by A  and we have 

1 " -1
x(t) =  —=  'V ] Di exp(j'27r(/0 +  iA /) f )  0 <  t < T. (2.4)

Implementation of an OFDM system in continuous time requires several 

sinusoidal generators and coherent demodulators. This makes OFDM systems 

complicated and expensive. However, representation of OFDM signals in the 

discrete-time domain significantly reduces system complexity and makes them 

easier to implement. The discrete-time representation of OFDM signals can 

be obtained by properly sampling the continuous-time OFDM signal. Since 

the to ta l bandwidth of the OFDM signal is B  =  n ■ A /,  the signal should be 

sampled at A t =  j j  =  for complete recovery of the original signal from its 

samples. Therefore, the discrete time samples can be represented as

1 n_1
H  =  4 = T '  Die’ ’* ' * 1" k =  0,1, ■ • ■ , n — 1. (2.5)

Eqn. (2.5) is the inverse discrete Fourier transform (IDFT) of the input data 

Di and can efficiently be implemented using inverse fast Fourier transform 

(IFFT) algorithms.

Data symbols Di can be selected from any modulation scheme such as 

phase-shift keying (PSK) or quadrature amplitude modulation (QAM). Let 

Z9 =  {0,1, • • • , q—1} where q =  2h for some integer h. The g-PSK constellation 

is given as

Qq-PSK =  =  e i  , k e Zq, j  =  \ / - l j  . (2.6)

8
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The g-QAM constellation is given as

Qq-QAM =  { [± (2 * i +  1) ±  .7(2*2 +  1)], * i,  *2 €  {0 ,1 , • • • , log2 q -  2 }} (2.7)

2.3 OFDM Over Wireless Channels

The transm itter output signal goes through a communication channel before 

reaching the receiver. In practice, the channel introduces distortion in both 

amplitude and frequency of the signals. A communication channel in its sim­

plest form corrupts the signal by adding white Gaussian noise to the signal. 

A more realistic model for a wireless communication channel includes m ulti- 

path fading. A signal propagating through the wireless channel arrives at the 

receiver through different paths, referred to as multi-paths [56]. Let x(t) be 

the input signal defined in (2.4). The output of the m ulti-path channel is the 

waveform

r ( t ) =  x(t) *  c(t) +  w{t) (2.8)

where c(f) is the impulse response of the channel, *  represents convolution and 

w(t) is the noise component [58].

OFDM regards the multi-path frequency selective fading channel as a set 

of parallel fla t fading channels w ith frequency non-selective fading. Therefore, 

OFDM simplifies the problem of m ulti-path fading channels. However, OFDM 

introduces inter-symbol interference (ISI) and inter-carrier interference (IC I). 

ISI is the effect of previous OFDM symbols on the current symbol and IC I is 

the effect of one sub-channel on the other sub-channels in the OFDM symbol. 

Concatenating a proper guard interval time Tq to the beginning of each OFDM 

block could efficiently eliminate the ISI and ICI. Therefore, the received i-th

9
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sub-channel output (after DFT demodulation) is

Di — DiPi +  Wi (2.9)

where Di is the transmitted data, Wi is the additive noise component and pi 

is the frequency response of the channel in the i-th  subcarrier which can be 

represented as

where c*, denotes the fc-th m ultipath component and v is the length of the 

sampled channel impulse response. Typically, each c* (also called a tap) is 

modelled as a complex Gaussian random variable.

Note that (2.10) is analogous to the output of a single-carrier scheme in flat 

fading. The performance of OFDM in the frequency selective fading channel 

is therefore sim ilar to that of a single-carrier scheme w ith fla t fading [58]. In 

order to enhance the BER performance of the OFDM system different channel 

coding techniques may be employed.

2.3.1 Channel model for frequency selective fading chan­

nels are widely used in the literature depending on the rate of variation of the 

channel statistics w ith respect to the OFDM symbol duration. In this thesis, 

we use the typical channel profiles of indoor office areas w ith  moderate delay 

spread, as is modelled in  [49]. Each tap of the profile represents an instance of 

uncorrelated Rayleigh fading. Fig. 2.1 shows the average power versus the ex­

cess delay. The root mean square (rms) delay spread is 35 ns which is defined

2 x j ik /n

k=0
(2.10)

nels

Different models for fading channels such as fast fading and slow fading chan-

10
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Figure 2.1: Typical channel profile for indoor office area w ith moderate delay 
spread

as

w ith

I \ c { r ) \  . ( t - t )  dr

T' ~ - y  / i c M i v

r  =
/ | c ( r ) | 2 .rdr

f \ c ( r )\2 dr

where c(r) is the channel impulse response defined in  (2.8).

(2.11)

(2.12)

2.4 Peak-To-Average-Power ratio

An inherent characteristic of OFDM signals is that they have amplitude varia­

tions w ith a large dynamic range. OFDM signals usually have peak-to-average- 

power ratio (PAPR) much greater than unity. This leads to a higher power con­

sumption that is not tolerable in portable applications. Consider the OFDM

11
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signal in  (2.4). The PAPR of data vector D  is defined as [31]

max \x ( i) |2
PAPR (D) =    (2.13)

■* IV

where |x (t)|2 represents the instantaneous power of the OFDM signal (x(t)) 

and Pav is the first order estimate of P (i.e. Pav =  E {P }) .  The root mean 

square (rms) magnitude of the OFDM signal can be evaluated as follows:

'P ^

p  =  1  /  M O I1*  =  i  £  IA IJ. (2.14)
4=0 i= 0

The crest factor (CF) is also used to measure the variation of the OFDM 

signals. The crest factor is defined as

max |x(t)|
CF(D) =  Q- ^  (2.15)

Therefore, the CF is the square root of PAPR. In the study of OFDM signals, 

statistics of the PAPR are expressed in terms of its complementary cumulative 

distribution function (CCDF). Note that A% PAPR indicates the probability 

that PAPR exceeds

2.4.1 Definition of PAPR

The PAPR of an OFDM signal can be accurately obtained from its continuous­

time representation. In practice, OFDM systems are implemented in the 

discrete-time domain using FFT modules. The resulting OFDM samples are 

hence the Nyquist-rate samples of the OFDM signal. In the receiver, the 

continuous-time signal is reconstructed by filtering the discrete OFDM sam­

ples. However, the peak value computed from the discrete samples may not

12
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coincide w ith that of the continuous-time signal [69]. In order to accurately 

compute the PAPR, oversampling is used. The OFDM samples in (2.5) are 

obtained w ith sample rate nL  where L  (L > 1) is a positive integer [44,73-75]. 

Therefore, L  — 1 zeros are padded after each original data symbol to form the 

new data vector D L =  {Dfc, • • • , D^L_ ^  where

Di/L i mod L  =  0 

0 otherwise
(2.16)

for 0 <  i  <  nL. The oversampled signal is represented as

1 n L —1

x k =  X J  D f eV«ik/nL fc =  o, 1, • • • , nL  -  1. (2.17)

Accordingly, the PAPR of the discrete time symbols x% is

max \xk\2
PAPRt(D) =  . (2.18)

Note that when L =  1, (2.18) corresponds to the PAPR approximation for the 

Nyquist-rate sampling. Also as L  -> oo, (2.18) yields (2.13).

2.4.2 PAPR Approximation Using Oversampling

Determining the relationship between the PAPR of the oversampled OFDM 

signal and the continuous OFDM signal is a challenging problem. This problem 

has extensively been discussed in [71,89]. A new bound is proposed for the 

peak of the continuous envelope of an OFDM signal in [69]. In this section, 

we outline this approach and review the results.

Consider the base-band equivalent of the OFDM signal defined in (2.4)

13
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(i.e. fo =  0) w ith 6 — 2nt/T  for mathematical simplicity. We have

1 n_1
z(0) =  - j=  ] T  0 < 0 < 2tr. (2.19)

i=0

Let 0o be defined as \x (0o)| =  max \x (0)|. I t  is shown in [69] that for any
O<0<2?r

real value of /? > 0 and for all 0 in  the interval [0O — l/n^/(2 /3) /  ((3 + 1), 

0o +  l/ny /(2P)  /  (/? +  1)],

I*  (0)1 >  \ / ^ i  I^C00)!- (2-20)

Using (2.20), an upper bound was obtained for the maximum of the continuous 

signal in terms of the maximum of the oversampled values [69]. Let k be a 

real parameter greater than 7r/\/2. The maximum of |z (0)| is bounded by the 

maximum of its kn samples on the unit circle by

/ k2
max \ x (0 )| < * —------5-T- max

0<9<2n  U k2 -  7T2/ 2  l< p < kn kn
(2.21)

Clearly, when k is large, the maximum of the oversampling OFDM signal 

approaches that of the continuous OFDM signal. Let us define 0P such that 

ei0p be the prim itive kn roots of unity as:

0P =  ^ ,  PE  { 1, 2 , ••• ,kn}. (2 .22)

Inequality (2.21) shows that for any k > 7 t/\/2  where kn is an integer, we have 

the following bound on the CCDF of the PAPR of x(6)

Pr { PAPR  > A) < f t  { i g &  h M  > A ( l  -  £ )  } .  (2.23)

As mentioned before, all Di are independently and uniformly selected from

14
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a constellation, therefore, a:(6P) is a Gaussian random variable w ith variance 

Pav- A union bound can be used to calculate the inequality (2.23) as

Pr
1 1 < p< kn P av \  2 k

=  kne (2.24)

The new bound is valid for every k > 7 t/\/2  [69]. A tighter bound can be 

obtained by minimizing (2.24) over k. Differentiating w ith respect to k results 

in the optimum oversampling rate fcopt given as

( 2 -25 )

where is an integer.

2.4.3 Statistics of PAPR

In a simplistic model of an OFDM system, data symbols A  are assumed to be 

statistically independent random variables chosen from a known modulation 

alphabet (i.e. PSK or QAM). These symbols construct the OFDM signal, 

which has a high dynamic range in amplitude. Although these signals poten­

tia lly  can have high peak power, the rate of occurrence of these peaks is low. 

Therefore, it  might not be optimum to design the transceiver for the highest 

dynamic range of OFDM signals. In order to approximate the dynamic range 

required in the design of transceivers, a statistical distribution of the peak 

power of OFDM signals has to be determined. Reference [79] has estimated

15
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the statistical distribution of an OFDM signal based on the assumption that 

the baseband OFDM signal converges to a complex Gaussian random process 

as the number of sub-carriers increases. The resulting approximation does not 

match w ith computer simulations [72]. This difference arises because the ap­

proximation approach is valid for the peak OFDM samples, but not necessarily 

for the maximum-peak of the continuous OFDM. Oversampling could be used 

to accurately estimate the maximum-peak of the OFDM symbols. However, 

the assumption that the OFDM samples are m utually uncorrelated no longer 

holds. An empirical approximation is proposed in  [80] where the distribution 

of the oversampling case is approximated w ith the distribution of an OFDM 

signal w ith an (a >  1) subcarriers without oversampling. As a result, the 

CCDF of the peak power is approximated as [80]

where pk is the A>th peak of the OFDM signal. Reference [80] shows that 

a =  2.8 is a practical approximation for (2.26).

The exact analytical expression for the distribution of PAPR in OFDM 

signals as well as its simplified approximations are introduced in [52]. Assum-

processes, the OFDM signal is a stationary band-lim ited Rayleigh process. 

D istribution of the peak of random signals is investigated in [63,64] as well as

processes. The distribution of an arbitrary peak in an OFDM signal and the 

analytical expression for the CCDF of an OFDM signal which are proposed

Pr ( max Pk < p  
Vo<k<n

(2.26)

ing that the data symbols in (2.4) are wide-sense stationary Gaussian random

derivation of the distribution of the peak of Gaussian and Rayleigh random

16
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in [52] are as follows:

( 2 -27)

where pk is defined as in (2.26) and where

^ w . - 4 s = r ^ r . - ( ^ .
V  lOTT J Q  J o

| e- ! ( ^ 2- l) 2u2 _  ^  ($2 _  ^  u . erfc ^  ^ 2  _  j)  ^  | d$du

(2.28)

These results are based on the assumption that the data symbols are stationary 

and are statistically independently Gaussian distributed.

2.5 High Power Amplifier and Nonlinearity

M ulti-carrier signals in general and OFDM signals in particular are more sus­

ceptible to nonlinearity of the transceiver than single carrier modulated sys­

tems. The source of nonlinearities in  practical communication systems include 

nonlinearity in the IDFT and DFT blocks due to lim ited word length, sig­

nal clipping due to  the A /D  and D /A  conversion, and nonlinearity of the 

high-power amplifiers. Nonlinearity results in inter-carrier interference which 

degrades the performance of the transceiver. However, due to the high PAPR 

of OFDM signals, the m ajority of degradation is caused by high-power ampli­

fiers. Therefore, it  is helpful to have a precise model for the characteristics of 

the high-power amplifiers.
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2.5.1 Nonlinearity Models

A high power amplifier is usually modelled as a memoryless device [66]. The 

input-output relationship is given by

f ( r )  =  h(r)eP6̂ (2.29)

where r  is the input amplitude, 9(r) is the output phase and h(r) is the output 

amplitude. Let

x(t) =  r ( t ) • e?*® (2.30)

represent the input of the nonlinear amplifier. Hence, the complex envelope of 

the output signal can be written as

where R(t) shows the effect of nonlinearity on the amplitude r(t)  and $(£) 

shows the effect of nonlinearity on the phase </>(£) of the input signal.

There are three models for high-power amplifiers which are commonly 

used in the literature: the Soft-Limiter (SL), the Solid State Power Am pli­

fier (SSPA) and the Travelling Wave Tube Amplifier (TW TA) [20].

y(t) =  R(t) • e**w 

=  h[r{t)} •

=  / [ r ( i ) ] - e * W (2.31)

18
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Figure 2.2: Amplitude (AM /A M ) characteristic of a soft lim iter 

Soft L im ite r

The amplitude (AM /A M ) and phase (AM /PM ) nonlinear characteristics of a 

soft lim iter can be expressed as

R(t) =  <
r ( t ) r(t) <  A 

A r(t) >  A
(2.32)

and

(2.33)

where A  denotes the saturation lim it of the amplifier as shown in Fig. 2.2. 

This model is an optim istic model for the HPA nonlinearity and is accurate 

only if  proper pre-distortion is employed for linearization.
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Travelling Wave Tube Amplifier(TWTA)

The effect of nonlinearity on the amplitude of the input signal (AM /A M  con­

version function) for a TW TA is given by [68]

m  =  ■■ 2Â  (2.34)
i + (¥)

where r(t)  is the input signal and A  is the saturation level of the amplifier. As 

well, the relation between the amplitude of the input signal and the phase of 

the output signal (AM /PM  conversion function) is given by

+  <M 5 > 

This model gives a maximum output signal of A, as shown in Fig. 2.3.

Solid State Power Amplifier (SSPA)

The amplitude and phase functions for this type of amplifier can be modelled 

as [61]

m -  r(()

$(<) =  (2.36)

Parameter p controls the smoothness of the linear region in the characteristic 

curve for the HPA, as shown in Fig. 2.4. As a special case, when p — > oo the 

characteristic of SSPA is sim ilar to that of the SL.
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2.5.2 Theoretical Performance Analysis Of OFDM Sys­

tems In The Existence Of Nonlinearity

An expression for the b it error rate of an OFDM system w ith a nonlinear 

amplifier may be derived using the Bussgang theorem, which relates the output 

correlation to the input correlation as [6]

In (2.37) w represents the distorted part of the output signal y, x represents 

the input signal and the complex coefficient a  is given by [6]

where cr2 is the variance of the OFDM symbols. In (2.38) the numerator 

corresponds to the complex input-output cross-correlation function, f ( r )  cor-

distribution function of the input envelope. In the case where the distribution 

of the input signal is Gaussian, p(r) represents the Rayleigh distribution. The 

signal to nonlinear-noise ratio can be expressed as

^ y y ( T )  =  \a \2 1 f t z x M  +  T l w w { r ) - (2.37)

^yx(O)
f t x x ( O )

(2.38)

responds to the nonlinearity distortion function and p(r ) corresponds to the

K y y ( 0 ) - \ a \ * - 2 a * -
(2.39)
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An accurate expression for the output correlation 7?.yy(r) in terms of the input 

correlation is derived in [6]

(2.40)

In (2.40), parameter q  can be computed according to [6] as:

where L f (x) is the Laguerre function expressed by

(2.42)

Theoretical analysis and performance evaluation in nonlinear fading channels 

is investigated in [5] where analytical symbol-error-rate (SER) in Rayleigh and 

Rice fading channels is derived.

The potentially high peak-to-average power ratio (PAPR) of OFDM is a signif­

icant drawback of these systems. Reduction of PAPR is a challenging problem. 

A large body of research is available in the literature and several PAPR reduc­

tion techniques have been developed to overcome the problem of high PAPR 

w ith reasonable complexity. This section reviews three classes of PAPR re­

duction techniques: signal distortion techniques, approaches involving proba­

bilistic multiple signalling, and block coding for PAPR reduction.

2.6 PAPR Reduction Techniques
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2.6.1 Signal Distortion Techniques

Signal distortion techniques reduce PAPR by distorting the transmitted signal 

before it  passes through high-power amplifiers. The distortion can be as simple 

as clipping the signal peaks [1,12,43,50,51,53,87,90] or companding (pre/post 

distortion) [83,84]. These techniques significantly reduce PAPR. However, the 

distortions w ill degrade the BER.

Clipping and Filtering

Distorting the OFDM signal by clipping and filtering is proposed in [90]. Since 

signals w ith large PAPR occur rarely, clipping the signal based on the charac­

teristics of the high-power amplifier (i.e. saturation level) can prevent trans­

mission of high PAPR signals. The idea is to clip the signal w ith respect 

to a certain clipping level before transmission [12]. Let x chp be the clipping 

threshold. The clipping level in dB can be defined as

CL =  201og10 xciip. (2.43)

The signal x is clipped according to the following inequalities

T (x )  =  {
X  |x| < Xc|ip

Zciip • ejargW |x| > Xciip

(2.44)

Clipping causes distortion in the signal which can be viewed as an additional 

source of noise w ith components in both in-band and out-of-band spectra [50]. 

The la tter can be eliminated by filtering, while the former cannot be reduced 

by filtering. I f  Nyquist-rate filtering is used, all of the noise falls in the OFDM 

signal band and cannot be removed by filtering. However, oversampling shapes 

a portion of the noise outside the signal band which can later be removed by
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filtering after clipping. Filtering of the severely clipped signal can preserve the 

spectral efficiency of the system and hence improves the the BER performance 

but may introduce peak power regrowth. To reduce the overall peak regrowth, 

repeated clipping-and-filtering is proposed [3]. Reference [51] introduced the 

combined Nyquist rate filtering and adaptive symbol selection and analyzed 

the theoretical BER of the scheme.

The impact of clipping on PAPR reduction capability and channel capacity 

is studied in [53]. The effects of clipping on the performance of OFDM systems 

is investigated in [1] for a frequency selective fading channel. I t  is argued that 

the notch in the channel frequency response partly eliminates the clipping noise 

and enhances the signal to noise ratio.

Companding

Another distortion technique for the reduction of PAPR is the use of a compan­

der [41,83-85,91]. Companding is typically used for speech signal transmission 

in order to optimize the required number of bits/sample for analog to digital 

conversion. Speech signals w ith extreme amplitudes occur rarely. Sim ilarity 

between the speech signals and OFDM signals is the motivation to apply the 

companding technique for the PAPR reduction of OFDM systems [92,93].

wt+y <2-46)|x| • ln ( l +  /i)

where xc is the companded signal, x is the input signal and fj, is the companding 

parameter. The use of the /i-law companding technique is studied extensively 

in [83,84]. The OFDM signal x is distorted according to (2.45). On the receiver 

side, the received OFDM signal r  is expanded before demodulation to retrieve
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the original OFDM signal r e according to [83]

r , ^ . exp{ ^ ' n ( ; ^ ) } - 1. (2 , 6)
M • sgn (r)

The effect of companding on the BER performance of OFDM systems in 

AWGN is studied in [83] and it  is shown that reasonable symbol error rates 

(SER) could be achieved by choosing a proper companding coefficient. More­

over, the SER o f the companded OFDM signal is theoretically analyzed and 

compared to that of ordinary OFDM in [91]. Finally, a novel nonlinear com­

panding transform technique has recently been proposed in [41] that effectively 

reduces the PAPR of the OFDM signal by adjusting the transformation pa­

rameters based on the statistics of the transmitted OFDM signals.

2.6.2 Probabilistic Multiple Signalling

Various probabilistic approaches are proposed in the literature [40] includ­

ing selected mapping (SLM) [12,35,60,96], partial transmit sequences (PTS) 

[33,67,75], interleaved OFDM, the sign design algorithm [70] and the use of 

standard array of linear block codes (STA) [97]. In what follows, we review 

some of the existing probabilistic approaches for PAPR reduction. However, 

we postpone the review of the STA technique to a separate chapter for a more 

detailed investigation.

Selected Mapping

Selected mapping (SLM) is a relatively simple approach for the reduction of 

PAPR in OFDM systems [60]. Input data vectors D =  {Dq, • • • , jDn_ i} are 

m ultiplied by M  pseudo-noise vectors P l =  {P0\  • • • , P^_x}, i  =  0, • • • , M  -  1 

in the transm itter where PI are phase coefficients (i.e. PI — , 4>lk E [0,2n)).
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Figure 2.5: Block diagram of an OFDM transm itter w ith selected mapping

This w ill generate M  OFDM symbols representing a given data vector D . The 

sequence w ith the minimum PAPR is transmitted. Fig. 2.5 depicts a block 

diagram of selected mapping.

The performance of SLM, sim ilar to other multiple signal generating tech­

niques, depends on the number of multiple symbols generated. A lower bound 

on the achievable PAPR of the signal w ith respect to M  is proposed in  [40].

In order to transmit the information about which of the M  pseudo-noise 

vectors is used for PAPR reduction, flog2 M ] additional bits need to be trans­

m itted along w ith the data vector. These additional bits are called side in­

formation. However, a selected mapping technique is proposed in [9] which 

does not transmit any explicit side information to the receiver side. The data 

vector is concatenated w ith a set of label bits and the result is sent across a 

scrambler to generate a new set of signals w ith  different PAPR characteristics. 

The SLM technique can also use the check-bits of the coded OFDM for PAPR 

reduction [27]. Therefore, both PAPR and BER reduction is achieved in this 

way. Moreover, distortion in the transmission of side information can be partly 

recovered. Finally, in [39] a blind SLM receiver was proposed to eliminate the
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need for transmission of any side information across the channel.

X in and Fair recently proposed a new PAPR reduction scheme [96] that 

employs guided scrambling in the SLM technique. Guided scrambling has been 

proposed for use in recording systems, digital data transmission, and the design 

of sequences w ith specific constraints such as zero-DC codes [17-19,94,95]. The 

use of guided scrambling performs close to the conventional SLM techniques 

but does not require transmission of explicit side information [96]. Finally, a 

low complexity implementation of SLM is proposed in [82].

Partial Transmit Sequence

Partial transmit sequence (PTS) is another multiple signal generation tech­

nique [12, 29, 30, 33, 67, 75]. In PTS, the input data of length n is parti­

tioned into disjoint sub-blocks [12]. The ID FT of each sub-block is computed 

separately and combined to minimize the peak-to-average power ratio. Let 

D =  {D 0, • • • , Dn_ i}  be the input data. The data block D is divided into M

disjoint subsets D l =  {D j, • • • , D in̂ M_1}, i =  0, • • • , M  -  1 where

M - l

D =  5 3  D*. (2.47)
t=0

Sub-blocks are m ultiplied by pure rotations bi,i =  0, • • • ,M  — 1 as shown in 

Fig. 2.6. PTS optimizes the values of rotation phases to minimize the PAPR 

of the following expression
M - l

d =  5 3  bid1 (2.48)
i=0

where d and d l are the IFFT of the sub-block vectors D  and D l respectively. 

Optimization of the rotation variables bi has exponential complexity as the 

order of constellation or the value of M  increases. Therefore, sub-optimal opti­

mizations are investigated in the literature. An adaptive sub-optimal approach
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Figure 2.6: Block diagram of an OFDM transmitter using partial transmit 
sequence (PTS)

was introduced in [33] to optimize the phase factors in PTS w ith tolerable com­

plexity. The idea is to stop the optim ization when a solution w ith PAPR less 

than a certain level is found. Therefore, the optim ization does not need to ex­

haustively search all the search space. A sub-optimal approach was proposed 

based on dual layered phase optim ization [29,30] where the phase factors were 

categorized into two levels and separate optimization was performed on each 

level.

PTS also promises to reduce the large amplitude of MC-CDMA systems 

and low-complexity designs have been proposed [98].

Interleaved OFDM

One approach to generate m ultiple OFDM signals w ith the same informa­

tion is to use interleavers [32,34-37]. Fig. (2.7) shows the block diagram 

of an interleaved OFDM system. The input data is reordered according to
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Figure 2.7: Block diagram of the interleaved OFDM transm itter

different permutations and the one w ith lowest PAPR is selected for trans­

mission. Interleaving may be performed on either bits or on symbols. Let 

D  =  {D q,--- ,D n_x} represent the data symbols. The permuted sequences 

are obtained according to

Dtti =  {Ar<(0), • • • , A r^ n -i)} , I =  0 , • • • ,M  -  1 (2.49)

where 7rf (i =  1, • • • , M)  are M  d istinct permutations of {0,1, • • • , n - 1}. I f  the 

resulting M  interleaved outputs are uncorrelated, the theoretical CCDF of 

the PAPR of the interleaved OFDM signal can be derived [36-38] using (2.26) 

as

Pr (PAPR > p) =  (1 -  (1 -  exp { -p ) )an)M (2.50)

Comparison between the distribution of PAPR obtained from theory ( i. e. Eqn. 

(2.50)) and from simulation results for interleaved OFDM, as well as a new 

adaptive interleaving technique can be found in  [38].
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2.6.3 Block Coding

Block coding for PAPR reduction was in itia lly  proposed in [42] based on table 

look-up coding. The most comprehensive peak-reduction block-coding ap­

proach known to date is based on Golay sequences. The PAPR of a Golay 

sequence is at most 2 [8,57]. Following Golay’s seminal paper [24], a large 

number of researchers have investigated properties, recursive constructions, 

and existence results for Golay sequences. Davis and Jedwab [15] and Pa­

terson [54] made important breakthroughs leading to explicit constructions of 

Golay sequences and showed that these sequences are cosets of the classical 

first-order Reed-Muller (RM) codes. For this reason, we use the terms Golay 

sequences and RM codes interchangeably. Golay-sequence codes for quadra­

ture amplitude modulation are considered in [4,11,62].

Golay Sequences

Let us consider the OFDM signal in (2.4) where data symbols Dn use PSK 

modulation according to (2.6). Eqn. (2.4) can be rewritten as

^  n —1

x{t) =  —r= t ai exPO'27r(/o +  i A /) t)  0 < t <  T  (2.51)
i= 0

for di  (E Z q. The PAPR of x(t) is obtained using (2.13) where Pav =  1 for PSK 

modulation. The instantaneous power of the data vector a =  (do, cq, • • • , a „_ i) 

is obtained using Pa(t) =  \x(t)\2 which is computed as

-  71-1  71-1

=  n ^  £a il-0 i2  exp(j2n(ii -  i 2)A /t)  0 < t < T  (2.52)
»X=0 i*2= 0
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Letting u =  i 2 — i i  (2.52) gives 

1 n_1
Pa(t) =  1 +  -  £ai i - au+u exp(—j2nuA ft) .  0 < t < T  (2.53)

fj,
ii= 0

The aperiodic autocorrelation of a is defined as

Ca(l l ) =  ^ f ‘ - “H«, (2.54)
k

Hence, (2.53) can be w ritten in terms of the aperiodic autocorrelation as

Pa{t) =  H —  ^ C a(u) exp(— j2 m iA ft) .  0 <  t < T  (2.55)
n u#0

Two sequences a and b are called a Golay complementary pair if  the following 

condition holds:

Ca (u) +  Cb (u) =  0 W  ̂  0 . (2.56)

Let the set of all Golay sequences of length n be denoted by GS(n). Rewriting

(2.55) for b and adding the result to (2.55) gives

P&(t) +  Pa(t) =  2 +  — ^ 2  [Ca(tt) +  C'a(u)] exp(-j27 ruA /t) 0 < t  < T
n  u / 0

(2.57)

According to (2.56) if  a and b are a Golay pair then (2.57) is simplified to

P*{t) +  Pb(t) =  2 (2.58)

and since both instantaneous power terms are positive, one can conclude that

Pa(i) <  2. (2.59)
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Therefore, the PAPR of Golay sequences is lim ited to 2 (3 dB).

Davis and Jedwab [15] appear to give the first explicit construction for 

GS(2m) (m a positive integer). A notable result of their work is that for 

c e GS(n), n =  2m, they proved that there exists dk G Z2h,k =  0,1, • • • ,m  

such that

m  m - l

Cj =  ^  ]  d k d k  "F do +  2 ' y  ]  ^7r(fc)fir(fc+l)i Z =  0, 1, • • • ,71 — 1, (2.60)
k=1 k= l  v >

cosot term

where [ii,  «2> * * • , *m] is the binary expansion of the integer i  such that i  —
m
£) z'r2r_1 and 7r is a permutation of {1 ,2 ,••• ,m }. Eqn. (2.60) generates

r = l

2h(m+1'>rn\/2 Golay sequences over Z2h. This defines a 2^-ary (2m,m + 1) block 

code that can be viewed as a second order co-set of a Reed-Muller code [15]. 

By ignoring the coset terms in (2.60), c can be represented in the conventional 

block code format as

c =  d • G +  b (2.61)

where G(m+i)X2m is the generator matrix, d =  (d0, d i, • • • , dm)) b represents 

the coset term, and arithmetic is mod q.

There are m !/2 possible coset terms in (2.60) and they can be used to 

transm it an additional log2(m !/2) bits which w ill slightly increase the decoder 

complexity to retrieve the coset terms. In the next chapter, the problem of 

ML decoding of Golay sequences and related codes is discussed in detail.

2.7 Conclusion

This chapter focused on the review of the developments pertaining to OFDM. 

OFDM has now been standardized for local area networks (LAN). We reviewed
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the recent standards and discussed the fundamentals of OFDM. Mathematical 

representations of OFDM signals as well as nonlinear communication channels 

were also discussed. We also presented statistical and analytical approxima­

tions for the distribution of PAPR of OFDM signals and lastly, we provided 

an overview of existing PAPR reduction techniques.
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Chapter 3 

Efficient Decoding of Golay 

Sequences

The use of Golay sequences is a promising solution to the problem of PAPR 

in OFDM systems. In this chapter, we focus on the optimum decoding of the 

Golay codes w ith reasonable complexity. F irst, we review the existing decoding 

techniques in the literature. Then, we introduce our proposed algorithm and 

evaluate its performance and complexity. The choice of in itia l parameters is 

discussed afterwards and an even lower complexity algorithm is proposed using 

improved lower bounds. Finally, we present simulation results to compare 

the complexity and BER performance of our proposed decoders to existing 

techniques.

3.1 Background

Efficient and optimal (i.e., soft-decision M L) decoding of Golay sequences and 

RM codes is an important problem for OFDM systems. ML decoding requires 

computing the Euclidean distance or (equivalently) the correlation between the 

received vector and all valid codewords. These correlations can be efficiently
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computed using the fast Hadamard transform (FHT); an FHT decoder for 

first-order RM codes is developed in [25]. While the FHT decoder efficiently 

computes the correlations, its complexity remains high. Another decoding ap­

proach is to reorder the received symbols according to a re liability measure; 

see [22] for a review of such techniques. Ordered statistics decoding (OSD) 

is an example of this approach that has been extended to Golay sequences 

in OFDM [48]. OSD is a low complexity decoding technique for codes w ith 

moderate or high rates. However, for codes w ith low rates, such as Golay se­

quence codes, this technique requires extensive computation. Finally, classical 

hard-decision RM decoding algorithms include m ajority logic and threshold 

decoding schemes. These decoders are simple and fast, but suboptimal. A 

class of sub-optimal soft decision decoding algorithms for RM codes using ma­

jo rity  logic decoding has also been developed [55].

In this chapter, we propose a low-complexity decoding technique for Golay- 

sequence block codes1. ML decoding of an (n, k) linear binary code is an NP- 

hard problem w ith computational complexity (9 (2min(fc’n- fc)) [86]. In complexity- 

theoretic terms, this means that no decoding algorithm is likely to be discov­

ered that solves every instance of the decoding problem w ith a running time 

that grows only polynomially w ith the problem size. NP-hardness implies that 

a decoding algorithm may require exponentially growing time. But it  is well- 

known that soft-decision ML decoding achieves a gain of 3 dB or more over 

sub-optimal hard-decision algorithms and this has resulted in strong research 

efforts to find near-MLD algorithms which have reasonable complexity (see [88] 

and references therein).

I t  is now known that an exponentially-hard problem can be solved in poly­

nomial time for certain regions in the parameter space. As one realization of 

1Note that the famous (23,12) Golay code is an entirely different code.
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this situation, sphere decoding (SD) for lattice codes has caused much excite­

ment in the research community because SD has polynomial (cubic) complexity 

in the high SNR region [2,14,16,28]. Using the key idea of sphere decoding, we 

develop an efficient M L decoder for Golay sequences used for peak-reduction in 

OFDM. The algorithm requires substantially fewer computational operations 

than existing ML algorithms and is even more efficient than the suboptimal 

algorithms mentioned above. This means that we can achieve M L performance 

without resorting to suboptimal strategies, at least in the high SNR region.

We also provide further improvements to the algorithm and consider both 

phase-shift keying and quadrature amplitude modulation. Measures of com­

plexity are also developed. Simulation results are carried out for both AWGN 

and fading channels as well as for amplifier non-linearities. Finally, the appli­

cation of the proposed decoder for efficient design of an OFDM-based differ­

entially coherent receiver is investigated.

3.2 Existing Decoding Techniques

For comparison w ith the new decoding technique we propose in the next 

section, we now present a brief description of M L, OSD and m ajority logic 

decoding techniques for Golay sequences. Let the transmitted codeword be 

c =  (c0,c i,---  ,Cn) as defined in (2.61), and let the corresponding received 

signal be r  =  (r0, r 1( • • • , rn).

1. M axim um  L ike lihood  D ecoding : Conditional probabilities Pr (r rec-

eived|c sent) are computed for all valid codewords c. The M L estimate is

the codeword that results in maximum probability, i.e., Pr (r received|cMt

sent) =  m axP (r receivedlc sent)(see Eqn.(4.11)). 
ceC

2. O rdered S ta tis tics  D ecoding : OSD [22] requires calculation and
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ranking of reliability metrics. For binary codes, the re liability metric is 

the amplitude of the received symbol. For non-binary cases, the reliabil­

ity  measure is computed as follows. Let f  =  ( f0, r i, -  • • , r n) denote the 

hard-decision decoded symbol vector corresponding to r. The reliability 

of the ith  symbol is defined as [48]

a P r[n ]n ]

1 ( }

The OSD algorithm is then summarized as follows [48].

(a) In it ia l processing(Order-O) : Rank the received samples in de­

creasing order of re liab ility to yield r  =  (r0, r\, • • • , rn), w ith the 

additional condition that the first m  +  1 columns of the genera­

tor m atrix permuted in the same order as r  are independent. The 

permuted generator m atrix G' can therefore be expressed in a sys­

tematic form.

(b) O rde r-i re-processing: For each phase 1,1 <  I <  i, generate all 

possible combinations of the I most reliable symbols, generate the 

corresponding codewords based on G', and find the correlation w ith 

r.

(c) F in a l decision: Choose the codeword w ith the maximum correla­

tion among all generated candidates.

3. M a jo r ity  Logic Decoding : The Sylvester-Hadamard m atrix H 2m =  

[Hij] of order 2m is defined as

where ( ii,* 2, • • ■ , im) and { j i , j 2, • • • , j m) are the binary representations
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of i  and j , respectively. The fast Hadamard transform (FHT) of a vector 

y  =  (2/0, • • • 1 2/2">-i) is defined as y  =  yH 2™. M ajority logic decoding for 

RM2h (1, m) codewords requires h FH T’s and h encoding operations as 

outlined below [15].

(a) Set k =  0 and r 0 =  r.

(b) Define the sequence (y)i =  2fc-1-m in  ((r fc)i mod 2fc+1,2 fe+1 -  (rk)i

mod 2fc+1) for i  =  0 , 1 , • • • , 2m — 1 where (x )f represents the i-th  

b it in the binary representation of x-

(c) Let y be the FHT of y. Also let j  6 Z2m be the value for which (y)- is 

an element of y w ith  the largest magnitude. Let w be 0 or 1 accord­

ing to whether (y). is positive or negative, and let (w i,w2, • • • , wm)
m

be the binary representation of j .  Set /& =  (£ ) WiXi+w) mod 2h~h.
z=0

(d) I f  k =  h—1 then output the codeword (2h~1 fh~i+2k~2 jh - 2 -\------l-/o)

mod 2h. Else set rk+i =  (rk — 2kfk) mod 2h, increment k, and go 

to step b).

3.3 Reduced Complexity ML Decoding

We now develop an efficient M L decoder for Golay sequences. The sphere 

decoding (SD) algorithm that has been developed for decoding lattice codes 

is based on a bounded distance search among the lattice points which fall 

inside a sphere of a predefined radius [16]. However, Golay sequences are not 

decodable w ith this algorithm because these sequences cannot be represented 

w ith a simple lattice description.2 We adapt the key idea of sphere decoding to 

lim it the search space only to the points in a m ulti dimensional sphere centered

2A lattice code is a set {x • G|x e Dk} where G is a matrix and D  is an integer set. The 
code (2.61) is not a lattice code because of the use of modulo-g addition.
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around the received signal.

SD can alternatively be viewed as a tree decoder, which is also useful 

for understanding our new algorithm. For instance, an (n, k) block code can 

be represented by a tree of (k +  1) levels where all nodes in the Z-th level 

(1 <  I <  k) correspond to lattice points of dimension I. Starting w ith  I =  1, 

the lattice points of dimension I are tested to see if  they are inside a sphere of 

radius p. The lattice points (or nodes) outside the sphere are pruned (i.e., no 

descendent nodes are generated) and removed from further processing. The 

minimum distance node among the nodes remaining in the k-th  level w ill be 

the ML-estimate. I f  no codeword is found, p can be increased and the search 

can be repeated until a solution is found3. We adapt this approach to our 

problem at hand.

Given the transmitted OFDM signal (2.5), and assuming the channel re­

sponse is shorter than the cyclic prefix, the received samples after DFT de­

modulation can be expressed as

U ^ p i ^ + W i ,  i  =  0, - • • ,n  — 1, (3.3)

where pi are the fading coefficients corresponding to each sub-channel and 

where Wi ~  CM (0, a2) is a complex AWGN term w ith zero mean and variance 

a2. The vector p =  (po.P ir • ■ >Pn-i) is the channel state information (CSI) 

which can be obtained, for example, by use of pilot symbols. Note that for 

AWGN channels, pi =  1 and for a slow fading channel, pi =  H  {2m/n) where 

H(u)  is the Fourier transform of the channel impulse response.

3Note that in some implementations of SD, if no codeword is found for the initial choice 
of p a decoding failure is declared. This will result in a suboptimal algorithm whose perfor­
mance approaches that of ML only in the high SNR region. Since we recommend increasing 
fi until a solution is found, our algorithm is ML for all SNR values. Simulation results 
reported later in this thesis confirm this result. For low SNR values the complexity of our 
algorithm increases rapidly.
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The M L solution cm l  is found by computing the distance metric for all 

possible codewords:

A brute force calculation of (4.11) for a (n,k) block code is exponential in

exhaustive computation of (4.11) for all codewords is referred to as (brute- 

force) MLD.

3.3.1 Proposed Decoding Algorithm (Algorithm 1)

Note that there are qm+1 codewords. W ith SD, instead of exhaustively comput­

ing A (a) for each codeword, we propose iteratively locating codewords which 

satisfy A (a) <  j i2 for some real positive /z. This general idea of our algorithm 

can be summarized as follows:

1. In itia lize /z

2 . Generate the feasible set FS= (a|a £ GS(n) and A(a) < /z2}

3. I f  FS is non-empty, pick the member a of FS w ith the smallest metric 

A(a). This w ill be the M L solution cm l - I f  FS is empty, increase /z and 

go to step 2 .

Step 2 must be realized as efficiently as possible. Since we are decoding 

(2m,m +  1) block codes, we represent A(a) as a sum of m +  1 partial met­

rics as follows. From (2.61), A (a) can be w ritten as A (b • G), and since G is 

deterministic, A (a) can be replaced by A (b). The metric can then be written

a e G S (n )
t= 0

(3.4)

k because the metric has to be computed qk times. Throughout the thesis,
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in terms of the sub-metrics A*( b) iteratively as

Ai(6or-- ,6^2) +  ^  K  -  P k th’Sk\2 , * =  2, 3, • • - , m + l
fceSi

(3.5)

w ith  the in itia l condition A i(60) =  |ro — £6oj2, where G =  [g i, g2, ■ • • ,g 2m], 

gfc =  [9k,i,9k,2, • • • , 9k,m+i]T, 9k,r S and where S* is the set of the indices of 

columns in G which contain non-zero elements in the i-th  row and no non-zero 

elements in the I-th  row for all i  > I. That is

s i =  {% *,« 7L 0, gk,i =  0, for all / > i, k =  1, • ■ • , 2m} (3.6)

Note that A(b) > A j(60) • • • , 6j- i)  for all i  =  I , - -  - ,m +  1, therefore the 

decoding procedure is translated into computation of the sub-metrics that 

satisfy the following inequality

A j (60> ■ ■ ■ t 1) < M • (3-7)

Note also that (60, • • • , 6;_ i) can be interpreted as a node in the i-th  level 

(1 <  i  <  m) in  the tree. There are qx such nodes in total. Those for which 

(3.7) is not satisfied can be pruned immediately while retaining the optim ality 

of the search.

This decoding algorithm is described in detail in the following pseudo-code 

entitled Algorithm  1. The algorithm constructs a tree w ith q branches from 

each node representing the q constellation points. To decode a received vector, 

all nodes which violate (3.7) are pruned.

We provide a simple example to compare exhaustive ML decoding w ith 

decoding using Algorithm 1 . Fig.3.1a and 3.1b show the trees for ML and 

Algorithm  1 for an (8 ,4) binary PSK-OFDM code. Codewords are generated
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according to (2.60); there are 16 codewords in total. Exhaustive M L computes 

the distance metric (4.11) for all nodes in level 4 (numbered 16 to 31). This is 

equivalent to traversing the entire tree in Fig.3.1a. For clarity, the sub-metric 

of each node is not shown.

Let fj, =  2.64 be the in itia l sphere radius for our new algorithm. This is 

selected according to (3.10) as discussed in the next subsection. When nodes 4 

and 5 are generated, they already violate (3.7) and hence are pruned. That is, 

the distance between the received vector and any codeword w ith bo — 0 is not 

computed. Similarly, nodes (6 ) and (14) are pruned, elim inating codewords 

w ith bi =  0 and b2 =  0 from further consideration. Algorithm  1 results in only 

two nodes in  level 4, and clearly node (31) provides the minimum distance 

solution. Note that exhaustive ML requires processing 31 nodes, whereas 

Algorithm  1 processes only 11 nodes. For high SNRs and for longer codes, 

complexity savings such as these can be extremely large.
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Level 0

Level 1

Level 2

Level 3

31 ) Level 4

(a)

Level 0

Level 1

*1 = 9-

Level 2

is )A3 — 1.35 Level 3

A , =  24.27 (30) (3 i) A 4 = 5.15 Level 4

(b)

Figure 3.1: (a) Illustration of MLD for the RM(8 , 4) BPSK code and SNRb =  7 
dB. (b) Illustration of A lgorithm  1 for the RM(8 ,4) BPSK code and SNRb =  7 
dB.
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A lg o rith m  1: G o l a y  D e c o d e r ^ ,  G, / x)

then <

1) Initialize r, fi, A i (b0) =  |r0 -  12

2) i fA i (&o)</J2 

Save the value of b0 

i =  2

3) Si =  {k\gkii ±  0,5*,/ =  0, for all I >  i, k =  1, • • • , 2m} 

w h ile  i <  m

fo r each choice of b\

do <
do <

i f  E  \r k ~  P*Cb'gfc |2 +  Ai_i(&0, ■ • • , fti-2) < \?
keSi

then  <
Save the value of 6j 

i =  i +  1

else |  Delete the current sequence b

4) Among the set of resulting b, choose the one w ith lowest Euclidean distance to r. I f  

no result for b is found, increase n and go to step 1)

3.3.2 Initial Choice of The Radius of Sphere ( f i )

We choose n so that w ith high probability, at least one codeword is inside 

A(a) < / i2. The distance metric corresponding to the true transmitted code­

word is
2m—1

Me) =  £ (3.8)
i=0
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where Wi ~  CAf(0,cr2). The distribution of A is consequently chi-square w ith 

2m+1 degrees of freedom and its cumulative distribution function (CDF) is [58]

x

W )  =  J  (3.9)
0

We choose fj, to be a percentile of its CDF. This gives

V =  (3.10)

and we set a  =  0.99 in our simulations. I f  a solution does not exist w ithin this 

sphere, we double n and repeat the algorithm until a solution is found.

3.3.3 Using Improved Lower Bounds in Algorithm 1

Although Algorithm 1 offers a significant reduction in complexity compared 

to exhaustive MLD, complexity can be further reduced. The key idea is to 

strengthen (3.7) by improving the sub-metrics A j(60, ••• ,& i_ i ) .  In order to 

improve A^feo, ■ • • , 6;_ i), we consider A (b) as

A(b) =  Aj(&0, • • • A - i)  +  |r * — P/t£b'Sfc|2- (3.11)

where J, are the sets of indices of subcarriers whose modulation symbols are 

determined by 6j, • • • , bm. The sum in (3.11) can be bounded as
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E k -  « « b !* r  =  £  ( w J + w 2 - 2R*  (r * ■ r f r b “ ))
keJc  k € J c

-  E (w2+ip*!2 ~ 2  ir*Pfci c°s (Zrfc “ zPfĉb'gfc))
keJc

>  E (ird - î d2- (3-12)
fceJc

Assuming that the channel coefficients p* are known, the sub-metrics Aj(&o> • • • , &j-i) 

can be increased by the upper bound in (3.12). Let us define the improved 

sub-metric A' as

A'(bo, • • • , &,_!) =  Ai(60, • • • , bi-i) +  E ( h \  ~  \Pk\f. (3.13)
keJc

Incorporating A' from (3.13) in Algorithm 1 results in an improved algorithm 

which we refer to as Algorithm  2. Note that in the low SNR regime, both 

algorithms have the same performance (Fig. 3.8). I t  is interesting to note that 

(kfcl -  |Pfc|) is a measure of the additive noise level in a sample.

3.4 Numerical results

3.4.1 Performance of The Proposed Decoding Algorithms 

in AWGN and Fading Channels

We consider the performance of our algorithms in terms of decoded b it error 

rate (BER) and decoder complexity. Fig. 3.2 and Fig. 3.3 compare the BER 

performance of MLD, OSD, m ajority logic decoding (MALD) and Algorithm 

1 for the RM(16,5) code w ith 8-PSK modulation and the RM(32,6) code w ith 

QPSK modulation in an AWGN channel. MLD is implemented by exhaustive
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  RM(16,5),8-PSK:ML
-B~ RM(16,5),8-PSK:AIgorithm 1 
-  -  RM(16,5),8-PSK:OSD 
■ -  ■ RM(16,5),8-PSK:Majority Logic

u j  10'

.-6

Figure 3.2: BER comparison for MLD, Algorithm 1, OSD and m ajority logic 
decoding for RM(16,5) in an AWGN channel using 8-PSK modulation. Note 
that the MLD and Algorithm  1 curves coincide exactly.

search (4.11). The BER curves of Algorithm  1 and MLD coincide as expected. 

Algorithm 1 outperforms both OSD and MALD w ith approximately 3 dB SNR 

improvement for RM(16,5) and 4 dB for RM(32,6).

We also considered the BER performance of the new decoder for a fading 

channel and perfect channel estimation. In this simulation we used the typical 

channel profiles of indoor office areas w ith moderate delay spread (rrms =  35ns) 

[49]. Fig. 3.4 and 3.5 demonstrate that Algorithm 1 performs better than both 

OSD and m ajority logic decoding under these conditions. Our algorithm yields 

approximately 7 dB improvement for the RM(16,5) code and at least 5 dB 

improvement for the RM(32,6) code.

The computational complexity of our algorithms depend on the number
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  RM(32,6),QPSK:ML
- e -  RM(32,6),QPSK:Algorithm 1 
-  -  RM(32,6),QPSK:OSD 
• -  • RM(32.6),QPSK:Majority Logic

Figure 3.3: BER comparison for MLD, Algorithm 1, OSD and m ajority logic 
decoding for RM(32,6) in an AWGN channel using QPSK modulation. Note 
that the MLD and Algorithm  1 curves coincide exactly.
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Figure 3.4: BER comparison for MLD, Algorithm  1, OSD and m ajority logic 
decoding for RM(16,5) in a fading channel using 8-PSK modulation. Note 
that the MLD and Algorithm  1 curves coincide exactly.
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Figure 3.5: BER comparison for MLD, Algorithm 1, OSD and m ajority logic 
decoding for RM(32,6) in a fading channel using QPSK modulation. Note that 
the MLD and Algorithm  1 curves coincide exactly.
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- 0 -  32-PSK, RM(32,6) 
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I  10^ •'o > o.
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Figure 3.6: Number of codewords in the constructed spheres for first order 
Reed-Muller codes w ith 8-PSK and 32-PSK modulation.

of nodes which are visited. Fig. 3.6 depicts the tota l number of codewords 

found in the constructed sphere versus the signal to noise ratio (SNR) when 

the (8,4), (16,5) and (32,6) first order Reed-Muller codes are used. As shown 

in this figure, the complexity of Algorithm  1 decreases w ith increasing SNR 

such that on average, less than 10 codewords in the sphere are examined when 

SNR  > 6.8 dB and the 8-PSK constellation is used. Also, SNR >  13 dB 

ensures that the algorithm considers nearly 10 codewords in most cases when 

32-PSK is used w ith RM(8,4). By comparison, ML requires more than 220 

computations, since the complexity of MLD grows exponentially w ith  code 

length regardless of the SNR whereas in our technique the complexity reduces 

w ith increasing SNR.
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Figure 3.7: Comparison of the number of required complex multiplications in 
MLD, Algorithm  1 and OSD.

As another measure of computational complexity, in  Fig. 3.7 we consider 

the number of complex multiplications required for MLD, OSD and Algorithm 

1. For MLD, the number of complex m ultiplications is independent of SNR. In 

the low SNR regime, the complexity of A lgorithm  1 approaches that of MLD 

but at higher SNR, our algorithm offers the same BER performance with 

significantly lower complexity. For instance, at an SNR of 10 dB, MLD of 

the RM(16,5) code requires 105 multiplications whereas Algorithm 1 requires 

about 3 x 103 multiplications. For the RM(32,6) code, MLD and Algorithm 1 

require 5 x 105 and 8 x 102 multiplications, respectively. Moreover, the results 

show that in both cases, the complexity of our algorithm is less than that of 

OSD when SNR> 12 dB.
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Figure 3.8: Comparison of the number of required complex m ultiplications in 
Algorithm  1 and Algorithm  2.

To quantify the complexity reduction available w ith Algorithm  2, we con­

sider the average number of complex multiplications necessary to decode a 

received vector r. Our averages were taken over 10,000 decoded codewords for 

each value of SNR. Fig. 3.8 compares the number of multiplications for Algo­

rithm  1 and Algorithm  2. A t high SNR, Algorithm 2 requires approximately 

one-third the multiplications. For instance, for the RM(16,5) code, 600 com­

plex multiplications are required to decode the received signal w ith Algorithm 

1 whereas, on average, only 180 multiplications are required for Algorithm  2.
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3.5 Conclusion

In this chapter, an overview of the existing decoding techniques for Golay- 

based codes was provided. I t  was shown that in all these existing decoding 

techniques, complexity reduction is at the cost of decoding performance. We 

proposed a novel optimum decoding algorithm for Reed-Muller codes based 

on the idea of sphere decoding. We showed that although the complexity of 

our algorithm approaches that of ML decoding in the low SNR regions, in the 

high SNR region, it  achieves significant complexity savings. Following that, a 

statistical approach to the choice of in itia l parameters of the proposed decoder 

was developed and then, using the improved lower bounds, an algorithm w ith 

even lower complexity was proposed. Finally, simulation results were provided 

to evaluate the BER performance and complexity saving capability of the 

proposed decoders.
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Chapter 4 

Extension of The Proposed 

Algorithm and Complexity 

Analysis

In the previous chapter, we introduced a novel optimum decoder for Golay- 

based sequences. This chapter extends the application of that decoding al­

gorithm to QAM, as well as to differential MDPSK transceivers. We present 

simulation results to compare our decoding algorithm w ith existing decoders 

in terms of BER performance as well as complexity. Lastly, we develop an 

analytical approximation for the complexity of the decoder proposed in the 

previous chapter.

4.1 Decoding Low PAPR QAM Sequences Based 

on Golay Sequences

The low PAPR sequences introduced in (2.60) are used w ith PSK, a con­

stant modulus signalling constellation. In practice, OFDM is commonly used
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w ith M -ary quadrature amplitude modulation (QAM). Golay sequences can 

be extended to construct QAM sequences w ith bounded PAPR. Let us de­

fine cK =  (Cq, • • • , c^Lj), K  =  0, • • • , N  -  1 to be N  Golay sequences in Z 4 

(i.e. c f  e Z4). Also let us assume cK — bK • G, according to (2.61) where 

bK =  (bg, • • • , 6(Lj). A 4W-QAM OFDM signal can be formed according to [4]

N —1 n - 1  n :
v ^ / ^ x / V 2 n ,CK _____ . *3

s<p,C',- ,c " - '( t)  =  2 ^ 2L> (2,)(_^_) iCi exP ( 27r-?(fo +  K f * ) t  +
K- 0 i=0

(4.1)

g/" 2N—l} 2
I t  can be shown that the PAPR of (4.1) is lim ited to 2̂ n- i ' For 

practical case of N  =  2, the PAPR of the 16-QAM signal is bounded by 

3.6. Again if  MLD is implemented via exhaustive search, decoding complexity 

becomes exponential in the worst case. However, a sim ilar approach to that 

we propose for PSK modulation can be followed for reduced complexity ML 

decoding of QAM Golay sequences. The M L solution for QAM codewords is

n —1

r°  •CM L > 1' j Ci/r — arg min
6 (aO ,-.,a^-l)eG S^-H n ) ^ =0

£'/-Uni '

N - 1  

K = 0
 v ----------------------

A(a0,-” ,aJV_1)

(4.2)

The metric (4.2) can be written in terms of the sub-metrics A* (a0, ■ ■ ■ ,aN 

as

k€Si K = 0

(4.3)

where Si is defined in Section 3.3.1. Eqn. (4.3) motivates the construction of a 

tree sim ilar to that previously constructed for PSK codewords, and Algorithm 

1 introduced in Section 3.3.1 can be modified w ith respect to (4.3) to efficiently 

decode the QAM codewords.
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4.2 Performance of 16-QAM OFDM In Non­

linear Channels

OFDM signals w ith QAM modulation typically have a PAPR greater than 

10 [45] and hence force the high-power amplifier (HPA) to work in satura­

tion. This results in signal compression, out-of-band radiation and perfor­

mance degradation. The QAM OFDM signals described by (4.1) result in 

less distortion in nonlinear channels than uncoded QAM-OFDM because of 

their low PAPR. Fig. 4.1 compares the BER performance of a coded 16-QAM 

OFDM signal w ith that of uncoded OFDM. The RM(8,4) code is used to 

encode the data, and a Solid-State Power Am plifier (SSPA) is employed to 

simulate the HPA nonlinearity. The transfer function of the SSPA is given 

by (2.36). A practical amplifier is well approximated by choosing p =  3 [79]. 

We set A such that OFDM signals w ith PAPR of less than 4 (6 dB) pass 

through the linear region of the HPA. Fig. 4.1 shows that the nonlinearity of 

the amplifier severely degrades the performance of uncoded OFDM whereas it  

has no impact on that of coded OFDM due to its lim ited PAPR1. The BER 

performance of Algorithm  1 for QAM-OFDM signals is identical to that of 

ML, as expected.

4.3 Application of The Proposed Decoder in 

Differential M-ary DPSK-OFDM

In some applications, coherent detection cannot be used due to the complexity 

of the receiver. For instance, coherent detection requires that the frequency 

of the local oscillator in the receiver should be precisely equal to that of the 

:As indicated in Section 4.1, the PAPR of a 16-QAM coded OFDM is 3.6
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—  Coded 16-QAM, ML, Linear HPA
- e -  Coded 16-QAM, Algorithm 1, Linear HPA 
— Coded 16-QAM, Algorithm 1, Nonlinear HPA
—  Uncoded 16-QAM, ML, Nonlinear HPA

Figure 4.1: BER performance of RM(8,4) coded and uncoded QAM-OFDM 
w ith nonlinear amplifiers.
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carrier frequency. However, extremely accurate oscillators are expensive. A l­

ternatively, one can use differential modulation in the transm itter [58]. In 

differential modulator, the difference between adjacent data symbols is coded 

and transmitted across the channel. In the receiver, differential detection is 

used to detect the data [58].

Recently, a differential transceiver w ith low PAPR for frequency fading 

channels has been proposed in [49] and a suboptimal decoder has been pro­

posed based on the extension of ordered statistics decoding (OSD) [22]. I t  was 

discussed in the previous sections that in codes w ith low rates such as Golay- 

based codes, OSD requires extensive computation while the BER performance 

might be far from ML. In this chapter, we apply our proposed decoding tech­

nique to the differential OFDM receiver and we compare the performance of 

the new transceiver w ith the results of [49].

In order to be consistent w ith the notation of [49], we rewrite (2.60) as

in m -1

Xi ^  Uk̂ k "h Wo H" 2 y  ] 7̂r(fc)*7r(/:+l)> i  =  0, 1, • • • , Tl 1, (4-4:)
fc=l Jt=l

'----------- V----------- '
cosct term

where [ij, i2 , • • • , i m\ and it are defined as in (2.60) and where Uk E Z2h, k =  

0,1, • • • , m are the source symbols. The resulting codeword x  =  [xo, • • • , x „ - i]  

can be represented in the conventional block code format using (2.61) as

x  =  u -G  +  b. (4.5)
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4.3.1 Differential Detection

Let xo be the in itia l codeword in  the differential decoder proposed in [49] such 

that xo =  uo • G +  b. For I >  1, the Z-th symbol can be w ritten as

X; =  (u; +  ut- i ) • G +  b

=  x*_! +  u i-G  (4.6)

and therefore,

d, =  u i-G  (4.7)

where d; =  x* — xj_i is the difference between the two successively transmitted 

codewords. Let X i>m be the complex-valued data symbol of the m -th subcarrier 

of the Z-th OFDM symbol. The received signal can be expressed as

Ri,m =  Hi<m • X i<m +  Nitm (4.8)

where HiiTn is the channel state information and where Niitn is a complex

AWGN term. Given the differential transceiver described in [49], the output

of the differential detector is

=  R l,m  ' ZZ|,m (4-9)

Assuming the channel is stationary over at least two successive symbols, we 

obtain

"  |-Z7/,m| X ii7n • X[ m +  Noise Terms 

=  |tf iiTO|2 A,m +  Noise Terms (4-10)
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Figure 4.2: BER comparison for ML, Proposed Algorithm  and OSD for 
RM(16,5) in a fading channel w ith 8-DPSK

where A,m  =

W ithout loss of generality, we drop the frame index I for the rest of analysis. 

The M L solution dm l  is found by computing the following distance metric for 

all possible codewords:

aML =  aTgd m m ) g | !/i —1* |2 . (4.11)

N V------- '
A(d)

A brute force calculation of (4.11) for a (n, k) block code is exponential in k 

as the metric has to be computed qk times. In the proposed decoder, instead 

of exhaustively computing A(d), valid codewords satisfying the constraint 

A (d) <  fx2 are iteratively found for some real positive f i as discussed in the
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Figure 4.3: BER comparison for ML, Proposed Algorithm  and OSD for 
RM(16,5) in a fading channel w ith  QDPSK

previous chapter.

4.3.2 Performance Evaluation of the New M DPSK Re­

ceiver

Fig. 4.2 and Fig. 4.3 compare the BER performance of an MDPSK receiver 

employing ML, OSD and the proposed algorithm for RM(16,5) when 8-PSK 

and QPSK modulations are used in the frequency selective fading channel 

(channel A) described in [49]. The BER of the proposed algorithm coincides 

w ith that of ML. For a BER of 10-4, the proposed algorithm outperforms 

OSD by 7 dB when QPSK is used and by 6 dB when 8-PSK is used. Fig. 

4.4 compares the decoding time for ML, OSD and the proposed algorithm.
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Figure 4.4: Decoding time comparison for ML, Proposed Algorithm  and OSD 
for RM(16,5).
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The time is normalized w ith respect to ML. The proposed algorithm requires 

less decoding time than ML. Moreover, in the high SNR region, the decoding 

time for the proposed algorithm is substantially less than that of both M L and 

OSD.

4.4 Complexity Analysis of The Proposed De­

coding Technique

In  Section 3.3.1, a low-complexity optimum decoder was proposed to decode 

the Golay-based codes. In this section, we analyze the complexity of the 

proposed algorithm. The worst case complexity (i.e. in the low SNR region) 

of our algorithm is exponential w ith codeword length. Similar to the analysis of 

SD, precise analysis of the complexity of this algorithm is difficult. A detailed 

analysis of the average complexity of SD can be found in [28]. As a complexity 

measure, we propose the average number of nodes visited by the algorithm. 

Note that the number of operations depends on the level of a node. This 

implies that more precise analysis would consider the average number of nodes 

at each level [28].

Consider the received signal r, w ith channel gain pi =  1 and noise Wi ~  

C M (0, a2). MLD involves computation of the following metric for all valid 

codewords:

a  (a) =  J 2  \n -  n 2 =  E  iPi ( t *  -  £Qi) + Wii2 (4-12)
1=0 i=0
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Let us define the random variables X & as

X a = {
1 if  A(a) <  p? 

0 otherwise.
(4.13)

and let T  denote the number of codewords inside the sphere where T  — 

£  X a. Then
el̂ GS{ti)

E (T ) =  Y  £ (x»)= E  Pr [A (a )< /<2].
bl£ G S (ti) a€G5(n)

The metric A (a) in (4.12) is a noncentral Chi-square sum. Prom [58, (2.1-124)] 

we have

Pr [A (a) <  p,2] =  1 -  Q„
n —1

i= 0

(4.14)

where the generalized Marcum Qn function is defined in [58, (2.1-122)]. There­

fore, for Golay-coded OFDM over an AWGN channel, the expected number of 

nodes processed by the proposed algorithm is

E ( T ) =  Y  ( | \
a €G S (n ) \  \

n —1

i=0
(4.15)

More generally let E[pr\ =  0 and E[prp*g] =  R,.s be the correlation be­

tween pr and p3. These correlations can be measured or calculated using a 

given channel model. The metric A(a) is now a sum of correlated Chi-square 

variables. The characteristic function of A(a) is given by [46]

4>k M  = det [ I  — j R w ] ' (4.16)
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where R  =  [J l^] and

Rrs — <
X r s \ ^ - ^ \ 2 +  a 2 r  =  s

^ ( ^ - ^ r) ( r c* - r bs) r ^ s .
(4.17)

Using the Gil-Pelaez lemma [23], we have

i r°° p-jvn2 
Pr [A (a) <  fj?] =  -  -  /  - — r-—  - — dw (4.18)

L J 2 y_0Od e t [ / - j R w ] i 2 7ra; v ;

Therefore, for the more general case where Pi (i =  0, • • • , n — 1) are zero- 

mean complex random variables (Rayleigh fading), the average complexity of 

the proposed algorithm is given by

E l  f°°  e- j “n2
,  ~  ■ . .n — <kj. (4.19)

aeG5(n) / - o o  d e t  [ / -  j R u ]  J 2 tTW

These expressions can be evaluated for a given code and channel state.

4.5 Conclusion

In this chapter, we extended the application of our low-complexity decoding 

algorithms to QAM and to differential MDPSK transceivers. We used com­

puter simulation to compare the BER performance as well as the complexity 

of our decoding algorithm w ith existing decoders. Finally, we analyzed the 

complexity of our proposed algorithm and developed an analytical approxima­

tion.
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Chapter 5

Design of Low Complexity 

Optimizer for the Partial 

Transmit Sequence Technique

In Chapter 2, we described the problem of high peak-to-average-power ratio 

(PAPR) in orthogonal frequency division multiplexing (OFDM) signals and we 

classified the existing PAPR reduction techniques. Partial transmit sequence 

(PTS) is a promising technique for PAPR reduction in OFDM systems. O pti­

mal PTS weight factor computing via exhaustive search requires exponential 

complexity in the number of sub-blocks; consequently, many suboptimal strate­

gies have been developed to date. In this chapter, for the first time, we give an 

algorithm for computing the optimal PTS weights. I t  has substantially lower 

complexity compared to exhaustive search.

5.1 Overview of PTS

OFDM is emerging as a key technology for 4th generation (4G) cellular net­

works. I t  is increasingly held that OFDM gives an improved downlink per-
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formance for 4G [59]. However, a drawback is the potentially high PAPR of 

OFDM signals. Many PAPR reduction techniques have been developed such as 

block coding based on Golay sequences (w ith dual capabilities of error correc­

tion and peak reduction) [15]. Another such technique that is distortion-free 

and of low redundancy is partial transmit sequences (PTS) [67,75].

Fig. 2.6 shows the block diagram of a PTS transmitter. Let D =  [D i, • • • , Dn]T 

be a block of n symbols being transmitted where each symbol is modulated to 

one of the carrier frequencies {/,-,i  =  1, ■ ■ ■ ,n}. In OFDM, the n subcarriers 

are chosen to be orthogonal (/,• =  i A f )  where A f  =  1/nT  and T  is the signal 

period. The complex envelope of the transmit signal is

1 n
d{t) =  7 = 2 Di ^ ht 0 < t < n T  (5.1)

^  1=1

where j  =  y/—l.  The PAPR of the OFDM signal d(t) is defined as

p a p r  =  !55£M W I!. (5 .2)
E  [|d(t)|2] 1 >

Note that E  [|d (t)|2] =  1 for unitary signal constellations. To better approx­

imate the PAPR (5.2), (5.1) can be oversampled for generating Ln  samples 

where L  > 1 is the oversampling factor. When L  =  1, Nyquist-rate sampling is 

obtained. These samples can be computed by using appropriate zero-padding 

and using an inverse fast Fourier transform (IFFT).

In the PTS approach, D is divided into M  disjoint sub-blocks D m (1 < 

m < M ) of length U where n =  M U  for some integers M  and U. Now suppose 

that for m  =  1, • • • , M , [Rmti, • • • , /?m,£,„]T is the zero-padded IFFT  of Dm. 

PTS combines the phase-rotated version of these in  order to minimize the
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PAPR. The signal samples at the PTS output can be written as

R l.l #1,2 • #1,M bi

d ' =
#2,1 #2,2

•
b2

1 3 RluM bM

(5.3)

R

where d ' =  [d[ , • • • , d'Ln] is the block of optimized signal samples. Let R*, 

represent the fc-th row of the m atrix R. Then each element of d' can be 

expressed as

4 = #Jfc, 1 #/fc,2 R k, M

h

b2

b>M

=  R*. • b. (5.4)

The optimization problem is to find optimum phases 5, according to

{K , • • • , b*M} =  argmin £iax,
M

'y 1 bmRk ,71
771=1

(5.5)

where bi G P =  {e « , k =  0, ■ • • , q — 1}. The last phase factor can be fixed 

(bM =  1) w ithout loss of generality. Therefore, qM~l distinct possible vectors 

b should be tested to solve (5.5). Accordingly, the computational complexity 

increases exponentially w ith the number of sub-blocks. In the next section, 

we propose a new optimization algorithm that solves (5.5) w ith substantially 

lower complexity.

Our new algorithm is motivated by the shortest vector problem (SVP) 

in a lattice. An A'/'-dimensional lattice is the set of vectors (lattice points)
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{ Ab | bi G Z }, where b =  (61, . . . ,  &m)' and the columns of m atrix A G RNxM 

are called the basis for the lattice. The SVP requires finding the shortest non­

zero vector in the lattice. The length can be measured in any lp (p >  1) norm. 

The lp norm of a vector d  =  (d i, d2, • • •, dn) is defined to be | | d | | p =  (£) |df |p)p 

and | |d ||o o  =  max, |d , |  . Fincke and Phost [2 1 ] develop an efficient algorithm 

for SVP in l2 (i.e., Euclidean distance) by enumerating all the lattice points 

inside a sphere centered at the origin. Accordingly, sphere decoding has wide 

application in communication problems (see [47] for a detailed survey). The 

signal vectors (5.3) can be readily interpreted as lattice points generated by 

R. However, note that (5.5) is equivalent to the SVP in /<*, norm. As such, 

the original Fincke Phost sphere decoder (FPSD) cannot be directly apply to 

our problem at hand. Nevertheless, the basic premise of FPSD, which is to 

generate lattice points d  for which | | d | | 2 <  p, can be adapted; consequently, 

only lattice points for which |Jd ||oo  < ^  are generated, but this is equivalent 

to |dfc| <  fj, Vk.

5.1.1 Existing Optimizers

Optimal PTS weight factor computing via exhaustive search requires exponen­

tia l complexity in  the number of subblocks; consequently, many suboptimal 

strategies have been developed to date. The suboptimal strategies include the 

following. The iterative flipping algorithm (FA) [12] has complexity linearly 

proportional to the number of subblocks and each phase factor is individually 

optimized regardless of the optimal value of other phases. A neighborhood 

search is proposed in [26] using gradient descent search. Reference [30] uses 

dual layered phase sequencing to reduce the complexity at the price of PAPR 

performance degradation. In [75] a suboptimal strategy is developed by mod­

ifying the problem into an equivalent problem of minimization of the sum of
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phase-rotated vectors. An in itia l set of phase vectors are computed by reduc­

ing the peak amplitude of each sample and the best phase vector of the set is 

chosen as the final solution. Finally, [10] gives an orthogonal projection-based 

approach for computing PTS phase factors.

5.2 New FPSD-based PTS Optimizer

Let d ' =  [<*£,•••, d'Ln] be defined as in (5.3) and let R*. represent the k-th  row 

of the m atrix R. According to (5.4) each element of d ' can be expressed by 

d!k =  Rfc • b. In order to find the PAPR of the OFDM signal, the amplitude of 

d!k is computed according to

— d'kH • d'k 

=  b " - R f - R * - b

= b *  • [R f • Rk +  a2l] b -  a2b "  • b
■! ■ ■■ »y« S

A*
= b H ■ Ak ■ b -  a2M. (5.6)

where a  is an arbitrary nonzero real number and (-)H denotes conjugate trans­

pose. To complete the optimization, we first prove the following theorem.

Theorem  : Let R * be defined as in (5.4) and let I  be the unity m atrix. 

Then the m atrix A k =  R k ■ R * +  a2l  is a positive definite matrix.
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P roof: Let s =  [sj, • • • , sm] be a nonzero vector in RM. We have

sH ■ A k -s

si  • • • Sm

R i , i  +  Q? • • • R i ,m r -|

S i
#2,1

• :

•
Sm

R m , 1 R m ,M  +  0?

m  M
o?s? +  Rf<k f )  s?Ri,k ■ ■ ■ a2sg  +  R ^ <k f )  s f

<=i

M  M M

=  a2 Y M 2 +  Y Y s? RUkSjRj,k
i=1 j =1 i=1
M  M

= a2£ W |2 + £lk*flM.I|2>0
i = l  t = l

i= l

Si

sm

(5.7)

Eqn. (5.7) shows that sH • A k ■ s >  0 for all s £ RM. Accordingly, the 

M  x M  m atrix A k, since it  is positive-definite due to the addition of a2I, can 

be Cholesky factorized as

A fc =  Q f • Q* (5.8)

where Qa, is an upper-triangular m atrix. Substituting A k from (5.8) into (5.6) 

gives

|tffc|a =  b " . Q fc" . Q * . b - a 2M  

=  IIQfc • b ||2 — a2M (5.9)

where the signal sample is now a function of the phase vector b. Now suppose 

that we want to lim it the PAPR (5.2) to fj?E [|d(£)|2] for some positive number 

fi. So the candidate phase vectors can be generated from (5.9) subject to the
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following constraint:

Q i,i ' ' '  Q\,m 

0 Qk2,2

0 0 Qm ,m

bi

bi

bM

< n2 +  a2M (5.10)

for 1 < k < Ln. Sphere decoding only searches among those candidates that 

lie inside the sphere of radius [ i2 +  a2M  and therefore, reduces the complexity. 

We rewrite (5.10) as

M

V = 1

M

£ 0 » < n2 +  ol2M  , 1 <  k <  Ln. (5.11)

In order to satisfy (5.11), the following set of inequalities should be satisfied 

for 1 < k <  Ln:

I
M M

£ E O *
v = M —1 u —v

M M

£ £ 0 *
v = M —2 U—V

M M

£
U=1

£ 0 »
u = v

2 < n2 +  a2M, 
2

< i i2 +  a2M ,

2

< fj? +  ol2M ,

< n2 +  ol2M

(5.12a)

(5.12b)

(5.12c)

(5.12d)

Note that (5.12a) contains only and (5.12b) contains 6m - i and 6m  only 

and so on. We fix  6m  =  1 without loss of generality. However, (5.12a) gives a 

constraint on parameter /z. We use (5.12b) and 6m  =  1 to generate candidates 

for &M-i- These candidates and (5.12c) are used to generate candidates for
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6m -2- This process is repeated until the candidates for the whole phase vector 

b are generated. The resulting number of candidates is substantially smaller 

than qM~l . Therefore, the search space is reduced, instead of exhaustively 

searching all the qM_1 phase vectors. This significantly reduces complexity.

5.2.1 Simulation Results

Computer simulation is used to compare the performance of our algorithm  w ith 

tha t of exhaustive search and the suboptimal FA [12]. We simulate OFDM 

signals w ith 512 8-PSK subcarriers. The number of subblocks in PTS is 8 

(M  =  8 ). The PTS phase factors are chosen from P  =  {+ 1 ,-1 } . The 

parameter a  is arb itrarily chosen to be \ [M  for the simulation.

—  Original
—  Exhaustive search 
-O - Proposed optimizer
—  Flipping Algorithm

<  10

7.5 8.5 10.5

Figure 5.1: CCDF of the PAPR for exhaustive search, proposed optim izer and 
flipping algorithm
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Fig. 5.1 compares the complementary cumulative density functions (CCDF’s). 

Our proposed algorithm gives an additional 1 dB reduction compared to the 

FA. Note also tha t both the proposed algorithm and exhaustive search perform 

identically, verifying that the proposed algorithm is optimal.

Fig. 5.2 shows the optimization time versus the square of the constructed 

sphere radius (/x2). The time is normalized w ith respect to the exhaustive 

search time. The results show that the complexity of the proposed optimizer 

decreases w ith the decrease in (j, and in the worst-case, it  is similar to the com­

plexity of the exhaustive search. Also, when fj, is small enough, the complexity 

is as low as the sub-optimal flipping algorithm. However, the PAPR reduction 

capability of the proposed algorithm is sim ilar to that of the exhaustive search 

and independent of the choice of /z.

— Exhaustive Search 
- 9 -  Proposed Optimizer 
- 0 -  Flipping Algorithm

0.9

0.8

0.7

g 0.6

0.4

0.3

0.2

0.1

4.5 3.5

H2
2.55.5

Figure 5.2: Comparison of the optim izing time required in exhaustive search, 
proposed optimizer and flipping algorithm
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5.3 Conclusion

In  this chapter, we proposed a novel algorithm for computing the PTS phase 

factors. Our algorithm lim its the search space to only those phase vectors that 

guarantee that the PAPR is bounded. We extended the Fincke and Phost SD 

for this purpose. Computer simulation results showed that our algorithm per­

forms w ith optimal PAPR reduction and w ith substantially lower complexity 

compared to exhaustive search.
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Chapter 6 

PAPR Reduction using 

Standard Array of Linear Block 

Codes

In Chapter 2, we mentioned that a novel PAPR reduction technique has been 

proposed [97] based on the standard array of linear block codes (STA). The 

performance of STA is comparable to that of selected mapping (SLM) in the 

absence of channel distortion. However, our simulations show that STA is 

highly sensitive to channel distortion and may perform substantially worse 

when symbol errors occur during transmission. In  this chapter, we propose 

the use of a channel encoder in STA. We evaluate the performance of STA 

w ith convolutional codes and turbo-codes and show that the channel coding 

mitigates the sensitivity of STA to channel distortion and preserves PAPR 

reduction.
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IFFT

IFFT
>1 Channel

IFFT

Figure 6.1: Block diagram of the STA transm itter

6.1 STA-Based OFDM Transmitter and Re­

ceiver Architecture

In an STA-based transmitter, the PAPR is reduced by generating several sig­

nals for the same information vector w ith different PAPR characteristics. The 

transm itter chooses the signal w ith lowest PAPR for transmission. Note that 

STA may be viewed as variation of SLM [60]. In STA a simple linear block 

code such as a Hamming code (Cout) scrambles the transmitted signal. The 

resulting signal is then added to coset leaders which have different syndromes 

to generate m ultiple OFDM signal alternatives.

Let u be the number of signals generated for PAPR reduction. The trans­

m itted data is encoded w ith the outer encoder (Cout) and added to the coset 

leader vectors (b*,, k =  1, • • • , u) in each branch. As shown in Fig. 6.1, channel 

coding (Cin) is performed in each branch on the m ultiple signals. Each alter­

native is then modulated (i.e. PSK or QAM) and its IFFT transformation is 

computed to form an OFDM signal. Finally, the OFDM signal w ith lowest 

PAPR value is selected and transmitted across the channel.

80

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.2 Performance Evaluation of STA-Based OFDM 

Transceivers in Ideal Communications Chan­

nel

Let C be an (n , k) block code w ith parity-check-matrix where k is the

length of the source words and n is the length of the codewords. A coset of 

C is defined as {c  +  b|c G C, b ^  C}. The vector b is called the coset leader.

Note that there are z =  2n~k cosets. For each coset we have [13]

S(n—fc)x 1 =  H(n—k)-n  ' (c +  b)

— H(n_fc).n • C +  H(n_fc)xn ' b 

=  H(n_fc).B -b  (6.1)

where S(„_fc)Xi is the syndrome. Accordingly, there are z =  2n~k different 

syndromes.

In STA, m ultiple signals are generated by adding different coset leaders to 

the encoded data. In order to recover the coset leaders in the receiver, the 

u coset vectors b* (k =  1, • • • , u) should correspond to different syndromes. 

Therefore, the STA technique does not require explicit side information to be 

transmitted.

Let S =  {s|s =  H • (c +  b),Vc G C ,b C} be the set of all possible

syndromes. Also, let U C S be a subset of S w ith u distinct members (u <

2n~k). The u different syndromes in U correspond to the u coset vectors (b*) 

that are used in the branches of the STA transmitter. The choice of the u 

scrambling coset leaders has an impact on the quality of PAPR reduction and 

hence, it  is im portant to choose the optimum coset leaders. However, this 

requires choosing u optimum coset leaders among z =  2n~k possible cosets.
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Figure 6.2: Block diagram of the STA receiver

Fig. 6.2 shows the simplified block diagram of the STA receiver. Let us 

first consider the case where the communication channel does not introduce 

any errors. In order to retrieve the message, the received vector is multiplied 

by the parity check m atrix of the outer code Cout according to (6.1), which 

results in a syndrome vector corresponding to a unique coset vector. The 

original codeword is then retrieved in the receiver by subtracting the coset 

leader from the detected data and decoded according to C,„ [97].

Computer simulation is used to evaluate the performance of the PAPR 

reduction technique. Fig. 6.3 compares the PAPR reduction performance of 

STA w ith that of SLM. I t  also shows the impact of the number of branches (u) 

on the PAPR reduction capability of the system. The transceiver is simulated 

for three values of u (u =  4,16,64). Data vectors are coded w ith a Hamming 

code to codewords of length n =  256. W ith u =  4 and u =  16, more than 

2.3 dB and when u =  16, more than 3.6 dB performance improvement is 

respectively achieved when 0.1% PAPR is considered. Also the simulation 

shows that STA has slightly better PAPR reduction capability than original 

SLM [97]. This may be due to the better scrambling capability of linear 

block codes. The difference becomes more significant when the number of
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—  Original Data 
- + -  SLM (U=4) 
-B - STA (U=4) 
- x -  SLM(U=16)

STA (U=16)
—  SLM (U=64) 
- 9 -  STA (U=64)

Figure 6.3: CCDF of PAPR for STA transm itter w ith different number of 
branches

branches increases (i.e. u =  64). However, since using 64 branch requires 64 

FFT modules in the transmitter, and also since the PAPR is not significantly 

reduced compared to when u =  16 branches are implemented, the choice of 

u =  16 branches appears to be a good choice.

We next study the PAPR reduction performance of the STA technique 

w ith a nonlinear high-power amplifier (HPA). The impact of different levels of 

nonlinearity on the power spectral density (PSD) of the OFDM signal is shown 

in Fig. 6.4 where the HPA nonlinearity is modelled as a soft-lim iter allowing 

input back-offs (IBO) of 6 and 8 dB and where STA is implemented w ith 16 

branches. Simulation shows that when OFDM without PAPR reduction is 

passed through the nonlinear HPA, the level of out-of-band radiation (OBR)
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■Linear Amplifier 
Original(IBO=6dB) 
■Original(IBO=8dB) 
STA (IB0=6dB) 
STA (IB0=8dB)

0.5 1.5 3.52.5
Normalized Frequency

Figure 6.4: PSD of the OFDM signals w ith and w ithout STA and w ith linear 
and nonlinear HPA

for an IBO of 6 and 8 is 30 and 20 dB more than that which occurs w ith the 

linear amplifier, respectively. However, when STA is used to reduce the PAPR 

of the signals, only 20 dB more OBR is observed for IBO =  6 dB and when 

IBO =  8 dB is considered, the resulting OBR is negligible. This improvement 

is due to the fact that the STA-based transmitter, on average, reduces the 

PAPR of the transmitted signals and fewer OFDM symbols are distorted by 

the HPA nonlinearity. Note that since the HPA w ith IBO =  8 dB introduces 

no significant distortion, design of HP As w ith more than 8 dB back-off does 

not yield any further significant improvement. Note tha t due to the sim ilarity 

between SLM and STA, sim ilar results are expected for SLM.
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6.3 STA-Based OFDM Transceivers in Non- 

Ideal Channels

In practice, communication channels distort the transmit signal by additive 

noise or by multiplicative fading. Although STA reduces PAPR well, STA 

decoding is susceptible to channel distortion and therefore the use of high 

performance channel encoding in STA transceivers is vital.

Let x  =  c +  b be the transmitted data and let s be its corresponding 

syndrome according to (6.1). Also let en be additive white Gaussian noise 

corresponding to the channel distortion. The received signal y  can be written 

as

y  =  x  +  en. (6.2)

M ultiplying the received vector y  by the parity-check m atrix H ( n - k ) - n  gives the 

syndrome s as

s =  n ’ y

=  ^ { n - k ) - n  ' ( ^  d" e n )

=  ' X  +  H ^ n —k ).n  ' ®n

= Syndrome(c +  b) +  Syndrome(en)

=  s +  scrror (6-3)

Since s 6 S  by definition, it  corresponds to a valid coset vector different from

b and therefore the decoder decodes the source code c to a vector d  /  c. Note

that even one b it error results in erroneous bits in the decoded data and loss 

of information. Therefore, use of an efficient channel encoder C j„ is crucial for 

STA transceivers. Two channel coding techniques are reviewed next and their
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impact on the performance of the transceiver is investigated.

6.4 Impact of Channel Encoding on STA Transceivers

As mentioned in the previous sections, channel encoding in STA transceiver 

systems is required in practice. In the following, two high-performance and 

widely-used codes, namely turbo-codes and convolutional codes, are considered 

as the inner encoder (Cin) for STA and their performance under several non­

ideal conditions is investigated.

6.4.1 STA-Based Transceiver Using Turbo-Codes

Turbo coding is used as the inner code (Cin) for the transceiver structure of Fig.

6.1. The input data of length 124 bits are randomly generated and encoded 

using the modified Hamming code H i28x i24- Random search is used to generate 

the u =  24 coset vectors w ith distinct syndromes. Then, the coset vectors are 

added to the coded data in each branch. The resulting 128-bit vectors are then 

encoded using the turbo-code comprised of recursive systematic convolutional 

codes. The turbo-code uses the generating polynomials G5 and Gy w ith two- 

b it memory as introduced in [7]. A  code rate of 1/3 is in itia lly  obtained, which 

can be increased to 1/2 by puncturing. Random interleaving is used in each 

frame and the resulting data vector is modulated w ith BPSK. The signal being 

transmitted is OFDM-modulated using a 512 b it IFFT. An oversampling rate 

of 4 is used in order to precisely estimate the maximum PAPR of the OFDM 

signal. The transmitter selects a codeword w ith  lowest PAPR among the u 

possible OFDM signals and transmits it  across an AWGN channel.

The BER performance of the transceiver using turbo coding is also evalu­

ated. Fig. 6.5 shows the b it error rate of the system in an AWGN channel. The
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Figure 6.5: B it Error Rate of an STA-Based Transceiver over an AWGN chan­
nel w ith a turbo code as the outer code
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first curve (uncoded STA) shows the performance of the STA w ithout channel 

coding. Due to the structure of the STA transceiver, even a few erroneous 

bits translate into burst errors in the receiver when no channel coding is used. 

In order to highlight this deficiency, the BER performance of the uncoded 

transceiver is compared w ith that of a single carrier BPSK. Fig. 6.5 shows 

that the uncoded transceiver performs more than 2 dB worse than the single 

carrier BPSK. Finally, the result for Turbocoded STA shows that employing 

the turbo code mitigates the problem and significantly reduces the effect of 

channel impairments in addition to yielding improved low PAPR.

6.4.2 STA-Based Transceiver Using Convolutional Codes

In this section, we investigate the performance of the STA transceiver when 

a convolutional code is used as the channel encoder. Convolutional codes are 

considered for the STA system due to the sim plicity of their decoding using 

the V iterbi algorithm and their good BER performance.

Fig. 6.6 shows the simulation results for the complementary cumulative 

distribution function (CCDF) of PAPR for OFDM vectors generated in the 

STA transmitter. The CCDF of OFDM vectors w ith different lengths are com­

pared for both uncoded and convolutional coded BPSK. Note that the CCDF 

of the uncoded vector coincides w ith that of the convolutional coded vector of 

the same length. This shows that the convolutional codes have sim ilar PAPR 

characteristics compared to the uncoded vectors. Therefore, incorporating the 

convolutional codes in the STA transceiver does not reduce the PAPR reduc­

tion performance of the STA.

Fig. 6.7 shows the BER performance of the OFDM system w ith linear 

and nonlinear HPAs. Data is sent in blocks of 512 bits and modulated by 

BPSK. The BER performance is evaluated w ith respect to the different levels
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— -  Uncoded(N=32) 
-© - Coded(N=32)
—  Uncoded(N=64) 
- a -  Coded(N=64)
—  Uncoded(N=128) 

Coded(N=128)

QT

.-2

6.5 7.55.5

Figure 6.6: CCDF of PAPR of OFDM signals using convolutional coding and 
using uncoded BPSK vectors of length 32, 64 and 128
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—  Linear Amplifier 
- e -  Nonlinear Amplifier{IBO=4dB) 

Nonlinear Amplifier(IBO=5dB) 
Nonlinear Amplifier(IBO=6dB) 

-B - Nonlinear Amplifier(IBO=7dB) 
-fr -  Nonlinear Amplifier(IBO=8dB)

Figure 6.7: BER performance of STA transceiver w ithout a nonlinear HPA 
and w ith nonlinear HPAs w ith convolutional code as outer code

of nonlinearity. Note that due to the PAPR reduction of the STA, the BER 

performance of the system w ith an 8 dB input back-off is almost the same as 

that of the system w ith a linear amplifier.

The PSD and the BER performance of other STA-based OFDM transceivers 

are investigated next. In  this instance a soft non-linear HPA is used and fre­

quency non-selective Rayleigh fading model is assumed for the communication 

channel. Data is coded in blocks of length 128 and modulated w ith QPSK. 

Fig. 6.8 depicts the effect of a nonlinear HPA on the power spectra of OFDM 

signals. Note that when PAPR reduction is not employed, about 20 dB and 30 

dB out-of-band radiation is observed for 6 and 8 dB IBO in the HPA, respec­

tively. However, when STA is employed, less than 30 dB out-of-band radiation
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Figure 6.8: PSD of the OFDM signals w ith and w ithout STA and w ith linear 
and nonlinear HPA w ith QPSK and n =  128.

is observed when the IBO of the nonlinear HPA is 6 dB. Moreover, when an 

HPA w ith 8 dB IBO is used, the IBO is almost negligible.

Fig. 6.9 shows the BER performance of the transceiver when perfect chan­

nel estimation is considered. The results show that using the STA, only 3 dB 

SNR reduction is observed at a BER of 10-2 w ith IBO =  6 dB compared to 

when a linear amplifier is employed. Also, nearly 10 dB SNR degradation is 

observed w ith IBO =  8 dB.

6.5 Conclusion

In this chapter, PAPR reduction based on the standard array of a linear block 

codes (STA) was studied and its performance was compared to the perfor-
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Figure 6.9: BER performance of STA transceiver without and w ith nonlinear 
HPA w ith different levels of nonlinearity in Rayleigh fading channel. QPSI< 
modulation is used for data vectors of length n =  128.
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mance of the selected-raapping technique (SLM). Simulation results showed 

that STA is highly sensitive to channel distortion and channel encoding needs 

to be included in the STA transceiver. Finally, the impact of turbo codes 

and convolutional codes on the performance of the STA was investigated and 

computer simulation was used to evaluate the performance of the transceivers.
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Chapter 7

Conclusion

Increasing demand for high data-rate wireless communications has led to the 

investigation of more spectrally efficient solutions. OFDM has thus gained an 

increasing interest due to its tolerance to m ulti-path fading and its bandwidth 

efficiency. However, the high PAPR of the OFDM signals is a drawback for 

portable applications and hence, several techniques including the use of power- 

lim ited sequences such as Golay sequences have been shown to be promising 

solutions. The design of a low-complexity maximum-likelihood decoder for 

Golay sequences is a challenging problem.

In Chapter 1, the problem of PAPR reduction and the motivation of our 

work was introduced. In  Chapter 2, we reviewed sub-optimal and optimal 

PAPR reduction techniques and related works developed in the literature. 

Several PAPR reduction techniques were discussed in this chapter and basic 

concepts of OFDM and mathematical models of the channel were introduced.

In Chapter 3, we developed efficient ML decoders for Golay sequences based 

on the principle of sphere decoding. We adapted the key idea of sphere de­

coding to lim it the search space to a lim ited number of points in a m ulti­

dimensional sphere centered around the received signal. Also, further im-
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provements were introduced to the algorithm by proposing improved lower 

bounds.

In Chapter 4, we extended the application of our proposed algorithms to 

QAM and MDPSK-OFDM transceivers. Measures of complexity were also 

developed in this chapter for our proposed algorithm.

In Chapter 5, we proposed a low-complexity optimizer for the partial- 

transmit-sequence technique. This was done by modifying the optimization 

problem into an equivalent problem which is suitable for the sphere decoding 

algorithm. Mathematical representation of the problem was provided and fol­

lowing that, simulation results were presented to evaluate the performance of 

the proposed optimizer.

Finally, the effect of channel coding on a PAPR reduction technique based 

on the standard array of linear block codes was investigated in Chapter 6. We 

showed that turbo-codes and convolutional codes are promising solutions to 

mitigate the sensitivity of the STA transceivers to channel non-idealities. It 

was also shown that turbo-codes and convolutional codes can enhance the BER 

performance of the STA transceiver without reducing the PAPR reduction 

performance.

The area of wireless communications is a rapidly growing field. New tech­

nologies are emerging to achieve high throughput w ith low complexity. OFDM 

is expected to play a major role in such technologies. For instance, it  is be­

lieved that OFDM gives an improved downlink performance for 4G [59]. This 

motivates future improvements to the results of this thesis. A few suggestions 

for the future work include the following:

1. This thesis introduces a novel decoder and optimizer for OFDM transceivers. 

Efficient hardware implementation of these algorithms has not yet been 

developed. Therefore, investigating efficient VLSI structures to represent
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the algorithms in hardware can be a challenging problem.

2. In  Chapter 5, we proposed a low complexity optimizer for the partial 

transm it sequence system. Several sub-optimal variations of the pro­

posed algorithms can be derived. I t  is expected that sub-optimal ap­

proaches exist that yield even lower complexity w ith negligible perfor­

mance degradation.

3. Incorporating OFDM in the emerging 4G technology encourages the de­

sign of a test-bed that could evaluate the performance of the proposed 

algorithms in 4G compatible transceivers. This could open a wide area 

of interesting research in both wireless communications and hardware 

design.
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