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Abstract

Conventional distribution systems need to undergo several updates to be able

to meet modern energy requirements. While conventional grids have been able

to satisfy the objectives they were designed for, lack of sensors and powerful

communication systems, primitive control and management methods, weak

protection strategies and inability to integrate Distributed Energy Resources

(DERs) are some inadequacies of these grids that need to rethought. Smart

grid is a vision to address the shortcomings of conventional grids. To do this,

the smart grid takes advantage of an advanced measurement and communi-

cation system known as Advanced Metering Infrastructure (AMI) to gather

data across the grid. The goal is to leverage measurement data to enhance the

operation of the system.

The objective of this thesis is to use the data provided by AMI to train

machine learning models that can enhance the operation and management sys-

tems of smart grids. The first work in this thesis tries to improve the solution

to the Volt-Var Optimization (VVO) problem by introducing an alternative

data-driven approach for the current circuit-based VVO methods. Support

Vector Regression (SVR) is used to train the data-driven model. Once the

model is built, it is used as the internal model of Model Predictive Control

(MPC) to optimally satisfy VVO objectives in a closed-loop control system.

Since the model is built using the most recent data measurements, it can

capture all features of the system. Therefore, in contrast to its circuit-based

counterparts, it does not suffer from outdated circuit models.
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Voltage sag readings of smart meters can be used to find the location of

faults. The second work in this thesis tries to respond to a situation in which

a limited number of AMI-enabled meters are available. The question is where

to install those meters so that the observability of the grid is maximized. If

locating faults is concerned, the question is where to install smart meters so

that the location of faults can be predicted with the maximum accuracy. To

find the best locations for installing smart meters, the proposed method in the

second work states the fault locating problem as a classification problem. Then

using an optimization procedure based on Simulated Annealing, the proposed

method finds the optimal placement for smart meters for which the classifica-

tion model can locate faults with the maximum accuracy. The classification

models used in the second work are the Support Vector Machine (SVM) and

Naive Bayes (NB) classifiers.
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Chapter 1

Introduction

Modern energy requirements pose multiple challenges to conventional distri-

bution systems. In its original design, the distribution grid was meant to

distribute electricity between customers, by bridging between them and the

bulk part of the power grid. While the conventional grid can reliably serve

this purpose, its original design is incapable of satisfying modern energy needs.

The conventional grid suffers from the minimal usage of sensors and measur-

ing instruments and a lack of powerful electronic communication, so severely

that there is almost no measuring device with communication capabilities in-

stalled downstream a distribution feeder. The absence of sophisticated control

methods is prominent. Though the major portion of power loss in a power

grid happens across its distribution system, the conventional solution to low-

ering down power loss has been the implementation of primitive rule-based

approaches that can never guaranty the optimal reduction of losses.

In addition, the one-way electricity flow design of conventional grids only

allows for the transfer of electricity from the bulk power system to customers.

The one-way power transfer design prohibits the installation of Distributed

Energy Resources (DERs) inside the distribution network, although the dis-

tribution grid is the main section of the power grid for integrating such energy

resources. Moreover, the protection is poor, and the system restoration has

to be done manually. There is no automatic fault locating method that could

pinpoint the location of fault in a distribution system. Following the occur-

rence of a fault, power utilities rely on customer calls to locate the outage area
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and send their crew to visually investigate that area and find the cause and

location of the fault. Also, the crew has to manually reset protection devices

after the fault is cleared.

1.1 Smart Grid

The smart grid is a concept aimed to address numerous inadequacies of con-

ventional distribution systems. It is an effort to upgrade the distribution grid

in order to meet modern energy needs, integrate DERs, reduce greenhouse gas

emissions, improve power quality indices, and enhance protection and security

strategies. To do this, the smart grid takes advantage of advanced measure-

ment and communication technologies to improve the observability of the grid,

sophisticated control and optimization approaches to enhance power quality

and provide necessities for the integration of DERs, and smart protection and

restoration mechanisms. A smart grid model can be divided into three sub-

systems from a technical point of view [1]:

Smart infrastructure system: This system provides the capability for two-

way flow of electricity and information. Two-way flow of electricity means that

besides the conventional flow of power from the generation side to customers,

DERs can be installed in the smart grid and inject their generated electricity

into the grid. Customers of a smart grid are also able to produce electricity and

put it back into the network. The two-way flow of information implies that

customers’ information can now be collected and sent to operation centres

through communication technologies. Utility providers can also send infor-

mation and commands to end-user metering devices [1]. The infrastructure

that has provided the two-way flow of data in smart grids is called Advanced

Metering Infrastructure (AMI). AMI is a combination of several technologies

including metering devices and communication systems, which was originally

designed to collect energy consumption data of customers. However, it was

soon proved based on several studies the data collected via AMI could reveal

invaluable operational information about the distribution grid. The measure-

ment devices used in this infrastructure are called smart meters. Basic types
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of these devices can measure voltage amplitude and power consumption, while

advanced smart meters have extra capabilities such as recording the load pat-

tern, recording time-based voltage sags, outage count and duration, etc.

Smart management system: This system is responsible for providing so-

phisticated control and management functionalities to the grid. The smart

management system exploits new capabilities of the smart infrastructure, mainly

the data provided by metering and communication technologies to pursue ad-

vanced control objectives such as Volt-Var Optimization (VVO), emission con-

trol, utility maximization, etc.

Smart protection system: The smart protection system leverages the ad-

vanced features of the smart infrastructure to provide smarter solutions to

reliability analysis, fault protection, and cyber security.

1.2 Machine Learning

Machine learning is a branch of computer science in which a set of training

data is used to build a mathematical model for recognizing, predicting, or

making decisions about future data. The process of building a mathematical

model is called training, in which no explicit learning instruction is involved.

Instead, the machine learning algorithm tries to learn from the embedded

characteristics of training data. There are three main paradigms of machine

learning:

Supervised Learning: In this learning method, the training dataset con-

tains both inputs and desired outputs. The machine learning model tries to

learn the functional relationship between training inputs and outputs. This

is typically performed by expressing the input-output relationship as an op-

timization problem and trying to optimize it so that the prediction error be-

tween the predicted outputs and desired outputs are minimized. Classification

and regression are two examples of supervised learning. In classification, each

training sample that belongs to a class, is labelled as a member of that class.

The objective is to train a mathematical model that can predict the class of

each sample. In regression, the goal is to estimate the output of the system
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Figure 1.1: Three main types of machine learning

based on a set of input data. It can be seen as the process of finding the

relationship between a dependent variable (output) and independent variables

(inputs).

Unsupervised Learning: In this type of learning, there is no clear output for

training data. So, the machine learning model has to learn based on similarities

between input data and make actions accordingly. Clustering is an example

of unsupervised learning.

Reinforcement Learning: This method of learning is between supervised

and unsupervised learning, in which no output is provided, yet the machine

learning model tries to learn the input-output relationship of the data [2].

Instead of using labelled outputs, reinforcement learning rewards an agent

based on the decisions the agent makes, in order to improve the ability of

the agent to make the right decision. Fig. 1.1 shows the main three types of

machine learning paradigms.

The output of the training process is a machine learning model. This math-

ematical model is able to make predictions based on new input data. Machine

learning models are different in many aspects, however the main difference is

the application they are designed for, whether it is classification, regression,

clustering, etc. For example neural networks, the Support Vector Machine

(SVM) and the Naive Bayes (NB) network can be used for both classification
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and regression, while K-means can be applied to clustering problems.

1.3 Motivation And Objectives of The Thesis

As mentioned earlier, a smart grid can be divided into the smart infrastruc-

ture, smart management, and smart protection systems. AMI, as a part of the

smart infrastructure, provides crucial operational data about the grid. The

main motivation of this thesis is to apply machine learning methods to mea-

surement data from AMI, to develop data-driven approaches that can enhance

the performance of management and protection systems of smart grids. The

measurement units considered in this research are relatively low-cost smart

meters that can perform power and voltage amplitude measurements and are

commonly used in distribution grids. This thesis does not consider advanced

high-cost meters like Phasor Measurement Units (PMUs) that are maily in-

stalled in transmission systems, not distribution grids.

To do this, the thesis considers two different scenarios for AMI implementa-

tion. The first scenario assumes that all customers across the grid are equipped

with AMI-enabled smart meters. Therefore, there is full observability of the

grid. The smart meters in this scenario are supposed to be performing basic

measurements including power consumption and RMS voltage measurements.

The objective here is to leverage the full observability provided by AMI to raise

the efficiency of the Volt-Var Optimization. The data collected from smart me-

ters is used to develop a data-driven model of the system which can improve the

Volt-Var Optimization of distribution systems. The objective of VVO study,

as a part of the smart management system, is to minimize power loss, and to

keep voltage profiles within acceptable levels. Current VVO approaches are

either rule-based or circuit-based. Rule-based methods follow simple rules to

perform the VVO, although relying on primitive decision-making rules causes

sub-optimal results. Circuit-based methods can provide optimal solutions to

the VVO problem, provided that their circuit models are accurate. But this

is not usually the case, as power utilities do not often keep track of changes

and modifications in their distribution grids. So, their circuit models could be
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outdated.

In this thesis, the Support Vector Regression (SVR) is applied to AMI

measurements to build a nonlinear model of the distribution system. The

regression model is then served as the internal model of Model Predictive

Control (MPC) to optimally control the distribution grid and enforce VVO

objectives. MPC takes advantage of an internal optimizer to generate its

control decisions. It seems a perfect controller for the VVO problem, since the

VVO objectives can be incorporated into the internal optimization procedure

of MPC. Besides, the feedback control feature of MPC allows for compensation

of prediction errors of the SVR model or errors caused by topology changes

in the system. A Graphics Processing Unit (GPU) based PSO optimizer is

employed for solving the internal optimization problem of MPC. This parallel

optimizer ensures the VVO controller is suitable for real-time applications.

The followings are the main features of the proposed data-driven VVO method:

• Building a model using measurement data allows the proposed method to

capture the latest operational conditions of the distribution grid. There-

fore, it can provide a superior response to the VVO problem compared

to circuit-based methods, in case the circuit model is inaccurate.

• It is hard for circuit models to accurately model voltage dependency of

loads. In contrast, the SVR model in our proposed method can easily

capture such dependency from measurement data and model it.

• DERs can be implicitly detected and modelled.

• The nonlinear SVR model can adequately map nonlinear powerflow equa-

tions of the system. Thus, it can provide a more accurate solution to the

VVO problem compared to other data-driven methods that use linear

machine learning methods like K-nearest neighbor.

• The closed-loop feature of MPC allows for compensation of prediction

errors of the SVR model. This means that even if the regression model

is to some extent inaccurate, MPC can still provide close to optimal

solutions to the VVO problem.
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Figure 1.2: The proposed data-driven VVO Approach

• MPC takes advantage of an internal optimization process to generate

its control decisions. VVO objective and operational constraints can be

effectively integrated to this optimization process.

• The GPU-based optimizer ensures real-time operation of MPC.

• In order to reduce computational burden, many circuit based VVO meth-

ods use simplified versions of powerflow equations that can be only used

in radial distribution systems. In contrast, the SVR model in our pro-

posed approach does not make any assumption about the topology of

the grid. Therefore, it can be applied to meshed grids as well.

Fig. 1.2 describes the overall scheme for the proposed data-driven VVO ap-

proach.

The second scenario investigated in this thesis considers a case that the

number of available smart meters is limited, so it is not possible to install

a smart meter for each customer. The objective is to find a solution to the

question that where to install this limited number of smart meters so that
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the visiblity of the system is maximized. The smart meters considered for this

scenario are more advanced than basic meters. They can record voltage sags in

a time-based manner, and have backup power that ensures their uniterrupted

operation during outages. Considering this measurement scenario, this thesis

introduces a method that will enhance the performance of protection systems

of smart grids. More specifically, this thesis proposes a method for the optimal

placement of smart meters across the system so that the location of fault can

be predicted with the maximum accuracy.

There are several methods for locating the outage area or finding the loca-

tion of fault. Some of these methods even use smart meter measurements to

locate fault. Yet, there has not been a study for determining the best locations

for placing smart meters which could result in the maximum fault locating ac-

curacy. The proposed method can locate the best places for installing smart

meters through an optimization procedure performed by Simulated Anneal-

ing. To be more precise, the proposed method performs two optimizations at

once. One is to find the best places for installing smart meters. The other is

to divide the distribution grid into the maximum possible number of zones,

in which the zone that contains a fault can be pinpointed with the absolute

accuracy.

To perform these two optimizations, the fault locating problem is stated

as a classification problem. First, the distribution system is divided into small

segments. A segment is the maximum accuracy the proposed method can offer

as the location of a fault. At each iteration of the optimization procedure for

locating meters a potential set of locations for placing meters is chosen. Then a

classification model (either the SVM or NB classification) is trained, aiming to

classify all segments accurately. If the confusion matrix shows some segments

are misclassified, a merging routine will merge those segments into a new zone.

The merging procedure continues until there is no more misclassified segment

left. Therefore, the maximum number of zones that ensures the absolute fault

locating accuracy is achieved. The contributions of the proposed method in

the second study are:
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• The proposed method determines the best locations for installing smart

meters, so that the maximum capability of a limited number of smart

meters for locating faults can be exploited.

• Zoning in the distribution grid is determined in such a way that the

accuracy of locating faults is maximized.

Fig. 1.3 represents the overall scheme of the proposed method. As the figure

shows, the output of the optimization procedure is the best locations for in-

stalling smart meters, as well as fault locating and type classification models

and zoning maps for each type of fault. After the smart meters are installed

at designated locations, their voltage readings can be fed to the fault locator

module to locating the zone of the fault.

Figure 1.3: The proposed optimal smart meter placement: Optimal placement
module finds the best locations for installing smart meters. Fault locator
module locate the zone of fault using smart meter readings.
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1.4 Outline of The Thesis

The rest of this thesis is organized as follows:

Chapter 2 Provides background knowledge about distribution systems and

machine learning. It describes several components of distribution grids which

are involved in the power quality management and protection of the grid. It

then describes deficiencies of conventional grids and how smart grids aim to

tackle those deficiencies. Different parts of a smart infrastructure are explained

as well. The chapter then focuses on machine learning models. Details about

the SVM for both classification and regression tasks are provided, and training

and hyperparameter optimization procedures are explained. The final section

of this chapter describes the NB classification model.

Chapter 3 describes the proposed SVM-based MPC approach for the VVO

problem. After literature review, the overall scheme of the method is ex-

plained, followed by implementation details of the proposed method at the

next section. The simulation results of applying the method to IEEE123 test

system shown and finally, a summary is provided about the strengths of the

method and observations about it.

Chapter 4 is dedicated to the novel method for optimal placement of smart

meters. A comprehensive literature review is presented at the first section,

followed by explaining the overall scheme of the method. The next section

explains details of the proposed method and provides an illustrative example

that shows how the optimization and merging procedures are done. The simu-

lation results of applying the proposed method to IEEE34 test system and its

extended version are provided, while a summary about the proposed method

concludes this chapter.

Chapter 5: This chapter is dedicated to concluding the thesis and providing

some suggestions about future work on the subject of using machine learning

in smart grids.
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Chapter 2

Background Material

This chapter of the thesis provides background information about distribu-

tion systems and machine learning methods. The first section of the chapter

describes a conventional distribution system and its components, while the

second section talks about smart grids, why these grids are considered smart,

and the components of a smart grid infrastructure. Section 2.3 describes the

Support Vector Classification as well as Support Vector Regression. Finally,

section 2.4 illustrates the Naive Bayes classifier.

2.1 Conventional Distribution Grids

The power system consists of three subsystems: the generation system, the

transmission system, and the distribution system. Each of these subsystems

has a distinguished function. The generation system is responsible for gener-

ating electric power. The transmission grid connects the generation system to

load centres and allows for transmitting power through its high-voltage lines.

Finally, the distribution system links customers to the rest of the power grid.

Fig. 2.1 shows the one-line diagram of a conventional distribution grid.

The transformer in the distribution substation steps down transmission-level

high voltage (35 to 230 kv) to the medium voltage of primary distribution

circuits (600 volts to 35 kv) [3]. Primary distribution circuits consist of feeder

lines, distributor conductors and lateral cables. Feeders are distribution lines

that carry large amounts of currents. A distribution transformer can feed

several feeders. The flow of current in a distribution system is from the feeder
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Figure 2.1: One-lin diagram of a classical distribution system and its compo-
nents

to distributor conductors, then to lateral cables. Lateral cables are connected

to low-voltage distribution transformers that reduce the primary distribution

voltage to the low voltage level of secondary distribution circuits (usually 240

volts in North America). The secondary distribution grid connects customers

to the rest of the distribution system.

2.1.1 Components of Distribution Grids

In addition to conductors and transformers, some other devices are installed

in a distribution system to improve its performance and ensure its safe op-

eration. While capacitor Banks and OLTCs can improve the performance of

a distribution system, devices like protective relays and circuit breakers pro-
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tect it against faults. The functionality of these devices is described in the

following:

Capacitor: Capacitors can improve the performance of a distribution

system in the following ways [3]:

• Reducing power loss: they can inject a portion of the reactive power

consumed by motors and other loads and hence, reduce the line current.

A decrease in the line current significantly lowers the power loss on that

line (Ploss = I2Rline).

• Increasing loading capacity: capacitors reduce the current in the grid.

This means the freed loading capacity of the distribution system can be

utilized to serve more customers.

• Improving voltage profile: injecting reactive power to a system can cor-

rect power factor of that system. A corrected power factor, in turn, will

improve the voltage profile of that power grid.

Capacitor banks are made of a parallel combination of several capacitor

units. Different ratings for capacitor units from 50 kVAR to 500 kVAR are

available [3]. Capacitor banks can be installed either in the substation or

on the primary distribution grid. The capacitor banks installed on primary

grids can reduce power loss and voltage drop more efficiently, although the

procedure for the optimal control of these capacitors is more complicated.

Capacitor banks can be controlled locally or remotely, while each capacitor

unit in the bank can be switched separately. It is very important to switch the

right amount of capacitance on, in order to minimize power loss and voltage

drop. Improper control of capacitor banks can have adverse effects. Injecting

kVAR more than the need of loads results in a leading power factor. This

will increase line currents and power loss, and reduce the loading capacity of

the system. Also, injecting too much reactive current to the system increases

voltage profiles to dangerous levels. Proper control and switching of capacitor

banks is an objective of the VVO study.
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OLTC: In addition to capacitors, On-Load Tap Changers (OLTCs) can

be used to improve the voltage profile. An OLTC is a transformer with two

windings in which the ratio of the secondary winding is adjustable. The al-

teration of the secondary ratio is done using a mechanical arm changing the

physical connection point to the secondary. OLTCs are often designed so that

the secondary tap can change up to 32 steps, changing the secondary voltage

±10% of the primary voltage level. As the name suggests, the tap-changing

procedure is performed so that the load current is never interrupted. OLTCs

can be controlled remotely or by local controlling devices. The proper control

of OLTCs is an objective of the VVO study.

Overcurrent relay: Besides the aforementioned devices that enhance the

performance of the distribution system, another set of apparatus are employed

to protect the grid against faults and malfunctions. Such devices include

protective relays, circuit breakers, sectionalizers and reclosers. Several types

of relays are connected throughout the power system to detect undesirable

conditions and isolate defective apparatus. The distribution system is subject

to faults that cause high short-circuit currents. High load demand levels can

also result in overload currents. Therefore, the most commonly used protective

relay in distribution grids is the overcurrent relay.

Overcurrent relays for the distribution grid are installed in distribution

substations and send tripping commands to circuit breakers to de-energize the

downstream distribution circuit in case a fault happens. A typical overcurrent

relay considers a time delay before initiating a trip command, hoping the fault

gets cleared out or other downstream overcurrent relays closer to the location

of the fault act first. The duration of this delay has an inverse relationship

with the amplitude of the short-circuit current. The bigger the fault current,

the sooner the overcurrent relay trips the circuit.

Circuit breaker: A circuit breaker is a switching device in the substation

that can be used to de-energize a distribution feeder in case a short-circuit in

its downstream happens. Circuit breaker are controlled by protective relays

such as the overcurrent relay and unlike fuses, can be reset to restore power

to the feeder after the fault is cleared out.
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Recloser: An automatic circuit recloser is a switchgear installed on over-

head distribution lines to shut off the distribution circuit if momentary faults

such as lightning and windblown tree branches occur. The recloser closes the

circuit an instant later to check if the fault is cleared or not. If the fault was

temporary, the closer keeps the circuit close to restore power. If the fault is

not removed, the recloser shuts off the circuit again. This open/close cycle is

tried a few times and if the fault persists, the recloser remains off until the

fault is cleared out by the power utility.

Sectionalizer: The sectionalizer is another protecting device used in dis-

tribution systems. It is a switching device that automatically de-energizes

faulty sections of a distribution system. The sectionalizer is used in conjunc-

tion with other switching devices such as circuit breakers and reclosers, aiming

to confine permanent faults to a smaller section of the distribution grid.

2.1.2 Configuration of Distribution Grids

Distribution grids can have different length and configurations. The config-

uration can be radial or meshed (networked). Most distribution systems are

radial. A radial distribution system is a grid in which there is only one path

for the flow of current from the feeder to a load. In contrast, there could be

multiple paths that connect two points of the circuit in a meshed grid. Radial

systems are more popular as they are cheaper to implement and fault pro-

tection of them can be performed easier than networked grids. On the other

hand, meshed grids are more reliable as there are multiple paths to transfer

electric power to downstream circuits. The shape and length of distribution

systems can extremely vary from one grid to another and depend on several

factors including the geographical topology of the area covered by the circuit,

natural obstacles, street layouts and the location of big loads [3].

2.2 Smart Grids: what is changing?

as mentioned in the previous chapter, the conventional distribution systems

suffers from the lack of sophsticated control and management system, inade-
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quate measurement and communication devices, as well poor fault protection

strategies. The main reason why the power grid could not keep pace with the

modernization other industries experienced might be due to the fact that the

power grid had got so massively expanded that it was impractical to upgrade

it from the technical and economical points of view.

However, this trend has changed, and the distribution network has been

undergoing significant modernization during the last two decades. Advances in

electronic communication, the emergence of electric vehicles, the appearance

of machine learning and computational intelligence, the push for reducing

greenhouse gas emissions, and the need for a more efficient and reliable power

grid have all contributed to the advent of intelligent or smart grids. The

smart grid integrates power, communications, and information technologies

for an improved power grid infrastructure that serves loads while preparing

the infrastructure for an ongoing evolution of end-use applications [4].

A comparison between conventional and smart grids is provided in Table

2.1 [5]. Smart grids take advantage of advanced communication systems,

sensors, measuring units, feedback control and intelligent systems, aiming to

improve the performance of the grid. The benefits smart grids can contribute

are [6]:

• Improving power reliability and quality

• Optimizing facility utilization and avoiding construction of peak load

power plants

• Enhancing capacity and efficiency of existing electric power networks

• Improving resilience to disruption

• Enabling predictive maintenance and self-healing responses to system

disturbances and faults

• Facilitating expanded deployment of renewable energy sources

• Integrating DERs to the grid
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Feature Conventional grid Smart grid
Metering mechanical digital

Communication one-way two-way
Generation centralized distributed
Restoration manual self-healing
Monitoring manual check remote check

Control limited pervasive

Table 2.1: Comparison between conventional and smart grids

• Automating maintenance and operation

• Reducing greenhouse gas emissions by enabling electric vehicles and new

power sources

• Reducing oil consumption by reducing the need for inefficient generation

during peak usage periods

2.2.1 Key Components of A Smart Infrastructure

There are several components that make a grid infrastructure smart. Each

of these components adds a smart functionality such as smart metering, com-

munication, storage and generation to the grid. The components of a smart

infrastructure are described in the following:

Smart Meter: A smart meter is a modernized version of the traditional me-

chanical meter. A smart meter can perform several types of real-time measure-

ments and is able to communicate with the meter data management system to

deliver measured data. The communication is bidirectional, which means the

smart meter can receive commands from that centre as well. Beside energy

measurements, some smart meters are able to perform measurements that are

valuable for power system operation, performance, and reliability studies. For

example, the residential smart meter I-120+c from General Electric can per-

form voltage measurements (min, max, average), time-based voltage sag/swell

measurements, outage count and duration recording, as well as load profile

recording [7].

17



A variety of technologies are currently used for smart meter communica-

tion. Cellular phone networks (2G/3G/4G), landline, radio frequency, satellite

communications, Wi-Fi, and powerline communication are possible technolo-

gies utilized for smart meter communication [8]. Powerline communication

uses the physical electric distribution system to send/receive data.

AMI: AMI is one of the most important features of a smart grid that pro-

vides a configured structure for collecting and transferring data throughout

the grid. This infrastructure is achieved by integrating smart metering tech-

nology, communication network, meter data management systems, and means

to integrate the collected data into software packages and interfaces [9]. The

data management system is a system located at the utility provider end, which

is responsible for restoring and analyzing data received from smart meters, as

well as taking real-time actions for changes and emergencies happen in the grid

[9]. AMI collects and transfers data in periodic intervals about 15 minutes [9].

DER: Installing DERs close to load tapping points has been a growing trend

in recent years. DERs reinforce the operation of the distribution grid by

meeting a portion of load demands in that grid, lowering down power loss,

and improving voltage profile. In addition, because of the nature of such

sources which are usually micro-scale renewables like wind and solar, DERs

can help reducing greenhouse gas emissions. They allow for two-way flow of

power in the grid, which is in contrast to the way conventional distribution

systems are designed and operate. Hence, the methods used for controlling

and operating distribution systems must be updated to consider DERs and

handle the two-way flow of power.

Energy Storage System: Customers’ load profiles change dramatically dur-

ing the day. Also, renewable energy resources have a variable nature. An

energy storage system can be seen as a tool for moderating variable power

generation and consumption. Although energy storage systems are not widely

available yet, they are believed to be a key asset in the evolving smart grids

[10].
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Figure 2.2: A linear Support Vector Machine classifying the data of two classes

2.3 Support Vector Machine

The Support Vector Machine is a supervised machine learning model, devel-

oped by Vapnic and co-workers [11] at AT&T Bell laboratories. The SVM is

widely used in classification and regression. Fig. 2.2 shows how a linear SVM

classifier sets the boundary between the sample data of two linearly separable

classes. The SVM works based on maximal margin classifier strategy [12].

This strategy implies that among all possible hyperplanes that can linearly

separate two classes, the classifier seeks the hyperplane that maximizes the

bound between those two classes. For example, in Fig. 2.2, the SVM classifier

finds a hyperplane (the solid blue line) so that the distance between the hy-

perplane and the nearest data samples of class A and class B are maximized.

The two parallel dashed lines on two sides of the maximal margin hyperplane

represent the shortest distance between the members of each class to the max-

imal margin (optimal) hyperplane. These two parallel lines are called support

vectors.

2.3.1 SVM formulation

Suppose data samples in Fig. 2.2 are represented by (xi, yi), i = 1, ..., l. We

can label the members of class A as +1 (yi = +1) and the members of class B
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as −1 (yi = −1). The optimal hyperplane can be stated as [13]:

〈ω, x〉+ b = 0 (2.1)

where 〈., .〉 denotes dot product, ω is a weight vector, and b is the bias term.

Therefore, 〈ω, x〉+ b ≥ +1 for all members of class A and 〈ω, x〉+ b ≤ −1 for

the members of class B. We obtain the following inequality by incorporating

yi into (2.1):

yi[〈ω, x〉+ b] ≥ 1 (2.2)

To find the optimal hyperplane, one has to solve the following optimization

problem [13]:

minimize J(ω) =
1

2
‖ω‖2, (2.3a)

s.t. yi[〈ω, x〉+ b] ≥ 1, i = 1, ..., l (2.3b)

Consider the case that the classes are not linearly separable as a result of

existing outliers like the red square in Fig. 2.2. This problem can be solved

by allowing the outliers to be misclassified. This is done by introducing the

slack variable ξi to (2.3):

minimize J(ω) =
1

2
‖ω‖2 + C

l∑
i=1

ξi, (2.4a)

s.t.

{
yi[〈ω, x〉+ b] ≥ 1− ξi,
ξi ≥ 0,

(2.4b)

where C is a positive constant. Introducing the slack variable to the equation

adds some error to the classification, but it makes the classes linearly separable.

2.3.2 Kernel Trick

A linear classifier may not be adequate for many real-life applications. In such

cases, a nonlinear optimal hyperplane may be more appropriate. Kernel trick

is a preprocessing technique that maps input data to a higher dimensional

space. If the mapping function is appropriate, the transferred feature space

can be linearly separable. There are several kernel functions that can map

the feature space to higher dimensions. The key to define a kernel is that
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the function has to be in the form of a dot product between training samples

and support vectors. Polynomial and Gaussian functions are two well-known

examples of nonlinear kernels. The polynomial kernel can be expressed as [13]:

k(xi, x) = (1 + xix)P (2.5)

in which x is a support vector and P is the order of the polynomial function.

The following is the definition of Gaussian kernel [13]:

k(xi, x) = exp(−γ‖xi − x‖2) (2.6)

where γ is a positive constant.

It is usually preferred to solve the dual of the optimization problem (2.4)

rather than the primal. Considering the kernel function, the dual problem of

(2.4) can be expressed as:

maximize L(α) =
l∑

i=1

αi−
1

2

l∑
i,j=1

yiyjαiαjk(xi, xj), (2.7a)

s.t.


l∑

i=1

αiyi = 0,

αi ∈ [0, C],

(2.7b)

in the above equation, αi is Lagrange multiplier. Some of Lagrange multipliers

can be zero, while the others can be greater than zero. The non-zero multipliers

determine the support vectors. The optimal hyperplane can be expressed as:

l∑
i=1

αik(xi, x) + b (2.8)

2.3.3 Multiclass Classification

Thus far, the SVM can be only used for binary classification. However, there

are several methods that can extend the application of the SVM to multiclass

classification. One-versus-all [14] is one implementation of a multiclass SVM.

If n is the total number of classes, the one-versus-all SVM constructs n SVM

models, for each model the training samples of one class are labelled +1, while

the label assigned to all other classes is −1. If
∑l

i=1 α
j
ik(xji , x) + bj is the
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Figure 2.3: Support Vector Regression for estimating a linear function

jth trained SVM model, the most probable hypothesis for the input x can be

chosen by:

Λ = arg max
j

(
l∑

i=1

αj
ik(xji , x) + bj) (2.9)

in which Λ is the predicted class for the variable x.

One-versus-one [15] is another multiclass SVM method in which the method

trains several models, while each model is trained using the data of only two

classes. Therefore, each model can classify only two specific classes. The total

number of trained models is n(n − 1)/2. The voting decision for finding the

class of a variable is the same as one-versus-all.

DAGSVM [16] is another multiclass SVM that trains the models similar

to one-versus-one. However, the winning class is decided based on Directed

Acyclic Graph (DAG) theory, not using the arg max function. This helps the

method to be faster than one-versus-one. Besides, it provides some insight

about the generalization error of the model where the other mentioned multi-

class methods lack such capability.

2.3.4 Support Vector Regression

SVR is a modified version of the SVM that can be used for regression. Fig. 2.3

illustrates the fundamental idea behind the linear SVR in which each square

represents one pair of training data set (xi, yi), i = 1, ..., l. The objective is
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to find a regression function f(x) as smooth as possible, while the maximum

deviation of the function from all training targets remains below ε. Therefore,

a maximum error ε is allowed, and the area between two dashed lines in Fig.

2.3 is called ε-insensitive zone. This, however, might be infeasible (depending

on the chosen value for ε) and some outliers (the red square in Fig. 2.3)

might exist. This problem can be solved by allowing for some error in order

to make the problem feasible. The objective function (2.4) can be modified in

the following way to be used for regression [17]:

minimize J(ω) =
1

2
‖ω‖2 + C

l∑
i=1

(ξi + ξ∗i ), (2.10a)

s.t.


yi − 〈ω, xi〉 − b ≤ ε+ ξi,

〈ω, xi〉+ b− yi ≤ ε+ ξ∗i ,

ξi, ξ
∗
i ≥ 0

(2.10b)

and the linear regression model can be stated as:

f(x) = 〈ω, x〉+ b (2.11)

Training samples within the ε-insensitive zone add no error to the regression

model (ξi = ξ∗i = 0). In contrast, ξi and ξ∗i are greater than zero for training

data located outside of ε-insensitive zone. These outliers are called Support

Vectors. Considering the nonlinear kernel, the dual problem of (2.10) can be

written as:

maximize L(α) = −1

2

l∑
i,j=1

(αi − α∗
i )(αj − α∗

j )k(xi, xj)

− ε
l∑

i=1

(αi + α∗
i ) +

l∑
i=1

yi(αi − α∗
i ) (2.12a)

s.t.


l∑

i=1

(αi − α∗
i ) = 0,

αi, α
∗
i ∈ [0, C],

(2.12b)

Finally, we can express the regression model as:

f(x) =
l∑

i=1

(αi − α∗
i )k(xi, x) + b (2.13)
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in which αi − α∗
i is nonzero if xi is a support vector. The polynomial and

Gaussian kernels that described for classification can be used for nonlinear

regression as well.

2.3.5 Training SVM Models

One needs to solve the quadratic programing problem (2.7) for classification

and (2.12) for regression to train a support vector model. Depending on

the size of training data, the size of this quadratic programing problem and

memory requirements for saving it on a computer could become so immense

that prohibits the use of standard quadratic solvers. To overcome this prob-

lem, several support vector learner algorithms are proposed to solve (2.7) and

(2.12). One of these algorithms is SVMlight [18] which decomposes the original

quadratic problem into a series of smaller working sets and solves those working

sets sequentially. Therefore, memory consumption is curtailed considerably.

Sequential minimal optimization [19] is another support vector trainer that

avoids numerical quadratic optimization by decomposing the original problem

into several small quadratic programming sub-problems. Each of these small

quadratic programming sub-problems involves optimizing only two Lagrange

multipliers. Therefore, it can be solved analytically. The sub-problems are

solved sequentially, and the algorithm continues until all Lagrange multipliers

are optimized.

2.3.6 Validation and Hyperparameter Optimization

K-fold cross-validation is a common procedure for validating machine learning

models, in which the training dataset is partitioned into k randomly chosen

subsets or folds. A single fold is held out for testing the accuracy while the

rest of the folds are used for training. This procedure is repeated for all other

folds and the overall accuracy of the model is calculated by averaging the

accuracy of k folds. There are different choices for the value of k, but 10-fold

cross-validation is more common.

Every machine learning model has a set of paramteres that their values

influence the accuracy of the trained model. These parameters are called hy-

24



perparameters. For example, C, γ, and ε are the hyperparameters of Support

Vector Machine. Finding the optimal values for hyperparameters so that the

trained model is the most accurate is called hyperparameter optimization or

tuning. One method for hyperparameter optimization is grid search. In grid

search, a set of values is assigned to each hyperparameter (C, γ, ε), and the

support vector model is trained multiple times, each time using one combina-

tion of the values of parameters. Finally, the combination that results in the

highest k-fold cross-validation accuracy is chosen.

Random search is another hyperparameter optimization that instead of

enumeration which is used in grid search, randomly selects hyperparameter

values and evaluates the output. If the number of hyperparameters in a learn-

ing algorithm is small, random search can be faster than grid search [20].

2.4 Naive Bayesian Classifier

The Naive Bayesian classification is a probabilistic supervised machine learn-

ing model, designed based on Bayes’ theorem of conditional probability. The

reason the classifier is called naive is that the classifier assumes predictors

are independent, so there is no correlation between them. However, the in-

dependence assumption is fairly strong and does not hold for many real-life

or artificial applications, as features could be correlated. The independence

assumption makes the NB model easy to build as it does not require costly

iterative learning algorithms. As a result, the NB classifier is highly scalable

and can be applied to large datasets.

Suppose Λk is a class in a set of classes k = 1, ..., K. Based on Bayes’

theorem, the posterior probability of class Λk with respect to the feature Fi,

i = 1, ..., n can be expressed as:

p(Λk|Fi) =
p(Fi|Λk)p(Λk)

p(Fi)
(2.14)

in which P (Λk|Fi) is the posterior probability, p(Fi|Λk) is likelihood, p(Λk)

is the prior probability of class Λk, and p(Fi) is the prior probability of the
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predictor. The joint probability model for Λk considering all predictors is [21]:

p(Λk|F1, ..., Fn) =
p(F1, ..., Fn|Λk)p(Λk)

p(F1, ..., Fn)
(2.15)

Since the denominator doesn not depends on Λk and the values of predictors

Fi are given, the probability model can be rewritten and expanded to [21]:

P (Λk, F1, ..., Fn)

= p(Λk)p(F1, ..., Fn|Λk)

= p(Λk)p(F1|Λk)p(F2, ..., Fn|Λk, F1)

= p(Λk)p(F1|Λk)p(F2|Λk, F1)p(F3, ..., Fn|Λk, F1, F2)

= p(Λk)p(F1|Λk)p(F2|Λk, F1)p(F3|Λk, F1, F2)p(F4, ..., Fn|Λk, F1, F2, F3)

(2.16)

and so on. Features can be mutually correlated in the above equation. Con-

sidering the conditional independence assumption:

p(Fi|Λk, Fj) = p(Fi|Λk), i 6= j (2.17)

Therefore, (2.16) can be rewritten as:

P (Λk, F1, ..., Fn)

= p(Λk)p(F1|Λk)p(F2|Λk)...p(Fn|Λk)

= p(Λk)
n∏

i=1

p(Fi|Λk)

(2.18)

Hence, the conditional distribution over the class Λk is:

P (Λk|F1, ..., Fn) =
1

Z
p(Λk)

n∏
i=1

p(Fi|Λk) (2.19)

where Z is a constant scaling factor, dependent only on F1, ..., Fn. The naive

Bayes classifier combines the Bayes conditional probability model (2.19) with

a decision rule to construc a classifier. A common decision rule for the NB

classifier is arg max. Using this decision rule, the NB classifier can be expressed

as [21]:

CLASS(f1, ..., fn) = arg max
k=1,...,K

p(Λk)
n∏

i=1

p(Fi = fi|Λk) (2.20)

where fi is an observation.
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Figure 2.4: Comparing the effectiveness of kernel density estimation and Gaus-
sian distribution in estimating the probability density of training data

2.4.1 Dealing with Continuous Data

The Naive Bayes deals with binary and numeric data differently. If fi is

binary (discrete), the output of p(Fi = fi|Λk) is a real number between 0

and 1. However, if fi is numeric (continuous), it is modeled by a continuous

probability distribution. A typical assumption is that the values associated

with each class have Gaussian distribution as follows:

p(Fi = fi|Λk) = g(fi;µΛk
, σΛk

) (2.21)

in which µΛk
and σΛk

are the mean and variance of Gaussian distribution,

respectively. This, however, could result in poor performance for the NB

classifier, since the data of many applications is not normally distributed.

One solution to this problem is to use kernel density estimation [22] instead

of Gaussian distribution. In this method the probability density of training

data is estimated by averaging over a large set of Gaussian kernels as follows

[22]:

p(Fi = fi|Λk) =
1

n

n∑
i=1

g(fi;µi, σΛk
), µi = fi (2.22)

this provides more accurate estimation of the probability distribution of train-

ing data. Fig. 2.4 shows the effectiveness of kernel density estimation in

estimating the probability distribution of some training samples.
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2.4.2 Optimality of The Naive Bayes Classifier

Despite assuming conditional independence of predictors, the NB classifier

can surprisingly represent performance competitive to more advanced machine

learning models in many cases. A good explanation for such unexpected good

performance is provided in [23] where it is explained that the NB classifier

can perform well if the dependences are distributed evenly or if dependences

cancel each other out.
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Chapter 3

Volt-Var Optimization of
Distribution Systems

This chapter presents a Support Vector Regression based Model Predictive

Control for Volt-Var Optimization of distribution systems. The proposed

technique is not rule-based, neither it uses circuit model simulations. The

proposed VVO method builds an SVR model of the distribution system using

measurement data from AMI. The trained regression model is then employed

by MPC in a closed-loop control scheme to control capacitor banks and tap

changers of the distribution system so that the power loss is minimized, and

voltage profiles are maintained within a specific range. The simulation results

of applying the proposed SVR-based MPC to IEEE123 bus test feeder proves

that despite its measurement-based feature, the proposed approach is capable

of providing close to optimal solutions to the VVO problem.

3.1 Literature Review

The main objectives of the Volt-Var Optimization (VVO) are to minimize

power loss in the distribution system and keep voltage profiles at acceptable

levels under different load conditions. The VVO has become an important fea-

ture of modern smart grids in which the VVO scheme monitors daily operation

of the distribution system and generates proper control decisions. Those con-

trol decisions are then sent to capacitors and On-Load Tap Changing (OLTC)

transformers in order to lower power loss and improve voltage levels.
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Most of the existing VVO methods are either rule-based techniques or

model-based approaches. Rule-based methods provide sub-optimal solutions

to the VVO problem. In these methods, simple sets of rules are employed to de-

cide the ON/OFF status of capacitors and tap ratios of OLTCs. For instance,

the controller sends ON/OFF signals to capacitors or increment/decrement

signals to OLTCs if for a certain amount of time, the measured voltage at

the substation falls out of a predefined bandwidth. A conventional rule-based

technique for maintaining the voltage profile of the distribution system using

OLTCs is line-drop compensation. During heavy load situations, a voltage

regulator boosts the voltage by changing the tap ratio of the OLTC, while

voltage is boosted the least during light load conditions. The voltage regula-

tor uses Thevenin equivalent impedance of the whole distribution system or a

part of it to decide how much voltage compensation should be done. Line-drop

compensation can be performed in two ways: load centre and voltage spread.

In the load centre method the impedance is chosen to regulate the voltage

at a given point downstream of the regulator, while in the other method the

impedance settings are chosen to keep the voltage within a predefined range

when operating from light load to full load [3].

In [24], the sets of rules are improved; If the change in the measured cur-

rent of the feeder is more than a pre-set threshold, a new voltage bandwidth

is calculated based on current load levels, and the settings of OLTCs are up-

dated according to the new voltage bandwidth. Also, a simple control strategy

governs the switching of capacitors; they are turned on if reactive power con-

sumption measured at the substation exceeds a certain level and switched out

if the consumed reactive power falls below a certain threshold.

Thanks to the simple rules involved and minimum measurement require-

ments, the implementation of rule-based schemes is relatively easy. This, how-

ever, could result in control decisions far from optimal as these methods are

not equipped with precise optimization strategies. Rule-based methods cannot

effectively minimize power loss and most of them are only suitable for control-

ling radial distribution systems. Besides, these approaches are not designed

to deal with the integration of Distributed Energy Resources into distribution
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grids.

Model-based VVO techniques rely on a model of the distribution system to

make control decisions. Here, ”Model” refers to computer simulations based on

power flow equations or their approximate versions. For example, simulations

based on linearized power flow or using DistFlow [24] which can describe power

flow equations for radial systems.

The model-based VVO has been extensively studied in literature. The

VVO in [25]-[26] is described as a mixed-integer programming problem and

solved using analytical optimization algorithms. A modified genetic algorithm

is used in [27] to solve the VVO problem. Particle Swarm Optimization is an-

other example of a metaheuristic algorithm that is applied in [28]-[29] to solve

the Volt-Var problem. Satisfactory results have been reported in both papers

while [29] employs high-performance computing to parallelize PSO in order to

speed up the optimization procedure and in turn, improve the scalability of

the algorithm. Model Predictive Control is an advanced closed-loop control

method that predicts the future response of the system under control using

an explicit model, and makes its control decisions by solving a constrained

optimization problem [30]. The application of MPC in Volt-Var optimization

is studied in [31]-[32]. Both mentioned papers use DistFlow for prediction, so

it limits their application to only radial distribution grids. Both studies, how-

ever, have reported promising results in applying MPC to the VVO problem

in the presence of renewable energy resources.

Difficulties in modelling unbalanced and voltage dependent loads are com-

mon in model-based VVO algorithms [33]. Some of these methods are not

designed to control systems retrofitted with DERs. Moreover, most of these

methods (for example [25], [31] and [32]) can only solve the VVO problem

for radial distribution grids. However, the main obstacle for actual implemen-

tation of model-based VVO techniques is the unavailability of precise power

flow models of distribution systems. The power flow model is built based on

physical configuration of the distribution grid and its parameters with the

assumption that such data is accurate. In many primary and secondary dis-

tribution grids this is not the case [34], due to the fact that power utilities

31



have limited information about their distribution networks. Vast numbers of

distribution feeders, limited data on secondary networks and unbalanced loads

are factors that contribute to such limited knowledge of distribution data [33].

Advanced Metering Infrastructure is a key component of smart grid that

gathers different types of measurements including voltage and power mea-

surements of customer across the grid. The availability of such data allows

for another type of power system analytics called data-driven approaches in

which measurement data is fed to statistical or machine learning algorithms to

build a data-driven model of the distribution system. Data-driven models do

not suffer from inaccuracy of the power flow model or limited data availability

of grid topology as they are entirely measurement-based and do not require

circuit-based computer simulations.

An example of a data-driven approach is [35] where linear regression is used

to build a linearized model of the distribution network. The effectiveness of

the SVR in modelling power flow equations of distribution systems is proven in

[34]. The nonlinear kernel used in the mentioned study allows the SVR model

to handle the nonlinearity of system power flow and to incorporate active

controllers of DERs in the regression model. Data-driven models presented

in [35] and [34] have a strong potential to be employed in the VVO problem.

Such potential has been comprehensively reviewed in [36] from technical and

security points of view.

The potential of data-driven models in modelling the distribution system

is exploited in this chapter to introduce a novel data-driven VVO approach.

The proposed method is based on MPC in which the predictive control predicts

the future behavior of the distribution system employing an SVR model. The

regression model is built using measurement data of a few days of operation

of the system, collected from AMI. Once the model is trained, MPC employs

it to control the system.
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3.2 The Proposed VVO Scheme

The power flow equations of a power system can be described as follows:

Pi = Vi

N∑
k=1

Vk(Gik cos θik +Bik sin θik) (3.1)

Qi = Vi

N∑
k=1

Vk(Gik sin θik − Bik cos θik) (3.2)

where N is the number of buses in the system and i = 1, ..., N . Pi and Qi are

the active and reactive power injections at bus i. Vi represents the amplitude

of the voltage of bus i, and θik is the phase angle difference between buses i and

k. Gik + jBik is the element at the ith row and kth column of the admittance

matrix. Knowing the amount of loads consumed in the grid at a given time

t, along with having the total active power measured at the main feeder, one

can calculate the total loss of the distribution system as follows:

P loss(t) = P substation(t)−
NL∑
i=1

Pi(t) (3.3)

in which P feeder(t) is the active power measured at the feeder and NL is the

total number of phases with installed loads. The reason behind measuring

each phase of a multi-phase bus separately is the presence of unbalanced loads

in the system.

Circuit-based methods employ (3.1)-(3.3) to optimize Volt-Var operation

of distribution systems. Due to the reasons mentioned in the previous section,

such circuit models could be inaccurate. Using inaccurate models results in

poor solutions, far from optimal, for the VVO problem. This paper proposes an

SVR-based MPC approach as an alternative for circuit-based VVO algorithms,

in which a data-driven model replaces the circuit model (3.1)-(3.3). The SVR

model is trained using measurement data from AMI. Building a model using

online measurements allows the proposed algorithm to capture the most recent

operational conditions of the distribution grid. Hence, it does not suffer from

the inaccuracy caused by an outdated circuit model. The collected data from

AMI includes the amplitude of voltages as well as real and reactive powers of
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Figure 3.1: The overall scheme of he proposed SVR-based MPC

loads. This paper assumes that each load in the system is equipped with a

smart meter, so the voltage amplitude and consumed power of all loads are sent

to the proposed control algorithm at 15-minute intervals through AMI. AMI

measurements are used for training an SVR model, as well as the operation of

the SVR-based predictive controller.

Fig. 3.1 represents the general scheme of the proposed SVR-based MPC.

The first step in the proposed control scheme is to build an SVR model of

the system. This is performed by the SVR builder unit in which the measure-

ment data from AMI, tap positions of OLTCs and reactive power injections

of capacitor banks are fed to the unit as the inputs. The output of the SVR
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Figure 3.2: Block diagram of MPC for the VVO of a distribution system. MPC
generates control decisions for control step (k+1) based on measurements at
control step (k)

builder unit is a nonlinear regression model that can predict the overall power

loss and voltage amplitudes of load buses of the distribution grid. This regres-

sion model will then be utilized by MPC to predict the behavior of the system.

MPC is a closed-loop controller that runs at periodic intervals Ts (15 minutes

in this study) and generates its control decisions by solving a constrained op-

timization objective function, aiming to reduce power loss and to keep voltage

profiles of load buses close to the setpoint value Vsp. These decision controls

are then sent to capacitor banks and OLTCs.

Fig. 3.2 shows the operational procedure of the proposed scheme in more

detail. As can be seen, MPC uses AMI power and voltage measurements at

the control step k (the minute t = kTs of the simulation) to generate control

decisions for capacitors CAPj(k+1) and tap changers TAPn(k+1) for the next

control step k+1 (the minute (k+1)Ts). Consumed power measurements and

the operational status of capacitors and OLTCs at the control step k are fed

to the SVR model to predict voltages Vi(k+ 1|k) and power loss Ploss(k+ 1|k)
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of the system for the next control step. A parallel PSO is employed to solve

the optimization problem required for generating control decisions. This high-

speed optimizer ensures that the entire decision-making process is done in

real-time.

Error feedback is an important feature of MPC which allows for compensat-

ing prediction errors of the model. Fig. 3.2 shows how voltage error feedback

ei and power loss feedback ep are calculated and added to the output of the

SVR model in order to enhance the prediction. This improves the quality of

the generated control decisions significantly. Also, if short-term customer load

forecasts are available, MPC can predict the behavior of the system over a

longer horizon, therefore it can make more optimized control decisions. This,

along with other operational aspects of the proposed scheme, is discussed in

more depth in the next section.

3.3 The Framework of SVR-based MPC

This section provides details of SVR-based MPC. The first part of the sec-

tion describes how the SVR builder unit trains a regression model using AMI

measurements. The second part of the section depicts MPC formulation and

implementation. Finally, the third and fourth part of this section discuss why

a GPU-based PSO is used for handling the required optimization and how it

is implemented on GPU.

3.3.1 Building An SVR Model of the Distribution Grid

As mentioned in section 2.1, capacitor banks and OLTCs are installed to im-

prove the performance of the distribution system, whereas protective devices

such as overcurrent relays and circuit breakers ensure the safe operation of the

system. The objective of the VVO study is to optimize the operation of the

system under normal conditions. The assumption of the normal operational

condition implies that protective apparatus does not need to be involved in

this type of study. Therefore, the VVO study can be performed by studying

the dynamics between capacitors, OLTCs, loads, and DERs.
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The SVR builder unit is responsible for building an SVR model of the

system. This unit uses active and reactive load consumptions measured by

AMI, measured power of the main feeder, kVAR injections of capacitor banks,

tap positions of OLTCs, and active and reactive DER generation (in case

DERs are installed) as its input training data (vector x in (2.12)). The target

training data (vector y in (2.12)) are total power loss calculated using (3.3)

and the measured voltage amplitudes of phases with installed load. The SVR

builder unit employs SVMlight algorithm [18] to train an SVR model. The

outputs of the training are αi − α∗
i and xi for i = 1, ..., l and b (as in (2.13))

for power loss and the voltage of each load bus.

To train an SVR model, data representing the behavior of the system is

required. This means capacitor banks and OLTCs must be switched randomly

during the training stage. Random selection of reactive injections of capacitors

and tap positions of OLTCs, along with ever changing customer load and DER

generation profiles, ensures good generalization of the model. This means

the SVR model can adequately capture the underlying relationship between

the input and target training sets. Of course, all operational constraints of

capacitor banks and OLTCs must be satisfied when these random changes

are happening. This guarantees the safe operation of the distribution system

during the training period.

It is assumed that measurements across the distribution system are per-

formed in 15-minute intervals. Therefore, AMI can send 96 measurement

samples per day to the SVR builder unit. The number of samples (or the

number of days) required for the training process must be chosen carefully to

avoid underfitting or overfitting of the regression model. Section. 3.4 provides

analysis about how the selection of the size of the training set can affect the

accuracy of the regression model.

The training process happens once at the beginning of the control pro-

cedure and the SVR model is then sent to MPC. This is an offline training,

which means the algorithm waits for all required measurement samples to be

collected, and then trains the SVR model. Therefore, MPC cannot control

the system during the training stage. As mentioned earlier, varying input lev-
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Figure 3.3: Inputs and outputs of the trained SVR model

els during the training stage ensure the generalization of the model. So, the

trained model is able to accurately predict the output as long as the inputs

vary in the same range as the training data. However, if a topology change

such as adding a new DER or switch reconfiguration occurs, the model needs

to be retrained. In this case the SVR builder unit can be recalled to generate

a new regression model. The retraining procedure would be the same as the

initial training of the SVR model. Fig. 3.3 shows the inputs and outputs of

the SVR model. It is worth mentioning that the SVR model only predicts

the voltages of load buses and omits the intermediate buses with no load or

smart meter installed. This is not a problem because controlling the voltages

of intermediate buses is not the objective of the VVO. However, if controlling

the voltages of those buses is desired, SVR is able to estimate those voltages

too as proven in [34].

3.3.2 Model Predictive Control

MPC is a finite-horizon optimal control scheme that runs at periodic intervals

Ts (15 minutes in this research), aiming to optimize the process behavior and

keep the output variables close to their reference setpoints over the prediction

horizon Tp steps (Tp ∗Ts minutes). The prediction is done using a model of the

system, and control decisions for the control horizon Tc steps (Tc ∗Ts minutes)

where Tc ≤ Tp are generated by solving a constrained objective function.
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Only the first control sequence (generated for the current control step) is sent

to the system while the rest are discarded, and the entire control process is

repeated in the next control interval[30]. MPC is very versatile in selection

of the prediction model, optimization objectives, operational constraints, and

the optimization algorithm. Such flexibility has resulted in introducing several

variants of MPC. In [37]-[38], for example, MPC approaches based on SVR

models have been studied. A generic objective function that MPC employs

for making control decisions is as follows:

min J(∆(u)) = w1

Tp∑
j=1

|yp(k + j|k) + βe(k)

− ysp(k + j)|+ w2

Tc∑
j=1

|∆u(k + j − 1)|

(3.4)

where k is the current interval, yp(k + j|k) is the prediction model output for

the minute t = (k + j)Ts, predicted at the current time t = kTs (kth control

step), and ∆u(k+j−1) is the decision control made at the current control step,

to be applied at the minute (k+ j−1)Ts. The prediction error e(k) is equal to

y(k)− yp(k|k−1) where y is the measured output. (w1, w2) ≥ 0 and 0 ≤ β ≤ 1

are constants. The flexibility of MPC allows us to tailor an objective function

suitable for the VVO problem. The aim of such objective function would be

to minimize voltage deviations of load buses from a setpoint voltage as well as

minimize power loss in the system. The VVO objective function is described

below:

minV V O(∆Capi,∆Tapi) = wi
1

Tp∑
j=1

NL∑
i=1

|Vi(k + j|k)

+ β1ei(k)− Vsp(k + j)|+ w2

Tp∑
j=1

(Ploss(k + j|k)

+ β2ep(k)) + wi
3

Tc∑
j=1

Ncap∑
i=1

|∆Capi(k + j − 1)|

+ wi
4

Tc∑
j=1

Ntap∑
i=1

|∆Tapi(k + j − 1)|

(3.5)
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in which ∆Capi(k+j−1) is the change in the injected power of the ith capacitor

bank to be applied at t = (k+ j − 1)Ts, and ∆Tapi(k+ j − 1) is the tap ratio

change of the ith OLTC for t = (k + j − 1)Ts. Both of these control variables

are integers. This means they represent step changes in the values of KVAR

of capacitor banks and secondary tap ratios of OLTCs, respectively, not the

actual KVAR or secondary ratio. NL is the total number of loads, Ncap the

total number of capacitor banks, and Ntap is the total number of OLTCs in

the grid. Vi(k + j|k) and Ploss(k + j|k) are the voltage of the ith bus (in p.u.)

and the total power loss of the system respectively, both predicted by the SVR

model for t = (k + j − 1)Ts.

wi
1, w2, w

i
3 and wi

4 are non-negative coefficients, and Vsp (p.u.) represents

the setpoint voltage for all buses.

The VVO objective function would not be complete without operational

constraints. The operational constraints considered in this study are as follows:

Vmin ≤ Vi(k + j|k) ≤ Vmax (3.6)

|∆Capi| ≤ Capmax (3.7)

|∆Tapi| ≤ Tapmax (3.8)

0 ≤ CAPi + Capstepi ∆Capi ≤ CAPmax
i (3.9)

0 ≤ TAPi + ∆Tapi ≤ TAPmax
i (3.10)

Tcap∑
j=1

(|∆Capi(k − j + 1)| > 0) ≤ 1 (3.11)

Ttap∑
j=1

(|∆Tapi(k − j + 1)| > 0) ≤ 1 (3.12)

constraint (3.6) makes sure voltage amplitudes remain within an acceptable

range while (3.7)-(3.8) limit the changes in reactive injection of capacitors and

tap ratios. Constraint (3.9) controls the total kVAR of capacitors, in which

CAPmax
i is the total installed kVAR of the ith capacitor bank and CAPi is its

online kVAR at the previous control step. Capstepi denotes kVAR rating of each

capacitor in the ith capacitor bank (it is assumed all capacitors of a capacitor

bank have the same rating). Similarly, (3.10) limits the tap ratio of the ith

OLTC where TAPmax
i and 0 correspond to the highest and lowest secondary
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ratios, respectively. Constraints (3.11)-(3.12) can be used to reduce physical

wear and tear of devices. They limit the times a device can be switched,

to once per Tcap control steps for capacitors and once per Ttap for OLTCs.

|∆Capi| > 0 and |∆Tapi| > 0 in the mentioned equations are actually binary

variables that become true when Capi or Tapi changes, and stay false when

there is no change.

The optimization algorithm that solves (3.5) provides ∆Capi and ∆Tapi

for the SVR model (the optimization algorithm will be discussed later in this

section). The rest of the inputs of the SVR model are measurements from AMI.

Assuming that changes in load profiles of the system and generation profiles

of DERs (if there are any) are not significant between two successive control

intervals, one can use measurements at the minute t = kTs as the inputs of the

SVR model to predict the output for the next control interval at t = (k+1)Ts.

But this assumption does not hold if the prediction horizon is longer than

one control step. Extending the prediction horizon requires short-term load

forecast over the prediction horizon so that the SVR model can predict the

output for t = (k + j)Ts based on the forecasted load for t = (k + j − 1)Ts.

Short-term load forecasting is out of the scope of this paper and it is assumed

that such forecasts are available if MPC needs them. A couple of studies for

short-term load forecasting can be found in [39]-[40].

Choosing a long prediction horizon is not mandatory for good performance

of MPC and the controller can actually do quite well with Tp = 1 step (15

minutes). However, extended prediction and control horizons enable MPC to

enforce constraints like (3.11)-(3.12) more effectively. Such constraints set a

limit on the number of times control decisions can be made, and by predicting

the response of the system over a longer horizon, MPC can find the best

moments to activate control variables.

Voltage and power loss prediction errors are calculated as ei(k) = Vi(k)−

Vi(k|k−1) for i = 1, ..., NL and ep(k) = P loss(k)− P loss(k|k−1), respectively. β1

and β2 (0 ≤ β1, β2 ≤ 1) are coefficients that control how much error feedback

is added to voltages and power loss predictions, respectively. For example,

β2 = 0 means no compensation while β2 = 1 means full error compensation
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for power loss. Incorporating error feedbacks (error feedback and error com-

pensation are used interchangeably in this paper) into the control procedure

is a powerful feature of MPC as it allows for the compensation of model in-

accuracy. Several simulations in Section 3.4 demonstrate how this closed-loop

feature can improve the performance of MPC.

3.3.3 Need for A Fast Optimizer

Vi and P loss in the VVO objective function (3.5) are the outputs of the non-

linear SVR model (2.12)-(2.13). This means that (3.5) is nonlinear as well.

A suitable optimization algorithm for our MPC implementation would be an

algorithm able to solve the nonlinear objective function (3.5), capable of han-

dling constraints (3.6)-(3.12), and most importantly, able to provide a solution

in a reasonable time, so that MPC can be implemented in a real-time manner.

A parallel GPU-based PSO is employed in this study in order to speed

up the optimization process and make sure our proposed MPC can keep pace

with real-time applications. Parallel PSO has shown great performance in

[29] for solving the VVO problem. Utilizing a GPU-based PSO has several

advantages. One is that PSO does not require numerical differentiation while

dealing with the SVR model, and the model is treated as a black box. The

second advantage is that a parallel PSO increases the scalability of the control

scheme. Thus, it makes the proposed algorithm capable of controlling large-

scale distribution systems. This is important in real-time applications of the

control algorithm as the controller is supposed to provide control decisions

before the next control step arrives. Time delays associated with physical

actuation of capacitors and OLTCs must be considered as well, and if security

concerns are present, it is preferable that the VVO controller provides control

decisions within one minute [28].

The third advantage of employing a GPU-based optimizer lies in the nature

of the mathematical operations required for calculating the output of the SVR

model. Calculating (2.12)-(2.13) includes dot product, matrix-vector multipli-

cation and reduction operations, all well-suited for GPU implementation. This

adds another level of parallelism to a GPU-based optimizer, which ensures the
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proposed MPC is suitable for real-time applications.

3.3.4 GPU-based Optimizer

PSO is a metaheuristic optimization algorithm that works based on share of

knowledge between particles in a swarm. It was first introduced in 2005 by

Kennedy and Eberhart [41] and later updated to its standard form in [42].

The PSO used in this study is a parallel version of the PSO proposed in [43],

which is less prone to getting stuck in local optima, due to adding mutation

to the position update procedure of particles. This PSO algorithm can be

summarized in the following steps:

1. Initialize the position vector Xi = [xi1, ..., xid, ..., xiD] and velocity vec-

tor Vi = [vi1, ..., vid, ..., viD] for i = 1, ..., n, where d = 1, ..., D is the

dimension of the optimization problem.

2. Evaluate fitness for each particle. Update Gbest which is the best po-

sition ever encountered by the whole swarm. Update Pbesti, the best

position experienced by the ith particle.

3. Update Vi and Xi in the following way for each particle:

vid = χvid + c1 × r1 × (Pbestid − xid) + c2 × r2 × (Gbestd − xid) (3.13)

xid = xid + vid (3.14)

xid = xid × (1 + g(0, σ)) (3.15)

where c1 and c2 are accelerating coefficients, χ is the inertia weight, and

r1 and r2 are two random numbers between 0 and 1. g(0, σ) generates

random numbers with Gaussian distribution with the variance σ.

4. Repeat steps 2 and 3 until the maximum number of iterations or another

termination criterion is reached.

The objective function (3.5) is the fitness function that is evaluated for each

particle at each iteration of PSO. For the sake of simplicity assume Tp = Tc = 1.
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Therefore, Vi(k+ 1|k) and Ploss(k+ 1|k) will be the outputs of the SVR model

that need to be calculated. We can re-write (2.12) in a matrix form as follows:

G = exp(−γ ‖ X − SV T ‖2) (3.16)

in the above equation X = [x1, ..., xi, ..., xl] is the input to the SVR model

where the first D = Ncap + Ntap dimensions of X are variables that are op-

timized by PSO. In other words, they are the kVAR of capacitors and taps

of OLTCs that are decided by PSO during its iterations. Dimensions repre-

senting tap positions are integer. Dimensions representing kVAR injections of

capacitor banks are integer as well, however they change in Capbase steps, in

which Capbase is the rating of each capacitor unit in a capacitor bank. For

example, if Capbase = 50kV AR, xi can have values like 50 kVAR, 150 kVAR,

etc. In order to make X integer, the output of (3.15) is rounded so that kVAR

and tap values are forced to be integer. The rest of the 2 ×NL dimensions of

X are active and reactive load measurements provided by AMI. Therefore, the

total dimension of X is l = Ncap +Ntap + 2×NL. SVv×l is a matrix comprised

of v row-wise support vectors (v ≤ l). Equation (3.16) can be expanded as

follows:

G1×v =exp(−γ(〈X1×l, X1×l〉︸ ︷︷ ︸
first term

− 2X1×l × SV T
l×v︸ ︷︷ ︸

second term

+ 〈SV T
l×v, SV

T
l×v〉︸ ︷︷ ︸

third term

))
(3.17)

in which dot product is done column-wise for SV in the third term. Using

(3.17), (2.13) can be expressed as:

f(X) = 〈α1×v − α∗
1×v, G1×v〉+ b (3.18)

in the above equation, f(x) is the predicted output which could be power loss

or the voltage amplitude of each load bus (each of these outputs has its own

set of support vectors). In order to implement PSO on GPU, (3.17)-(3.18)

have to be parallelized, besides the iterative procedure of updating particles.

Fig. 3.4 shows the basic architecture of a CUDA-enabled GPU. CUDA

[44] is a programming language that allow general-purpose programming on
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Figure 3.4: The architecture of a CUDA-enabled GPU

NVIDIA GPUs. A function that runs on a GPU is called a kernel and it is

comprised of several threads. A command processor dispatches the threads of

a kernel between Streaming Multiprocessors (SMXs). An SMX is a powerful

processor that schedules and runs kernels. SMXs are autonomous and each can

run a stream of instructions different than the others. Each SMX controls a

few groups of Arithmetic-Logic Units (ALUs). ALUs are simple (less powerful

and less flexible) processing units that can perform arithmetic and logical

operations on data. Each group of ALUs is called a warp and contains 32 ALU

units. A warp is designed based on Single-Instruction Multiple-Data (SIMD)

architecture. It means ALUs of a warp can only execute a single instruction

in parallel on a given clock cycle. If a piece of code is branched (there is a

condition which is true for some threads in a warp, while it is false for the

rest of them), the execution is done sequentially. The threads running within

ALUs of a warp are always synchronized. The threads of a kernel that fit in a

single SMX can be synchronized, unless warps of that SMX execute different

instructions. If a kernel contains more than 1024 threads, or it is specified for
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the compiler to run the kernel on more than one SMX, the compiler breaks

the kernel into several blocks and the command processor assigns each block

to an SMX to execute. The threads of a kernel that runs on multiple SMXs

are not synchronized.

A GPU has an onboard global memory for storing data. This memory is

accessible to all threads of a kernel. Data can be transferred between global

memory and the RAM of a PC via a PCI port. The global memory is large

enough to store big chunks of data. however, it is a dynamic memory and

that makes it slow access. There is an alternative on-chip memory for each

SMX called shared memory. This memory has small capacity (2 × 48 kB)

and can be only accessed by threads running on that specific SMX. Shared

memory is very fast and fetching data from it takes just a few cycles. An

efficient parallel algorithm developed for a GPU should allow for breaking a

big set of data into many small chunks, each can fit in the shared memory of an

SMX. Otherwise, the computing capability of the GPU cannot be efficiently

utilized. Besides memory considerations, one must develop parallel algorithms

for a GPU, considering the SIMD architecture of it and data synchronization

limitations.

The third term of (3.17) only involves support vectors. Hence, it can be

calculated once the SVR model is trained and stored on the global memory of

GPU. Equation (3.18) and the first two terms of (3.17) have to be calculated

for each particle at each iteration of PSO. Equation (3.18) and the first term

of (3.17) are dot products. Fig. 3.5 show a simple example of the GPU

implementation of dot product of two vectors with a length of 16. The figure

shows how dot product is done in parallel with a kernel of four threads that

run on a single SMX. A block of only four threads is chosen for illustrative

purposes. For real GPU implementation, the size of the kernel should not be

less than 32, otherwise the rest of the threads run idle. It can be observed from

the figure that the dot product is basically a type of reduction. Reduction is

a primitive parallel operation in which a summary is obtained from a set of

data, for example the minimum or the sum of a vector.

Each thread in Fig. 3.5 is represented by a specific color. During the first
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Figure 3.5: An illustrative example of parallel implementation of dot product
on a GPU

and second steps, each thread fetches data from the global memory, performs

two multiplications, adds them together, and adds the result to the value

already written on the shared memory. During the third step, only half of the

threads (2 threads) are active and each of them performs a sum operation on

the data written on shared memory. At the fourth step, one thread performs

the last sum operation and stores the final result on the first location of the

shared memory. Finally, in the last step, the result of dot product is copied to

the global memory.

The second term of (3.17) is a vector-matrix multiplication. This operation

basically involves v times of dot product between X and each column of SV T .

Fig. 3.6 describes this procedure in which the vector-matrix multiplication

kernel is split into v blocks. Each block performs dot product (the same as
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Figure 3.6: Parallel vector-matrix multiplication on GPU

Fig. 3.5 between X and one column of SV T , and stores the result into the

specified location on the global memory. Since a dot product between X and

a given column of SV T is not dependent to the results of dot product of other

columns, all v blocks in Fig. 3.6 can be executed concurrently.

Fig. 3.7 show the optimization procedure of PSO implemented on a GPU.

A GPU can run up to 32 streams concurrently. This means calculations for

up to 32 particles can be performed in parallel. Therefore, the GPU-based

PSO takes advantages of two levels of parallelism; one level is that the update

procedure of up to 32 particles can be performed concurrently. The second

level is that the operations required for the update procedure of particles (dot

product, vector-matrix multiplication, etc.) are parallel themselves. Calcula-

tions of each term of (3.5) involves a sum operation that can be done using a

reduction operation the same as the dot product in 3.5. Also, finding Gbest

requires finding the minimum of Pbest of all particles. This is a reduction

operation as well where the obtained summary is the minimum value of the

Pbest vector.

The constraints (3.6)-(3.12) are mainly handled by rejecting infeasible solu-

tions. PSO starts the optimization procedure with finding at least one feasible
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Figure 3.7: The update procedure of one particle at each iteration, imple-
mented on a GPU

solution that satisfies all constraints. For the rest of the optimization pro-

cedure, only solutions that satisfy all constraints are kept, while the rest are

discarded. In rare cases that there is a conflict between voltage constraint

(3.6) and the rest of the constraints, finding a feasible solution is impossible.

This means that voltage requirements for some nodes might not be met. To

resolve such conflicts, penalty values are added to the objective function (3.5)

for the voltage constraints of those nodes that cannot be fully satisfied. This

makes finding a feasible solution possible, while it ensures those voltage con-

straints are satisfied as much as possible. It is worth mentioning that we did

not face a conflict between constraints in our simulations, so the rejection of
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the infeasible solution was always enough to handle the constraints.

3.4 Simulation Results

The effectiveness of the proposed SVR-based MPC is evaluated by conducting

several simulation studies. The test system chosen for this study is IEEE123

bus test feeder [45]-[46] as shown in Fig. 3.8, in which NC stands for Normally-

Closed switches while NO denotes Normally-Open switches. The secondary

tap ratios of four OLTCs in the system can vary between 0.9 and 1.1. There

are four capacitor banks in the system. The one in bus 83 is a 3-phase bank

with a total capacity of 900 kVAR while the other three capacitor banks are

single-phase, each has 200 kVAR rating. The rating of each capacitor unit

in these banks is considered 50 kVAR. The information about seven DERs of

the system is presented in Table 3.1. These DERs are only turned on in the

simulations that study the effects of DERs on performance of the proposed

control method.

The power flow simulation is performed using OpenDSS connected to Vi-

sual Studio via COM interface. The control algorithm is developed using

C++/CUDA programing languages where the computationally heavy parts of

the code (as described in Section 3.3.4) run on GPU (CUDA) and the rest of

the algorithm is executed by CPU (C++). SVMlight C library [47] is used for

training the SVR model. The system used has an Intel CoreTM i7 3.5 GHz

processor with 16 GB memory. The GPU used is GeForce GTX 1080 with

2560 CUDA cores and 8 GB memory. The first part of this section describes

how customer load profiles are modelled and simulated. The second part of

this section represents simulation results for the training stage of the SVR

model, while the third part of the section provides the simulation results of

the implementation of the proposed MPC approach using the trained SVR

model. The last part of this section compares the computation time of the

proposed GPU-based MPC to its sequential counterpart.
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Figure 3.8: IEEE123 distribution test feeder
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Phases: Rating: (kVA) Buses:
3-Phase 410 35, 42, 60, 98
1-Phase 125 73, 82
1-Phase 80 113

Table 3.1: The ratings and locations of the installed DERs

3.4.1 Load Profile Simulation

household load consumption changes drastically during a day. Power consump-

tion is low at midnight and early morning, while it experiences two peaks before

noon and in the evening. To simulate the time-varying load profile, the method

proposed in [48] is used. [48] takes advantage of Monte Carlo simulation to

generate realistic load profiles. Sequential Monte Carlo simulation methods

are a set of simulation-based methods that provide a convenient approach for

computing the posterior distribution of events [49]. Sequential Monte Carlo

can be used to simulate the ON/OFF time of different household appliances

with different probability distributions. We implemented a simplified version

of [48] in which multi-stage appliances, the initial current of motors, and elec-

tric vehicles are not considered. The power consumption of home appliances

is obtained from [50] and their probability distribution is adopted from [51].

IEEE123 is highly unbalanced as most of its loads are single-phase. It is

assumed in this study that 70% of loads are residential with varying daily

profiles, while the rest have constant load profiles. Each residential load bus

in IEEE123 is modelled with a few household loads, where the number of

households connected to a bus is decided based on the base kw of that bus.

Fig. 3.9 shows 24-hour Monte Carlo simulation results for 6 household loads

connected to a bus, and the total active load of that bus in p.u. The total

active residential load profile for IEEE123 system for a 5-day simulation period

with a resolution of 15 minutes is presented in Fig. 3.10.

3.4.2 Training the SVR Model

During the training stage, the SVR builder unit collects operational data of

the system via AMI for a few days. Capacitor banks and OLTCs are supposed
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Figure 3.9: Daily active load profile of 6 residential loads and the total active
load of the bus they are connected to

to be switched randomly during this period and residential load are simulated

using Monte Carlo method. In order to evaluate the effect of the size of training

data on the quality of the model, the SVR builder unit trained five models

with different size of training data ranging from one day (96 samples) to five

days (480 samples) using Gaussian kernel. The five generated models were

evaluated by feeding a 24-hour load profile (different than the one used for

training) to them and measuring the following indices:

Eloss =

NS∑
j=1

|lossm(j)− lossp(j)|
lossm(j)×NS

× 100 (3.19)

Evolt =

NS∑
j=1

NL∑
i=1

|V m
i (j)− V p

i (j)|
NL ×NS

× 100 (3.20)

where Eloss is the percentage of average error in loss prediction during the

simulation time and Evolt represents the average error of voltage prediction
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Figure 3.10: 5-day simulation of active residential load profile of IEEE123 test
system

Models: 1Day 2Days 3Days 4Days 5Days
Eloss : (%) 12.00 9.32 8.30 7.94 6.55
Evolt : (%) 1.91 1.83 1.83 1.79 1.78

Table 3.2: Loss and Voltage Prediction Errors for 5 SVR Models

per bus in percentage. NS is the number of simulation steps (96 steps during

24 hours), NL is the number of load buses, lossm and lossp are measured and

predicted losses, respectively. V p
i denotes the predicted voltage of the ith bus

in p.u. while V m
i is the measured voltage of that bus.

Table 3.2 shows loss and voltage prediction errors for the five trained models

in which 1Day means the model trained with measurement data of one day,

and so on. It can be observed that in both loss and voltage predictions the

accuracy of models has direct relation with the size of training data. This is

more prominent in loss prediction where Eloss for 1Day is almost twice the

prediction error of 5Days. SVR models show higher accuracy when it comes

to voltage prediction so that Evolt for all models is below 2%. Though 5Days

model is the most accurate, Evolt = 1.91% for 1Day, which is trained using

only 96 samples, is still impressive.

As the simulation results that are later provided in this section show, the

error feedback feature of MPC can effectively compensate for the prediction

errors of 5Days model. Therefore, we did not increase the size of training data

to achieve a more accurate model. For higher accuracy, one can gather more
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AMI measurements to train a more accurate SVR model. For example, using

measurement data of 10 days (960 samples) results in an SVR model with

Evolt = 1.76% and Eloss = 4.46%. We also trained SVR models using polyno-

mial kernel to evaluate the performance of that kernel. The results especially

in voltage prediction were worse. For instance, Evolt for 5Days model using

polynomial kernel was 1.95%, which was even worse than the performance of

Gaussian kernel in training 1Day model. So, for the rest of the simulations

only models based on Gaussian kernel were used.

3.4.3 MPC Control

In this section the effectiveness of the SVR-based MPC is validated under

several operational scenarios, by comparing its performance to a model-based

MPC. The following control approaches are considered:

• No Cont.: the system is not controlled

• Cont. 1: MPC with 5Days SVR model and parallel PSO as the opti-

mizer with error compensation

• Cont. 2: same as Cont. 1, but without error feedback

• Cont. 3: MPC with 2Days SVR model and parallel PSO as the opti-

mizer with error feedback

• Cont. 4: same as Cont. 3, but without error feedback

• Cont. 5: circuit-based MPC with sequential PSO as the optimizer with

error compensation

• Cont. 6: same as Cont. 5, but without error feedback

No Cont. shows the behavior of the distribution system when there is no

control strategy in place. Cont. 1 to Cont. 4 are four variants of the SVR-

based MPC. The reason to study MPC with and without error feedback is

to measure to what extent the error feedback can compensate the prediction

errors of regression models or prediction errors caused by configuration changes

55



Figure 3.11: Performance of controllers under scenarion 1 where w1 = 5000,
w2 = 1

in the system. Cont. 1 is the main SVR-based MPC as it employs the accurate

5Days model and takes advantage of error feedback as well. Cont. 5 and Cont.

6 are MPCs that use circuit-based simulations (performed by OpenDSS) as

their internal models. Cont. 5 is closed-loop whereas Cont. 6 does not receive

error feedback.

If the circuit model is accurate, there will be no prediction error. Hence,

there is no need for error feedback, and Cont. 5 and Cont. 6 can provide

the optimal solution to the VVO problem (provided that their optimizers can

converge to the global optimum). Therefore, their solutions can be used as a

reference to evaluate the performance of SVR-based MPCs. In other words,

the closer the solutions of Cont. 1 to Cont.4 to that of Cont. 5 (or Cont.

6), the better the SVR-based MPCs are performing. In case there are inac-

curacies in the internal circuit and the SVR model, Cont. 5 delivers the best

possible solution a closed-loop control method could offer. So again, it can

be considered as the best possible reference to validate the effectiveness of an

SVR-based MPC.

Several operational scenarios are considered to evaluate the proposed method.

In all cases Vsp is considered 1 p.u. and the acceptable voltage tolerance is set to

±0.05p.u. Evolt in (3.20) is modified to evaluate average voltage deviation from

the setpoint by replacing V p
i with Vsp. The other considered criterion for eval-

uating the control methods is the average daily loss Lavg =
∑NS

j=1 loss(j)/NS.

Scenario 1: IEEE123 system is tested under normal conditions for 24 hours.
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For all MPCs, Tc = TP = 1 step (15 minutes) and β1 = β2 = 1. There is no

limit on the number of times capacitor banks and OLTCs can be switched, or

how much they can change. This means in (3.5), w3 and w4 for all capacitors

and tap changers are set to zero. w1 for all load buses and w2 are set to

5000 and 1, respectively. This puts more emphasis on minimizing voltage

deviations than power loss as power utilities have obligations to keep voltage

profiles within specified limits. The circuit model employed by model-based

MPCs is accurate, so both Cont. 5 and Cont. 6 will generate the same results.

Fig. 3.11 shows Evolt and Lavg for No Cont. and Cont. 1 to Cont. 5. SVR-

based MPCs show great performance, with results close to the output of Cont.

5. The only exception is Cont. 4, with Lavg = 38.89kw almost as high as No

Cont. and the highest Evolt among controllers. Model inaccuracy, lack of error

compensation and w1 � w2, all contribute to such poor performance. Cont.

1 delivers the best performance among SVR-based methods with the closest

results to Cont. 5. This is not surprising as it takes advantage of the accurate

5Days model, along with error compensation. Tap positions of OLTCs and

kVAR injections of capacitor banks for Cont. 1 are shown in Fig. 3.12 and

Fig. 3.13, respectively.

Equation (3.5) is a multi-objective optimization problem and the solution

to that problem depends on the selected values for w1 and w2. A better

insight to the performance of the proposed methods can be obtained when only

one of the objectives of the VVO problem is considered. Fig. 3.14 provides

simulation results for the case that only the minimization of power loss (w1 = 0,

w2 = 1) is considered. Considering Lavg, it can be concluded that all MPCs

can adequately minimize power loss. Also, by taking a look at the power loss

of Cont. 1 during 24 hours, it is obvious that the performance of Cont. 1 is

almost as good as Cont. 5. Both Cont. 1 and Cont. 5 can effectively lower

down power loss compared to No Cont.

Fig. 3.15 represents simulation results for voltage deviation minimization

(w1 = 1 and w2 = 0). Similar to power loss minimization, the SVR-based

MPCs show satisfactory results, while Cont. 1 generates the closest results to

Cont. 5. Also, comparing Evolt for Cont. 3 to that of Cont. 4 demonstrates
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Figure 3.12: Tap positions of OLTCs for Cont. 1 under scenario 1

how effectively the prediction error feedback can improve the performance of

data-driven MPCs. For instance, when only the minimization of voltage devia-

tion is considered, Evolt = 0.4579% for Cont. 3. This means 44% improvement

of performance compared to Evolt = 0.8175% for Cont. 4.

Scenario 2: Same as Scenario 1, but 1% error with Gaussian distribution is

added to load and voltage readings of smart meters to model the inaccuracy of

the meters. This scenario can be considered as sensitivity study of the proposed

method, as it examines the robustness of the SVR-based MPC in the presence

of noise. Fig. 3.16 shows simulation results for this scenario. The results are

almost the same as scenario 1, although the measurement errors cause slight

decline in performance for all controllers. For example, in case of w1 = 0 and

w2 = 1, Lavg for controllers goes up by 1.36% on average. In fact, measurement

errors affect the SVR-based MPC more than its model-based counterpart. This

is the result of the presence of such errors in both training and operational

stages of SVR-based MPCs, whereas measurement errors only affect Cont. 5
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Figure 3.13: KVAR injections of capacitors for Cont. 1 under scenario 1

Controllers: No Cont. Cont. 1 Cont. 2 Cont. 5
Lavg : (kw) 39.82 36.69 36.88 35.22
Evolt : (%) 1.733 0.492 0.531 0.485

Table 3.3: Simulation results of scenario 3

during its operational stage. Though, despite effects of measurement errors,

Cont. 1 to Cont. 4 can still deliver satisfactory performance.

Scenario 3: Similar to scenario 1 (w1 = 5000, w2 = 1), but the values of

capacitor banks and taps of OLTCs can change up to once per hour. This

enforces wear and tear constraints the same as 3.11-3.12 to the VVO objective

function. The simulation results for this scenario is presented in Table 3.3.

Tap ratios of OLTCs and injections of capacitors are shown in Fig. 3.17 and

Fig. 3.18, respectively. It can be observed that no OLTC or capacitor is

switched in a period shorter than one hour (4 control steps). It proves that

the optimizer is successfully enforcing constraints 3.11-3.12.

Scenario 4: Similar to scenario 3, but both prediction and control horizons

of all MPCs are extended to 1 hour (Tp = 4 and Tc = 4). It is also assummed

that the short-term load forecast for the one hour ahead is provided for MPCs.

Extended prediction and control horizons allow MPCs (both SVR-based and
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Figure 3.14: Performance of controllers under scenario one where w1 = 0 and
w2 = 1 (minimizing power loss)

model-based) to better manage the switching constraints. Such improvement

in performance can be observed in Fig. 3.19 where the simulation results of

scenarios 3 and 4 are compared. Though only a slight improvement in loss

reduction can be seen in Fig. 3.19, the decrease of Evolt for all controllers is

significant. Therefore, working with an extended prediction horizon is recom-

mended in case short-term load forecasts are available.

Scenario 5: In this scenario, all DERs shown in Fig. 3.8 are plugged in. 5Days

SVR model is retrained to include DERs, and the circuit model of Cont. 5

considers those DERs as well. w1 = 7000, w2 = 1, Tc = 1, and Tp = 1. Table

3.4 represents the simulation results for this scenario. The results show that

the power injection of DERs has reduced power loss and voltage deviations

in the system, compared to scenario 1. Cont. 1 has predicted the effects of

DERs successfully, and using error compensation, it has been able to reduce

Lavg and Evolt to values comparable to Cont. 5.

Scenario 6: Similar to scenario 5, however the SVR and circuit models are
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Figure 3.15: Performance of controllers under scenario one where w1 = 0 and
w2 = 1 (minimizing voltage deviation)

Controllers: No Cont. Cont. 1 Cont. 2 Cont. 5
Lavg : (kw) 10.152 7.971 7.996 7.334
Evolt : (%) 0.6703 0.308 0.364 0.268

Table 3.4: Simulation results of scenario 5: control under the presence of DERs

not updated, so they do not include DERs. The reason to study this case is

to figure out how a wrong regression model will affect the performance of the

proposed method, and to what extent the error compensation can mitigate

adverse effects of a wrong model. Fig. 3.20 provides a comparison between

scenario 6 and scenario 5. It is obvious by looking at Fig. 3.20 that employing

a wrong SVR model for Cont. 2 and a wrong circuit model for Cont. 6 while

no error feedback is available, has dramatically exacerbated the performance

of those two controllers. This performance deterioration is more evident in

minimizing voltage deviation where Evolt for both controllers jumps to more

than 2%, far worse than Evolt = 0.67% for the system under no control. On the

other hand, Cont. 1 and Cont. 5 that take advantage of error compensation
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Figure 3.16: Simulation results for scenario 2. (Top): w1 = 5000, w2 = 1,
(Bottom-Left): w1 = 0, w2 = 1, (Bottom-Right): w1 = 1, w2 = 0.

have been able to maintain their performance close the levels under scenario

5. The error feedback helps both MPCs to effectively compensate prediction

errors even when an entirely wrong model is employed.

A closer insight on how the error feedback can improve the performance

of the controllers can be obtained by observing the voltage profiles of the

system for Cont. 1 and Cont. 2 under scenario 6. As can be seen in Fig.

3.21, voltage profiles of most of the load buses are above 1p.u. for Cont. 2.

This is due to the fact that the SVR model of Cont. 2 does not include the

active and reactive power injections of DERs. Therefore, Cont. 2 brings more

capacitors online and increases secondary taps in order to level up voltage

profiles. Cont. 1 does not do any better at the first control interval. This is

because there is no error feedback at the beginning of the simulation. However,

at the second control step when the prediction error is fed to the controller,

the performance of Cont. 1 improves noticeably and the controller is able to

maintain its good performance until the end of the simulation. This proves

how useful the closed-loop feature of MPC is in controlling distibution systems.

Distribution grids are subject to many topology changes such as adding DERs,

switch reconfiguration, etc., and the closed-loop feature can, to some extent,
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Figure 3.17: Tap positions of OLTCs for Cont. 1 under scenario 3 (constrained
switching)

compensate for prediction errors in case the controller is not aware of the

occurance of such changes.

Scenario 7: In this scenario Tp = Tc = 1 step, w1 = 5000 for all nodes,

and w2 = w3 = w4 = 0. An SVR model for IEEE123 test system is trained

while DERs are turned off. However, in the beginning of the simulation, the

test system is reconfigured so that the switch between nodes 18 and 135 in

Fig. 3.8 is opened, whereas the switch between nodes 151 and 300 is closed.

As a result, the trained SVR model is no longer valid. Fig. 3.22 compares

the performance of Cont. 1 and Cont. 2 with an SVR model trained before

reconfiguration (wrong SVR model) to the performance of Cont. 1 with a

correct model trained after reconfiguration. The figure also provides simulation

results for Cont. 5 and Cont. 6 with circuit models before (wrong circuit

model) and after (correct circuit model) reconfiguration. Evolt for Cont. 2

and Cont. 6 that are using wrong models is substantially higher than Evolt

for Cont. 1 and Cont. 5 with correct models. This comes as no surprise as
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Figure 3.18: KVAR injections of capacitors for Cont. 1 under scenario 3
(constrained switching)

their models (SVR or circuit) are wrong and no error feedback is available.

Feedback compensation, however, helps Cont. 1 and Cont. 5 with wrong

models to maintain satisfactory performance. It can be observed in Fig. 3.22

that Evolt for Cont. 1 and Cont. 5 with wrong models is considerably lower

than that of Cont. 2 and Cont. 6. The advantage of error compensation

studied in scenario 6 and scenario 7 proves that a closed-loop control approach

like our proposed method can outperform the open-loop algorithm in [33] in

the presence of prediction errors caused by changes in the distribution system.

Scenario 8: Similar to scenario 1, but all switches shown in Fig. 3.8 are closed

and the SVR model is retrained. This turns IEEE123 to a meshed system that

many VVO methods such as the MPC methods in [31]-[32] or the data-driven

algorithm in [33] that are designed for radial systems cannot control. Fig. 3.23

shows the power loss and average voltage deviation per bus for Cont. 1 and

Cont. 5 under this scenario. The results show that while Cont. 1 delivers

fair performance in minimizing power loss compared to Cont. 5, its ability to

reduce voltage deviation is as good as its model-based counterpart.
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Figure 3.19: Comparing the results of scenario 3 and scenario 4

Figure 3.20: Comparing the results of scenario 5 (correct models) and scenario
6 (wrong models)

3.4.4 GPU-vs-CPU Speedup

In order to compare the performance of the GPU-based MPC to the sequential

MPC, these two methods were executed under scenario 1 for different number

of particles of PSO. The termination criterion for PSO was set to reaching

50 iterations. The average time each method spends on generating control

decisions is presented in Table 3.5. The results are averaged over 12 runs

for each method/Num. of particle. It is obvious that the GPU-based MPC

Num. of particle: 10 25 50 100 250 500
GPU comp. time (s): 0.446 2.045 4.067 8.195 20.608 40.993
CPU comp. time (s): 23.303 58.833 116.466 233.224 583.180 1190.330

Table 3.5: Computation time of GPU-based MPC and sequential MPC
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Figure 3.21: Voltage profiles of load buses of IEEE123 controlled by Cont. 1
and Cont. 2 under scenario 6

is substantially faster than its sequential counterpart. For any number of

particles up to 500, the parallel MPC can generate decision controls in seconds,

while the sequential MPC requires over 19 minutes (longer than the 15-minute

control step) to generate a solution using 500 particles. Fig. 3.24 show the

GPU-vs-CPU speedup for these two methods. While the speedup is over 52

times for 10 particles, it reaches a steady rate about 29 times for the number

of particles 25 and over.

Fig. 3.25 shows the runtime chart of the vector-matrix multiplication kernel

(3.17) on GPU 32 streams are pre-defined for CUDA compiler. It can be

observed that the concurrency of streams is achieved, so that up to 20 kernels

are being executed at each given time. The reason not all 32 streams are

running concurrently is that GTX 1080 that is executing the code has 20

SMXs. Hence, it can launch and execute up to 20 streams at once 1.

1Technically, an SMX can launch and execute up to two kernels concurrently. However,
the SMX can only do so if there are enough reseources including shared memory and registers
(registers are used for saving constant variables, variables defined inside of the kernel, and
intermediated calculation results) available for each thread of the kernel.
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Figure 3.22: Evolt for control approaches under scenario 7

3.5 Summary

A new data-driven VVO scheme has been presented. The method uses AMI

measurements to train an SVR model for the distribution grid. The trained

model is employed in a closed-loop predictive controller to perform Volt-Var

Optimization. The performance of the proposed controller was assessed by

applying it to IEEE123 bus test system. Simulation results showed that the

proposed approach is able to deliver close to optimal results, even in the pres-

ence of DERs, noise, and changes in the configuration of the system. The

following observations are revealed from simulation results:

• Support Vector Regression can adequately model distribution systems

even with a limited number of training samples. It also does not require

capabilities such as phasor or high-resolution measurements that the

existing smart meter and AMI technologies are not equipped with.

• The closed-loop nature of MPC helps the proposed algorithm to satis-

factorily control the system even if topology changes occur.

• The controller can perform well under the presence of measurement noise.

• The GPU implementation of the algorithm substantially reduces the
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Figure 3.23: Power loss and average voltage deviation of Cont. 1 and Cont. 5
under scenario 8

Figure 3.24: The speedup achieved by parallel MPC for different number of
particles

computation time and make the algorithm suitable for real-time appli-

cations.
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Figure 3.25: Concurrent launching of several vector-matrix multiplication ker-
nels on GPU
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Chapter 4

Optimal Placement of Smart
Meters for Locating Faults

In this chapter, a novel method is proposed for the optimal placement of smart

meters for the purpose of locating faults. The optimal placement is treated

as an optimization problem. The distribution grid is divided into segments.

Each segment represents the smallest piece of a grid where faults can occur,

and locating faults means identification of the segment with a fault.

During the optimization procedure, segments which cannot be correctly

identified as locations of faults are merged. They are called zones. The goal

is to find such a placement of smart meters so that the number of zones is

maximized. In the best case scenario the number of zones is equal to the

number of segments, while in the worst case scenario the whole grid is a single

zone.

At each iteration of the optimization procedure a set of locations for smart

meters is chosen and a classification model is trained to identify segments

with faults. A merging routine is applied to merge segments with misclassi-

fied faults into larger zones. This process continues until there are no more

segments/zones with misclassified faults.

The optimization procedure is performed in two stages. At the first stage,

a random search is performed with the Naive Bayesian classifier used for clas-

sification. The objective of this stage is to find a good initial solution for the

second stage. During the second stage, a Simulated Annealing based search

process is utilized to find optimal locations for smart meters. The SVM classi-
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fication is used here. A single SVM model is developed for locating faults for

each type of fault. Also a fault-type classifier is constructed using the SVM

classification. The results of this optimization procedure are the followings:

1) the best placement for smart meters; 2) a zoning map (partitioning of a

grid ensuring a full fault location ability); 3) classification models for locating

faults; and 4) a model for detecting types of fault.

Simulation results of applying the proposed method on IEEE34 test system

and its extended version shows the excellent performance of the proposed

scheme in placing meters and locating faults.

4.1 Literature Review

Upon occurrence of a fault in a distribution grid, the protection devices act

to isolate the fault from the rest of the system. If a fault is temporary, a

recloser tries to clear it out. If it is permanent, other protection devices such as

sectionalizers and fuses trip in order to confine that fault. In case sectionalizers

and fuses do not act, or if the fault happens on the main feeder on their

upstream, the overcurrent relay will sense the fault and send a trip command

to the circuit breaker in the substation to de-energize the feeder until the fault

is cleared out.

The traditional way of finding the outage area in distribution systems,

which is still practiced in many utilities, is to map the outage area based on

customer phone calls. Historical outage data and weather data can help to

narrow down the faulted area as well. Crews are then sent to the specified

area to locate the fault and clear it. Tripped protection devices are reset, and

the system is re-energized after the fault is cleared out.

This is in contrast to transmission systems in which well-defined and robust

methods for locating faults are available. Transmission systems are equipped

with several types of protective relaying including overcurrent, frequency, dis-

tance and differential, as well as advanced measuring devices such as PMUs.

This allows for developing precise fault locating methods. For example, the

distance relay can precisely locate a fault by dividing the voltage phasor by

71



current phasor and comparing the result to the impedance of the line.

Developing an analytical fault locating method for distribution grids is gen-

erally more difficult than transmission systems. This is due to the fact that

distribution systems are not well-monitored the way transmission systems are,

they are highly branched with many lateral cables connected to the feeder,

loads are unbalanced, and different grounding techniques are implemented.

However, there are many analytical methods proposed to improve fault loca-

tion estimation across distribution grids. These methods can be divided into

two groups; methods that locate the outage area and approaches that find the

location of fault.

A method based on historical data proposed in [52] to locate the outage

area. The historical data used in that study includes historical weather con-

ditions, cause of fault, situation of fault, and the faulty equipment. A data

mining method called rough set theory is employed to derive patterns and tools

for estimating the outage area. In [53] historical data including weather condi-

tions, natural degradation of apparatus, traffic accidents and overload is used

to locate the outage area and the faulty equipment. A probabilistic Bayesian

network is implemented to predict the outage area Based on historical data.

Fault indicators are devices installed across transmission and distribu-

tion systems to locate the outage area. Fault indicators can have different

characteristics such as overhead/underground, manual/automatic reset, vi-

sual/remote indication, etc. [54]. Installing fault indicators is not enough to

locate fault area and an algorithm is required to analyze the data from fault

indicators and locate the faulty segment. A heuristic method using fault in-

dicators’ data is proposed in [55] based on fault current detected by fault

indicators and the observation that line sections between fault indicators can

be considered as potential fault locations. Another method based on fault

indicators is studied in [56] that uses depth-first search to divide and search

the potential faulted area identified by fault indicators, until the faulty line

segment is found.

Since it is not economical to install fault indicators at every corner of

the distribution system, studies such as [57]-[58] have tried to find the opti-
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mal placement for a limited number of fault indicators across the distribution

system. Both mentioned studies have employed metaheuristic optimization

algorithms for optimal placement. While [57] uses a variant of Genetic Algo-

rithm called Immune Algorithm for optimization, the optimization algorithm

used in [58] is PSO.

AMI data can also be used for locating outage area. Some smart meters

are equipped with ‘last grasp’ capability. Last grasp is a signal sent by a smart

meter to distribution management system following occurrence of a fault, right

before that smart meter being de-energized. The aim is to let the power utility

know that the customer has lost power. Last grasp signal or the fact that some

smart meters are offline and no longer responding can be utilized to estimate

the outage area. Locating the outage area using AMI data has been studies

in [59]–[61].

The goal of fault location methods is to estimate the location of faults

more precisely than outage area approaches. Impedance-based algorithms are

a common approach for locating fault in distribution systems. These algo-

rithms follow the same concept that a distance relay does to locate fault in

transmission systems. They use voltage and current phasors of the feeder,

measured during fault occurrence to estimate the impedance between the sub-

station and the location of fault. Then, they compare the result to the circuit

model of the grid to predict potential fault locations. The circuit analysis

can be done based on symmetrical component analysis and clarke transfor-

mation. The analysis, however, is more complicated than the fault study in

transmission systems, as there are many distributed loads and several laterals

across the distribution system. The equations have to be solved sequentially

from the feeder towards each downstream load. The algorithms proposed in

[62]–[64] take advantage of symmetrical component analysis to locate fault in

distribution grids.

If a system is unbalanced, it is not possible to decouple it into positive,

negative, and zero sequences. Thus, symmetrical component analysis cannot

be applied to the circuit, and power flow equations under fault conditions have

to be solved in phasor domain. Impedance-based methods proposed in [65],
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[66] use phasor calculations to locate faults.

Impedance-based algorithms are simple to implement and only require mea-

surements at the feeder. the major drawback of these methods is that they are

unable to provide a unique location for a fault. A typical distribution system is

comprised of several branches and laterals. There might be multiple locations

in a distribution system that have similar calculated impedance seen from the

feeder. Hence, these algorithms suggest a set of possible fault locations rather

than a unique coordinate.

Voltage sag based methods are a group of fault locating techniques that

work based on the observation that each fault causes voltage sags with different

amplitudes across the system. These methods are measurement based, there-

fore they rely on devices that can record voltage sags during faults. Measuring

devices are either smart meters that have voltage sag recording capability or

digital fault recorders. Digital fault recorders are power quality devices that

are installed in a few spots across transmission and distribution systems and

graphically record voltage and current waveforms during fault conditions with

a high sampling rate [67].

The concept of locating faults based on voltage sag measurements was

first introduced in [68] and then implemented in [69]. To pinpoint a fault,

these algorithms assume a fault at each node of the distribution system and

run powerflow calculations similar to impedance-based methods to calculate

voltage sag at each node. After assuming and calculating a fault for each node,

they compare the calculated voltage sag patterns to the measured voltage sags

from digital fault recorders or smart meters. The node whose voltage sag

calculations is the closest match to the recorded voltage sag, is considered the

closest node to the location of the fault.

The proposed method in fault [70] has improved the approach in [69] by

adding another stage to the procedure that employs a decision tree to approx-

imately locate the zone in which the fault happened. Hence, the fault locating

approach is faster than [69]. The approach in [71] uses the outage area map

besides voltage sag data from smart meters to further narrow down fault lo-

cation. Voltage sag based algorithms use the same type of calculation as the
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impedance-based methods do. Therefore, they can be considered as a category

of impedance-based methods. However, they take advantage of measurements

across the system, not just the main feeder. Thus, they are more accurate

than impedance-based methods and can predict a unique coordinate as the

location of fault.

Another group of fault location methods work based on machine learning.

In these methods, a set of training data is used to train a machine learning

model. The trained model will be able to classify fault types and pinpoint

fault location. The output of the trained model could be the distance between

the feeder and fault location, the impedance of fault, or the zone in which fault

happens. In [72], the SVM is employed to classify and locate fault. It uses

power flow simulations to generate a training set. Once the model is trained,

smart meter voltage readings can be used to predict the type of fault and the

zone in which fault occurs. Another approach based on the SVM is studied in

[73] that can predict single line to ground faults in loop distribution systems.

The mentioned method uses powerflow data to locate the zone of fault. Then

it analyzes the fault transient waveforms using wavelet transform to exactly

pinpoint fault location.

The method presented in [74] takes advantage of both the SVM and neural

networks to locate fault. The SVM is used to classify fault types, whereas

neural network predicts the impedance of fault. The method presented in [75]

employs a combination of neural network, fuzzy logic and wavelet transform

to locate fault in distribution grids. The output of the model is the distance

between the feeder and the fault location. The same combination of learning

methods has been employed in [76] considering current patterns as the input.

The output of the trained model is the zone that contains the fault location.

The advantage of machine learning based fault locating methods is that their

online calculations can be done much faster than impedance or voltage sag

based methods. However, the machine learning based algorithms that analyze

voltage and current transients do not seem as practical as methods that use

smart meter measurements. Capturing transient waveforms requires measure-

ment devices with very high sampling rates, which might not be an economical
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option for many distribution systems.

Many voltage sag and machine learning based approaches for locating fault

rely on smart meters with voltage sag recording capabilities to operate. In-

stalling such smart meters for all customers is not practical from an economical

point of view. When the number of available smart meters is limited, it is im-

portant to where to install them to optimally record voltage sag patterns. This

leads to a better approximation of fault location. In addition, in many fault

locating algorithms such as [70], [72] and [76] the output of the method is a

zone that contains the location of fault. These zones are pre-defined by the

user and comprised of a few adjacent nodes. The number and size of these

zones affect the overall accuracy of the algorithm. Hence, pre-defining these

zones is not the best approach to gain the maximum fault locating accuracy.

The aim of this study is to address both aforementioned problems. The

algorithm proposed in this study is able to find the best nodes for installing

smart meters. Additionally, it can define zones across the distribution grid

so that fault locating can be achieved with the maximum accuracy. To the

best of our knowledge, such a study has not been conducted before. The

proposed method divides the distribution system (buses and lines) into several

small-size segments. It finds the optimal place for smart meters’ installation

via an optimization procedure. During the optimization procedure, for each

combination of smart meters’ locations, a model is trained using the SVM or

NB, aiming to classify as many segments as possible correctly. If the machine

learning model fails to precisely classify two segments, those segments are

merged and form a new zone through a special merging procedure. Therefore,

the higher the number of zones, the better the placement of smart meters is.

So, the goal of the proposed algorithm is to place smart meters so that the

machine learning model can precisely detect as many zones as possible.

4.2 Meter Placement Process: Overview

There are different types of fault in a distribution system. They can be cate-

gorized based on the number of phases affected and if those phases are short-

76



Phase A to ground (LGa)
Single phase to ground (LG): Phase B to ground (LGb)

Phase C to ground (LGc)
Phase A to phase B (LLab)

Phase to phase (LL): Phase B to phase C (LLbc)
Phase C to phase A (LLca)
Phase A to phase B to ground (LLGab)

Phase to phase to ground (LLG): Phase B to phase C to ground (LLGbc)
Phase C to phase A to ground (LLGca)

Three phase (LLL)
Three phase to ground (LLLG)

Table 4.1: Types of fault in distribution systems

circuited to the ground. Table 4.1 lists all 11 possible types of fault that can

occur in a grid. A single phase to ground (LG) fault is the most common,

while a three phase to ground (LLLG) fault is the most dangerous one. A

fault location algorithm must be able to detect not only the location but also

the type of occurred fault. The goal of the proposed method is to find the best

placement of smart meters so the measurements obtained from them allow for

the estimation of fault locations with the maximum accuracy.

The first step of the proposed process is to divide the distribution system

into several small segments. Fig. 4.1 shows how a piece of a distribution

system which is a line between two buses can be divided into segments. A

segment represents the smallest part of a grid that the proposed method can

identify as the location of fault. The size of segments should be considered

reasonably small to provide acceptable approximation of the location of fault.

The maximum length of segments in this study is chosen to be 1000 ft (≈ 300

m). Eventually, the proposed method generates a zoning map for each type of

fault, in which each zone is composed of segments – from one to several. During

the execution of the method, segments associated with misclassified faults are

merged into a single zone. However, if the proposed method can perfectly

detect a segment as the location of a fault, then that segment becomes a zone.

In other words, the proposed approach results in a zoning map built in such a

way that faults can be located to the level of a single zone. A larger number

of zones means better fault locating capability.
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Figure 4.1: Dividing a piece of a distribution system into several segments not
bigger than 1000 feet

The optimal placement of smart meters is obtained via solving an opti-

mization task. At each iteration of the optimization process, the location of

a pre-defined number of smart meters is updated, and a machine learning

method is applied to construct classifiers able to identify which segment/zone

is the location of fault.

Once the location of smart meters is updated, training datasets are con-

structed using voltage amplitude measurements (in p.u.) of the new locations

of smart meters. A single data set is generated for each type of fault based

on power flow study under fault conditions. Fault samples of a given type

are simulated in random places across the grid including lines and buses.The

voltage values measured by smart meters constitute the inputs to a classifier

being built, while the output is the id of the segment where a fault occurs. A

classification model for a given type of fault is trained using such a dataset.

Ideally, the trained classification model should be able to accurately clas-

sify all segments with no misclassifications. This means that the trained model

can precisely recognize a fault location, i.e., identify a segment that contains

the fault. However, due to the limited number of measurement points (smart

meters), the accurate classification of segments is not possible. Therefore, after

the model is trained, a confusion matrix is analyzed in order to find ‘misclas-

sified segments’. If two or more segments are misclassified, these segments are

merged together and build a new zone. The merging process of segments and

constructing new zones continue, until there is no misclassification zones. The

bigger the number of zones after the merging procedure, the more accurately
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the model can predict the location of faults. Hence, the goal of the optimiza-

tion procedure is to find such a location for smart meters which results in the

maximum number of zones.

Figure 4.2: Flowchart for the optimal placement process and fault location
detection process

Fig. 4.2 depicts the flowchart of the proposed process for the optimal

placement of smart meters, as well as the flowchart for fault location detection

after the optimal placement is obtained and the classifiers are trained. The

process is performed in two stages:

• 1st stage is a random search in which smart meters are placed randomly

across a distribution grid, and an NB classification model is built and

used for classifying segments; the NB classifier is chosen for the first

stage because it is fast, however its performance is not as good as of the

SVM; the output of the first stage is an initial smart meter positioning

for the second optimization stage.
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• 2nd stage includes a Simulated Annealing based search to further opti-

mize the location of smart meters, while the SVM is used for classifica-

tion; the outputs of the second stage are the optimal locations for smart

meters, zoning maps and fault location SVM classifiers; a separate SVM

is generated for each type of fault.

Once the optimal placement of smart meters is achieved, a training set is

built with voltage measurements at the obtained locations of smart meters.

It is done using powerflow study under fault conditions. Each data point –

measurements for a specific fault – is labeled with the type of simulated fault

as depicted in Table 4.1. Then, an SVM-based classifier for detecting the type

of fault is constructed.

Therefore, the final result of the proposed algorithm includes: optimal

locations for smart meters, a zoning map and a fault-locating SVM classifier

for each type of fault, and an SVM classifier for identifying the type of fault.

Fig. 4.2 also includes the flowchart for predicting the location of fault

using the trained models and AMI measurements. Upon occurrence of a fault

in a system, voltage readings of smart meters are fed to the SVM fault-type

classifier. Once the type of fault is determined, the AMI measurements are

fed into the SVM zone classifier for the previously detected type of fault. The

zoning map for the detected fault type is then used to interpret the output of

the SVM zoning classifier and pinpoint the location of fault.

4.3 Meter Placement Algorithm: Details

In this section details about the proposed algorithm are provided. The details

include meter requirements, the procedure of merging segments, the two stages

of optimal placement, the justification of selecting both the Naive Bayesian

and Support Vector Machine as classifiers used during two optimization stages,

and an illustrative example.
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Figure 4.3: A typical voltage sag caused by a fault

4.3.1 Smart Meter Specification

The proposed method assumes that smart meters deployed in a distribution

system satisfy the following requirements:

• they are able to record time-based voltage sags;

• they are equipped with a communication technology besides powerline

communication;

• they have a backup power source.

A typical voltage sag caused by a fault is illustrated in Fig. 4.3. A voltage

below 0.9 p.u. is considered a voltage sag. Voltage sags can happen as a

result of temporary and permanent faults or when a large load like a motor is

switched on. The smart meter should be able to record time-based voltage sags

and send it through AMI. Several existing smart meters have this capability.

The smart meter must have the capability to transfer/send measurements

without using powerline communication. It is required due to the fact that pro-

tective devices such as sectionalizers, reclosers and circuit breakers de-energize

parts or all of the distribution feeder following the occurrence of a fault. As a

result, there is no physical connection between de-energized parts of the distri-

bution feeder and the substation. Therefore, powerline communication cannot

be used. Other types of smart grid communication technologies are mentioned

in Section 2.2.
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Following a fault incident, protection devices de-energize all or parts of the

downstream feeder. Hence, if a smart meter is not equipped with a backup

power source, it will not be able to operate and communicate. This back up

power is different and should last more than the residual power that some

smart meters store to send the last grasp outage signal.

4.3.2 Process of Merging Segments

It is quite possible that some smart meters record the same voltage sag pat-

tern from the faults happening at two distinguished points on the grid. As a

result, the classifier is likely to misclassify the segments with those faults. At

each iteration of the proposed optimization procedure, a classification model is

trained and a confusion matrix is obtained for the model. The confusion ma-

trix can be obtained using either k-fold cross-validation or a testing dataset

which is not used for the training. This matrix reveals which segments are

misclassified as locations of faults. A merging routine analyzes the confu-

sion matrix and finds such segments or zones. The segments/zones that have

misclassified faults are merged into a new zone.

The segment merging process should be done carefully: the new zones

created by merging misclassified segments/zones are not allowed to contain

disconnected parts. Hence, not all misclassified segments or zones can be

simply merged. Fig. 4.4 shows two examples that illustrate what kind of

merging is acceptable and what is not.

The merging routine iteratively checks the confusion matrix for misclassi-

fied segments and zones (some segments might be already merged to a new

zone during previous iterations of the merging routine), merges them, and up-

dates the confusion matrix. If it finds two misclassified segments or zones, it

tries to find a path in a grid that connects those segments or zones. Then, it

merges those two segments/zones together with all segments and zones along

that path into a single zone, Fig. 4.4. This guaranties the newly created zone

can never have disconnected parts.

It should be noted that a radial distribution grid can be modelled as a

connected undirected acyclic graph with nodes representing segments/zones.
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Figure 4.4: (Top): examples of acceptable and wrong ways of merging two
zones that are located in two different branches of a grid.
(Bottom): Acceptable and wrong merging for two segments located on a single
branch. Each color represents one zone

Such a graph is a tree (considering one-line diagram of the grid or a separate

diagram for each phase). In that graph there is only one path between two

given nodes. Thus, the merging routine of two zones in a radial system is equal

to finding the only path between those zones and merging all zones along that

path into a single zone. If the grid is looped or meshed, it can be modelled

with an undirected cyclic graph. Hence, there could be more than one path

between two to-be-merged zones. In this case, the merging routine finds the

shortest path between two merged zones. The shortest path in this case can

be defined as the path that contains the least number of segments across the

path.

The merging routine iteratively merges misclassified zones and updates the
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confusion matrix accordingly, until there is no more misclassifications. This

means that the trained classifier is able to identify the fault zone with an

absolute accuracy. The output of the merging process is a map comprised of

some original segments and some newly created zones. The original segments

that were not required to be merged, are treated as zones that contain only

one segment.

4.3.3 Meter Placement Procedure: 1st Stage

As mentioned earlier, the optimal placement of smart meters is performed in

two stages. The first stage is a random search in which smart meters are placed

randomly on load buses across the system, while the NB classifier is used for

classifying segments, i.e., identifying segments with a fault.

The output of the first stage is a reasonably good placement of meters

that is used as an initial guess for the second optimization stage. Though

the NB is not as accurate as the SVM, the fact that it does not require an

iterative optimization procedure for training makes it a highly scalable and

fast classifier when dealing with large datasets. Hence, it is a good candidate

for probing the search space and providing a good initial solution for the

next optimization stage. This speeds up the overall optimization procedure,

especially in the case that neither Simulated Annealing nor the SVM that are

used during the second optimization stage are fast algorithms. A comparison

between performance and computational times of the NB and SVM is provided

in the further section.

It is assumed that there is a limited number of smart meters available for

placing and it does not change during the optimization procedure. At each

iteration of the first stage, a random set of load buses is generated for the

placement of smart meters. This set is generated based on the following rules:

• At the first iteration, a specific number of smart meters is assigned to

each phase. The algorithm tries to equally dispatch smart meters be-

tween the three phases. If the number of available smart meters is not

divisible by 3, the phases that supply a higher number of loads are as-
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signed more smart meters. Unbalanced distribution systems are com-

mon. However, this does not mean there is a drastic difference between

the number of loads that each phase supplies. Intuitively, installing a

similar number of smart meters on each phase helps the algorithm to

more effectively capture voltage sag patterns across a grid.

• At each following iteration, smart meters are randomly placed on load

buses of the phase they are assigned to. It is not allowed to relocate

them to other phases.

• A maximum of one smart meter can be installed at a given load bus.

Though it is quite possible that multiple customers are supplied from

a load tap, there is no benefit of having more than one smart meter

installed on a given load tap, if the fault locating study is concerned.

The number of smart meters is limited and the meters connected to a

specific load tap would record the same voltage sag pattern, as they are

connected in parallel.

• Each DER is equipped with a smart meter and that smart meter cannot

be relocated.

At each iteration, an NB classifier is trained for the randomly placed me-

ters. As mentioned in Table 4.1, there are 11 types of fault in a distribution

system. Therefore, 11 classifiers, one for each type of fault, have to be trained.

There is a separate training dataset for each type of fault. Each dataset con-

tains voltage measurements of all load buses in the system under one out of

11 types of fault condition. However, the classifier only uses voltage mea-

surements of those smart meter locations that are randomly selected at each

iteration of the optimization procedure. An NB classifier is trained for each

type of fault, and the merging routine is applied to the confusion matrix. That

leads to 11 zoning maps at the end of each iteration.

To evaluate the ‘goodness’ of smart meter locations a fitness function is

defined. Considering the fact that a higher number of zones means a more
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accurate classification of fault locations, a fitness function is defined as follows:

F (LSM) =
1

3
NZ(LG) +

1

6
(NZ(LL) +NZ(LLG))

+
1

6
(NZ(LLL) +NZ(LLLG))

(4.1)

in which F is the fitness function, LSM is a vector containing the locations

of smart meters, and NZ() stands for the number of zones for each type of

fault. The coefficients in (4.1) are chosen to put the same emphasis on single,

two, and three phase faults. One could modify those coefficients in favour of

a specific type of fault. For example, LG faults are the most common faults

in distribution systems, so a larger coefficient can be assigned to NZ(LG).

The objective of the first stage is to provide a good initial solution for the

second optimization stage. One could argue that it is not critical at this stage

to evaluate a fitness function considering all 11 types of fault, and evaluating

the fitness function with a fewer number of fault types would suffice. For

example, a fitness function could be defined taking into account only single

phase to ground and three phase faults:

F (LSM) =
1

2
NZ(LG) +

1

2
NZ(LLL) (4.2)

This argument holds, as the goal of the first stage is only to find an initial

solution, not to develop a fault prediction model or a zone map for each type

of fault.

Finally, at the end of the first stage, the set of locations that results in the

largest fitness value is passed to the second optimization stage as the initial

solution. The following is the pseudocode of the first stage:

for i = 1 : iter1

-generate a random location vector for smart meters LSM

Fi(LSM) = 0, Fmax = 0

for j = 1 : numfault type

-train an NB classifier for fault type j

-merge segments and calculate NZ(fault typej)

Fi(LSM) = Fi(LSM) + coefj ×NZ(fault typej)
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end

if Fi(LSM) > Fmax then Fmax = Fi(LSM), Lbest
SM = LSM

end

4.3.4 Meter Placement Procedure: 2nd Stage

The purpose of the second stage is to find the optimal placement of smart

meters via ‘tuning’ the best random placement obtained at the first stage of

the process. It is done using Simulating Annealing as a tool to explore the

search space for possible placements of smart meters, and the SVM, as a more

sophisticated classifier when compared to the NB, for identifying/classifying

segments/zones with faults.

Simulated Annealing [77] performs the optimization of meters’ placement.

Details about this optimization algorithm is provided in Appendix A. Sim-

ulated Annealing locally probes the search space for the best solution. At

each iteration, a set of locations is selected for smart meter placement and the

fitness function (4.1) is evaluated. The number of smart meters allocated to

each phase remains the same as the first stage and smart meters are locked to

phases they were initially assigned to at the beginning of the first stage. How-

ever, the placement of meters is not random anymore. Random selection of

locations is replaced by generating a new placement as a neighboring solution

for the current placement.

In order to generate a neighboring solution, the smart meter vector place-

ment LSM is modified. The modification of the vector is done in a way that

one smart meter ‘changes’ its location. A smart meter (one member of LSM)

is randomly selected, and all immediate adjacent load buses for this smart

meter (located on the same phase) are identified. One of these adjacent load

buses is randomly selected, and the smart meter is moved to that randomly

selected bus. Let us illustrate the process. Fig. 4.5 shows neighbor load buses

for three smart meters, each assigned to one phase. The smart meter which is

installed on phase C in that figure can only be moved to a neighbor location

on the same phase. It is despite the fact that the smart meter is measuring a

branch of a ∆-connected load, so it is technically connected to both phases A
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Figure 4.5: Neighboring solutions for three smart meters, each assigned to one
phase

and B.

The SVM performs classification during the second stage. The fitness func-

tion (4.1) includes all 11 types of fault. The outputs of this stage are: the

optimal locations for smart meter placement, a zoning map for each type of

fault, as well as 11 SVM classifiers, each for one type of fault. The pseudocode

for this stage is following:

Fc = Ffirst stage, T = Tinit, L
c
SM = Lfirst stage

SM

for i = 1 : iter2

-reduce temperature: T = c× T , 0 < c < 1

-generate a neighboring solution Lnew
SM for current solution Lc

SM

-Fnew(Lnew
SM ) = 0

for j = 1 : numfault type

-train an SVM classifier for fault type j

-merge segments and calculate NZ(fault typej)

Fnew(Lnew
SM ) = Fnew(Lnew

SM ) + coef j ×NZ(fault typej)

end

if Fnew ≥ Fc then Fc = Fnew, Lc
SM = Lnew

SM

elseif rand() ≥ exp(Fc−Fnew

kT
) then: Lc

SM = Lnew
SM , Fc = Fnew

end
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Each iteration of the optimization process involves training a classifier and

invoking the process of merging segments. This means that using analytical

optimization algorithms is not possible. So, a metaheuristic algorithm has to

be employed. Simulated Annealing has been selected because it works well

as a local search algorithm. In this case, the process of identifying beighbor

solutions for the current solution can be easily defined. This is not the case for

population-based methods like PSO. For PSO, development of a method that

controls movement of particles towards each other in a distribution system with

several branches seems complicated. Otherwise, any optimization algorithm

with a well-defined method for exploring nodes of a distribution grid can be

employed instead of Simulated Annealing.

It is worth mentioning that the proposed approach is not limited to the use

of the NB and SVM classifiers. Any fast classifier with an acceptable accuracy

can be used for the first stage of the optimization, while any high-accuracy

classifier with an acceptable computational time can perform the classification

task during the second stage.

Once the optimization procedure is finished, an SVM classifier is trained

for detecting a single type of fault. The training dataset includes voltage

measurements for optimally placed smart meters, while labels represent types

of fault.

4.3.5 Fault Locating Procedure

Detecting fault locations based on the proposed method is straightforward.

Assuming that the smart meters are placed at locations suggested by the

proposed algorithm, the process of locating a fault can be performed according

to the following three steps:

1. collecting voltage sag measurements from smart meters; picking the min-

imum (smallest amplitude) of voltage from each meter recorded at the

time of fault occurrence; if a smart meter has not recorded a time-based

voltage sag (because voltage for that meter has not dropped below 0.9

p.u.), the minimum recorded voltage of that smart meter is taken; the
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Figure 4.6: The 17-bus single-phase model used for illustrating the optimal
placement procedure

minimum recorded voltage is likely caused by the fault;

2. inputing voltage measurements to the SVM type classifier which identi-

fies the fault type;

3. inputing voltage measurements to the SVM fault location classifier as

well as using the zone map for the detected fault type to identify/find

the zone where the fault occured.

4.3.6 An Illustrative Example

Before we present the simulation results of applying the proposed method to

IEEE34 test system (Section 4.4), we show how the two stages of optimal

placement and merging routine work when they are applied to a small 17-

bus single-phase system, Fig.4.6. The system has 17 buses and each bus is

supplying a load. It is divided into 17 segments, where each segment encloses

a bus. It is assumed that faults can only happen on the buses, not on the lines.

So, lines are not considered as parts of segments. The number of iterations

is set to 3 for the first stage, and 20 for the second. Three smart meters are

available for placement.

• First iteration of the first stage: Fig. 4.7 shows the merging procedure for

the first iteration. Buses 2, 6, and 11 are randomly chosen for placement

of smart meters, and an NB classifier is trained. The confusion matrix

is calculated and the merging routine is invoked. By observing the con-

fusion matrix at the first iteration of the merging routine, it is obvious
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that in some cases segment 2 is misclassified as segment 1. Therefore,

the merging routine merges segments 1 and 2 into a new zone. The

merging result is shown in Fig. 4.7, where each color represents one zone

and white circles represent the location of smart meters. The confusion

matrix is updated after merging those two segments. The updated ma-

trix shows that segment 17 is misclassified as segment 14. So, those two

segments have to be merged. However, those two segments are not ad-

jacent. Therefore, the merging routine has to find a path between them.

This results in merging six segments 14, 13, 12, 15, 16, and 17 into a

single zone. The confusion matrix is updated and as it is shown in Fig.

4.7, there is no misclassifications. So, the merging routine terminates,

resulting in 11 zones.

• Second iteration of the first stage: Figures 4.8 and 4.9 show the merging

procedure at the second iteration. The randomly chosen locations for

smart meters are buses 2, 10, and 15. At the first iteration of the merging

routine, segments 1 and 2 are merged into one zone. Let us refer this zone

as zone 100. At the second iteration, the confusion matrix shows that

some samples of the newly created zone 100 are misclassified as segment

7. A path between zone 100 and segment 7 is found, and all the zones

(each segment is a zone as well) along the path are merged into zone

101. The updated zone map is shown in Fig. 4.8. At the third iteration,

zone 101 and segment 8 are merged. This creates a new zone called zone

102. The updated confusion matrix for the fourth iteration implies that

segment 10 is misclassified as zone 102. A path between the zone 102

and the segment 10 includes the segment 9 as well. Therefore, all these

three zones are merged to a single zone, shown in Fig. 4.9. The updated

confusion matrix at the fifth iteration reveals no misclassification. So,

the merging routine terminates with 8 zones.

• Third iteration of the first stage: Buses 5, 8, and 14 are randomly chosen,

Fig. 4.10 shows the final zone map for this selection. As we can see, this

locations of smart meters results in only 5 zones. After finishing three
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Figure 4.7: The merging routine procedure at the first iteration of the first
stage
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Figure 4.8: The first two iterations of the merging routine at the second iter-
ation of the first stage

iterations, it is obvious that the set of buses 2, 6, and 11 has the best

performance with 11 zones. Hence, this set is sent to the next stage as

the initial solution.

• The second optimization stage: Simulated Annealing runs for 20 itera-

tions and the SVM is used for classification. Fig. 4.11 represents the

final results of this stage, which are a zoning map and the optimal loca-

tions for smart meter placement. The optimal locations are buses 1, 5,

and 12, which result in 15 zones.
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Figure 4.9: Iterations 3 to 5 of the merging routine at the second iteration of
the first stage
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Figure 4.10: The zone map for the third iteration of the first stage

Figure 4.11: The zone map and optimal location of smart meters at the end
of the optimization procedure

4.4 Simulation Results

The first part of this section compares the performance of two classifiers NB

and SVM in terms of accuracy and training time. The second part shows the

simulation results of applying the proposed optimal placement algorithm to

IEEE34 test bus system, while the third part includes the simulation results

when the proposed approach is executed on an extended version of IEEE34

system.

4.4.1 Comparison between the NB and SVM

Fig. 4.12 shows one-line diagram of IEEE34 system [45]-[46]. A 50 kVA

single-phase DER is added to the phase B of bus 838. The powerflow study

for generating training sets is performed using OpenDSS, while the implemen-
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Figure 4.12: IEEE34 test bus system

tation of the proposed algorithm is done in MATLAB. Machine learning and

statistics toolboxes of MATLAB are used for training NB and SVM classifiers.

The system that runs the code has an Intel CoreTM i7 3.5 GHz processor with

4 hyper-threaded cores and 32 GB memory.

Table 4.2 shows the comparison results between the NB and SVM classifiers

based on 9 randomly placed smart meters. The training dataset contains 4600

samples of LG fault. The machine learning toolbox of MATLAB performs

hyperparameter optimization for both classifiers by optimizing parameters of

the SVM and picking the best multi-class method (one-versus-one or one-

versus-all), as well as finding the right sample distribution for the NB.

The training time and the number of zones for the SVM with linear, poly-

nomial, and Gaussian kernels, along with the results for the NB are provided

in that table. The results are averaged over 5 runs of each method. It can

be observed that the SVM with Gaussian kernel outperforms other methods

in terms of accuracy with an average number of zones of 27.0 out of total 34.

It is assumed that each segment contains one bus and faults only happen on

buses. So, the lines are not considered. Surprisingly, the performance of the

NB is better than the SVM with linear and polynomial kernels.

In terms of the training time, the NB is the fastest with only 38.02 s
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Models: NB SVM (linear) SVM (polynomial) SVM (Gaussian)
Num. of zones: 11.0 9.6 9.5 27.0
Sim. time: (s) 38.02 1096.88 2583.14 200.06

Table 4.2: Comparison between the NB and SVM classifiers in terms of accu-
racy and training time

average time, followed by the SVM with Gaussian kernel with 200.06 s, both

much faster than the SVM with linear or polynomial kernels. It is worth

mentioning that the training was done on 4 hyper-threaded cores what means

that the sequential run will increase the training time. For example, the time

for the sequential run of the NB and SVM with Gaussian kernel is 111.20 s

and 1093.35 s, respectively.

Based on the simulation results presented in Table 4.2, one can conclude

that the NB is faster than other methods, so it is the right choice for randomly

exploring the search space during the first stage of the optimization. In addi-

tion, the SVM with Gaussian kernel is the most accurate classifier. Therefore,

it is suitable for the second optimization stage which requires high accuracy.

The simulation results, Table 4.2, prove that the SVM with Gaussian kernel

has superior accuracy compared to the NB. So, the SVM is likely to result in a

greater number of zones compared to the NB for a given set of meter locations.

This raises a question whether considering the maximum number of zones as

the fitness function for the first stage of optimization is the right choice, or

there are other better options. In order to investigate the best fitness function

for the first stage, a study is performed with three different fitness functions:

1. minimization of misclassification ratio;

2. maximization of the number of zones with 100% accuracy;

3. maximization of the number of zones with 98% accuracy.

To evaluate the first fitness function, misclassification ratio (the percentage of

misclassifed samles over the total samples in the confusion matrix) is mini-

mized, while the merging procedure is omitted. This can be considered as the

fitness function for a typical feature selection method. The second fitness func-
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Fitness: Min. ratio Max. Num. of zones Max. Num. of zones
(100% accuracy) (98% accuracy)

Num. of zones: 22.75 27.75 25.5

Table 4.3: Comparison between different fitness functions for the first opti-
mization stage

tion is the function explained and used in this study so far, similar to the one

used in the illustrative example. This fitness function requires the confusion

matrix to be absolutely accurate after the merging procedure is done. The

third fitness function is similar to the second function, yet it does not enforce

the absolute accuracy during the merging procedure. Instead, the requirement

for classification accuracy for each zone is set up to 98%. For example, if up

to 2% of samples of zone A are misclassified as zone B, the merging routine

will not merge those two zones.

The study is done by running the first optimization stage using each of

the mentioned fitness functions for 15 iterations and running the second stage

with the SVM for a single iteration. The training set is similar to the set used

in the comparison study between the SVM and NB on IEEE34 system, while

9 randomly placed meters are used. Table 4.3 represents the simulation results

of this study. Results are averaged over 4 runs of each method. Simulation

results show that the maximum number of zones with 100% accuracy is indeed

the best fitness function for the first optimization stage. Simulation results also

suggest that a typical feature selection method that employs a fitness function

such as the minimization of misclassification ratio is not suitable for the first

optimization stage.

4.4.2 Simulation Results For IEEE34

This section presents simulation results when the proposed optimal placement

method is applied to IEEE34 test system. It is assumed that the voltages

of all three phases of the main bus (bus 800) are always measured and the

DER added to bus 838 is equipped with a smart meter. Six smart meters are

available for placement. The following fitness function is considered for both
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Type: LG LLab LLbc LLca LLGab LLGbc LLGca LLL LLLG
NZ: 30 24 24 22 18 22 21 25 23

Table 4.4: Number of zones for each type of fault after optimal meter place-
ment

optimization stages:

F (LSM) =
1

3
NZ(LG) +

1

18
(NZ(LLab) +NZ(LLbc)

+NZ(LLca) +NZ(LLGab) +NZ(LLGbc) +NZ(LLGca))

+
1

6
(NZ(LLL) +NZ(LLLG))

(4.3)

All training samples for LGa, LGb, and LGc are combined into one train-

ing set LG. This means that at the end of the optimization procedure there

will be 9 zone maps, one for LG faults and one for each other type of fault.

The training set for LG includes 3860 samples, while training sets for other

types of fault contain 1120 samples, each. The first optimization stage is done

with 25 iterations, while the Simulated Annealing in the second iteration runs

for 40 iterations. The confusion matrix is calculated based on 10-fold cross-

validation. It is assumed that faults occur only on buses not lines. Based

on this assumption, IEEE34 system is divided into 34 segments for LG faults

and 26 segments for other types of fault. The reason for the difference in the

number of segments is that some buses are single-phase, hence double-phase

and three-phase faults cannot be simulated on them.

Figures 4.13-4.15 show zoning maps for 9 types of fault and optimal lo-

cations for 6 smart meters. The number of zones for each type of fault is

presented in Table 4.4. One can observe that the number of zones for all types

of fault are high. This means that the proposed algorithm has placed the

smart meters very well. This is despite the fact that there was only 6 meters

available.

The fitness function (4.3) ensures that the average of the number of zones

for 9 types of fault is maximized. This means that the algorithm is not meant

to maximize the number of zones for every single type of fault. The reason

is obvious: the set of meter locations that results in the maximum number of
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Figure 4.13: (Top): zone map for LG faults, (Middle): zone map for LLL
faults, (Bottom): zone map for LLLG faults.
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Figure 4.14: (Top): zone map for LLab faults, (Middle): zone map for LLbc
faults, (Bottom): zone map for LLca faults.
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Figure 4.15: (Top): zone map for LLGab faults, (Middle): zone map for
LLGbc faults, (Bottom): zone map for LLGca faults.
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Type: LG LLab LLbc LLca LLGab LLGbc LLGca LLL LLLG
NZ:
(Overal)

30 24 24 22 18 22 21 25 23

NZ:
(Each)

30 25 24 23 22 24 23 25 25

Table 4.5: Comparison between the number of zones if the fitness function
(4.3) is replaced by individual NZ() for each fault type

Figure 4.16: Confusion matrix for the SVM classifier of types of fault in
IEEE34 system (classes are numbered in order as in (4.3)

zones for one type of fault is not necessarily the same as the set of locations that

maximizes the number of zones for another type of fault. Table 4.5 shows what

the number of zones for each type of fault would be if the fitness function (4.3)

had only focused on individual NZ() for each type of fault. This requires 9

separate runs of the optimization algorithm, each time considering the number

of zones only for one type of fault.

After the meters are placed, an SVM classifier has to be trained to detect

the type of faults. To do so, a training set with 3160 samples labelled for 9

types of fault in (4.3) is generated and used for the training purposes. Fig.

4.16 shows the confusion matrix for the trained classifier. As can be seen, it

can effectively detect the types of fault, although it slightly misclassifies LLL

and LLLG faults as each other.
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Fault type: LG LL/LLG LLL/LLLG
Accuracy: (%) 100 99.79 99.82

Table 4.6: The accuracy of the proposed method in locating single, double,
and three-phase faults

To evaluate the accuracy of the trained SVM classifier in locating faults, a

testing set containing 10% of the training set has been created. The test

dataset includes voltage measurements for locations indicated by the pro-

posed optimal placement algorithm. The following table shows the accuracy

of trained SVM classifier in locating the zones of faults. The results prove

the high accuracy of SVM classifiers and zoning maps in the task of locating

faults.

4.4.3 Simulation Results For Extended IEEE34

Simulation results of applying the proposed method to an extended version of

IEEE34 test system is presented in this section. Details about this test system

can be found in Appendix B. For the rest of this study, this extended version

of IEEE34 is referred as extended IEEE34 test system. A typical distribution

system is comprised of spot and distributed loads. As their name suggests, dis-

tributed loads are spread across laterals in the system. Modelling distributed

loads one by one is cumbersome, as it requires defining a bus for each load and

breaking the line that supplys distributed loads into several pieces. Instead of

modelling individual distributed loads, most powerflow models divide the total

amount of distributed loads across a line into two equal portions, and assign

those two portions to the buses on the two sides of that line. This method of

load modelling, which is also used in the original IEEE34 test system, makes

circuit modelling easy. However, it is by no means an accurate circuit model

when the placement of smart meters is concerned. Extended IEEE34 test sys-

tem spreads distributed loads across lines. Therefore, it is a more realistic

circuit model for the meter placement study compared to the original IEEE34

system.

There is a single-phase 50 kVA DER at the phase B of bus 838. The system
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is divided into 351 segments where the maximum length of each segment is 1000

feet. This is a total number of segments, although the number of segments for

each type of fault is less than 351. There are 9240 and 8400 training samples

for LGa and LGb, respectively. The number of training samples for other

types of fault is 7110. The following fitness function is considered for the first

stage:

F (LSM) =
1

9
(NZ(LGa) +NZ(LGb) +NZ(LGc))

+
1

9
(NZ(LLGab) +NZ(LLGbc) +NZ(LLGca))

+
1

3
NZ(LLLG)

(4.4)

For the second stage, the following fitness is used, which considers all 11

types of fault:

F (LSM) =
1

9
(NZ(LGa) +NZ(LGb) +NZ(LGc))

+
1

18
(NZ(LLab) +NZ(LLbc) +NZ(LLca))

+
1

18
(NZ(LLGab) +NZ(LLGbc) +NZ(LLGca))

+
1

6
(NZ(LLLG) +NZ(LLL))

(4.5)

The voltages of all three phases of the bus 800 are measured. Also the

DER is equipped with a meter. Besides the smart meter of the DER, there

are 15 smart meters available. Faults can happen anywhere on the system

whether it is a bus or a line. The number of iteration for the two stages of the

optimization is 10 and 15, respectively. Table 4.7 shows the number of zones

for each type of fault after the optimization procedure is done. The average

number of zones based on (4.5) is 201. This means that the proposed optimal

placement method has successfully placed smart meters in extended IEEE34

test system, considering the fact that there was only 15 meters available for

placement. It is worth mentioning that achieving the maximum accuracy

(which means the number of zones is equal to the number of segments) might

never be possible for many distribution grids. This is due to the fact that smart

meters can be only installed at load buses, while there could be no tapping
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Fault type: Number of Zones Nunmber of Segments
LGa 252 308
LGb 206 280
LGc 205 237
LLab 183 237
LLbc 206 237
LLca 220 237

LLGab 204 237
LLGbc 205 237
LLGca 195 237
LLL 190 237

LLLG 170 237

Table 4.7: Number of zones for each type of fault

point in some portions of a grid for installing smart meters. This reduces the

ability of measurement based methods in locating faults.

Fig. 4.17 represents the zoning map for LGa, while Fig. 4.18 shows the

zoning map for LLL. Zoning maps for other types of fault are not shown.

Finally, Fig. 4.19 presents the confusion matrix of the SVM classifier trained

for identifying types of fault. A training set of 13605 samples has been used

for training the SVM.

4.5 Summary

In this chapter a novel method for the optimal placement of smart meters

was proposed. The goal of the optimal placement was to find the best loca-

tions for installing a limited number of meters, so that faults can be located

with the maximum accuracy. In addition to finding the best meter place-

ment, the proposed algorithm divides a distribution system to the maximum

number of possible zones, which guarantee the maximum fault-locating accu-

racy. The simulation results of applying the proposed method to both test

systems IEEE34 and extended IEEE34 prove the excellent performance of the

proposed approach in optimal placement of smart meters and locating faults.

The following observations can be made about the proposed method.

• The goal of the proposed algorithm is to find the best locations for
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Figure 4.17: Zoning map for LGa
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Figure 4.18: Zoning map for LLL

the smart meters. Since each possible meter location is a feature (or

a predictor) of the training set, the overal optimal placement problem

can be considered as a feature selection problem. However, it is not

a regular feature selection; As our simulation results suggest, because

of the presence of the merging process, implementing a regular feature

selection method based on the minimization of misclassification ratio or

other similar criteria is not adequate for the optimal selection of smart

meters.

• The procedure of merging segments can be considered as a clustering

problem. However, it is not just a simple clustering; Clusters (zones)

must only contain segments that are physically connected, so that there

is a path between two given segments in a zone.
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Figure 4.19: Confusion matrix for the SVM classifier for identifying types of
fault for extended IEEE34 system (classes are numbered in order as in (4.5)

• The proposed method has been applied to IEEE34 system which is a

radial distribution grid. It should be noted that the method can be

applied to meshed grids as well, provided that the function that finds a

path between two segments as a part of the merging routine is replaced

by a method that finds the shortest path.

• Using random search as the first stage of the optimization speeds up the

overall placement procedure, considering the fact that the NB classifier

is very highly scalable.

• The best fitness function for the first stage of optimization is one that

maximizes a number of zones with 100% classification accuracy. It pro-

vides a better initial solution for the second stage compared to minimiz-

ing misclassifications or maximizing the number of zones with a classifi-

cation accuracy less than 100%.

• The SVM with Gaussian kernel is a more accurate classifier when com-

pared with the NB or the SVM with linear or polynomial kernels. There-

fore, it is the right choice for the second stage of optimization.
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• Due to the nature of the optimal placement problem that involves train-

ing classifiers, hyperparameter optimization and merging segments, ana-

lytical optimization methods cannot be used. Among many metaheuris-

tic optimization methods, Simulated Annealing seems to be a suitable

choice because it relies on local search and the process of generating

new solutions in the neighborhood of a specific solution in a distribution

system is relatively easy.
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Chapter 5

Conclusion And Future Work

The smart grid is a concept aimed to address numerous inadequacies of con-

ventional distribution systems. It is an effort to upgrade the distribution grid

in order to meet modern energy needs, integrate DERs, reduce greenhouse gas

emissions, improve power quality indices, and enhance protection and security

strategies. To do this, the smart grid takes advantage of advanced measure-

ment and communication technologies to improve the observability of the grid,

sophisticated control and optimization approaches to enhance power quality

and provide necessities for the integration of DERs, and smart protection and

restoration mechanisms.

Advanced Metering Infrastructure, as a part of the smart infrastructure,

provides crucial operational data about the grid. In this thesis, we show the

capabilities and benefits of applying machine learning methods to process mea-

surement data from AMI. We developed data-driven approaches that aim at

enhancing the performance of management and protection systems of smart

grids.

5.1 Volt-Var Optimization

In the first part of the thesis, we introduced a new data-driven Volt-Var Op-

timization scheme. It was assumed that all customers across the grid were

equipped with AMI-enabled smart meters. Therefore, there was full observ-

ability of the grid. The data collected from smart meters was used to develop

a model of the distribution system. In particular, a nonlinear model of the
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system was developed using the SVR, based on AMI measurements. The VVO

scheme proposed in the thesis used that regression model as a part of Model

Predictive Control to optimally control the distribution grid and enforce VVO

objectives. Unlike model-based approaches, our procedure does not rely on

circuit-based simulations.

In the thesis, we study the effect of the size of the training dataset on

the accuracy of the constructed regression model of the grid. The capabili-

ties of the SVR-based MPC were proven via several case studies conducted on

IEEE123 test feeder. It has been shown that the closed-loop nature of the pre-

dictive control is quite effective in compensating model prediction errors and

helps the SVR-based MPC to deliver close to optimal results. Further studies

have also revealed the effectiveness of the proposed technique in optimizing

the operation of the meshed grids as well as controlling systems containing

DERs.

Based on the performed experiments and analysis of the obtained results,

we can envision a number of topics that should be investigated and worked on

in order to fully utilize the benefits of the proposed approach.

• MPC has a flexible structure. This allows for the expansion of its ob-

jective function to include additional operational or security constraints.

Additional objectives like conservative voltage reduction can be readily

added to the objective function of MPC.

• The effect of the active controllers of DERs was not studied in the thesis.

The nonlinear SVR is able to map those controllers. Therefore, the

proposed method can be expanded in future to include such controllers

as well.

• In the current implementation of our proposed method, if there is a need

for retraining the model, MPC needs to stop operation in order to collect

a new set of training data. This could be a topic for further research to

see if it is possible to collect training data while the controller is still in

operation.
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• This study assumed that all loads were equipped with smart meters.

There are cases in which smart meters are only installed for a portion of

loads. An interesting topic for future work could be designing a method,

probably a hybrid circuit-machine learning approach, that can still en-

hance the Volt-Var Optimization, even though AMI is not fully imple-

mented.

5.2 Smart Meter Placement

In the second part of this research, we proposed a novel method for the optimal

placement of smart meters for the purpose of locating faults in a grid. The

study considers a situation in which the number of available smart meters

with voltage sag measurement capability is limited. Through an optimization

procedure, the proposed algorithm locates the optimal places for installing

smart meters, so that the accuracy of locating faults is maximized.

The optimization is performed in two stages: random search with an NB

classifier; and Simulated Annealing based search with an SVM classifier. The

output of the optimization procedure is the optimal location of smart meters,

a zoning map and a classification model for each types of fault, as well as a

classification model for detecting the type of faults.

Simulation results of applying the optimal meter placement method to

IEEE34 and extended IEEE34 test systems have demonstrated the effective-

ness of the proposed method in finding the optimal placement for meters and

locating fault zones.

To the best of our knowledge, this study is the first of its kind. Hence, there

is a number of topics that can be investigated to improve the performance of

the proposed method. The followings are some suggestions for future work on

this subject.

• Accuracy of classification models: an outage area information can be

added to the training process to enhance the performance of classifiers.

In its current form, the proposed optimal placement method only uti-

lizes voltage sag measurements for training classification models. Upon
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availability, outage area information can narrow down the faulty area.

Therefore, adding this information as an input to classification models

can potentially decrease a number of misclassifications.

• Fault locating methods: the proposed method utilizes classification mod-

els developed using measurement data during the optimization procedure

to locate faults. Further studies should to be done to investigate if the

proposed optimal placement algorithm could be beneficial to and used

in conjunction with other smart meter based fault locating methods.
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Appendix A

Simulated Annealing

Simulated Annealing [77] is a metaheuristic optimization algorithm inspired

by the annealing process in metallurgy. It is an iterative algorithm that starts

with an initial solution, while at each iteration of the algorithm a neighboring

solution is generated and its fitness function is evaluated. If the fitness function

is better (greater in maximization problems and smaller in minimization), the

current solution is replaced by the neighboring solution. One way to generate

a neighboring solution for a discrete optimization space is to randomly change

the value of a randomly chosen dimension.

The algorithm might accept a neighboring solution even though its fitness

function is worse than the current fitness function. This allows the algorithm

to explore the search space for the global optima and avoid trapping in local

optima. To do so, the algorithm starts with an initial temperature T = Tinit at

the first iteration, while the temperature is gradually reduced at each iteration

until it reaches the final temperature T = Tfinal at the last iteration. This

feature of the algorithm simulates the slow energy reduction in metals during

the annealing process.

At each iteration of Simulated Annealing, the neighboring solution replaces

the current solution if it offers a better fitness function. If not, a random

uniform number between 0 and 1 is generated. If the random number is greater

than exp(fc−fnew

kT
) for maximization problems, the current solution is replaced

by the neighboring solution, despite having a worse fitness value. The following

pseudocode describes Simulated Annealing for maximization problems:
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-start with an initial solution: sc ← sinit, fc ← finit, T ← Tinit

-for i = 1 : num iter

-reduce temperature: T ← T × c, 0 < c < 1

-generate a neighboring solution snew

-evaluate fitness fnew for the neighboring solution

-if fnew ≥ fc then: sc ← snew, fc ← fnew

-elseif rand() ≥ exp(fc−fnew

kT
) then: sc ← snew, fc ← fnew

-end
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Appendix B

Extended IEEE34 Test System

This appendix provides details about the extension of IEEE34 test system.

The extended system is called Extended IEEE34 test system. Extended IEEE34

is more realistic as it distributes distributed loads across the line they are con-

nected to. A few extra loads are also added to the system. As a result, there

are 102 loads in the system. Fig. B.1 shows a realistic (lines are displaced

proportional to their actual lengths) view of this system. A single-phase 50

kVA DER is added to phase B of bus 838. The spot loads are kept the same

as the original IEEE34 system. However, distributed loads are distributed ac-

cording to the following tables. Besides, a few distributed loads are added to

the system.

Name: Bus Distance from
bus 802 (ft)

Type kw kVAR Voltage
(kV)

Phases

802 806 1 802.b 0 PQ 7.5 3.75 14.367 1
802 806 2 802A.b 1290 PQ 7.5 3.75 14.367 1
802 806 3 802B.b 2150 PQ 7.5 3.75 14.367 1
802 806 4 806.b 2580 PQ 7.5 3.75 14.367 1
802 806 5 802.c 0 PQ 6.25 3.5 14.367 1
802 806 6 802A.c 1290 PQ 6.25 3.5 14.367 1
802 806 7 802B.c 2150 PQ 6.25 3.5 14.367 1
802 806 8 806.c 2580 PQ 6.25 3.5 14.367 1

Table B.1: Distributed loads between buses 802 and 806
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Figure B.1: Extended IEEE34 system
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Name: Bus Distance from
bus 808 (ft)

Type kw kVAR Voltage
(kV)

Phases

808 810 1 808.b 0 I 4.0 2.0 14.367 1
808 810 2 808BB.b 1451 I 4.0 2.0 14.367 1
808 810 3 808BE.b 5320 I 4.0 2.0 14.367 1
808 810 4 810.b 5804 I 4.0 2.0 14.367 1

Table B.2: Distributed loads between buses 808 and 810

Name: Bus Distance from
bus 818 (ft)

Type kw kVAR Voltage
(kV)

Phases

818 820 1 818.a 0 Z 3.4 1.7 14.367 1
818 820 2 818E.a 5405 Z 3.4 1.7 14.367 1
818 820 3 818J.a 10318 Z 3.4 1.7 14.367 1
818 820 4 818O.a 15231 Z 3.4 1.7 14.367 1
818 820 5 818T.a 20144 Z 3.4 1.7 14.367 1
818 820 6 818Y.a 25058 Z 3.4 1.7 14.367 1
818 820 7 818AD.a 29971 Z 3.4 1.7 14.367 1
818 820 8 818AJ.a 35867 Z 3.4 1.7 14.367 1
818 820 9 818AP.a 41763 Z 3.4 1.7 14.367 1
818 820 10 818AW.a 48641 Z 3.4 1.7 14.367 1

Table B.3: Distributed loads between buses 818 and 820

Name: Bus Distance from
bus 820 (ft)

Type kw kVAR Voltage
(kV)

Phases

820 822 1 820.a 0 PQ 8.44 4.38 14.367 1
820 822 2 820A.a 490.7 PQ 8.44 4.38 14.367 1
820 822 3 820B.a 1472 PQ 8.44 4.38 14.367 1
820 822 4 820C.a 2454 PQ 8.44 4.38 14.367 1
820 822 5 820D.a 3435 PQ 8.44 4.38 14.367 1
820 822 6 820E.a 4416 PQ 8.44 4.38 14.367 1
820 822 7 820F.a 5398 PQ 8.44 4.38 14.367 1
820 822 8 820G.a 6379 PQ 8.44 4.38 14.367 1
820 822 9 820H.a 7361 PQ 8.44 4.38 14.367 1
820 822 10 820I.a 8342 PQ 8.44 4.38 14.367 1
820 822 11 820J.a 9324 PQ 8.44 4.38 14.367 1
820 822 12 820K.a 10305 PQ 8.44 4.38 14.367 1
820 822 13 820L.a 11286 PQ 8.44 4.38 14.367 1
820 822 14 820M.a 12268 PQ 8.44 4.38 14.367 1
820 822 15 820N.a 13249 PQ 8.44 4.38 14.367 1
820 822 16 822.a 13740 PQ 8.44 4.38 14.367 1

Table B.4: Distributed loads between buses 820 and 822
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Name: Bus Distance from
bus 816 (ft)

Type kw kVAR Voltage
(kV)

Phases

816 824 1 816.b.c 0 PG 2.5 1.0 24.9 1
816 824 2 824.b.c 10210 PG 2.5 1.0 24.9 1

Table B.5: Distributed loads between buses 816 and 824

Name: Bus Distance from
bus 824 (ft)

Type kw kVAR Voltage
(kV)

Phases

824 826 1 824.b 0 I 6.67 3.33 14.367 1
824 826 2 824A.b 378.7 I 6.67 3.33 14.367 1
824 826 3 824B.b 1136 I 6.67 3.33 14.367 1
824 826 4 824C.b 1894 I 6.67 3.33 14.367 1
824 826 5 824D.b 2651 I 6.67 3.33 14.367 1
824 826 6 826.b 3030 I 6.67 3.33 14.367 1

Table B.6: Distributed loads between buses 824 and 826

Name: Bus Distance from
bus 832 (ft)

Type kw kVAR Voltage
(kV)

Phases

832 858 1 832.a 0 Z 3.5 1.5 24.9 1
832 858 2 832.b 0 Z 3.5 1.5 24.9 1
832 858 3 832.c 0 Z 3.5 1.5 24.9 1
832 858 4 858.a 4900 Z 3.5 1.5 24.9 1
832 858 5 858.b 4900 Z 3.5 1.5 24.9 1
832 858 6 858.c 4900 Z 3.5 1.5 24.9 1

Table B.7: Distributed loads between buses 832 and 858

Name: Bus Distance from
bus 858 (ft)

Type kw kVAR Voltage
(kV)

Phases

858 834 1 858.a.b 0 PQ 1.0 0.5 24.9 1
858 834 2 858.b.c 0 PQ 3.75 2.0 24.9 1
858 834 3 858.c.a 0 PQ 3.25 1.75 24.9 1
858 834 4 858C.a.b 3401 PQ 1.0 0.5 24.9 1
858 834 5 858C.b.c 3401 PQ 3.75 2.0 24.9 1
858 834 6 858C.c.a 3401 PQ 3.25 1.75 24.9 1
858 834 7 858E.a.b 5344 PQ 1.0 0.5 24.9 1
858 834 8 858E.b.c 5344 PQ 3.75 2.0 24.9 1
858 834 9 858E.c.a 5344 PQ 3.25 1.75 24.9 1
858 834 10 834.a.b 5830 PQ 1.0 0.5 24.9 1
858 834 11 834.b.c 5830 PQ 3.75 2.0 24.9 1
858 834 12 834.c.a 5830 PQ 3.25 1.75 24.9 1

Table B.8: Distributed loads between buses 858 and 834
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Name: Bus Distance from
bus 834 (ft)

Type kw kVAR Voltage
(kV)

Phases

834 860 1 834.a.b 0 Z 1.6 0.8 24.9 1
834 860 2 834.b.c 0 Z 2.0 1.0 24.9 1
834 860 3 834.c.a 0 Z 11.0 5.5 24.9 1
834 860 4 834A.a.b 336.7 Z 1.6 0.8 24.9 1
834 860 5 834A.b.c 336.7 Z 2.0 1.0 24.9 1
834 860 6 834A.c.a 336.7 Z 11.0 5.5 24.9 1
834 860 7 834B.a.b 1010 Z 1.6 0.8 24.9 1
834 860 8 834B.b.c 1010 Z 2.0 1.0 24.9 1
834 860 9 834B.c.a 1010 Z 11.0 5.5 24.9 1
834 860 10 834C.a.b 1683 Z 1.6 0.8 24.9 1
834 860 11 834C.b.c 1683 Z 2.0 1.0 24.9 1
834 860 12 834C.c.a 1683 Z 11.0 5.5 24.9 1
834 860 13 860.a.b 2020 Z 1.6 0.8 24.9 1
834 860 14 860.b.c 2020 Z 2.0 1.0 24.9 1
834 860 15 860.c.a 2020 Z 11.0 5.5 24.9 1

Table B.9: Distributed loads between buses 834 and 860

Name: Bus Distance from
bus 860 (ft)

Type kw kVAR Voltage
(kV)

Phases

860 836 1 860.a.b 0 PQ 3.0 1.5 24.9 1
860 836 2 860.b.c 0 PQ 1.0 0.6 24.9 1
860 836 3 860.c.a 0 PQ 4.2 2.2 24.9 1
860 836 4 860A.a.b 446.7 PQ 3.0 1.5 24.9 1
860 836 5 860A.b.c 446.7 PQ 1.0 0.6 24.9 1
860 836 6 860A.c.a 446.7 PQ 4.2 2.2 24.9 1
860 836 7 860B.a.b 1340 PQ 3.0 1.5 24.9 1
860 836 8 860B.b.c 1340 PQ 1.0 0.6 24.9 1
860 836 9 860B.c.a 1340 PQ 4.2 2.2 24.9 1
860 836 10 860C.a.b 2233 PQ 3.0 1.5 24.9 1
860 836 11 860C.b.c 2233 PQ 1.0 0.6 24.9 1
860 836 12 860C.c.a 2233 PQ 4.2 2.2 24.9 1
860 836 13 836.a.b 2680 PQ 3.0 1.5 24.9 1
860 836 14 836.b.c 2680 PQ 1.0 0.6 24.9 1
860 836 15 836.c.a 2680 PQ 4.2 2.2 24.9 1

Table B.10: Distributed loads between buses 860 and 836
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Name: Bus Distance from
bus 836 (ft)

Type kw kVAR Voltage
(kV)

Phases

836 840 1 836.a.b 0 I 9.0 4.5 24.9 1
836 840 2 836.b.c 0 I 11.0 5.5 24.9 1
836 840 3 840.a.b 280 I 9.0 4.5 24.9 1
836 840 4 840.b.c 280 I 11.0 5.5 24.9 1

Table B.11: Distributed loads between buses 836 and 840

Name: Bus Distance from
bus 862 (ft)

Type kw kVAR Voltage
(kV)

Phases

862 838 1 802.b 0 PQ 4.0 2.0 14.367 1
862 838 2 862A.b 486 PQ 4.0 2.0 14.367 1
862 838 3 862B.b 1458 PQ 4.0 2.0 14.367 1
862 838 4 862C.b 2430 PQ 4.0 2.0 14.367 1
862 838 5 862D.b 3402 PQ 4.0 2.0 14.367 1
862 838 6 862E.b 4374 PQ 4.0 2.0 14.367 1
862 838 7 838.b 4860 PQ 4.0 2.0 14.367 1

Table B.12: Distributed loads between buses 862 and 838

Name: Bus Distance from
bus 842 (ft)

Type kw kVAR Voltage
(kV)

Phases

842 844 1 842.a 0 PQ 4.5 2.5 14.367 1
842 844 2 844.a 1350 PQ 4.5 2.5 14.367 1

Table B.13: Distributed loads between buses 842 and 844

Name: Bus Distance from
bus 846 (ft)

Type kw kVAR Voltage
(kV)

Phases

846 848 1 846.b 0 PQ 11.5 5.5 14.367 1
846 848 2 848.b 530 PQ 11.5 5.5 14.367 1

Table B.14: Distributed loads between buses 846 and 848
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Name: Bus Distance from
bus 844 (ft)

Type kw kVAR Voltage
(kV)

Phases

844 846 1 844.b 0 PQ 5.0 2.4 14.367 1
844 846 2 844A.b 455 PQ 5.0 2.4 14.367 1
844 846 3 844B.b 1365 PQ 5.0 2.4 14.367 1
844 846 4 844C.b 2275 PQ 5.0 2.4 14.367 1
844 846 5 846.b 3640 PQ 5.0 2.4 14.367 1
844 846 6 844.c 0 PQ 4.0 2.2 14.367 1
844 846 7 844A.c 455 PQ 4.0 2.2 14.367 1
844 846 8 844B.c 1365 PQ 4.0 2.2 14.367 1
844 846 9 844C.c 2275 PQ 4.0 2.2 14.367 1
844 846 10 846.c 3640 PQ 4.0 2.2 14.367 1

Table B.15: Distributed loads between buses 844 and 846

Name: Bus Distance from
bus 806 (ft)

Type kw kVAR Voltage
(kV)

Phases

806 808 1 806D.a 4395 PQ 4.0 2.0 14.367 1
806 808 2 806T.a 20022 PQ 4.0 2.0 14.367 1
806 808 3 806L.b 12208 PQ 4.0 2.0 14.367 1
806 808 4 806X.b 23928 PQ 4.0 2.0 14.367 1
806 808 5 806H.c 8312 PQ 4.0 2.0 14.367 1
806 808 6 806P.c 16115 PQ 4.0 2.0 14.367 1

Table B.16: Added distributed loads between buses 806 and 808

Name: Bus Distance from
bus 808 (ft)

Type kw kVAR Voltage
(kV)

Phases

808 812 1 808.a 0 PQ 4.0 2.0 14.367 1
808 812 2 808L.a 12336 PQ 4.0 2.0 14.367 1
808 812 3 808F.b 6415 PQ 4.0 2.0 14.367 1
808 812 4 808Y.b 25164 PQ 4.0 2.0 14.367 1
808 812 5 808.c 0 PQ 4.0 2.0 14.367 1
808 812 6 808R.c 18257 PQ 4.0 2.0 14.367 1
808 812 7 808AE.c 31086 PQ 4.0 2.0 14.367 1

Table B.17: Added distributed loads between buses 808 and 812

Name: Bus Distance from
bus 812 (ft)

Type kw kVAR Voltage
(kV)

Phases

812 814 1 812 0 I 12.0 8.0 24.9 3-∆
812 814 2 812H 8423 I 12.0 8.0 24.9 3-∆
812 814 3 812S 19325 I 12.0 8.0 24.9 3-∆
812 814 4 814 29730 I 12.0 8.0 24.9 3-∆

Table B.18: Added distributed loads between buses 812 and 814
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Name: Bus Distance from
bus 816 (ft)

Type kw kVAR Voltage
(kV)

Phases

816 824 1 816.b.c 0 I 2.5 1.0 24.9 1
816 824 2 824.b.c 10210 I 2.5 1.0 24.9 1
816 824 3 816F.b.c 6033 I 2.5 1.0 24.9 1

Table B.19: Added distributed loads between buses 816 and 824

Name: Bus Distance from
bus 854 (ft)

Type kw kVAR Voltage
(kV)

Phases

854 852 1 854.a 0 PQ 4.0 2.0 14.376 1
854 852 2 854AE.a 5475 PQ 4.0 2.0 14.376 1
854 852 3 854AT.a 20406 PQ 4.0 2.0 14.376 1
854 852 4 852.a 36830 PQ 4.0 2.0 14.376 1
854 852 5 854.b 0 PQ 4.0 2.0 14.376 1
854 852 6 854AO.b 15429 PQ 4.0 2.0 14.376 1
854 852 7 854AY.b 25383 PQ 4.0 2.0 14.376 1
854 852 8 852.b 36830 PQ 4.0 2.0 14.376 1
854 852 9 854.c 0 PQ 4.0 2.0 14.376 1
854 852 10 854AJ.c 10452 PQ 4.0 2.0 14.376 1
854 852 11 854BD.c 30360 PQ 4.0 2.0 14.376 1
854 852 12 852.c 36830 PQ 4.0 2.0 14.376 1

Table B.20: Added distributed loads between buses 854 and 852

Name: Bus Distance from
bus 854 (ft)

Type kw kVAR Voltage
(kV)

Phases

854 856 1 854F.b 6319 PQ 2.0 1.0 14.376 1
854 856 2 854M.b 13123 PQ 2.0 1.0 14.376 1
854 856 3 856.b 23330 PQ 2.0 1.0 14.376 1

Table B.21: Added distributed loads between buses 854 and 856

Name: Bus Distance from
bus 858 (ft)

Type kw kVAR Voltage
(kV)

Phases

858 864 1 858AA.a 405 PQ 1.0 0.5 14.376 1
858 864 2 864.a 1620 PQ 1.0 0.5 14.376 1

Table B.22: Added distributed loads between buses 858 and 864
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