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Abstract

The increasing demand for electricity driven by the widespread adoption of electric

vehicles necessitates effective distribution network reconfiguration methods. However,

existing distribution network reconfiguration approaches often rely on precise network

parameters, leading to scalability and optimality challenges. To overcome these

issues, this thesis proposes a data-driven reinforcement learning-based algorithm for

distribution network reconfiguration which is divided into three parts.

In the first part, five reinforcement learning algorithms, including deep Q-learning,

dueling deep Q-learning, deep Q-learning with prioritized experience replay, soft actor-

critic, and proximal policy optimization, are compared for the distribution network

reconfiguration problem in 33- and 136-node test systems. Additionally, a new deep

Q-learning-based action sampling method is introduced to reduce the action space

size and optimize system loss reduction.

In the second stage of this research, an innovative action-space sampling method

is developed which utilizes a graph theory-based algorithm named Yamada-Kataoka-

Watanabe to find all minimum spanning trees in the network structure as an undirected

graph. Subsequently, powerflow analysis is conducted for all these spanning tree

structures to rank them from the most optimal to the least in terms of system loss.

Notably, this new sampling method stands out from the previous deep Q-learning-

based approach as it offers greater versatility and can be seamlessly applied to any

test system. This method is applied to the 33-, 119-, and 136-node test systems.

Comparative analysis against conventional methods demonstrated the effectiveness,

scalability, and efficiency of the proposed method in reducing system losses and
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managing electricity demand effectively.

While reinforcement learning methods offer fast decision-making capabilities, the

lack of transparency in their decision processes hinders their application in critical

decision-making scenarios. In particular, distribution network reconfiguration involves

altering switch states, which can significantly impact switch lifespan, requiring careful

consideration. To address this transparency issue, in the third part of this study, a

novel approach is introduced that employs an explainer neural network to analyze and

interpret reinforcement learning-based decisions in distribution network reconfiguration.

The explainer network is trained using the reinforcement learning agent’s decisions,

considering active and reactive power of the buses as inputs and generating line

states as outputs. Later, the utilization of attribution methods enabled a deeper

understanding of the relationship between inputs and outputs, offering valuable insights

into the agent’s decision-making process.

Overall, this thesis presents a comprehensive and innovative approach to distribu-

tion network reconfiguration leveraging data-driven reinforcement learning algorithms

for decision making, graph theory-based action sampling for improving the optimality

of decisions, and an explainer neural network for decision interpretation.
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Chapter 1

Introduction

The ever-increasing demand for electricity, coupled with the complexities of power

systems and the cost of expanding existing infrastructure, has driven power system

researchers to explore innovative approaches for optimizing power system operation.

Among the diverse techniques employed, distribution network reconfiguration (DNR)

has emerged as a critical method to minimize system losses and maintain controlled

voltage levels. However, achieving an efficient and effective DNR process is a challenging

task, demanding advanced tools that can handle the complexities of power systems.

Recently, the incorporation of machine learning methods has revolutionized the

power systems domain, offering new avenues for enhancing operational efficiency and

reliability. Various power system applications have effectively utilized machine learning

techniques with notable success. These include but are not limited to power system

security [114], anomaly detection [16], demand and generation forecasting [83], energy

storage control [35], unit commitment [68], reliability evaluation [55], voltage stability

prediction [87], and optimal power flow [19].

The focus of this research is on the utilization of reinforcement learning (RL) for

DNR optimization. As a branch of machine learning built upon the principles of

action and response, RL’s ability to learn and adapt over time makes it a compelling

candidate for automating the DNR process in power systems. By leveraging RL, the

proposed method aims to minimize network losses via DNR while ensuring compliance
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with critical constraints such as voltage levels, radiality, and demand balance. One of

the standout features of this approach is its flexibility, allowing it to be seamlessly

applied to various distribution networks.

In the following sections, we delve into the details of our research focusing on the

RL-based DNR optimization. Through this innovative application of machine learning,

we aim to pave the way for more efficient and sustainable power grid management in

the face of mounting electricity demand and evolving grid complexities.

1.1 Thesis Motivations and Objectives

In the field of DNR optimization, the use of RL remains relatively limited, with existing

studies lacking comprehensive analysis, scalability, and flexibility. This research aims

to address these limitations by developing a flexible RL framework for DNR, leveraging

RL’s learning capabilities to expedite reconfiguration execution and avoid the DNR’s

NP-hard optimization problem without using any simplifications for radiality and AC

power flow constraints. The vast switching action space in power systems presents a

challenge, as many actions may be impractical in real distribution systems. Therefore,

a key objective is to devise an algorithm capable of identifying feasible actions within

the network. Furthermore, given the inherent opacity of RL algorithms, this study

explores the development of an explanation model to enhance understanding and trust

in RL-based systems. By achieving these objectives, this research seeks to advance

the application of RL in DNR and potentially contribute to improved efficiency and

reliability in power system operations. The motivations, objectives, and findings

derived from our research studies are summarized as follows:

Research Study 1: “A Comparative Study of Reinforcement Learning

Algorithms for Distribution Network Reconfiguration with Deep Q-learning-

based Action Sampling” [26] (Chapter 2)

Motivation: Current research employing RL for DNR optimization is limited and

often lacks comprehensive analysis and flexibility. Moreover, practical challenges, such
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as the vastness of the switching action space and the impracticality of many actions

in real-world distribution systems, remain inadequately addressed.

Objective: The main objective of this study is to devise an algorithm capable

of identifying the feasible actions within the distribution network and perform a

comparative study of various RL algorithms to find the most suitable ones for the

DNR problem.

Findings: We have developed a method based on sequential opening of loops in

the network. This technique successfully identified 14,401 feasible actions for the

33-node system and 56,996 feasible actions for the 136-node system. However, due to

the large size of the feasible action space, we further introduced an advanced action

space sampling method based on deep Q-learning. This involved training a separate

agent using the deep Q-learning algorithm on a larger action space to effectively select

the DNR agent’s action space. However, since the action space selection for this agent

was random, the selection of the action space for the DNR agent remained largely

random.

Research Study 2: “A Generalised Deep Reinforcement Learning Model

for Distribution Network Reconfiguration with Powerflow-based Action

Space Sampling” [27] (Chapter 3)

Motivation: The feasible action space size in a DNR problem is still very large.

Our research showed that the feasible action space consisted of 50,751 actions for the

33-node system and over 3,500,000 actions for the 119- and 136-node test systems.

Therefore, once feasible actions are determined, the next step involves extracting the

most optimal action space for RL application.

Objective: The primary objective of this research is to develop a new action-space

sampling method for the RL algorithms and validate the effectiveness of this method

by comparing the optimality of the solutions obtained by the RL agent trained on

this action space against other math- and algorithm-based approaches in literature.

Findings: We adapted a graph analysis-based algorithm in this study to find
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more feasible actions for our test systems. This method was based on the Yamada-

Kataoka-Watanabe algorithm and found 50,751 actions in the 33-node system and

over 3,500,000 actions in the 119- and 136-node test systems. To choose the action

space for the DNR agent, we proposed a new power flow-based method to rank the

actions from the most optimal to the least. Applying this method on the 33-, 119-,

and 136-bus test systems revealed that the DNR agent trained on this action space

was able to find solutions within 0.3% optimality gap of the best solution presented in

the literature for the 33-node system and within 10.58% and 1.95% optimality gap for

the 119- and 136-node test systems, respectively.

Research Study 3: “Explainable Reinforcement Learning for Distribution

Network Reconfiguration” [29] (Chapter 4)

Motivation: The motivation behind the third part of this research lies in the

inherent opacity of RL algorithms which leads to skepticism and mistrust among users

and poses challenges in ensuring the reliability, fairness, and acceptance of RL-based

systems in crucial domains such as DNR.

Objective: The third objective of this study is to develop an explanation model

for the trained RL agents to understand the logic behind their decision making in

DNR.

Findings: We developed a novel approach which involved training an explainer

network based on the DNR agent’s actions as outputs and system state as input and

used three attribution methods to explain the relationship between the inputs and the

outputs. The results showed that the reactive power of bus 30 had a major impact on

the reconfiguration of the 33-bus system. Additionally, the active power of bus 105

was crucial in determining the configuration of the 136-bus system.

1.2 Comparing RL Algorithms for DNR

DNR is a critical task in power system operation that involves altering the topology

of the distribution network by changing the status of switches and reconfiguring the
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network layout. The objective of DNR is to minimize power losses, improve voltage

stability, and ensure load balancing while adhering to various constraints such as

radiality of the network. However, DNR optimization is known to be an NP-hard

mixed-integer nonlinear problem due to the non-linearity of AC power flow and the

radiality constraint [117]. Therefore, this research employs RL for DNR to circumvent

the challenges associated with addressing an NP-hard mixed-integer nonlinear problem.

In our first study [26], we concentrated on formulating the DNR problem within the

framework of a Markov decision process. Extensive experimentation was conducted to

determine the optimal representation of the actions and the content of the system state.

Initially, we tested a binary action space consisting of opening or closing single lines.

However, this approach often led to the creation of loops or network disconnections,

resulting in significantly negative rewards for the agent. Consequently, we had to

revise our action representation to a vector format, which encompassed commands for

the open/close state of all lines. This adjustment also prevented the agent’s neural

network from growing excessively as the system’s size increased.

Furthermore, we conducted an array of experiments to determine the most suitable

elements for inclusion in the system state. Initially, we considered solely incorporating

the active power of the buses as the system state. However, our experiments demon-

strated that including the information about reactive power and switch states led to

improved performance of our RL algorithm. In addition, we carefully fine-tuned the

coefficients in our reward function through a series of trial and errors.

After formulating the system as a Markov decision process, the primary challenge

was dealing with the vast action space. In its current binary format, a system with 33

lines yielded 233 possible actions. However, a significant portion of these actions led

to system loops or disconnections, making them impractical for real-world application

within a distribution system. Consequently, in this study, we also developed an

algorithm to find only the feasible actions. This algorithm centered around the

sequential opening of switches within the network until no loops remained within it.
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It was found that the solutions produced by the RL agent did not attain the level of

optimality observed in existing literature. The optimality gap was notably substantial.

Consequently, we endeavored to enhance our approach by isolating the most optimal

actions from the feasible action space. For this purpose, we initiated a randomized

selection of n actions, and subsequently, employed deep Q-learning (DQN) and waited

until convergence. We selected our final action space by only keeping the actions with

the highest Q-values. This method effectively improved the optimality of solutions

achieved by the RL agent. Nonetheless, it’s worth noting that the agent’s performance

remained highly dependent on the initial random selection of the action space.

In addition to the previously mentioned research endeavors in this study, we have

also provided a thorough comparison of different RL algorithms for DNR, a topic that

has not been adequately addressed in prior literature.

1.3 Action Space Sampling for DNR

Our second study primarily centered on identifying the most optimal actions for RL

in the context of DNR. This study diverged significantly from our previous research

in that our main objective was to enhance the optimality of solutions generated by

RL agents in DNR, making them competitive with solutions proposed by advanced

methods in the existing literature. Furthermore, as our previous study largely relied

on random selection for the final action space, this investigation aimed to rectify this

deficiency.

To achieve this objective, our study employed a graph theory-based approach. We

conceptualized our network as an undirected graph, where buses served as nodes, and

power lines represented the edges. We adapted the Yamada-Kataoka-Watanabe graph

theory technique to identify all the minimum spanning trees within the network. This

method significantly expanded the number of feasible actions for our networks when

compared to the previous approach of sequentially opening switches, as outlined in

our prior study. Subsequently, we devised a power flow-based ranking system for these
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actions, allowing us to select only the most optimal actions for integration into our

RL algorithm.

1.4 Explainable RL for DNR

While RL has shown remarkable success in solving complex optimization problems, its

inherent opacity raises significant concerns regarding the interpretability of decision-

making processes. The difficulty in understanding how and why RL models arrive

at their decisions has led to skepticism and mistrust among users. The lack of

transparency in RL algorithms creates a black box effect, making it challenging to

comprehend the rationale behind the actions taken by the RL agents. As a result, the

reliability and fairness of RL-based systems often come under scrutiny. To address

this critical issue, researchers have been focusing on the development of explainable

RL methods.

Explainable RL aims to elucidate the decision-making logic of RL agents, making

their actions more interpretable and understandable to humans. By providing insights

into the internal workings of RL models, explainable RL methods seek to enhance

trustworthiness, acceptance, and broader adoption of RL in crucial domains such as

autonomous systems, healthcare, finance, and more. Very few studies have focused on

developing models to explain the rationale behind the RL agent’s decision making pro-

cess. These studies have utilized statistical analysis [8], Shapley additive explanations

[113], and model trees [30] for this purpose.

Despite the progress in applying RL to DNR scenarios, a crucial research gap

remains: the lack of comprehensive approaches to explain the underlying logic behind

RL agents’ decision-making in DNR. Addressing this gap is essential to gain a deeper

understanding of how RL-based solutions can be leveraged to improve the reliability

and efficiency of power distribution networks. To fill this void, this study proposes

a novel methodology that involves generating a dataset based on the RL agent’s

decisions and training an explainer network to explain the decision-making process.
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Attribution methods are later applied to this explainer network to find the relationship

between its inputs and outputs, facilitating a better comprehension of RL agents’

behavior in DNR scenarios. It is important to highlight that the main benefit of

explaining the RL agent’s actions is increasing humans’ trust in suggested solutions

and providing businesses with an AI-powered system that offers solid evidence to back

up its decisions and outcomes.

1.5 Thesis Outline

The remaining sections of this thesis are organized as follows. Chapter 2 focuses on

the development of an algorithm aimed at identifying the feasible action space for

RL. We evaluate several RL algorithms and determine the most suitable ones for our

purposes. This chapter is based on our study in [26]. In Chapter 3, we employ a novel

graph analysis-based algorithm to discover the feasible action space in various test

systems. Then, we utilize a power flow-based algorithm to extract the most optimal

action space for the DNR agent. This chapter draws upon the research conducted

in [27]. In Chapter 4, we focus on creating an explanation method that explains the

decision-making process of the trained DNR agent as presented in [29]. The final

chapter, Chapter 5, presents a comprehensive summary of our research findings and

contributions. Additionally, we provide valuable insights into potential avenues for

future research.
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Chapter 2

A Comparative Study of
Reinforcement Learning Algorithms
for Distribution Network
Reconfiguration with Deep
Q-learning-based Action Sampling

2.1 Abstract

Distribution network reconfiguration (DNR) is one of the most important methods

to cope with the increasing electricity demand due to the massive integration of

electric vehicles. Most existing DNR methods rely on accurate network parameters

and lack scalability and optimality. This study uses model-free reinforcement learning

algorithms for training agents to take the best DNR actions in a given distribution

system. Five reinforcement algorithms are applied to the DNR problem in 33- and

136-node test systems and their performances are compared: deep Q-learning, dueling

deep Q-learning, deep Q-learning with prioritized experience replay, soft actor-critic,

and proximal policy optimization. In addition, a new deep Q-learning-based action

sampling method is developed to reduce the size of the action space and optimize the

loss reduction in the system. Finally, the developed algorithms are compared against

the existing methods in literature.
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2.2 Introduction

Large-scale penetration of electric vehicles and integration of renewable energy re-

sources have increased the complexity of power distribution networks [28]. As a result,

more advanced control and optimization techniques are required to keep the system

within operational constraints, reduce losses, and supply demands [109]. Distribution

network reconfiguration (DNR) is the process of connecting and disconnecting different

distribution lines in a way that the system loss is minimized and the voltage level is

maintained. The non-linearity of AC power flow and the network radiality constraint

make DNR optimization an NP-hard, mixed-integer, nonlinear problem [117]. There-

fore, heuristic optimization algorithms [77] and mathematical simplifications [3] are

typically used for DNR optimization in the literature.

Majority of DNR studies are based on heuristic optimization algorithms. To this

end, a new social beetle swarm optimization algorithm considering two social behaviors

is developed in [14] to solve the multiobjective DNR problem which minimizes network

loss, load balance index, and maximum voltage deviation. The same method is coupled

with grey target decision-making in [13] to improve the process of selecting the best

beetle and solve the problem of conflicting objectives. Chaos disturbed beetle antennae

search (CDBAS) [98] and Levy flight and chaos disturbed beetle antennae search

(LDBAS) [97] algorithms are combined with grey target decision-making technique

to solve the DNR problem while minimizing the load balancing index, active power

loss, and the maximum node voltage deviation. A modified multi-objective Bayesian

learning-based evolutionary algorithm is proposed in [119] to balance the voltage

stability and the absorption rate of wind energy which is then combined by a technique

for order preference by similarity to an ideal solution (TOPSIS) to solve DNR. In [49], a

θ-modified bat algorithm is developed to solve the DNR problem while the uncertainties

associated with multiobjective DNR are handled via cloud theory constructed based

on fuzzy theory combined with the concept of probability. However, to solve the
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DNR problem, all of these studies utilize heuristic or meta-heuristic algorithms which

are time-consuming, have high computational cost, and do not guarantee finding the

optimal solution.

In a different set of studies, mathematical models are utilized to solve the DNR

optimization [4]. For example, a distributionally robust chance-constrained DNR

approach for a three-phase unbalanced distribution network is proposed in [120]. It

optimizes the switching cost and the expected power supply cost from an upstream grid.

Later, the model is reduced to a mixed-integer, linear programming problem. A risk-

averse two-stage mixed-integer conic programming model is presented in [11] for grid

reconfiguration where the seasonal reconfiguration decisions of microgrids (MG) are

made in the first stage, and validated under stochastic islanding scenarios in the second

stage. In [85], Benders decomposition framework is combined with mixed-integer

quadratic programming (MIQP) to solve DNR and reduce voltage volatility. MIQP

and mixed-integer linear programming are used in [39] for operation mode adjustment

minimizing the active power loss and for service restoration maximizing restored loads.

The main drawback of these methods is that they simplify the powerflow equations.

Hence, the obtained solutions are neither accurate nor optimal.

There have been other studies which use algorithmic or fuzzy logic approaches.

Switch opening and exchange (SOE) method is developed in [112] for multi-hour

stochastic DNR which is based on sequential opening of switches until no loops

remain in the network and modifying the status of obtained branches. In [65], a

multiagent weight-based self reconfiguration algorithm with distributed generators is

presented for load sharing and reducing congestion in lines. An adaptively tunable

fuzzy logic controller is proposed in [105] for network reconfiguration during power

system restoration. Finally, intra-day dynamic reconfiguration [60] is solved using

time period reduction and decimal coding strategy to maximize the accommodation

revenue of distributed generation (DG) units and to minimize the operation cost of

distribution network. These methods can improve the quality of the solutions, but
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as the system size grows, the number of decision variables increases and they cannot

guarantee optimality. In addition, their execution time becomes exponentially longer

with the increase in system size.

Recently, machine learning has also been successfully applied for DNR. By combining

original neural network algorithm with chaotic local search and quasi-oppositional-

based learning approaches, a new algorithm is developed in [91] to simultaneously

solve DG allocation and DNR optimization. However, artificial intelligence algorithms

used for optimization purpose still face the problems of poor convergence and falling

into local optima [97]. A deep neural network is developed in [118] to adaptively

learn the reference joint probability distributions (PD) of DG outputs and loads

from historical data. Later, three-phase unbalanced DNR is solved using a modified

column-and-constraint generation method under the worst-case PD scenarios. In this

study, neural network is only developed for forecasting the PD of DG outputs. In

[43], a deep convolutional neural network (CNN) is developed for DNR. It learns the

relationship between network topology and short-term voltage stability performance

from historical data. Since the model is only trained on historical network topologies,

it is unable to perform new reconfigurations that result in unperceived topologies.

Hence, the optimality of the reconfiguration actions is not guaranteed. In [58], a

hybrid data-driven and model-based DNR framework is proposed which uses long

short-term memory (LSTM) network to learn the mapping mechanism between load

distribution and optimal reconfiguration strategies. The model presented in [44] was

similar except that it also considered the switching cost in addition to the system

loss in the objective function. The main disadvantage of these two models is that

the dimension of the neural network needed for training grows with the size of the

network and the computational cost increases exponentially. In addition, they do not

search for optimal reconfiguration strategies for different load values as they are only

trained on a few reconfiguration topologies.

Most DNR algorithms discussed so far are model-based controllers. This means
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that they need accurate values of distribution network parameters which is difficult to

obtain due to the expansive structure of distribution networks and seasonal weather

changes [24]. On the other hand, the computational burden of these algorithms

increases exponentially with the size of the network [75] which makes them impractical

for real-time control. Reinforcement learning (RL) is an area of machine learning

which uses various algorithms to train agents for taking best actions in an environment

[42]. This method allows building a model-free control approach for DNR since the

agent does not need to directly interact with the distribution network and it does

not need to know the transition probablities between different state and action pairs.

Only very few studies have used RL for DNR process. To this end, deep Q-learning

and NoisyNet deep Q-learning network (DQN) with automatic exploration is applied

to DNR in [52] and [95], respectively. However, in neither of these two studies, the

scalability of the proposed method is demonstrated on larger test systems. Moreover,

these studies compare the performance of only several DQN methods. DQN was

also applied to the DNR problem in [73]. However, DQN performance was only

compared with the brute-force search and genetic algorithms, but not with any other

RL algorithm. Batch-constrained soft actor-critic RL algorithm is developed in [25]. It

learns a control policy from a finite historical operational dataset without interacting

with the distribution network. The main drawback of this approach is that the agent

is only trained on historical operational dataset which means that it does not search

for new and more optimal reconfiguration strategies.

This study develops an RL model for DNR that samples from a very large action

space. Hence, it is not only based on historical operation. In addition, this study

compares the performance of five popular RL algorithms for DNR including DQN,

policy gradient methods, and actor-critic methods. Although there were studies

that implemented DQN and soft actor-critic (SAC) for DNR, no previous study

implemented dueling DQN, DQN with prioritized experience replay, and proximal

policy optimization (PPO) for this purpose. In addition, no study presented a
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comprehensive comparison of these algorithms. The main contributions of the first

part of this thesis are as follows:

• Proposal of a new action search algorithm to find the feasible action space for

RL algorithms.

• Development of a new DQN-based action sampling method to reduce the size of

the action space and improve the optimality of the obtained DNR solutions by

RL.

• Implementation of five RL algorithms for DNR (including DQN, dueling DQN,

DQN with prioritized experience replay, SAC, and PPO) and comparison of

their performances.

2.3 Problem Formulation

This section covers the problem formulation for DNR as well as the RL algorithms.

2.3.1 Preliminaries

There are two main components in a standard RL structure: environment and agent.

As shown in Fig. 2.1, the agent selects an action at according to the environment state

st and receives the reward rt+1 and next state st+1 from the environment. The main

goal of RL algorithm is to train the agent to select the actions in the environment

that maximize its rewards. The environment for RL is modeled as a Markov decision

process (MDP). An MDP is denoted by (S,A,P ,R, γ, T ) and consists of a state space

S (where, st ∈ S), action space A (at ∈ A), transition probability function P , reward

function R (rt ∈ R), discount factor γ ∈ [0, 1), and a time horizon T .

The agent finds the optimal control policy π for its environment by maximizing

the expected discounted return G =
∑︁T

t=0 γ
trt+1. By calculating the action-values

using Bellman equation, the agent decides which action to select in a given state.
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Bellman equation, starting from state st and taking action at while following policy π,

is determined as

Qπ(st, at) = Ert,st+1∼π[r(st, at) + γQπ(st+1, π(st+1))], (2.1)

Figure 2.1: Reinforcement learning framework

2.3.2 DNR Environment

To apply RL algorithms to the DNR problem, DNR should be modeled as an MDP.

For this purpose, the switching actions are defined as at = [1, 1, 0, ..., 1] where the

open and close commands of the lines are represented by zeros and ones, respectively.

In this study, it is assumed that all lines have switches which can be opened or closed.

Therefore, the action dimension is equal to the number of lines in the system. The

state of the system is the switch states, active, and reactive power consumption at

different buses represented by st = [pt, qt, αt]. Here, αt = [α1t, α2t, ..., αmt] is the switch

states, pt = [p1t, p2t, ..., pnt] is the active power, and qt = [q1t, q2t, ..., qnt] is the reactive

power of different buses. Parameter n stands for the number of busses, and m for the
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number of lines in the system. The transition probability between time-steps, P, is

assumed to be the random process of power injections.

The reward function for this RL problem is the negative of network loss which

needs to be maximized so that the loss will be minimized. It is defined as

R(st, at) = −C lplt(st+1)− Cv(st+1), (2.2)

where plt(st+1) is the total line losses of the system at state st+1 and C l is the penalty

for line losses in [1/kW]. The variable Cv(st+1) is the penalty of violating the network

voltage constraint defined as

Cv(st+1) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ if V max < max(Vt,n) or

min(Vt,n) < V min

0 otherwise

(2.3)

where λ is a large constant number to impose a highly negative reward for actions

that cause voltage violation in the system. Load balance and radiality constraints are

fulfilled while selecting the action space A.

The complete action space for DNR is very large. For example, a system with

20 lines has a total of 220 actions. However, most of these actions cause loops or

disconnections in the system and hence, are infeasible to be performed in a real

distribution system. To address this issue, Algorithm 1 is used to select only the

feasible actions as the action space for RL. In this algorithm, first, all lines are closed

to find all loops in the network (lines 3-4). Then, all of the switches that open these

loops are found (line 5). Finally, all combinations between these switches are found in

a way that no loops remain in the network and no disconnections occur (lines 6-23). It

should be noted that action space is a pool from which the agents choose their actions.

Algorithm 1 only changes the action space and it does not alter the action selection

strategy of the agents in any of the RL algorithms.
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Algorithm 1 Structure Identification

1 Input: Topology information of the network
2 Output: Feasible action space
▷ Construct the network with graph analysis tools

3 Close all lines
4 Find all loops in the network l ∈ {1, 2, ..., N}
5 Find the set of all switches Sl that open each of these loops
6 Find the total number of combinations, M , between Sl from each loop
▷ Find all combination of lines for opening loops

7 for i ∈ {1, 2, ...,M} do
8 flag = 0
9 while flag = 0 do

10 for j ∈ {1, 2, ..., N} do
11 if loop j exists then
12 Open a line from loop j
13 if Network is disconnected then

Close the line and open a different line

14 if the line is already open then
15 Open a different line from loop j
16 if Network is disconnected then
17 Close the line and open a different line

18 Find all the loops l in the network
19 if l = 0 then
20 flag = 1
21 Save the current structure of the network as a feasible action

22 else
23 Repeat 5-21 for the new loops

2.3.3 RL Algorithms

RL algorithms are divided into two main categories: on-policy and off-policy. In

on-policy RL, the behavior policy which agent uses to select its actions and the

target policy which it tries to learn are the same. In off-policy RL, they are different.

Therefore, on-policy algorithms are more likely to converge to a sub-optimal policy.

This study implements and tests the performance of DQN, dueling DQN, DQN

with prioritized experience replay, and SAC as off-policy algorithms, and PPO as an

on-policy algorithm.

Algorithm 2 summarizes the DQN algorithm. First, the target neural network,

q-network, replay buffer, and greedy policy are initialized (lines 3-5). Then, for N
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number of episodes, the environment is reset, for T number of steps (episode length),

an action is chosen by the policy and executed, the transitions are added to the replay

buffer, and finally, the loss over a batch of transitions is computed and gradient descent

is performed on the q-network to update its parameters and the policy (lines 6-15).

Every M episodes, the target and q-network are synchronized (line 16). It should be

noted that the q-network outputs actions values. The policy chooses the action with

the highest value.

Dueling DQN is an improvement over DQN [101]. The key motivation behind this

architecture is that, in some states, performing an action will not change the obtained

reward so it is unnecessary to know the value of each action at every time step. An

example of such condition is the Atari game Enduro where taking an action will not

change the obtained reward until collision is imminent. In general, the action value is

Algorithm 2 Deep Q-Learning

1 Input: Learning rate α, number of episodes N , discount factor γ,
batch size, environment

2 Output: Optimal policy
▷ Initialization

3 Initialize target network with parameters θtarg and q-network with parameters θtarg ← θ
4 Initialize replay buffer B
5 Initialize greedy policy π and ϵ-greedy policy πϵ
▷ Training

6 for Episode ∈ {1, 2, ..., N} do
7 Reset the environment and record s0
8 for t ∈ {0, 1, .., T − 1} do
9 Select action at using πϵ

10 Execute action at and receive st+1, rt+1

11 Add transition (st, at, rt+1, st+1) into buffer B
12 Set st = st+1

13 Choose a batch, b, of transitions from buffer B
14 Compute loss function for the selected batch

yi =

{︄
ri For terminal state

ri + γmax(Q(si, ai|θtarg)) For non− terminal state
L(θ) = 1

|b|
∑︁|b|

i=1[yi −Q(si, ai|θ)]2

15 Perform gradient descent for q-network and update its parameters θ

16 Every M episodes synchronize θtarg ← θ
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defined as

Qπ(s, a) = Eπ[
T−1∑︂
t=0

γtrt|st = s, at = a], (2.4)

and the state value is defined as

Vπ(s) = Eπ[
T−1∑︂
t=0

γtrt|st = s]. (2.5)

The advantage value shows how advantageous selecting an action is relative to the

other actions at a given state. The advantage function is obtained by subtracting the

state value from the action value

Aπ(s, a) = Qπ(s, a)− Vπ(s). (2.6)

By separating Qπ(s, a) into Vπ(s) and Aπ(s, a), the dueling architecture learns the

state value without having to learn the effect of each action for each state. Vπ(s) and

Aπ(s, a) are combined into one equation as follows

Q(s, a; θ, α, β) = V (s; θ, β) + (A(s, a; θ, α)

− 1

|A|
∑︂
a′

A(s, a; θ, α)).
(2.7)

DQN with prioritized experience replay was first introduced by Google DeepMind

in 2015 [81]. The basic idea behind this algorithm is to prioritize the transitions in

the replay buffer that are rare but more helpful for the learning process. The metric

to measure the importance of each transition is the magnitude of a transition’s time

difference (TD) error, δ. However, an offset value should be added to prevent the

importance to become zero, i.e.

pi = |δi|+ ϵ. (2.8)

Using the priority, the probability of selecting each transition is defined as

Pi =
(pi)

a∑︁N
i=1(pi)

a
, (2.9)

where a is a factor that determines how much prioritization is used. Prioritized replay

introduces bias in training since it selects some transitions more frequently. To prevent
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this, the neural network update step is changed to αwi instead of α, where wi is

defined as

wi = (
1

N
.
1

Pi
)b. (2.10)

The exponent b is used to control the bias correction which is more important later

during the training than at the beginning. Therefore, b starts at a low value and

gradually increases to 1 over time.

SAC is an off-policy reinforcement learning algorithm whose objective is not only

to maximize the rewards but also to increase the entropy. Entropy is the likeliness of

the algorithm to explore new actions. A high-entropy algorithm prevents premature

convergence to a bad local optima and encourages the state space exploration improving

the collected transition data. Therefore, the policy is trained to maximize the following

objective

J(θ) =
T∑︂
t=1

E(st,at)∼ρπθ [r(st, at) + αH(πθ(.|st))], (2.11)

where H(.) is the entropy measure, and the parameter α represents the entropy

temperature and controls the randomness of the policy versus the reward. In general,

there are three functions that SAC needs to learn: 1) the policy with parameter θ,

2) soft Q-value function with parameter w, and 3) soft state value function with

parameter ψ. Soft Q-value and state value are determined, respectively, by

Q(st, at) = r(st, at) + γEst+1∼ρπ(s)[V (st+1)], (2.12)

V (st) = Eat∼π[Qst,at − αlogπ(at|st)], (2.13)

To obtain the soft state value function parameters, the following mean squared

error is minimized

JV (ψ) = Est∼D[
1

2
(Vψ(st)− E[Qw(st, at)− logπθ(at|st)])2], (2.14)
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where D is the replay buffer. The soft Q function parameters are obtained by

minimizing the soft Bellman residual

JQ(w) = E(st,at)∼D[
1

2
(Qw(st, at)− (r(st, at)+

γEst+1∼ρπ(s)[Vψ(st+1)]))
2],

(2.15)

where ψ is the target value function. Finally, the policy is optimized by minimizing

the KL-divergence

Jπ(θ) = Eat∼π[logπθ(at|st)−Qw(st, at) + logZw(st)], . (2.16)

Parameter Z is the partition function to normalize the distribution. Finally, the SAC

algorithm is implemented as Algorithm 3 [31]. First, the state value function, Q-value

function, policy, target value function, and replay buffer parameters are initialized

(lines 3-4). Then, for each episode, an action is selected by the policy and executed

and the transition is added to the buffer (lines 5-9). If it is time to update, state value

function, Q-value function, policy, and target value function are updated using the

previously introduced equations (lines 10-14).

Algorithm 3 Soft Actor-Critic

1 Input: Learning rate α, number of episodes N , discount factor γ,
batch size, environment, entropy temperature α

2 Output: Optimal policy
▷ Initialization

3 Initialize parameters θ, w, ψ, and ψ
4 Initialize replay buffer D
▷ Training

5 for Episode ∈ {1, 2, ..., N} do
6 for t ∈ {0, 1, .., T − 1} do
7 Select action at using policy πθ(at|st)
8 Execute the action at and receive st+1, rt+1

9 Add transition (st, at, rt+1, st+1) into buffer D
10 for each gradient update step do
11 Update state value function with parameter ψ
12 Update Q-value function with parameter w
13 Update policy with parameter θ

14 Update target value function with parameter ψ

As previously mentioned, PPO is an on-policy RL algorithm. It is a type of policy

gradient method that was introduced in 2017 [82] as an improvement over Trust
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Region Policy Optimization (TRPO). PPO uses two neural networks, an actor network

whose input is the state and output is the list of probabilities for each action, a critic

network, whose input is the state and the output is state value. The objective function

of vanilla policy gradient methods is defined as

LPG(θ) = Êt[logπθ(at|st)Ât], (2.17)

where LPG(θ) is the policy loss, logπθ(at|st) is the log of probabilities from the actor

network, and Ât is the advantage function.

To prevent large policy updates, the policy gradient step is restricted by rst (θ) in

TRPO, defined as the probability ratio between the action under the current policy

and the action under the previous policy

rst (θ) =
πθ(at|st)
πθold(at|st)

(2.18)

As a result, the objective function in TRPO is defined as

Maximize Êt[
πθ(at|st)
πθold(at|st)

Ât] (2.19)

subject to Êt[KL[πθold(.|st), πθ(.|st)]] ≤ σ

Similarly, to restrict the update step in PPO, clipped surrogate objective is defined

as

LCLIP(θ) = Êt[min(rst (θ)Ât, clip(r
s
t (θ), 1− ϵ, 1 + ϵ)Ât)], (2.20)

To minimize the value function error and ensure enough exploration of the agent, the

final objective function is defined as

LCLIP+VF+S(θ) = Êt[LCLIP
t (θ)− c1LVF

t + c2S[πθ](st)], (2.21)

where LVF
t is value function error, S[πθ](st) is entropy bonus, and c1 and c2 are

hyperparameters. PPO algorithm is given in Algorithm 4. First, the replay buffer,

actor, and critic networks are initialized (lines 3-4). Then, for N number of episodes,
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each actor runs the policy for T time steps, stores the transitions, and computes the

advantage functions (lines 5-9). Finally, for a batch of transitions every K epochs, the

objective function in Eq. (2.21) is optimized and the actor and critic parameters are

updated.

Algorithm 4 Proximal Policy Optimization

1 Input: Learning rate α, number of episodes N , discount factor γ,
batch size, environment, number of parallel agents Na

2 Output: Optimal policy
▷ Initialization

3 Initialize actor and critic networks
4 Initialize replay buffer B
▷ Training

5 for Episode ∈ {1, 2, ..., N} do
6 for actor ∈ {1, 2, ..., Na} do
7 Run policy πθold in environment for T timesteps
8 Store transitions in the replay buffer

9 Compute advantage estimates Â1, Â2, ..., ÂT

10 Optimize LCLIP+V F+S w. r. t. θ, with K epochs and batch size M ≤ NaT
11 θold ← θ

2.3.4 Action Reduction

The action space in DNR is quite large. Presented RL algorithms either would not

converge to the optimal solution with such a large action space, or they would require

a very long training time and computational resources. Therefore, the size of the

action space needs to be reduced while keeping only feasible actions.

To improve the quality of the DNR solutions found by RL algorithms, in this study,

the size of the action space is reduced in two stages. At the first stage, random

sampling is used to define an action space for RL. Then, using the selected actions,

DQN algorithm is implemented. At the end of the training, the agent has learned the

action values. Therefore, it is used to only select the actions with the highest q-values

to reduce the size of the action space at the second stage.
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2.4 Simulation and Results

The proposed RL method is first applied to the IEEE 33-node system and then to a

136-node distribution system to demonstrate the scalability of the developed method.

The data and parameters used for simulations are presented in this section, along with

the obtained results.

2.4.1 Experimental Data Setup

The tuned parameters of the five described RL algorithms are given in Table 2.1.

Since the number and range of hyperparameters for RL algorithms are very large,

the hyperparameter tunning is performed manually, by changing the value of one

hyperparameter, observing the result, and then deciding the next value. The daily

load data is generated similar to [112] and then, considering a normal distribution and

15% standard deviation to the generated daily IEEE 33-node and 136-node network

loads, the load data is generated for the required number of days. The minimum and

maximum voltage limits are considered to be 0.95 p.u. and 1.05 p.u., respectively.

Parameter C l is set to 10,000 and λ to 100,000 based on empirical performance.

The neural networks are coded using PyTorch and in Python environment. All RL

algorithms use a four-layer neural network structure, with 1024 neurons in the first

hidden layer and 512 neurons in the second hidden layer. NetworkX package is used

as the graph analysis tool in Algorithm 1 and the power network is modeled using

pandapower package.

Algorithm 1 finds 14,401 feasible actions for 33-node system and 56,996 actions for

the 136-node system. The initial sampling randomly selects 300 and 1,000 actions

for the 33- and 136-node systems, respectively. After applying the initial DQN, the

convergence curve and action values for 33-node and 136-node systems are given in

Fig. 2.2 and Fig. 2.3, respectively. Among these actions, the top 80 actions with the

highest q-values are chosen as the action space for the 33-node test system and the
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Table 2.1: Parameters of RL Algorithms

Algorithm Parameters Values

DQN

learning rate 10−3

number of hidden units {1024, 512}
batch size 512

discount factor 0.99

synchronize every 10

Dueling DQN

learning rate 10−3

number of hidden units {1024, 512}
batch size 512

discount factor 0.99

synchronize every 10

DQN with Prioritized

Experience Replay

learning rate 10−3

number of hidden units {1024, 512}
batch size 512

discount factor 0.99

synchronize every 10

parameter a 0.5

parameter b 0.4

SAC

learning rate 10−4

batch size 512

discount factor 0.99

number of hidden units {1024, 512}
initial temperature parameter 1

soft update interpolation factor 0.05

PPO

learning rate 3 · 10−4

discount factor 0.99

number of epochs (K) 512

batch size 256

clip rate 0.2

number of hidden units {1024, 512}
L2 regularization coefficient 0.5

entropy coefficient 10−3

entropy coefficient decay 0.99
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top 400 are chosen as the action space of the 136-node system.

Figure 2.2: 30-step moving average of daily rewards and action values for 33-node
system with 300 actions

Figure 2.3: 30-step moving average of average daily rewards and action values for
136-node system with 1000 actions

2.4.2 33-Node Test System

The 33-node test system is depicted in Fig. 2.4. It is assumed that all lines can be

opened and closed using switches and the dashed lines are initially open.
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Figure 2.4: 33-node test system

Average daily rewards and their moving averages for the five RL algorithms are

illustrated in Fig. 2.5 and Fig. 2.6, respectively. As can be seen, SAC has the fastest

convergence. However, the final obtained rewards are lower compared to DQN and

dueling DQN. DQN and dueling DQN have very similar performance and PPO has

the weakest performance among these algorithms.

Since in on-policy RL algorithms the agent uses the same behavior and target

policy, these algorithms are more likely to become trapped in a local minimum. As

a result, PPO, which is the only on-policy algorithm in this study, has the worst

performance among other algorithms. Policy gradient methods such as SAC and PPO

search directly for the optimal policy instead of estimating the action-value. These

methods require fresh samples from the environment obtained with the current policy.

However, value methods such as DQN can take advantage of the old data obtained

from an older policy stored in the memory. Therefore, policy methods usually require

more interaction with the environment to reach the most optimal solution. On the

other hand, since they search directly for the optimal policy, they might converge

faster.
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Figure 2.5: Average daily rewards for 33-node system during training using five RL
algorithms

Figure 2.6: 60-step moving average of daily rewards for 33-node system using five RL
algorithms

2.4.3 136-Node Test System

The 136-node distribution system has a relatively complex structure, as depicted in

Fig. 2.9. The average daily rewards and their moving averages for the 136-node system
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are shown in Fig. 2.7 and Fig. 2.8, respectively. Similar to the 33-node system, SAC

has the fastest convergence. However, the final obtained rewards are lower compared

to DQN and DQN with prioritized experience replay which obtain similar rewards at

the end of the training. However, DQN with prioritized experience replay converges

slightly faster. By comparison to the 33-node system, it can be seen that for larger

systems, the prioritized experience replay is more effective and converges faster.

Figure 2.7: Average daily rewards for 136-node system during training using five RL
algorithms

2.4.4 Comparison of Results

Table 2.2 shows the network loss after a single-hour DNR using each of the five RL

algorithms, the SOE method [112], genetic algorithm (GA) [12], adaptive ant colony

optimization (AACO) method [88], and cuckoo search algorithm (CSA) [72] from

the literature. Among the compared algorithms, DQN attains the lowest network

loss, outperforming other published methods. It can also be inferred that the DQN-

based action reduction approach was effective and that the resulting action space was

sufficient to reduce the system loss in the DQN, Dueling DQN, and SAC algorithms. It

can be concluded that, in terms of stability and optimality, DQN is the best-performing
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Figure 2.8: 60-step moving average of daily rewards for 136-node system using five
RL algorithms

Figure 2.9: 136-node test system
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algorithm. In terms of convergence speed, SAC performs the best.

Table 2.2: System Loss Obtained by Single-Hour DNR

Algorithm
Test System

33-node 136-node

DQN 6.201 51.606

Dueling DQN 6.188 72.401

Prioritized DQN 6.273 144.373

SAC 6.273 72.384

PPO 6.342 100.411

SOE [112] 6.740 51.651

GA [12] 6.740 51.911

AACO [88] 6.740 51.655

CSA [72] 6.740 -

Action Sampling DQN 6.266 90.197

The computational times of the RL methods are compared against SOE, AACO,

and mathematical programming (MP) methods (including mixed-integer linear and

mixed-integer nonlinear programming) [112] in Table 2.3. As it can be inferred from

this table, RL methods are at least eight times faster than SOE, AACO, and MP

methods for the 136-node system. The computational speed of the RL algorithms is

even more signified as the size of the system grows. However, RL algorithms can have

a very long training time, as presented in the same table.
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Table 2.3: Execution Time Comparison

Algorithm
Execution Time [s]

33 bus 136 bus

PPO 0.206 0.776

DQN 0.207 0.786

Dueling DQN 0.502 1.911

SAC 0.453 1.916

Prioritized DQN 0.457 1.964

SOE [112] 1 16.9

AACO [88] 0.3 894.20

MP [112] 19 1, 236

Approximate RL Training Time 5, 727 25, 190

2.5 Conclusion

In this chapter, the DNR problem is formulated as a Markov decision process to

implement and compare five RL algorithms, including DQN, dueling DQN, DQN with

prioritized experience replay, SAC, and PPO. The proposed RL-based approach was

applied to the 33- and 136-node test systems. The results showed that among these

algorithms, SAC had the fastest convergence, while DQN performed best in terms

of stability and optimality. In addition, a new DQN-based action reduction method

was developed to reduce the size of the action space. The effectiveness of the new

reduction approach was tested by comparing the pre- and post-sampling results as

well as the results from the literature.

Future studies will focus on developing new action space sampling methods for RL

and performing sensitivity analysis for various action space selections. In addition,

various objectives for the RL agent will be defined and tested. Finally, the effec-

tiveness of the proposed method for increasing electric vehicle penetration will be
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investigated.
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Chapter 3

A Generalised Deep Reinforcement
Learning Model for Distribution
Network Reconfiguration with
Powerflow-based Action Space
Sampling

3.1 Abstract

Distribution network reconfiguration (DNR) is used by utilities to enhance power

system performance in various ways, such as reducing line losses. Conventional DNR

algorithms rely on accurate values of network parameters and lack scalability and

optimality. To tackle these issues, a new data-driven algorithm based on reinforcement

learning is developed for DNR in this chapter. The proposed algorithm is comprised

of two main parts. The first part, named action space sampling, aims at analyzing the

network structure, finding all feasible reconfiguration actions, and reducing the size of

action space to only most optimal actions. In the second part, deep Q-learning (DQN)

and Dueling DQN methods are used to train an agent to take the best switching

actions according to switch states and loads of the system. The results show that

both DQN and Dueling DQN are effective in reducing system losses through grid

reconfiguration. The proposed methods have faster execution time compared to the

conventional methods and are more scalable.
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3.2 Introduction

The primary goal of distribution network reconfiguration (DNR) is to reduce power

losses in the system by altering the network’s topology and switch settings [7]. DNR has

become a fundamental part of distribution system operation due to power fluctuations

caused by increasing penetration of distributed generation (DG) units and electric

vehicles [70]. It can also increase the hosting capacity for distributed energy resources,

improve the voltage profile, and minimize DG power curtailments.

3.2.1 Motivation and Literature Review

The DNR problem can be classified as a mixed-integer nonlinear problem that falls

under the category of NP-hard problems, mathematically speaking [23]. The non-

linearity of AC power flow and the radiality constraint of the network contribute

to this classification. Therefore, it can only be optimized after simplifications [40]

or through search algorithms [88]. To this end, the Lévy flight and chaos disturbed

beetle antennae search (LDBAS) algorithm is used in [97] to solve a multi-objective

dynamic reconfiguration model minimizing active power loss, load balancing index, and

maximum node voltage deviation subject to stochastic power output from DG units

and electric vehicles. Similarly, a multi-objective optimization problem is formulated

in [13] and solved through a social beetle swarm algorithm to minimize network loss,

load imbalance, and voltage deviation. In [69], the water cycle algorithm (WCA)

is employed to address the network reconfiguration problem and to determine the

optimal size and location of the DG units. Other relevant methods to solve network

reconfiguration problem include molecular differential evolution algorithm [76], Harris

Hawks optimization (HHO) algorithm [34], Bayesian learning-based evolutionary algo-

rithm [119], modified particle swarm optimization (PSO) [22], and genetic algorithm

(GA) [12]. However, none of these methods can guarantee the optimality of the

obtained solutions since they are only search algorithms. Furthermore, the time taken
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to execute them increases exponentially as the system size grows.

In the second type of studies, mathematical programming and optimization methods

are used to solve simplified formulations of the DNR problem. For instance, linear

DistFlow equations are used in [85] to measure the voltage volatility of a bus and a

Benders decomposition-based method is used to solve the proposed DNR problem as

a mixed-integer quadratic program (MIQP). Similarly, an MIQP model is proposed in

[3] for the DNR problem after linearizing the powerflow equations. The DNR problem

was addressed in [21] by formulating it as a mixed-integer linear model and solving it

with the commercial solver CPLEX. This was achieved through the linearization of

power flow equations and load models. The major drawback of this approach is that,

due to the linearization of powerflow equations and the use of simplified assumptions,

the obtained results are not accurate.

Several recent studies have used machine learning techniques to perform the DNR

procedure. The authors of [91] incorporated chaotic local search and quasi-oppositional-

based learning techniques into the original neural network algorithm to tackle the

challenges of network reconfiguration and distributed generation allocation concurrently.

Nevertheless, optimization-focused artificial intelligence algorithms tend to have poor

convergence and are highly susceptible to being trapped in local optima [97]. The

authors of [58] used a long-short-term memory (LSTM) network to capture the mapping

mechanism present between load distribution and the most effective reconfiguration

strategies. The study presented in [43] involved the training of a deep convolutional

neural network to establish the correlation between the network structure and the

short-term voltage stability performance by analyzing historical data. Once trained,

the network was used for the DNR process. The primary drawback of these two

techniques is that the size of the neural network required for training tends to increase

as the network size grows, resulting in an increase in computational expenses. Moreover,

as these networks are exclusively trained on past operational data, they cannot find

novel reconfiguration strategies. The study in [118] employed a deep neural network to
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construct a probability distribution (PD) forecasting network that could anticipate the

joint PD for DG outputs and loads. Subsequently, a variant of column-and-constraint

generation technique with efficient scenario decomposition solved the DNR problem

in the worst-case scenario of PD for DG outputs and loads. In this instance, neural

networks were only used to predict PD of DG outputs.

Most current studies adopt a model-based control strategy for DNR, which requires

exact knowledge of distribution network parameters. However, obtaining accurate

parameter estimates is challenging for electric utilities due to the complex nature

of distribution networks and changes caused by weather-related fluctuations [24].

Moreover, as the network size grows, the computational complexity of model-based

algorithms rapidly increases, making real-time control infeasible [75].

3.2.2 Related Work

Reinforcement learning (RL) is a machine learning technique based on the action

and response process, which has been successful in solving many difficult sequential

decision-making problems [116]. In the process of transforming DNR into a Markov

decision process (MDP) for RL, each instance of manipulating various switches to

either open or close is regarded as a singular action. As a consequence, the action

space becomes notably expansive. Therefore, the primary challenge when using RL

for DNR lies in effectively managing this extensive action space, while also ensuring

the optimality of the achieved outcomes compared to alternative mathematical or

heuristic methods.

In terms of addressing this challenge, RL studies can be divided into three groups.

In the first set of studies, the RL agent is trained on only a very limited historical

operational dataset. To this end, the method proposed in [25] for DNR involves

training a batch-constrained soft actor-critic RL algorithm using a finite historical

operational dataset. However, the performance of this algorithm largely depends on

accurate historical DNR data which is difficult to obtain. In addition, the algorithm
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does not search for new reconfiguration strategies since it is trained only on previous

strategies that might not be optimal.

In the second category of studies, a method for reducing the action space is devised

to minimize its dimensions. For instance, NoisyNet deep Q-learning (DQN) method

is adopted for DNR and coupled with a loop-based encoding to reduce the scale of

the action space in [95]. However, it is important to emphasize that the loop-based

encoding method finds a notably small set of configuration actions. Consequently,

the resultant solutions by the DNR agent lack a definitive assurance of optimality

or proximity to optimality. Additionally, the applicability of the method to large

networks is not demonstrated.

The third set of studies utilize the multi-agent RL approach to manage the extensive

action space. This is achieved by distributing the action space among multiple agents.

In [54], a complex multi-objective DNR model is introduced, considering multiple

factors, including renewable energy curtailment, voltage stability, power loss, and

generation cost. It is solved using a DQN-assisted multi-objective bacterial foraging

optimization algorithm. To reduce the action space size, the action space is divided

into smaller subspaces, with each subspace being handled by a separate DQN. The

study in [104] introduces a deep RL-based method to reconfigure distribution networks

during extreme events, creating microgrids to restore critical services. The approach

employs a multi-agent soft actor-critic (MA-SAC) strategy to efficiently control circuit

breakers for isolating sections of the network and accommodating various system states

and scales. In [46], a cloud-edge collaboration architecture is developed and combined

with a deep RL model for real-time optimal reconfiguration of urban distribution

networks. This approach involves multi-level dynamic reconfiguration, integrating

feeder, transformer, and substation levels, using a multi-agent system. The model

employs both offline and online learning phases, incorporating a Q-learning-based

multi-agent conservative Q-learning algorithm for stability in offline learning, and a

multi-agent deep deterministic policy gradient algorithm for exploration and experience
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pool updates in online learning. The primary limitation of this methodology stems

from the extensive action space within large systems, such as the 136-node test system

encompassing over three million feasible actions. Consequently, even after partitioning

this action space among multiple agents, its sheer magnitude persists, presenting a

challenge for comprehensive action space exploration. Furthermore, all of these studies

lack direct comparisons with solutions documented in existing literature, thus, the

efficacy of the proposed approach remains uncertain.

Additionally, there is a collection of studies that do not present any approach for

reducing the dimensions of the action space. In such cases, it is not clear how the

action space for the DNR agent is selected. These studies include a branching double

DQN (BDDQN) and multi-policy soft actor-critic (MPSAC) for rapid decision-making

in sequential reconfiguration with soft open points in [110], a DQN method to address

DNR within both the IEEE 33-node system and a real-life, large-scale testing envi-

ronment in [52], a DQN-based network reconfiguration to enhance the reliability of

distribution networks, particularly when confronted with the fluctuating nature of

distributed renewable energy resources in [73] and [63]. Finally, a dynamic network

reconfiguration strategy aimed at minimizing operation costs and load shedding is

introduced in [10]. It employs a three-stage deep RL approach to optimize the recon-

figuration and set-points of distributed generators in real-time, enhancing distribution

network stability and reliability by quickly adapting to events and uncertainties. Dou-

ble DQN (DDQN) is used in the offline learning process for optimal reconfiguration

and three RL algorithms including deep deterministic policy gradient (DDPG), soft

actor-critic, and twin delayed DDPG (TD3) are evaluated to determine the real-time

set-points of distributed generators and energy storage systems. However, this study

does not describe any method to reduce the dimension of the action space.
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3.2.3 Contributions

To address the limitations encountered in the existing literature regarding the effective

management of extensive action spaces within the DNR problem, this chapter intro-

duces an innovative approach for reducing the dimensions of action space. This method

leverages a graph-theory-based procedure, known as the Yamada-Kataoka-Watanabe

algorithm, in conjunction with powerflow analysis. Employing the DQN and dueling

DQN methodologies, this approach trains agents to select optimal switching actions

across a range of distribution systems. A comprehensive comparative analysis is

conducted between these two advanced techniques and the conventional methodologies

in the literature. Through this comparison, we elucidate the respective merits and

drawbacks, as well as the optimality of the obtained solutions. The following are the

key contributions of the second part of this thesis:

• Development of a novel method rooted in graph theory and power flow analysis,

aimed at reducing the size of the action space which enhances the optimality

and convergence of solutions generated by RL algorithms;

• Conducting a comprehensive sensitivity analysis of the action space dimensions,

elucidating the impact of varying the size of the action space;

• Thorough comparative analysis between the proposed method and conventional

DNR methods in terms of execution speed and optimality of the obtained

solutions.

3.3 RL Foundations and Algorithms

This section focuses on the fundamental principles and key algorithms that form the

basis of RL. It lays the groundwork by explaining the core concepts of RL, including the

agent-environment interaction, states, actions, rewards, and the objective of learning
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optimal strategies. The section further explores various RL algorithms, providing

insights into their workings, advantages, and applications.

3.3.1 RL Preliminaries

In a standard RL structure, an agent interacts with an environment E for a number

of steps and receives an instant reward rt+1 for each action at that it performs inside

E at time-step t. After performing the action at at time t according to state st, the

environment arrives at a new state st+1. The process is illustrated in Fig. 3.1. The

aim of the agent is to increase its cumulative reward over time. To use RL, it is

necessary to create an environment that can be modeled as an MDP. This involves

defining the action space A, state space S, reward function R, transition probabilities

P , discount factor γ, and time horizon T .

Figure 3.1: Schematic diagram showing how RL works

Based on the present state st ∈ S, the agent chooses an action at ∈ A. After

the agent executes the selected action in the environment, it receives a reward rt+1

determined by the current state st and the action taken at. Subsequently, the agent

transitions to a new state determined by the state transition probability function

P. The control process can either continue indefinitely with T → ∞, or it can end

when the time step t reaches the final time T . Finally, the agent determines the

41



optimal control policy π that maximizes the expected discounted return G computed

by taking the sum of the rewards obtained at each time step in episodic tasks and as

Gt =
∑︁∞

j=0 γ
jrt+j+1 in continuous tasks. Bellman optimality equation is used in each

state to find the optimal action value function denoted by Qπ(st, at). In each state,

the optimal policy is the one that maximizes the rewards, hence π∗ = argmaxaQ
∗(s, a).

However, at the beginning of the training, the optimal Q-values are unknown. In deep

RL algorithms, the q-values are determined using a target neural network (Qtarg) and

Bellman equation. Therefore, the policy neural network is updated by minimizing the

following temporal difference error

δ = Qπ(st, at)− (r(st, at) + γmax
a
Qtarg(st+1, a)). (3.1)

3.3.2 RL Algorithms

The behavior policy refers to the policy adopted by the agent to make its action

choices, while the target policy is the one that the agent aims to acquire through

learning. In general, there are two types of RL algorithms: on-policy and off-policy.

On-policy learning refers to a method where the behavior and target policies used

by the agent are the same, whereas in off-policy learning, they are distinct. As a

result, on-policy learning has a higher chance of being stuck in a suboptimal policy.

Therefore, in this DNR study, two off-policy methods are implemented and tested:

DQN and dueling DQN.

In DQN, the policy is determined by a neural network. The input of this neural

network is the state of the agent and the output is the Q-value for each action in

the action space. DQN overcomes unstable learning by using experience replay and

target network. Using experience replay, previous transitions are stored in a memory

as (st, at, rt+1, st+1). Later, these transitions are sampled from the memory in mini-

batches and used to update the neural network. This way, the correlation between

experiences to update the neural network is reduced and catastrophic forgetting is

prevented by reusing past transitions. Catastrophic forgetting or policy collapse is a
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common issue in policy gradient methods where the agent starts to forget a policy it

had learned before.

Algorithm 5 briefly describes the general trainig process of RL algorithms. For a

specified number of steps, an action is chosen by the policy and executed to get a full

trajectory (st, at, rt+1, st+1) (lines 3-5). The transitions are added to the memory and

a batch of transitions are chosen from the memory to compute the loss and update

the policy (lines 6-8).

Algorithm 5 RL Training Procedure

1 Input: Environment, N , learning rate α, discount factor γ, batch size
2 Output: Optimal policy π
3 for Step ∈ {1, 2, ..., N} do
4 Choose action at based on policy
5 Perform the action at in the environment
6 Append trajectory (st, at, rt+1, st+1) into memory
7 Select a batch, b, of trajectories from the memory
8 Update the policy minimizing Loss(θ)

yi =

{︄
ri If terminal state

ri + γmax(Q(si, ai|θtarg)) If non-terminal state

Loss(θ) = 1
|b|

∑︁|b|
i=1[yi −Q(si, ai|θ)]2

Dueling DQN is an improved version of DQN. In some states, performing an

action does not always increase the obtained reward. Therefore, in this method, it is

unnecessary to know the value of each action at every time step instead, the state

value and advantage function is used to find the optimal policy. The state value is the

expected sum of discounted returns when starting from that state and is expressed as

Vπ(s) = Eπ[
T−1∑︂
t=0

γtrt|st = s]. (3.2)

The difference between the action value and the state value is computed to obtain the

advantage function, which can be expressed as

Aπ(s, a) = Qπ(s, a)− Vπ(s). (3.3)

The advantage function is utilized to determine the relative benefit of choosing an

action compared to other actions at a particular state. In dueling DQN method,
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one neural network with two streams is used to compute both the state value and

advantage function. Then, the Q-value for the policy network is calculated according

to

Qπ(st, at) = V (st) + (A(st, at)−
1

|A|
∑︂
a

A(st, a)). (3.4)

Similarly to the DQN method, a target neural network (which is a copy of the policy

neural network) is used to calculate the values of V targ(st+1), A
targ(st+1, at+1), and

eventually Qtarg(st, a). The policy network is iteratively updated using the temporal

difference error from Eq. 3.1.

3.4 Problem Formulation

In this section, the basics of RL are first discussed. Then, DNR problem is reformulated

as an MDP. Finally, the powerflow-based action space sampling method is proposed

and two RL algorithms for training the agents are presented.

3.4.1 System Modeling

In reconstructing the DNR as an MDP problem, the opening and closing of each line

is considered an action. The system receives the action in binary format where a zero

value shows an open line and one shows a closed line. In this study, an agent can

open or close as many lines as needed in a single action. For example, changing the

line states from [1, 1, 1, 0, 1, 0] to [1, 1, 1, 1, 0, 1] is considered one action. This

form of representation allows avoiding loops or disconnections in the system while

opening or closing lines. The state of the system shown as st = [pt, qt, αt] is the real

pt = [p1t, p2t, ..., pnt] and reactive qt = [q1t, q2t, ..., qnt] power consumption of the buses

as well as the switch states αt = [α1t, α2t, ..., αmt]. Parameters n and m denote the

number of busses and lines in the system, respectively. After each action, the time t

is incremented by 1. The random process of power injections is assumed to represent

the transition probability, P , between time-steps.
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Since the aim of DNR in this thesis is to minimize the total line losses, the reward

function is defined as

R(st, at) = −Rlplt(st+1)−Rv(st+1). (3.5)

In this equation, the penalty function for line losses in [1/kW] is represented by Rl,

and plt(st+1) denotes the total line losses at state st+1. The second term is defined as

the penalty function Rv(st+1) for violating the voltage constraint of the system and is

computed as

Rv(st+1) =

⎧⎪⎨⎪⎩
λ(max(Vt,n)− 1) if V max < max(Vt,n)

λ(1−min(Vt,n)) if min(Vt,n) < V min

0 otherwise

. (3.6)

Here, a significantly high value is assigned to the variable λ to represent a highly

negative reward when an action causes voltage violation in the system. Other system

constraints including radiality and load balance constraints are imposed while selecting

the action space A, as described in the following subsection.

3.4.2 Action Space Sampling

The original action space for DNR is extremely vast. If there are 33 lines in the

system and all lines have switches to be opened and closed, the complete action space

will contain 233 actions. However, the majority of these actions are not practical

to be executed in an actual distribution system because they can cause loops or

disconnections in the network. Therefore, a graph-theory-based algorithm named

Yamada-Kataoka-Watanabe [107] is used in this study to form the action space for

RL by only selecting the feasible actions. The Yamada-Kataoka-Watanabe algorithm

can identify every minimum spanning tree present in an undirected graph. All power

networks can be considered undirected graphs where each bus is a node and the power

lines are edges. A minimum spanning tree refers to a selection of edges from a graph,

which connects all nodes without forming any cycles. Therefore, using this algorithm,
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a set of all reconfigurations and actions that cause no disconnections and loops in the

power system can be found. This set is called feasible action space.

The feasible action space for power networks can still be fairly large. Therefore,

a rational action space sampling method is needed to only select the most optimal

actions as the final action space. For instance, consider the schematic diagram of

IEEE 33-node distribution system [112] depicted in Fig. 3.2. Although opening the

lines 2-19, 9-10, 15-14, 25-29, 32-22, and closing the line 7-8 and the rest of the lines

is a feasible reconfiguration action, it cannot be considered an optimal action since it

would open a line very close to the substation and would put too much load on other

lines increasing the system loss.

To address the this issue, a new powerflow-based action space sampling method is

developed in this thesis to only select the most optimal actions as the DNR action

space. At the same time, this reduces the action space size and further improves the

convergence of the RL algorithm. In this method, a powerflow is performed first,

considering the standard load values and assuming that all lines are closed. Then,

active power losses of each line are calculated. This is shown by red numbers in Fig.

3.2. Finally, the total system losses for each of the feasible actions are calculated and

the actions are sorted based on the system loss. The most optimal actions are the ones

with higher calculated system loss. This is because, according to Fig. 3.2, lines near

main substation carry more current and have more active power losses. Therefore,

disconnecting these lines will cause more reduction in overall system losses. As a

result, the actions with higher calculated losses disconnect lines further away from the

substation and are more optimal.

3.5 Simulation and Results

To verify the effectiveness of the proposed method, it is applied to solve DNR in

33-, 119-, and 136-node test systems. Section 3.5.1 presents the parameters of the

algorithms used for the simulations. Section 3.5.2 presents the results of the action
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Figure 3.2: Active power losses for a fully connected 33-node test system

space sampling. Sections 3.5.3 to 3.5.5 describe the results obtained by applying the

proposed method on test systems. Sensitivity analysis is discussed in Section 3.5.6.

Finally, the proposed method is compared with other studies in Section 3.5.7.

3.5.1 Experimental Setup and Data

The lower and upper limits for the voltage levels in the constraint 3.6 are defined as

0.95 p.u. and 1.05 p.u., respectively. Based on empirical performance, the value of

parameter Rl is assigned as 10,000 and λ as 1,000,000. The pandapower package in

Python is used to create a model of the power network, and the Newton-Raphson

method to perform power flow calculations. The graph analysis is performed using

the NetworkX package and the Yamada-Kataoka-Watanabe algorithm. Hourly load

data for 3000 days is generated by assuming a normal distribution with a standard

deviation of 15% to the standard 33-, 119-, and 136-bus network loads. The tuned

parameters of the DQN and Dueling DQN algorithms are given in Table 3.1.
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Table 3.1: DQN and dueling DQN parameters

Parameters Values

learning rate (α) 0.001

batch size (b) 512

discount factor (γ) 0.99

neural network structure {1024, 1024}

experience replay memory size 30, 000, 000

3.5.2 Action Space Sampling

When applying the Yamada-Kataoka-Watanabe algorithm to the 33-node test system,

50,751 feasible actions are found. Applying the same algorithm to the 119- and

136-node test systems found more than 3,500,000 feasible actions. However, to prevent

the memory overflow problem, the number of feasible actions is restricted to 3,500,000.

Using the proposed action space sampling methodology, the sorted values of losses for

the 33-node system are depicted in Fig. 3.3. The top illustration presents the sorted

active power loss for all the feasible actions in the 33-node system. On the other hand,

the lower illustration presents an enlarged perspective of the aforementioned upper

illustration, focusing on a subset of 2000 actions from the right side. Since the active

power reduction slope decreases after 300 actions, the top 300 actions are chosen as

the optimal actions for the 33-node system.

The sorted values of active power losses for different actions in the 119- and 136-node

test systems are illustrated in Figs. 3.4 and 3.5, respectively. Similarly, the top 600

actions are selected as the most optimal actions to form the action space for the RL

algorithms in the 119- and 136-node systems, as it provides a trade-off between loss

reduction and the action space size. It is important to note that a comprehensive

sensitivity analysis on the action space size is conducted in Section 3.5.6.

This study makes a significant contribution by introducing a new action space

sampling method, which greatly improves the efficacy of RL agents in achieving
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Figure 3.3: 33-node system sorted active power loss for 50,751 actions (top) and 1000
actions with maximum loss (bottom)

Figure 3.4: 119-node system sorted active power loss for 3,500,000 actions (top) and
2000 actions with maximum loss (bottom)
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Figure 3.5: 136-node system sorted active power loss for 3,500,000 actions (top) and
2000 actions with maximum loss (bottom)

optimal solutions. Additionally, by careful hyperparameter tuning, factors such as

the balance between exploration and exploitation, neural network size for function

approximation, and learning rate are adjusted to ensure optimal rewards and solutions.

In essence, ensuring the accuracy of DQN and dueling DQN involves a holistic

approach that encompasses comprehension of their theoretical foundations, thorough

analysis of components like function approximation and experience replay, strategic

hyperparameter optimization, and rigorous empirical assessments to validate their

performance across diverse tasks.

3.5.3 33-Node Test System

The IEEE 33-node test system is a very popular network for power system studies.

This network is operated at 12.66 kV and has a total demand of 22,709 MW and

17,041 MVAr. Given the persistent interaction of RL agent with the environment

spanning over 50,000 iterations, the obtained rewards tend to exhibit fluctuations

when directly visualized. Therefore, a good strategy for assessing the progression of
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reward accumulation is to calculate the mean value of daily rewards. Additionally,

to effectively represent the upward trend of these rewards, it is conventional in the

field of RL to employ a technique known as the ”n-step moving average” of rewards.

Applying these techniques to the 33-node system, Fig. 3.6 shows the average daily

rewards and its 60-step moving average for the DQN and dueling DQN algorithms as

they train and converge. When the obtained rewards stabilize, it is an indication of

convergence of the RL algorithm and the training can be stopped. In the visualized

figures, the higher the obtained rewards, the better the algorithm has performed. It

appears from these figures that the RL agent can find a control policy that minimizes

system losses. Therefore, the obtained rewards increase over time. In addition, DQN

converges faster than dueling DQN.

The small fluctuations after convergence are mainly due to load fluctuations at

different hours and the exploration property of the algorithms. Table 3.2 presents the

DNR solution obtained using DQN and dueling DQN in the 33-node system for a

single hour. The tie switches represent the open lines.

Table 3.2: Tie switches of the DNR result for a single hour in 33-node system

Algorithm Tie Switches System Loss [kW]

DQN 7-8, 10-11, 14-15, 28-29, 32-33 140.71

Dueling DQN 7-8, 9-10, 14-15, 28-29, 32-33 139.98

3.5.4 119-Node Test System

To demonstrate the scalability of the proposed method, it is applied to a large-scale

119-node test system [92]. The nominal voltage of this network is 11 kV, and the total

demand is 22,709 MW and 17,041 MVAr. The average daily rewards using DQN and

its 60-step moving average are depicted in Fig. 3.7. These curves show that the agent

learns to choose better actions and maximize rewards over time. Also, the convergence
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Figure 3.6: The mean daily rewards (top) and its 60-step moving average (bottom)
for 33-node system during training

time is acceptable.

The DNR result for a single hour is given in Table 3.3. Overall, the results show

that the proposed method performs well for a large-scale distribution system and that

the convergence time is at an acceptable level.

3.5.5 136-Node Test System

To demonstrate the applicability of the proposed method on a real test system, it

is tested on a 136-node system in the Midwest of Brazil [94]. This network has a

relatively complex structure and operates at 13.8 kV. Figure 3.8 shows the average

daily rewards and its moving average during training in the 136-node test system.
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Figure 3.7: The mean daily rewards (top) and its 60-step moving average (bottom)
for 119-node system during training

Table 3.3: Tie switches of the DNR result for a single hour in 119-node system

Algorithm Tie Switches System Loss [kW]

DQN

23-24, 32-33, 72-73, 109-110, 46-27,

1025.9817-27, 54-43, 62-49, 37-62, 9-40, 58-96,

88-75, 99-77, 108-83, 105-86

Dueling DQN

20-21, 34-35, 72-73, 109-110, 46-27,

1015.0417-27, 54-43, 62-49, 37-62, 9-40,

58-96, 88-75, 99-77, 108-83, 105-86
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Similar to the other test cases, rewards increase over time, indicating agent learning,

and DQN converges faster than dueling DQN. DNR results for a single operating hour

are given in Table 3.4.

Figure 3.8: The mean daily rewards (top) and its 60-step moving average (bottom)
for 136-node system during training

3.5.6 Sensitivity Analysis

To investigate the effect of selecting a different number of actions on the results,

simulations are repeated with various sizes of action sets. The results are presented in

Figs. 3.9–3.11. It can be observed from Fig. 3.9 that increasing the action space size

from 200 to 500 does not have much impact on the rewards obtained in the 33-node
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Table 3.4: Tie switches of the DNR result for a single hour in 136-node system

Algorithm Tie Switches System Loss [kW]

DQN

47-62, 89-90, 105-106, 134-135,

288.84

46-27, 7-73, 9-24, 15-83, 25-51,

50-96, 55-98, 66-79, 79-131, 84-135,

91-104, 90-129, 92-104, 92-132,

96-120, 126-76, 128-77, 135-98

Dueling DQN

31-35, 48-51, 89-90, 106-107,

294.33

7-73, 9-24, 15-83, 50-96, 55-98,

62-120, 66-79, 79-131, 84-135,

91-104, 90-129, 92-104, 92-132,

96-120, 126-76, 128-77, 135-98

system. However, choosing a much smaller action space (e.g. 100) significantly reduces

the obtained rewards. Therefore, it can be concluded that the most optimal actions

are within the first batch of 200 actions.

Figure 3.9: 60-step moving average of daily rewards for 33-node system with various
number of actions

In the 119-node test system, action space sizes of 200, 400, 600, and 800 obtain

55



similar rewards. However, increasing the size to 1000, significantly improves the

obtained rewards. This indicates that the most optimal actions lie within the initial

batch of 1000 actions. In the 136-node system, action-space sizes of 200–1000 all

obtain similar rewards, since the best actions are within the first batch of 200 actions.

Figure 3.10: 60-step moving average of daily rewards for 119-node system with various
number of actions

Figure 3.11: 60-step moving average of daily rewards for 136-node system with various
number of actions
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To show the robustness of the proposed method under extreme load fluctuation

events, the load values are intentionally changed to significantly deviate from the

average load on which the RL algorithms were trained. For this purpose, the standard

deviation of these loads is set at 35% of the previous average loads. The system loss

and minimum system voltage in this case are shown in Figs. 3.12–3.14 for the 33-, 119-

and 136-node systems, respectively. Comparing the obtained results with the base case

where there is no DNR in the system reveals that, using DQN and dueling DQN, the

loss is lower and the voltage is higher, and the agent chooses the actions that minimize

the system loss and improve the voltage profile. In the 119- and 136-node test systems,

the dueling DQN sometimes chooses actions that are not optimal. Therefore, it can

be concluded that DQN is more robust to unforeseen states or extreme events.

Figure 3.12: RL agent’s response to unforeseen loads in the 33-node system
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Figure 3.13: RL agent’s response to unforeseen loads in the 119-node system

Figure 3.14: RL agent’s response to unforeseen loads in the 136-node system
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3.5.7 Comparative Study

In this section, the computational speed of the proposed method and the optimality of

its results are compared with published results obtained using the switch opening and

exchange (SOE) [112], mathematical programming (MP) methods (which encompass

mixed-integer linear and mixed-integer nonlinear programming) [112], adaptive ant

colony optimization (AACO) method [88], GA [12], MIQP [3], and two RL methods

including BCSAC [25] and NoisyNet DQN [95]. The DNR execution times of all these

methods are given in Table 3.5. As can be inferred from this table, the execution

times for DQN and dueling DQN are quite similar, and both are significantly faster

compared to other non-RL methods in the 136-node system, with a speed improvement

factor of at least twenty. The efficiency of the RL algorithms becomes even more

important as the system size increases. The offline training times for DQN and dueling

DQN algorithms are given in the last row of the same table. Training was carried out

on a system with an Intel i9-9820X 3.30GHz CPU and 100 GB of RAM.

Table 3.5: Computational Speed Comparison

Algorithm
Execution Time [s]

33 bus 119 bus 136 bus

DQN 0.21 0.88 0.78

Dueling DQN 0.21 0.88 0.79

BCSAC [25] 0.4 2.2 -

NoisyNet DQN [95] 0.48 − −

SOE [112] 1 12.3 16.9

MIQP [3] 3.2 39.4 188.4

AACO [88] 0.3 430.74 894.20

MP [112] 19 4007 1236

Approximate RL
Training Time

15145 45454 53000
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Finally, the optimality of the results obtained by the proposed method is compared

with other published results in Table 3.6. As can be seen, the results for the small

33-node system are within only 0.3% optimality gap of the best solution presented

in the literature and the maximum optimality gap that occurs for the 119-node

system is only 10.58%. In heuristic methodologies, adherence to system constraints

is ensured by imposing large penalties when they are violated. As a consequence,

these methods occasionally find solutions that effectively minimize the objective

function; nonetheless, their feasibility may be compromised. Such challenges are

often encountered in solutions documented in the existing literature. Conversely, the

results obtained by the approach proposed in this study do not exhibit any constraint

violations.

Table 3.6: Loss and Minimum Voltage Comparison by Different Methods

Algorithm

Test System

33-node 119-node 136-node

loss voltage loss voltage loss voltage

DQN 140.70 0.94 958.90 0.93 285.34 0.96

Dueling DQN 139.98 0.94 954.62 0.93 286.32 0.96

SOE [112] 139.55 0.94 853.58 0.93 280.94 0.96

MIQP [3] 139.55 0.94 871.23 0.93 261.97 0.96

AACO [88] 139.55 0.94 865.86 0.93 279.75 0.96

MP [112] 139.55 - 853.58 - 280.14 -

No DNR 202.68 0.91 1298.09 0.87 320.36 0.93

Optimality Gap 0.3% 10.58% 1.95%
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3.6 Conclusion

This study employed a Markov decision process as a modeling technique for the DNR

problem and leveraged two RL algorithms, namely DQN and dueling DQN, to tackle

the problem. First, the feasible action space for DNR was obtained using the Yamada-

Kataoka-Watanabe algorithm. Then, a powerflow-based action sampling method

was applied to reduce the size of the action space. This was done to facilitate faster

convergence of the RL algorithms and optimize the results. The proposed method

was applied to 33-, 119-, and 136-node test systems to demonstrate its scalability.

The results indicated that the learning performances of DQN and dueling DQN are

very similar. However, DQN has faster convergence. In addition, comparison with

conventional methods proved that the proposed RL-based method is at least 20-times

faster and that the obtained results are within a maximum 10.58% optimality gap of

the best solution presented in the literature. This demonstrated that the proposed

powerflow-based action space sampling method was effective and it only chose the

most optimal actions. Future studies will focus on implementing the same method for

semi-open lines to increase the electric vehicle hosting capacity and balance network

loads.
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Chapter 4

Explainable Reinforcement
Learning for Distribution Network
Reconfiguration

4.1 Abstract

Reinforcement learning methods have been successful in tackling a wide variety of

control problems, owing to their remarkable ability to make fast decisions and learn

effectively from data. Nevertheless, the lack of transparency regarding the decision-

making process has resulted in a significant dearth of trust towards these models,

subsequently limiting their utilization in critical decision-making applications. The

use of reinforcement learning in distribution network reconfiguration is an inherently

sensitive application due to the need to change the states of the switches, which

can significantly impact the lifespan of the switches. Consequently, executing this

process requires meticulous and deliberate consideration. This study presents a

new methodology to analyze and elucidate reinforcement learning-based decisions in

distribution network reconfiguration. The proposed approach involves the training of

an explainer neural network based on the decisions of the reinforcement learning agent.

The explainer network receives as input the active and reactive power of the buses at

each hour and outputs the line states determined by the agent. To delve deeper into

the inner workings of the explainer network, attribution methods are employed. These

62



techniques facilitate the examination of the intricate relationship between the inputs

and outputs of the network, offering valuable insights into the agent’s decision-making

process. The efficacy of this novel approach is demonstrated through its application

to both the 33- and 136-bus test systems, and the obtained results are presented.

4.2 Introduction

In the realm of machine learning, particularly in the context of reinforcement learning

(RL), a significant concern arises from the opacity of decision-making processes. It is

not uncommon for individuals to harbor reservations and a lack of trust in machine

learning models, largely due to the inherent difficulty of understanding how and why

these models arrive at their decisions. The complexity of these algorithms often creates

a black box effect, leaving users and stakeholders questioning the reliability and fairness

of the results [18]. Consequently, there is a growing imperative to demystify and shed

light on these methods, as explaining the inner workings of machine learning models

can significantly improve their trustworthiness and acceptance in critical domains [36].

To this end, Bellotti et al. [8] develop a framework consisting of three types of

data analysis (including episode timeline, frame by frame, and aggregated statistical

analysis) to quantitatively interpret the actions of an autonomous driving agent trained

through deep RL in a highway-env simulation environment. Yun et al. [111] introduce

an explainable multi-agent deep RL method, called decomposed multi-agent deep

Q-network (DMADQN), which utilizes an analytical manufacturing system model to

decompose the energy management objective and production requirement to the agent

level. This results in interpretable actions and reduced energy costs in controlling

a section of an automotive assembly line. Policy-guided RL is used by Yang et

al. [108] to interpret the intent in multi-turn dialogue by identifying interpretable

paths of inference based on specific characteristics of the dialogue text. To explain

the actions of the RL agent in power system emergency control, Zhang et al. [113]

propose a backpropagation deep explainer based on Shapley additive explanations. It
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quantifies the importance of input features and incorporates feature classification and

probabilistic analysis for improved clarity. Gjærum et al. [30] examine and analyze

various methods for constructing model trees, which serve as surrogate models to

explain real-time decision-making processes of deep RL agents in robotic tasks.

In addition to these studies, explainable RL has been used for various other

applications. One such application is mixed-mode ventilation in the tropics, where

it helps uncover novel insights for enhanced ventilation control [17]. Furthermore,

explainable RL has found application in recommendation systems by providing tangible

paths and the underlying reasoning behind the recommendations [89]. Finally, it has

been employed to explain the rationale behind RL decisions in automating docking

procedures on fully actuated vessels [61], autonomous navigation for unmanned aerial

vehicles [33], and the behavior of dopamine neurons [9].

RL has emerged as a new technique for solving complex optimization problems, such

as distribution network reconfiguration (DNR) [41, 115]. It has proven to be beneficial

in this domain due to its speed, model-free nature, and ability to provide near-optimal

solutions. DNR is known to be an NP-hard mixed integer nonlinear problem [117],

making it particularly challenging to solve for traditional optimization methods. These

methods often struggle to find good solutions and suffer from slow computation

times. In contrast, RL leverages its ability to learn and adapt through trial and error,

enabling it to efficiently explore the problem space and discover effective reconfiguration

strategies. By leveraging its speed and model-free nature, RL offers a promising avenue

for addressing the challenges posed by DNR and obtaining high-quality solutions. To

this end, the batch-constrained soft actor-critic RL algorithm is employed by Gao et

al. [25] to learn DNR strategies from a finite historical operational dataset. The DNR

problem has also been addressed using deep Q-learning (DQN) [52] and NoisyNet

DQN [95]. An RL-based online DNR scheme is developed by Oh et al. [73] which

alters the network’s configuration to adjust power flow and address reliability issues

in self-sufficient distribution networks with high variability in distributed renewable
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energy. A multi-agent soft actor-critic method is used by Wu et al. [104] to reconfigure

distribution networks during extreme events, enabling critical service restoration

through the formation of isolated sections within the distribution network. Other

studies include an RL-based multilevel dynamic reconfiguration method in a cloud-

edge collaboration architecture [46], a three-stage deep RL-based method to find the

optimal reconfiguration and set points of distributed generators in real-time operation

[10], and a DQN-based method to increase the reliability of the distribution network

by reducing the failure rate [63].

Although numerous studies have explored the application of RL in DNR scenarios,

an intriguing research gap exists: no previous study has presented a comprehensive

approach to investigate the underlying logic behind RL agents’ decision-making in

DNR. To bridge this gap, this study introduces a novel methodology that involves

generating a dataset based on the decisions made by the RL agent, which is then used

to train an additional neural network called the explainer network. The explainer

network takes the system state as its input and outputs the agent’s decisions. In

the next step, three distinct attribution methods, named Gradient*Input, Occlusion

analysis, and Smoothgrad, are used to explain the relationship between the inputs

and outputs of this explainer network. Using this approach, a deeper understanding

can be achieved of the decision-making logic behind RL agents performing DNR. The

main contributions of this study are as follows:

• Formulation, for the first time, of a new approach to explain actions of RL

agents in various DNR scenarios;

• Development of an explainer network trained on RL agents’ actions and corre-

sponding states of the system;

• Examination of three different attribution methods to find the relationship

between the explainer network’s inputs and outputs, and to explain RL agents’

actions.
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This chapter is organized in four sections. Section 4.3 formualtes the addressed

problem. The simulation results are presented and discussed in Section 4.4. Concluding

remarks are given in Section 4.5, along with possible directions for future work.

4.3 Problem Formulation

This section presents a comprehensive description of the proposed method, offering a

detailed explanation of the actions taken by the DNR agent. Furthermore, it provides

a concise, yet informative overview of the methodologies employed throughout the

process.

4.3.1 Foundations of RL in DNR

Every RL problem consists of an agent and an environment. The agent receives a

reward for every action it performs in the environment, which is an indication of how

good that action was. The agent’s goal is to select actions that result in the highest

rewards. In the DNR problem, the actions are the opening and closing of various lines,

and the reward is the negative of line losses. This process results in the minimization

of line losses. In addition, the agent receives a highly negative reward for violating any

of the system constraints such as the voltage and demand balance constraints. The

agent selects its actions based on the system state. In the DNR problem, the state of

the system consists of the active and reactive power of the buses and the state of the

lines. The DNR agents used in this study are trained using the DQN algorithm as

it was concluded in [26] that DQN algorithm exhibits superior performance in DNR

tasks.

4.3.2 General Structure

To provide a comprehensive understanding of the DNR agent’s actions, a meticulous

process is followed. It begins with the creation of a dataset that encompasses the

active and reactive power of the buses, together with the configuration suggested
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by the DNR agent for the specific loading condition. Subsequently, a deep neural

network is trained using the active and reactive power of the buses as input and the

line states as the desired output. It should be noted that certain lines within the

system remain unchanged (e.g., the first line after the substation) and, therefore,

they are deliberately excluded from the output. This neural network is called the

explainer network throughout this study. For a visual representation of the proposed

neural network, refer to Fig. 4.1. When this neural network is trained, the intricate

relationship between the active and reactive power of the buses and the proposed

configuration of the DNR agent is revealed.

It is important to highlight that the explainer network’s structure in this study

significantly differs from that of the RL agent’s deep neural network. In the RL agent’s

network, the output consists of action values, each corresponding to a specific action

within a predefined action space. However, these actions are defined in a closed format,

restricting direct access to the individual open/close states of each line involved in an

action. For instance, in ’action 1’, lines 33 and 36 are opened, while the remaining lines

are closed, but the specific states of each line within this action cannot be individually

accessed or modified. This limitation makes the RL agent’s deep neural network

unsuitable to be utilized as an explainer network in this study.

Figure 4.1: Structure of the explainer network
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Attribution methods are considered among the most crucial explanation techniques

for machine learning models. These methods play an important role in assigning attri-

bution scores to individual input dimensions. These scores determine the contribution

of each input element towards generating a specific output. By providing insights

into the relative importance of different inputs, attribution methods help understand

the intricate workings of machine learning models. Three of the most commonly

used attribution methods are Gradient*Input, Occlusion analysis, and Smoothgrad

methods.

After successfully training the explainer network, the mentioned attribution methods

are leveraged to elucidate the relationship between the line states and the active and

reactive power input. This comprehensive analysis uncovers the specific dependencies

between line states and the active/reactive power originating from individual buses.

The application of these attribution methods yields attribution scores, which can be

effectively visualized using a heatmap, facilitating a more intuitive comprehension of

the results. The workflow outlining this innovative approach is depicted in fig. 4.2.

Figure 4.2: Steps of the proposed approach for explainable RL in DNR
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4.3.3 Attribution Methods

Gradient*Input method is a fast and simple method to explain neural network models

that are differentiable. Every differentiable function has a gradient which is a vector

composed of the partial derivatives of the function with respect to each of its dimensions.

The gradient provides information about how this function changes at any point when a

small step is taken in any direction within the d-dimensional input space. Additionally,

it indicates the direction in which the function will experience the greatest increase.

Thus, when the gradient of the neural network model to a specific input is high, it

means that small changes in that input will result in large changes in the output. In

the Gradient*Input method, the gradient of the output with respect to each of the

inputs is multiplied by the input value. This way, the gradient shows the importance

of each input and the input value represents how strongly this input is expressed for a

given data.

To find the importance of each input in Occlusion analysis, the model is assessed

by excluding that specific input and noting the resulting alterations in the output.

However, in machine learning, the models are trained over a specific data distribution,

therefore, the changes in the input data distribution might result in an arbitrary output.

As a result, in this study, different levels of change in input values are analyzed.

The Smoothgrad method aims to provide a smoother and more interpretable

visualization of feature importance by reducing noise and emphasizing salient regions.

In this method, the input data are perturbed multiple times by adding noise, and the

gradients of the output with respect to the perturbed input are recorded and averaged

over the number of perturbations. The averaging process reduces random noise and

highlights consistent patterns. As can be inferred, this method has two important

parameters which are the noise value and the number of samples. According to [84],

10%-20% noise level and a sample size of around 50 shows the best performance.
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4.4 Results and Discussion

The proposed method was successfully applied to the 33- and 136-bus systems. How-

ever, to ensure clarity and a thorough understanding of the results, a more detailed

explanation is provided for the 33-bus system. A schematic diagram of this system

with labeled line numbers is shown in Fig. 4.3. This focused examination sheds light

on the specific nuances, patterns, and implications that emerged during the analysis of

this system. By emphasizing the findings of this particular system, we aim to facilitate

a more comprehensive understanding of the capabilities of the proposed method and

the insights gained from its application. The explainer network used in both systems

consists of two hidden layers with 512 neurons in the first layer and 256 neurons in the

second. The learning rate of Adam optimizer in both networks is 10−5. The activation

function for the last layer is Sigmoid while for other layers it is ReLU.

Figure 4.3: Single line diagram of the 33-bus system and its line numbers in red
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4.4.1 33-Bus System

The RL agent employed to optimize DNR in this system underwent rigorous training,

incorporating a dataset comprising 200 feasible actions. For more information on this

approach and training results, see our previous study [26]. The dashed lines in the

diagram of Fig. 4.3 represent the lines that undergo status changes. The proposed

explainer network was trained considering the status of these tie lines as its output.

The binary cross-entropy (BCE) loss of this network during the training process is

depicted in Fig. 4.4. The graph clearly shows a consistent downward trend, which

serves as compelling evidence of a highly effective training procedure. This decreasing

pattern signifies that the explainer network has progressively improved its performance,

steadily reducing the errors encountered during the training process. Thus, it can be

concluded that the training of this neural network has been remarkably successful.

Figure 4.4: BCE loss of the 33-bus explainer network over training

In this study, the effectiveness of the proposed method is assessed by analyzing

three distinct time periods, namely high consumption, average consumption, and low

consumption within a 24-hour interval. Conducting the evaluations hourly would be

an arduous task, as numerous heatmaps would need to be generated for each hour.

Taking into account the space constraints of this thesis, it is impractical to include

such a voluminous amount of data. The output of the explainer network for the
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24-hour duration was carefully analyzed, ensuring that every prediction was accurate,

ultimately yielding a zero BCE loss. As the load patterns tend to remain consistent

from day to day, this approach can be considered sufficient.

The total active and reactive power consumptions for the 24-hour interval are given

in Fig. 4.5. Based on the data presented in the figure, it is evident that hour 17

exhibits the highest consumption rate, while hour 12 reflects an average consumption

level, and hour 5 has the lowest consumption during the specified period. The status

of the tie lines for the 24-hour interval is visualized in Fig. 4.6, employing a barplot

for better comprehension. The y-axis represents the line numbers, and the open lines

are signified using a dark blue color.

Figure 4.5: Total active and reactive power consumption of the 33-bus system in 24
hours

The 24-hour boxplot in Fig. 4.7 provides valuable insight into the active and reactive

power of the 33-bus system. This visual representation allows easier identification of

buses that exhibit significant variations in their active and reactive power levels. Buses

with pronounced fluctuations in their power profiles can be recognized by examining

this figure. Eventually, the heat maps depicted in Figs. 4.8 and 4.9, respectively,

provide a comprehensive visualization of the active and reactive power consumption

at every hour across all bus locations.
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Figure 4.6: Bar plot representing open and closed lines in the 33-bus system during
24 hours

First, the highest consumption hour, hour 17, is given to the explainer network. Fig.

4.10 illustrates the heatmap of the attribution scores generated by the Gradient*Input

method. Notably, on the x-axis, the first set of numbers (ranging from 2 to 33)

represents the active power of the corresponding buses, while the second set of

numbers represents the reactive power of the buses. Observing the heatmap, it

becomes evident that lines 32, 36, and 37 are most reliant on the reactive power of bus

30 when employing this method. However, it is important to note that, despite being

the highest value in the heatmap, this dependency is still extremely low and almost

negligible. Consequently, it can be inferred that no significant changes occurred in the

system as a result of the consumption variation during this hour. In fact, a careful

examination of Fig. 4.6 makes it evident that the configuration of the system between

hours 15 and 18 remains the same.

Based on the Occlusion analysis, only decreasing the reactive power of bus 30

by 90% will alter the line states and trigger the opening of lines 6, 10, and 36,
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Figure 4.7: Active (top) and reactive (bottom) power consumption boxplot for the
33-bus system in 24 hours

while simultaneously causing the closure of lines 7 and 32. The attribution scores

generated by the Smoothgrad method are depicted as a heatmap in Fig. 4.11 and show

similar results as the Gradient*Input method. Akin to the Gradient*Input method,

the heatmap illustrates that even the highest value recorded remains close to zero,

emphasizing that dependencies observed in this hour are negligible.

The heatmaps illustrating the results of the Gradient*Input and Smoothgrad

methods for the average consumption period can be observed in Fig. 4.12 and Fig.

4.13, respectively. As can be seen, none of the lines exhibit sensitivity to variations in

the active and reactive power of the buses. In Occlusion analysis, even reducing the

input values to zero does not change the output at this hour.

Finally, the heatmaps for the Gradient*Input and Smoothgrad methods during the
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Figure 4.8: Heatmap representing the active power consumption in the 33-bus system
during 24 hours

low consumption period are given in Fig. 4.14 and Fig. 4.15, respectively. According

to Fig. 4.14, the Gradient*Input method indicates that all lines have the highest

reliance on the reactive power of bus 30. They also have some dependence on the

active power of buses 32 and 25. On the other hand, based on the Smoothgrad results

given in Fig. 4.15, lines 25, 26, 28, 32, 36 highly depend on the reactive power of bus

30. In addition, this method reveals that line 15 also has some dependence on the

reactive power of bus 30. It should be noted that lines 25, 26, 28, 32, and 36 also

exhibit a certain level of dependence on the active power of bus 32.

Through occlusion analysis, it becomes apparent that altering the reactive power

of bus 30 by 50% exclusively affects the states of the lines. Moreover, if the input

values are decreased by 60%, only the variations in the active power of buses 23 and

30 and the reactive power of bus 30, will alter the original output. Modifying the
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Figure 4.9: Heatmap representing the reactive power consumption in the 33-bus
system during 24 hours

Figure 4.10: Heatmap representing the scores obtained by the Gradient*Input method
during high consumption hour in the 33-bus system (numbers 2-33 on the left represent
active power and the numbers on the right represent reactive power of the buses)

active power of buses 22, 23, 30, and the reactive power of bus 30 by 70% results in

an alteration of the output. Finally, when setting the inputs to zero individually, only
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Figure 4.11: Heatmap representing the scores obtained by the Smoothgrad method
during high consumption hour in the 33-bus system (numbers 2-33 on the left represent
active power and the numbers on the right represent reactive power of the buses)

Figure 4.12: Heatmap representing the scores obtained by the Gradient*Input method
during average consumption hour in the 33-bus system (numbers 2-33 on the left
represent active power and the numbers on the right represent reactive power of the
buses)

the active power of buses 6, 22, 23, 30, along with the reactive power of bus 30, affect

the line states.

Figure 4.16 illustrates the structure of the system in the three distinct time periods.

A notable observation is that the system’s structure remains largely consistent between

the high- and average-consumption periods, indicating minimal dependence on any

specific input. Consequently, the attribution scores associated with these periods were

nearly negligible. However, during the low consumption hour, the system structure

deviates significantly, which explains the significant attribution scores obtained during
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Figure 4.13: Heatmap representing the scores obtained by the Smoothgrad method
during average consumption hour in the 33-bus system (numbers 2-33 on the left
represent active power and the numbers on the right represent reactive power of the
buses)

Figure 4.14: Heatmap representing the scores obtained by the Gradient*Input method
during low consumption hour in the 33-bus system (numbers 2-33 on the left represent
active power and the numbers on the right represent reactive power of the buses)

this time.

An analysis of the system’s structure under the highest possible load condition

reveals that the network’s configuration during hour 17 proves to be the most opti-

mal configuration. Consequently, this finding elucidates why the attribution scores

were considerably low, as there exists no alternative optimal configuration for the

system. Regardless of the increase in consumption, the network configuration remains

unchanged.

Finally, to ascertain the effectiveness of the proposed method, a critical evaluation
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Figure 4.15: Heatmap representing the scores obtained by the Smoothgrad method
during low consumption hour in the 33-bus system (numbers 2-33 on the left represent
active power and the numbers on the right represent reactive power of the buses)

is conducted at hour 14, just before the system undergoes a transition into a high-load

configuration. The Occlusion analysis shows that the active power of buses 25 and 32

and the reactive power of bus 30 have the highest impact on line states. Additionally,

the attribution scores obtained by the Gradient*Input and Smoothgrad methods are

illustrated in Fig. 4.17 and Fig. 4.18, respectively. According to the Smoothgrad

method, which is more reliable, line 6 depends the most on the active power of bus 25

and the reactive power of bus 30. Additionally, line 32 depends on the reactive power

of bus 30 and the active power of bus 25. Lines 36 and 37 also show some reliance on

these buses.

To combine the results from the three attribution methods, the Smoothgrad method

is repeated multiple times by varying the sample size from 25 to 200 and the noise level

from 5% to 25% and the attribution scores are averaged. Furthermore, the results of

the occlusion analysis are translated into scores. For instance, if altering input i by 30%

affects output j, a score of 0.7 is given to the score map between input i and output j.

The scores from Gradient*Input, Smoothgrad, and Occlusion methods are brought to a

same scale by normalizing the values to be between -1 and 1. Subsequently, a weighted

average of these normalized scores is calculated. In this computation, the Smoothgrad

and Occlusion analysis methods are deemed more reliable, and therefore, assigned a
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Figure 4.16: 33-bus system structure in high, average and low power consumption
times

higher weight of 2 each. On the other hand, the Gradient*Input method is allocated a

weight of 1 as it is considered less reliable [5]. This weighting rationale stems from the

observation that the Gradient*Input method can occasionally yield noisy outcomes by

capturing minor fluctuations. Moreover, the attribution scores from Gradient*Input
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Figure 4.17: Heatmap representing the scores obtained by the Gradient*Input method
during hour 14 in the 33-bus system (numbers 2-33 on the left represent active power
and the numbers on the right represent reactive power of the buses)

Figure 4.18: Heatmap representing the scores obtained by the Smoothgrad method
during hour 14 in the 33-bus system (numbers 2-33 on the left represent active power
and the numbers on the right represent reactive power of the buses)

tend to be less stable in comparison to methods like Smoothgrad, which employs

smoothing techniques to create more consistent scores. Additionally, the Occlusion

analysis facilitates more interpretable results by systematically eliminating features

to assess their impact, thereby simplifying the interpretation and justification of the

outcomes. The final scores for minimum load and transition to high load condition are

illustrated in Fig. 4.19 and Fig. 4.20, respectively. Based on this, the logic behind the

DNR agent’s decisions for the 33-bus system can be summarized as shown in Table

4.1.
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Figure 4.19: Heatmap representing the final scores by combining the result of three
attribution methods during low consumption hour in the 33-bus system (numbers 2-33
on the left represent active power and the numbers on the right represent reactive
power of the buses)

Figure 4.20: Heatmap representing the final scores by combining the result of three
attribution methods during hour 14 in the 33-bus system (numbers 2-33 on the left
represent active power and the numbers on the right represent reactive power of the
buses)

Table 4.1: Operational Strategies of the DNR Agent in the 33-Bus System

Time Action Explanation

Peak load (h=17) Line states do not change in response to small variations in bus loads.

Transition to high-load
condition (h=14)

Line states change mainly in response to variations in
active power of buses 25, 30, 31, 32 and the reactive power of bus 30.

Average load (h=12) Line states do not change in response to small variations in bus loads.

Minimum load (h=5)
Line states change mainly in response to variations in

active power of buses 24, 25, 32 and the reactive power of bus 30.
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4.4.2 136-Bus System

The BCE loss of the explainer network for the 136-bus system, illustrated in Fig. 4.21,

significantly decreases during the training process, indicating a successful learning.

Similarly to the 33-bus system, a 24-hour interval is selected for analysis, focusing

first on evaluating the performance during the peak-load hour using the proposed

approach. The 24-hour active and reactive demand are illustrated in Fig. 4.22. Due

to the extensive number of inputs in this system, totaling 270 (comprising active and

reactive power), it is not feasible to visually represent the results using a heatmap for

this particular test system. Consequently, only the most significant observations are

presented here.

Figure 4.21: BCE loss of the 136-bus explainer network over training

During the highest load condition, both the Gradient*Input and Smoothgrad

methods yield zero attribution scores. Furthermore, through Occlusion analysis, it was

determined that setting any individual input value to zero would have no impact on the

system’s output. These findings were also consistent across the average consumption

hours.

During the low-demand hour, Gradient*Input method indicates that line 155 exhibits

a minor dependency on the active power of bus 105. However, this dependence is

extremely insignificant and almost zero. Through occlusion analysis, it is revealed
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Figure 4.22: Total active and reactive power consumption of the 136-bus system in 24
hours

that the active power of buses 34 and 105, as well as the reactive power of buses 80

and 105, play a role in the line states. Moreover, employing the Smoothgrad method,

it has been determined that various lines, specifically lines 2, 51, 54, 62, 75, 99, 119,

136, 140, 141, 142, 143, and 154, exhibit a dependency on the active power of bus 105.

These line numbers are colored red in Figure 4.23.

Finally, the last hour before the high-demand period (hour 14) is analyzed. The

application of the Gradient*Input method failed to reveal any notable patterns or

insights. However, through Occlusion analysis, it was discovered that the output

exhibits changes solely in response to variations in the active power of bus 105. This

finding highlights the pivotal role played by bus 105’s active power in driving alterations

in the output. Furthermore, applying the Smoothgrad method, it was determined

that lines 49 and 54 are particularly dependent on the active power of bus 105, further

emphasizing its significance in shaping the outcome. By combining the results from

three attribution methods, the logic behind the DNR agent’s decisions for the 136-bus

system is summarized in Table 4.2.
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Figure 4.23: 136-bus system with lines numbers

Table 4.2: Operational Strategies of the DNR Agent in the 136-Bus System

Time Action Explanation

Peak load (h=16) Line states do not change in response to small variations in bus loads.

Transition to high-load
condition (h=14)

Line states change mainly in response to variations in
active power of buses 62, 105 and the reactive power of buses 74, 134.

Average load (h=12) Line states do not change in response to small variations in bus loads.

Minimum load (h=5)
Line states change mainly in response to variations in

active and reactive power of bus 105.

4.5 Conclusion

This study describes a novel approach to explain the decisions made by an RL agent

for DNR. The proposed methodology involves training an explainer neural network

that takes the active and reactive power of the buses as input and the line states

determined by the DNR agent as output. Next, three different attribution methods are
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used to explain the relationship between the inputs and outputs of this network. This

approach was applied to the 33- and 136-bus test systems. The results demonstrate

that the reactive power of bus 30 and the active power of bus 105 play a crucial role

in determining the line states in the 33- and 136-bus systems, respectively.

The knowledge gained from this study can be applied to optimize power grid

operations and improve grid stability and efficiency. By identifying key factors that

influence the state of the lines, power grid operators can make informed decisions during

different demand scenarios, leading to more effective and reliable power management.

Additionally, this technique is scalable and can be applied to any test system.

Possible future directions for this study include dynamic analysis and examining

how the importance of input features and their relationships change over time. This

dynamic perspective would be particularly relevant in the context of managing power

systems where conditions constantly change. Additionally, integrating the explainer

neural network into the RL agent’s training process is a promising future direction.

By doing so, the RL agent can potentially benefit from the insights gained from the

explainer network, leading to improved performance and interpretability.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In conclusion, this research endeavors to address the limitations in the field of dis-

tribution network reconfiguration (DNR) optimization by harnessing the potential

of reinforcement learning (RL). The existing studies in this area lack comprehensive

analysis, scalability, and flexibility, which motivates this research to develop a flexible

RL framework for DNR. By applying RL to DNR, power system operators can leverage

RL’s learning capabilities to expedite reconfiguration execution and avoid the DNR’s

NP-hard optimization problem without using any simplifications for radiality and

AC power flow constraints, thus, potentially contributing to improved efficiency and

reliability in power system operations.

The key objectives of this research have been successfully achieved through three

insightful studies. In the first study, we formulated the DNR problem as a Markov

decision process. The state of the system was defined as the active and reactive power

consumption at system buses and the line states while the actions were defined as the

opening or closing of each line. Next, we developed an algorithm capable of identifying

the feasible actions within the distribution network, addressing the challenge posed by

the vast switching action space in power systems. The introduction of a new deep

Q-learning-based action reduction method demonstrated promising results in terms of

convergence and optimality. This study also performed a comparative analysis of five
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RL algorithms for DNR, highlighting their respective strengths and capabilities. It was

found that deep Q-learning and dueling deep Q-learning have the best performance in

terms of optimality of the obtained solutions while the soft actor-critic method has

the fastest convergence.

The second study contributed to the advancement of RL-based DNR by proposing

a generalized deep RL model and a new power flow-based action space sampling

method. A graph theory-based algorithm named Yamada-Kataoka-Watanabe was

utilized to find significantly more feasible actions in the 33-, 119-, and 136-bus test

systems. Using this approach, it was discovered that the DNR agent successfully

found solutions with optimality gaps of only 0.3%, 10.58%, and 1.95% for the 33-,

119-, and 136-bus test networks, respectively. Additionally, comparing the proposed

RL method with traditional methods for DNR revealed that the RL-based method

had at least 20 times faster execution time.

Furthermore, the third study tackled the inherent opacity of RL algorithms, which

can lead to skepticism and mistrust among users. By developing an explanation model

for the RL agents’ decision-making process, this research enhanced the interpretability

and trustworthiness of RL-based control in DNR. The proposed explanation approach

involved training of an explainer neural network based on the actions of the trained

DNR agent as its output and the active and reactive system loads as the input. In

the next step, three attribution methods were used to assign importance scores to

each input and explain the relationship between the explainer network’s inputs and

outputs. This method was applied to the 33- and 136-bus test systems and it was

found that the reactive power of bus 30 had a crucial role in determining the 33-bus

network’s configuration. In the 136-bus system, the active power of bus 105 was

the most important factor in changing network’s configuration. The insights gained

from this study have the potential to optimize power grid operations, improve grid

stability, and facilitate effective decision-making during different demand scenarios.

By recognizing crucial elements that impact the condition of the lines, power grid
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operators can make well-informed choices in response to various demand situations,

resulting in more efficient and dependable power management. Moreover, this method

is adaptable and can be implemented in any test system.

In summary, the motivation and main contributions of each study are as follows:

Research Study 1: “A Comparative Study of Reinforcement Learning

Algorithms for Distribution Network Reconfiguration with Deep Q-learning-

based Action Sampling”

Motivation: No previous study presented a comprehensive comparison of RL

algorithms for DNR. Additionally, no prior research has introduced an approach to

reduce the action space size in DNR.

Contributions: A new DQN-based method was developed to reduce the size of

the action space for RL in DNR. The performance of five on-policy and off-policy RL

algorithms were tested and compared for the DNR problem.

Research Study 2: “A Generalised Deep Reinforcement Learning Model

for Distribution Network Reconfiguration with Powerflow-based Action

Space Sampling”

Motivation: The feasible action space size in a DNR problem is very large.

Although a method was developed in our previous study to reduce the action space

size, the initial sampling of the actions in this method remained largely random. None

of the previous studies, have focused on developing an action space sampling method

for DNR while selecting the most optimal actions.

Contributions: A new method for sampling the action space in DNR problem

was devised which was based on the Yamada-Kataoka-Watanabe algorithm for fea-

sible action extraction and was based on the power flow study for determining the

optimality of each action. A comprehensive sensitivity analysis and comparison with

the traditional methods was conducted at the end of this study.

Research Study 3: “Explainable Reinforcement Learning for Distribution

Network Reconfiguration”
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Motivation: The inherent opacity in RL agent’s decision making leads to skepticism

and mistrust among users. However, no prior research has studied the explainability

of the RL agent’s decisions in DNR.

Contributions: An explanation model for RL agent’s decisions in DNR was

developed for the first time to understand the logic behind the agent’s decision making

and increase trust.

Collectively, these research studies have made significant contributions to the

application of RL in DNR. The developed flexible RL framework, efficient action

space sampling methods, and the introduction of explanation models have paved

the way for future investigations in the area of RL-based power system optimization.

By addressing the identified limitations and challenges, this research has set a solid

foundation for achieving improved efficiency, reliability, and trust in power system

operations, ultimately benefiting utilities through enhanced power grid management

and operation. As the field of RL continues to evolve, the findings from this research

will remain invaluable for researchers and power system operators alike in their pursuit

of innovative solutions for the dynamic challenges of modern power systems.

5.2 Future Work

Our research successfully addressed several fundamental gaps in applying RL to DNR.

Nevertheless, there remain exciting and promising avenues for future research that

deserve thorough exploration.

• Designing an efficient action space exploration method: In our study,

we tackled the challenge of identifying the action space in the system by finding

the whole feasible action space and sampling from it. Although this approach

identified the most optimal actions in the network, searching for the feasible

action space, especially in the case of large systems like the 119- or 136-bus

systems (containing over 3,500,000 actions), was extremely memory-intensive.
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This significant memory requirement and computational burden necessitate a

new method to identify optimal actions directly without having to search the

entire feasible action space. Future research could focus on developing innovative

techniques that efficiently find optimal actions for DNR without exhaustive

exploration.

• Integrating explainer neural networks to the RL agent’s training: One

promising future research direction involves integrating the explainer neural

networks into the training process of the RL agent. By making the model’s

decisions more interpretable, explainable RL can help identify which state

features are most influential in making decisions. This information can be used

to simplify the state representation or modify the feature engineering process.

• Developing hybrid RL and metaheuristic algorithms: Combining RL

with metaheuristic algorithms, such as genetic algorithms or particle swarm opti-

mization, could offer a powerful approach for solving large-scale DNR problems

efficiently. This hybridization may leverage the exploration capabilities of RL

while exploiting the optimization strengths of metaheuristic algorithms, leading

to improved convergence and reduced computational burden.

• Transfer learning for DNR: Investigating transfer learning techniques for

DNR could enable leveraging knowledge gained from one distribution network to

improve the learning process on another network. This approach can potentially

accelerate convergence and reduce the data requirements for training RL agents.

• Scalable state representation: Finding an efficient and compact representa-

tion of the distribution network state is essential to handle large-scale systems.

Future research could explore dimensionality reduction techniques or graph-based

embeddings to represent complex networks more efficiently.

By addressing these future research directions, the application of RL to DNR can
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be further advanced, contributing to more reliable, sustainable, and efficient power

distribution systems.
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