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To my Parents



Abstract

Microseismicity monitoring is increasingly being used to asses in real time the

e�ectiveness of hydraulic fracture treatments. As this tool continues to become

more prevalent, questions regarding the observed microseismicity and the ge-

omechanics are being asked. In particular, why is failure occurring in speci�c

locations and not others? What are the failure mechanisms? Where is all the

input energy going? What does the energy budget look like? Often substantial

di�erences are estimated between the total input energy inferred from �uid in-

jection rates and the radiated energy observed from recorded seismicity. The

injected energy is 104 - 107 times larger than the estimated radiated seismic

energy, and the fracture energy is inferred to equal 15 - 40 % of the input

energy (Maxwell et al., 2008; Boroumand and Eaton, 2012). These questions

are di�cult to answer from the recorded seismicity alone but geomechanical

modeling may be able to provide some insight. Using the Bonded Particle

Model (BPM) logic sandstone core samples are modeled as the aggregation of

thousands of bonded spherical particles. Uniaxial and tri-axial tests on these

cylindrical sleeves reproduce the macroscopic properties of rock. A number of

features of the models are analyzed with a strong emphasis on investigating

the deformation of the samples and their associated energy budget.
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Chapter 1

Introduction

1.1 Introduction

When there is a failure or break in a medium of rock, elastic waves are gen-

erated and propagate with an amplitude directly related to the magnitude of

the source of the disturbance. When amplitudes are relatively small, seismolo-

gists call them microseismic events. Such events are generally faint relative to

the amplitude of elastic waves generated by earthquakes or those of exploded

ordinance in traditional re�ection seismology. Over the past few years, in-

terpretation of the microseismicity originating from hydraulic fracturing into

unconventional hydrocarbon reservoirs by �uid injection has enabled seismol-

ogists to create updated real-time images of complex fracture geometries of

the target rock (Maxwell and Urbancic, 2001). Monitoring the microseisms

originating from hydraulic fracturing has become a prevalent diagnostic tool.

Locations of microseisms in the subsurface are used to monitor the growth of

the fracture network.
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As interpretation of micoseisms has become more prevalent in recent years,

there is now a desire to understand both the static and dynamic geomechan-

ical processes occurring during the hydraulic fracturing of rock. Complex

mechanisms in the subsurface are taking place at all stages during hydraulic

fracturing. Unfortunately, the subsurface rock is not directly observable so that

inferring geomechanical processes is di�cult. Monitoring �uid pressure dur-

ing the fracture treatment and having a reliable estimate of the local tectonic

stress provides a means for estimating fracture propagation but the behavior

becomes more di�cult to predict within complicated lithologies (for example

highly faulted formations). Geomechanical modeling becomes a useful tool

for providing a means of insight into the behavior of the mechanical processes

occurring within the reservoir during hydraulic fracturing. If a geomechanical

model is calibrated to the known properties of rock that are observed during

laboratory experiments, the models can then be expanded and implemented

into more complicated scenarios. In the more complicated simulations the

geomechanical processes can then be directly monitored (which is of course

not possible in practice). The objective of this thesis is to use 3D particle

�ow codes or the bonded particle model (BPM) to simulate the geomechanical

behavior of rock deformation along with its associated microseismicity. The

models will be used to discuss and analyze some otherwise complicated topics;

some motivation follows now.
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1.2 Microseismicity vs. Expected Energy Re-

lease

There are several primary factors that in�uence the seismic deformation during

hydraulic fracturing. Pressure, injection rates and �uid dynamics are all corre-

lated to the microseismicity observed in the hydraulic fracturing ("fracking")

of rock. If pressure and injections rates for a particular fracking operation

are known, it is possible to deduce the energy being applied to the target

rock. This injection energy is computed as the product of the volume of �uid

pumped and the injection pressure. On the other hand, the seismic moment

of a microseism can be calculated and used to obtain an estimate of the total

energy released via brittle failure (Warpinksi et al., 2001).

It is observed that the measured energy input of the system vs. the energy out-

put observed from the microseismicty is millions of orders smaller (Maxwell

et al., 2008). Possible explanations for the low output energy percentages

could be the result of the attenuation of high frequencies and energy losses

due to friction and �uid leak-o�. This will explain some of the energy loss

but it is likely that orders of magnitude of energy are not accounted for by

measured brittle failure. A complete analysis of the energy budget during

hydraulic fracturing is di�cult and provides an interesting topic for geome-

chanical modeling. It is likely that semi-brittle/ductile deformation, without

release of seismic signal (i.e., aseismic), plays a signi�cant role. The culprits for

this ductile deformation may be stored strain energy in the rock and possibly

aseismic stress release along faults and joints (Zoback et al., 2012).
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1.3 Slow Slip Events

For many years, strange phenomena have been observed at subduction in-

terfaces all around the world. Seismologists observe changes in position of

the earth's crust where no seismicity is detected. These events, often called

slow slip events, are complex geomechanical mechanisms that release energy

by other means than traditional elastic wave propagation. It is possible that

analogous deformation may occur during hydraulic fracturing (Zoback et al.,

2012 ).

In modern plate tectonic theory, earthquakes are the result of large plates of

oceanic or continental crust shifting and moving with respect to one another.

Friction along faults causes the plates to become locked, producing a buildup

of strain. As stress increases, the strain of the rock reaches failure and a rapid

slip occurs resulting in an earthquake. Traditionally, movements along faults

were thought to be discontinuous; that annual averages of plate movement

per year were strictly the consequence of these brittle spasmodic slips and

ruptures along the fault plane; also known as stick-slip sliding (Stein and

Wysession, 2003). With technological advances throughout the past decade,

using GPS, seismologists are now able to accurately monitor displacements

of relative crustal positions to within millimeters. Consequently, shifting of

plates at subduction zones have been observed over large intervals of time

where no seismic activity is detected. Seismologists propose that plates are in

constant motion and there are in fact "silent earthquakes" that act as a mode of

stress release that produce no seismic waves or noise in the surrounding rock

(Schwartz et al., 2007). There are a number of such studies at subduction

interfaces around the world, for example, the Bungo Channel in Japan (Hirose

et al., 1999), the Guerrero gap in Mexico (Yoshioka et al., 2004), and the
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Cascadia in western Canada (Dragert et al., 2001).

These slow slip events, also called aseismic events or creep events, have been

observed to last anywhere from between a few days to as long as years. It is

speculated that a slow slip event is the result of stable sliding of the overriding

plate over the subducting plate. Pressure and thermal properties most likely

play a signi�cant role in the change of frictional properties.

Hydraulic fracturing of subsurface reservoirs subject the rock to intense pres-

sure and it seems reasonable to suggest that similar aseismic processes may

occur. Finally, at many of these subduction zones non volcanic seismic tremor

complements the slow slip events (Beroza and Ide, 2011). The correlation be-

tween the two phenomena is yet to be understood but the tremor is thought

to be the result of varying �uid dynamics occurring deep within the subduc-

tion interface. Non-volcanic tremor is also observed during hydraulic fracture

treatments.

Although this deformation is likely the complicated superposition of both rock

mechanics and �uid dynamics it is nevertheless another interesting topic for

geomechanical modeling. Unfortunately in this thesis there will be no hy-

dromechanical models, but if a stable slide could be successfully modeled un-

der more simplistic conditions it's possible it may provide some insight into

the energy budget and the deformation of a slow slip event and perhaps an

explanation for the mysterious non-volcanic tremor.

1.4 A Powerful Geomechanical Model

It is of general interest to understand the behavior of reservoir deformation

when subject to certain boundary conditions. In a traditional continuum me-
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chanics approach, the stress �eld of a continuum, subject to boundary con-

ditions, can be calculated by solving the Navier equations using a �nite dif-

ference or distinct element method. In order to investigate a dynamical sys-

tem the equations of motion with the inertial and body force terms must be

solved. Ideally, a perfect numerical model should include criterion for failure of

the medium while simultaneously modeling quasistatic stress/strain and wave

propagation; thus of course making the implementation of continuum models

increasingly more di�cult. In a continuum based code it is di�cult to cre-

ate models in which fractures propagate naturally. Complex constitute failure

relations are required to establish the link between stress/strain, failure, and

the dynamics of the system. In particular, an ideal geomechanical model will

be able to handle source mechanisms with moment tensors agreeing with elas-

todynamics of the models. The moment tensors provide the link between the

rock mechanics to the dynamics of the reservoir and the ideal model should

handle this as naturally as possible.

1.5 Thesis Outline

The main objectives of this thesis here is to:

1. Explore the energy budget of triaxial simulations conducted on bonded

particle models in the hopes of providing insight into the discrepancy observed

between the input energy and brittle failure energy during hydraulic fracture

treatments.

2. Model a stable slide to provide a possible candidate for ductile deformation

while simultaneously monitoring the energy budget (speci�cally energy losses

to friction).

6



3. Although not the primary objective, the �avor throughout the thesis should

constantly act to reinforce the power of the BPM. An ideal model should

handle quasistatic stress/strain, various deformation (including rock failure),

and elastodynamics.

In Chapter 2 elementary geomechanics is reviewed to provide the reader with

the appropriate background. Chapter 3 introduces the BPM providing the de-

tailed logic and explanation for the construction of these models. In Chapter

4 the calibration of the models to the macroscopic properties of a sandstone

is discussed. Chapter 5 jumps into two papers (one published the other in the

process of being submitted) that carefully examine objective (1). In Chapter

6 frictional sliding is modeled to achieve objective (2). Chapter 7 introduces

the elastodynamics of the models. A large simulation is run encapsulating all

of the proceeding work with the addition of an array of seismograms in the

hopes of establishing a link between the geomechanics and the microseismic-

ity. Although, with no dedicated chapter in particular, throughout the thesis

objective (3) will be reinforced. Results are summarized and future work is

discussed in Chapter 8.

7



Chapter 2

Geomechanics Review

Rock mechanics or geomechanics is primarily the study of rock masses subject

to stresses and strains. For the bonded particle modeling that will follow

shortly, it is necessary to introduce some of the necessary mechanisms for a

good quantitative analysis of the geomechanics of the models. The following

mathematical formulation is introduced in detail in Jaeger et al. (2007) and

Fjaer et al. (2008).

2.1 Continuum Mechanics

2.1.1 Stress

At any point in a continuum both shear and normal force per unit area can be

calculated for each of the three Cartesian coordinate axes x, y, and z. These

8



nine stress components are the entries of the stress tensor τ ,

τ =


τxx τxy τxz

τyx τyy τyz

τzx τzy τzz

 . (2.1)

If n is a vector in Euclidean space, then T = τn is the traction vector on a

plane with unit normal n. Solving the eigenvalue problem τn = λn gives 3

eigenvalues and corresponding eigenvectors. With coordinates in the direction

of the eigenvectors, the principal or rotated tensor, τ , becomes,

σ =


σ1 0 0

0 σ2 0

0 0 σ3

 . (2.2)

In short, the stress tensor is now orientated so that shear stress is zero on

planes with normals corresponding to the three eigenvectors. These are the

principal stress directions with magnitude σ1, σ2 and σ3. The mean stress at

a point in the continuum is

σm =
σ1 + σ2 + σ3

3
. (2.3)

This is also known as hydrostatic or isotropic stress.

To obtain the magnitude of the normal stress σ and shear stress τ on a plane

with unit normal n, the traction vector, T , is projected onto the unit normal

n = (n1, n2, n3). Then

σ = σ1n
2
1 + σ2n

2
2 + σ3n

2
3, (2.4)
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τ = ±
√
|T |2 − σ2

= ±
√

(σ1 − σ2)2n2
1n

2
2 + (σ2 − σ3)2n2

2n
2
3 + (σ3 − σ1)2n2

3n
2
1. (2.5)

In two dimensions, setting n1 = cosθ, n2 = sinθ and n3 = 0, (2.4) and (2.5)

reduce to the Mohr circle equations,

σ =
(σ1 + σ2)

2
+

(σ1 − σ2)
2

cos2θ, (2.6)

τ = −(σ1 − σ2)
2

sin2θ. (2.7)

An invariant of a tensor is a value that is the same regardless of the choice

of coordinate system. There are a number of invariants of the stress tensor

which are of interest in rock mechanics. The trace of a second order tensor is

the same in any coordinate system; so the mean stress from equation (2.3) is

invariant. Another invariant of interest is

q =

√
1

2

[
(σ1 − σ2)2 + (σ2 − σ3)2 + (σ1 − σ3)2

]
. (2.8)

q is often called the generalized shear stress. It is a measure of how far the

stress tensor deviates from purely hydrostatic.

The stress tensor, τ , can be decomposed into an isotropic part, τ iso, and

deviatoric part, τ dev, where

τ iso =


σm 0 0

0 σm 0

0 0 σm

 , and (2.9)
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τ dev = τ − τ iso. (2.10)

τ iso controls the volumetric change of a rock, whereas τ dev is a measure of the

distortion of the rock.

2.1.2 Strain

In the one-dimensional context, when a continuum is subject to stress there

is a fractional decrease or increase in the length of a �ctional bar within the

continuum. Completely analogous to the stress tensor, there are nine strain

components that form the strain tensor in Cartesian coordinates,

ε =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

 . (2.11)

For an arbitrary particle in the continuum at position (x, y, z), with an applied

stress that causes particle displacement (u, v, w), the normal strains are,

εxx =
∂u

∂x
; εyy =

∂v

∂y
; εzz =

∂w

∂z
. (2.12)

The shear strains are,
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εxy = εyx =
1

2

(
∂u

∂y
+
∂v

∂x

)
, εxz = εzx =

1

2

(
∂u

∂z
+
∂w

∂x

)
, (2.13)

εyz = εzy =
1

2

(
∂v

∂z
+
∂w

∂y

)
.

The normal strains are a measure of the volumetric change of the rock, and the

shear strains are a measure of the angular distortion of the rock. Completely

analogous to the stress tensor, the strain tensor can be rotated into a unique

orthogonal principal coordinate system, so that ε takes on the form,

e =


ε1 0 0

0 ε2 0

0 0 ε3

 . (2.14)

At every point in the continuum, when in the principal strain coordinate sys-

tem, the deformation is strictly stretching and/or compression along three

mutually perpendicular directions. Analogous to the stress tensor ε can be

decomposed into an isotropic part, εiso, and a deviatoric part, εdev, such that

ε = εiso + εdev. (2.15)

The volumetric strain is,

εv = trace(εiso) = ε1 + ε2 + ε3. (2.16)
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2.1.3 Isotropic Elasticity

For an isotropic medium, the linear relationship between stress and strain

takes the form

σ1 = (λ+ 2G)ε1 + λε2 + λε3, (2.17)

σ2 = λε1 + (λ+ 2G)ε2 + λε3, (2.18)

σ3 = λε1 + λε2 + (λ+ 2G)ε3, (2.19)

where λ and G are the Lame parameters. G is also known as the shear modulus

that relates stresses to strains in pure shear. When the medium is isotropic,

the behavior is described solely by these two parameters. There are three other

elasticity parameters, the Young's modulus, E, the Poisson's ratio, υ, and the

Bulk modulus, K. The dimension of the parameter space {λ, G, E, ν, K} is

two, so than only two of the �ve parameters are needed to fully describe an

isotropic elastic medium.

The relationship between the mean stress and the volumetric strain is,

τm =

(
λ+

2

3
G

)
εv = Kεv. (2.20)

The Young's modulus is found by measuring the ratio of the stress to strain

along one direction, that is,

E =
σ1
ε1
. (2.21)

Poisson's ratio is de�ned as the negative of the ratio of the strain in perpen-

dicular directions, that is,
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υ = −ε2
ε1

= −ε3
ε1
. (2.22)

For the geomechanical modeling that is to follow, the elasticity parameters

that are used to describe the models will be the Young's modulus and Poisson's

ratio. These elasticity parameters are advantageous in that they are the easiest

to measure in the laboratory (and in the numerical models as well).

2.2 Laboratory Testing of Rocks

When a rock is extracted from the subsurface there are several macroscopic

properties of the sample that are of interest. Macroscopic properties of rock

are heavily in�uenced by both the environment and its micromechanical at-

tributes. Some examples could be, the porosity, length of diagenesis, com-

paction pressure, mineral composition, etc. Assuming isotropy, Young's mod-

ulus and Poisson's ratio fully describe the elasticity of the rock. From (2.21)

the Young's modulus is a measure of the sti�ness of the sample. The sti�er

the sample, the greater the stress needed to cause unit strain. Poisson's ratio

is a measure of how much the rock expands in directions perpendicular to an

applied strain. The uniaxial compressive strength (UCS), Co, of the sample

is a measure of the maximum compressive stress that occurs just before the

sample fails. The tensile strength, To, is a measure of the stress needed to

cause failure of the sample in tension. Laboratory tests are conducted on core

samples of the rock to determine these four parameters. Before discussing the

method for determining these parameters it is useful to discuss several states

that the rock may be in depending on the magnitude of the applied stress.
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2.2.1 The Elastic, Ductile, Brittle and Plastic Regimes

There are several regimes in which a continuum may behave depending on

the magnitude of con�nement on the sample. If the deformation on a rock

is small, the original position of the particles in the rock will return to there

initial positions after an applied stress is removed. This deformation is in the

elastic regime. If further stress is applied to a sample, eventually the stress

will reach the yield stress. After the yield stress has been exceeded the original

positions of the particles will not be recovered with the applied stress being

removed. In this regime, irreversible damage has taken place but the sample

still supports the load. The rock is said to be ductile. If the stress is increased

further, the sample will eventually be unable to sustain the axial load and in

which case the sample fails completely. The regime where the stress strain

curve drops o� abruptly is called the brittle regime. The elastic, ductile, and

brittle regimes are shown in Figure 2.1a. A rock behaves in an ideally plastic

fashion when subjected to an in�nite amount of strain, there is no resulting

change in the stress on the sample. This behavior is idealized in Figure 2.1b.

2.2.2 Uniaxial and Triaxial Tests

In practice, rock samples are removed from the surface as cylindrical cores on

which stresses and strains are applied to measure the macroscopic behavior.

An idealized core sample is shown in Figure 2.1c. The two large arrows show

the direction of the axial load, whereas the smaller radial arrows show the

con�nement pressure.

The �rst test to apply on a core sample is the uniaxial compression test. This

single test determines the Young's modulus, Poisson's ratio, and the UCS.
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a) b)

c) d)

Figure 2.1: The elasticity regimes. a) Stress strain curve showing the elastic,

ductile and brittle regimes. b) An image showing ideal plastic behavior. c) Cartoon

displaying the triaxial setup. d) Stress strain curves are increasing con�nement

pressures. For images a) and b) strain on the horizontal axis and stress on the

vertical axis. In d) di�erential stress on the vertical axis. After Fjaer et al. (2008).
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The axial length of the core is held in position by platens, while the stress of

these two platens on the sample is increased. The radial stress of the sample

is zero. The scenario is such that σ1 6= 0, σ2 = 0, and σ3 = 0. The maximum

stress that the platens achieve before the sample fails is the uncon�ned (or

uniaxial) compressive strength. This is depicted in an axial stress vs. axial

strain curve, see Figure 2.1a. Young's modulus from (2.21) is then the slope

of the stress strain curve in the elastic regime. Poisson's ratio from (2.22) is

then obtained from the slope of the elastic axial strain vs. radial strain curve

of the core sample. In the laboratory these measurements are achieved with

sensitive stress/strain gauges.

Triaxial tests are similarly conducted on a cylindrical core sample. The triaxial

test is completely analogous to the uniaxial test except now σ2 = σ3 6= 0. A

servo maintains a constant con�nement on the sample while the axial load is

applied. In the same fashion, stresses and strains of the sample are monitored

to provide the overall macroscopic behavior of the con�ned sample. Just as

with the uniaxial tests, the compressive strength of the sample is measured.

In general, as con�nement pressure increases the compressive strength of the

sample increases. Eventually, if the con�nement pressure is high enough the

failure becomes more ductile and the rock will no longer exhibit brittle failure.

This behavior is shown in Figure 2.1d. Young's moduli and Poisson's ratios

are often obtained for the cores samples under con�nement as well.

2.2.3 Brazilian Tensile Test

The most popular test for �nding the tensile strength of a core sample is to

subject the sample to the Brazilian tensile test. The main axis of a core sample
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a) b) c)

Figure 2.2: a) Shows the setup for Brazilian tensile tests; W is the point force,

x and y the coordinate system, and R the radius of the cylinder. b) An image

indicating the tensile failure of a core sample during a Brazilian test. c) An ideal

stable slide. After Jaeger et al. (2007).

is placed perpendicular to an applied load; see Figure 2.2a. At the center of

the disk the normal stresses along the x and y axes are,

τxx =
−W
πR

, τyy =
3W

πR
, (2.23)

where W is the point load (per axial length of the cylinder) and R is the

radius of the cylinder (Jaeger et al., 2007). At the center of the cylinder,

the compressional stress is exactly three times larger than the magnitude of

tensile stress. However, the compressive strength of a rock is usually many

times larger than that of the tensile strength. The sample will fail in tension

�rst and the tensile strength of the sample by Eq. (2.23) is then

T0 =
3Wc

πR
, (2.24)

where Wc is the point load upon failure of the sample. Figure 2.2b illustrates

the tensile fracture that forms when conducting a Brazilian tensile test.
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2.3 Friction

Friction in rock mechanics can be described as the tendency for two contacting

rock surfaces to resist displacement when a shear force is applied. Friction is

of great importance in geomechanics at both the micromechanical level and

macromechanical level. On the small scale, friction provides a resistance for

mineral grains to slide. On the large scale it provides a resistance for sliding

along faults and joints.

The shear friction of a rock surface is best described by the linear relationship,

τf = S0 + µσ, (2.25)

where µ is the coe�cient of friction of the rock, So is the cohesion of the

surface, and τf is the shear stress needed to cause sliding for a given normal

stress, σ, on the plane in question. If |τ | on the plane is greater than |τf |,

the system will start to slide. In reality there are two frictional values; the

coe�cient of static friction, µs, and the coe�cient of dynamic friction, µd. The

friction coe�cient in (2.25) is the coe�cient of static friction. As the shear

stress on the plane exceeds that of τf , sliding occurs and the coe�cient of

friction then drops o� to the dynamic coe�cient of friction (Dieteriech, 1979).

In general there is a critical distance that must to be overcome before the

dynamic friction stabilizes.

For a stable slide, on a surface with cohesion, S0, and coe�cient of friction,

µ, both the dynamic and static coe�cients will be near equal with the shear

stress leveling o� onto τf . This ideal behavior is characterized in Figure 2.2c.

Stick slip sliding is the behavior for two elastic surfaces to spasmodically lock
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and slide relative to each other. It has been found that with an increase

in normal stress there is a transition from stable sliding to stick-slip sliding

(Dieteriech, 1978). Experiments have found that a sti� rough surface tends to

reduce the propensity for stick-slip sliding. There are other factors that may

promote stable sliding over stick-slip oscillation. Stesky (1974) investigated

the relationship between temperature and stick-slip sliding for a number of

rocks samples. Higher temperatures increase the tendency for a stable slide.

Finally pore pressure will play a role. With an increase in hydrostatic pressure,

(2.25) becomes,

τf = S0 + µ(σ − Pf ), (2.26)

where Pf is the pore pressure. If µ and S0 remain unchanged the failure shear

stress is much lower and the criterion for slippage is reduced. It is likely both

temperature and pore pressure play a signi�cant role in stable sliding vs. stick

slip sliding.

2.3.1 A Micromechanical Model

With the coe�cient of friction established, it is of interest to study the behavior

of rocks with fractures and joints. Depending on the coe�cient of friction

and the stress �eld, rock may slide along preexisting faults and fractures.

Ultimately this will have an e�ect on both the UCS of the sample along with

its macroscopic elasticity parameters. Jaeger et al. (2007) discusses the e�ect

of sliding crack friction on the Young's modulus of a rock sample under uniaxial

compression. The computation assumes a thin plate of length L, width b, and

thickness t, for which the thickness is negligibly small. For a crack of half
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length c, with unit normal at an angle θ from the compression axis, by energy

considerations, it can be show that for a thin closed crack with joint friction

µ,

1

E
=

1

Em

(
1 +

(
sin2 2θ − 2µ cos2 θ| sin 2θ|

)
πc2

2bL

)
, (2.27)

where Em is the Young's modulus of the sample without a joint. The formula

assumes the cohesion S0 = 0, and again, the crack is thin and closed.

2.4 Rock Failure

When a rock is subject to large amounts of stress, failure eventually occurs. In

the laboratory, while conducting triaxial tests on cylindrical core samples, the

axial stress is increased until the sample is unable to withstand the load. If

the con�nement pressure is not too high, the sample responds to the excessive

axial stress by failing in a brittle fashion.

From laboratory experiments, the failure of an uncon�ned core sample sub-

ject to an increasing axial load is often accompanied by irregular longitudinal

splitting as the sample fails in tension. For triaxial tests, the sample fails as

shear fractures develop at angles close to 45 degrees from the axial direction.

At very high levels of hydrostatic pressure pore collapse occurs as the sample

fails from excessive compaction. The grains of the rock are crushed causing

permanent damage to the framework of the rock.

A sample subject to boundary conditions may eventually fail, and so it is

natural to establish a criterion for these di�erent types of failure. There are a

number of such criteria that can be applied depending on the behavior of the
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Figure 2.3: An example of a failure envelope. If the stress �eld intersects the

envelope, failure occurs. Generalized shear stress on the vertical axis and e�ective

normal stress on the horizontal axis. After Fjaer et al. (2007).

rock in question. Only a very small subset of the many criteria are discussed

here.

2.4.1 Failure Criterion

If the principal stresses for a point in a continuum are known, the magnitude

of the normal and shear stress on an arbitrary plane can be calculated using

equations (2.4) and (2.5). Similar to friction discussed previously, a shear

stress failure criterion is established, so that if on the plane, τ and σ, satisfy

|τ | ≥ S0 + µσ, (2.28)

failure occurs. This is known as the famous Coulomb failure criterion. The

constant S0 is called the cohesion, and µ is the coe�cient of internal friction,

not to be confused with the coe�cient of static friction for sliding discussed

above. The failure criterion can be written equivalently in terms of the prin-
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cipal stresses as,

σ1 ≥ 2S0

[(
1 + µ2

)1/2
+ µ
]

+ [
(
1 + µ2

)1/2
+ µ]2σ3. (2.29)

With S0 and µ estimated for a sample, from (2.29), the compressive strengths

at various con�nement pressures can be obtained.

If the principal stresses meet the requirements of equation (2.29) then shear

fracturing of the sample occurs. It may be of interest to calculate the angle

of the fracture plane to the direction of σ1. The coe�cient of internal friction

can also be written in the form

µ = tanϕ, (2.30)

where ϕ is the angle of internal friction. By plotting the Mohr circle equations,

(2.4) and (2.5), along with (2.28), in a τ − σ plot, θ and ϕ are related by,

θ =
π

4
+
ϕ

2
, (2.31)

where θ is the angle from the main axis to the normal of the failure plane.

Consequently, the failure plane must be inclined at an angle less than 45

degrees to the main axis (σ1). In the laboratory, these shear fractures do

occur at angles very close to 45 degrees.

The Coulomb failure criterion assumes shear failure along a plane. As men-

tioned previously, samples may also fail in tension or from pore collapse. In

addition to the Coulomb failure criterion further conditions must be explored

for a complete description for the failure of a rock sample.

In the τ−σ coordinates, a Gri�th criterion is given by the following equation,
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τ 2 ≥ 4T0(σ + T0), (2.32)

where T0 is the tensile strength of the sample. Obviously, if the shear stress is

zero, the criterion for failure matches the tensile strength of the rock.

Now if a large purely hydrostatic pressure is applied to a sample, it is clear

that neither (2.32) or (2.28) will be satis�ed. These failure criteria alone

would suggest failure does not occur under purely hydrostatic pressure, which

is certainly not the case. Therefore an upper limit on the hydrostatic pressure

should be set as a failure criterion for the rock sample.

In practice, all failure criteria that best model a sample of rock are often collec-

tively represented in p−q coordinates . The principal stresses are transformed

by equations (2.3) and (2.8) and plotted as, for an example, in Figure 2.3

(p = σm). The �gure provides an envelope for the three dimensional stress

space {σ1, σ2, σ3} after transformation into the p − q domain. If boundary

conditions are continuously applied to a rock, a stress path will follow a con-

tinuous curve in this p−q domain. If or when the curve intersects the envelope,

failure of the sample occurs.

2.5 Wave Propagation, Moment Tensor and Source

Mechanisms

Up until now, it has been assumed that the response of a continuum due

to stress results in quasi-static strain; the equations have been independent of

time. When a stressed rock fails, it is of interest to study the dynamic behavior
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of the sample. In particular failure causes seismic waves to propagate out from

the source throughout the rock.

In the case of a planar wave, traveling within a medium far from any bound-

aries, the velocities of the P and S waves are,

VP =

√
(1− υ)E

(1 + ν)(1− 2ν)ρ
, (2.33)

Vs =

√
E

2(1 + ν)ρ
, (2.34)

where E is the Young's modulus, υ is the Poisson's ratio, and ρ is the density

of the rock. These velocities are achieved by seeking a planar solution to the

non-homogenous Navier equations.

If a single particle is excited in a continuum with point force T (t), the waves

are non-planar, and propagate out spherically from the source. The solution

to the non-homogeneous Navier equations, discussed thoroughly by Aki and

Richards (2002), are then,

ui(x, t) =
1

4πρ
(3γiγj − δij)

1

r3

r/βˆ

r/α

τT (t− τ)dτ +
1

4πρV 2
p

γiγj
1

r
T

(
t− r

Vp

)

− 1

4πρV 2
s

(γiγj − δij)
1

r
T

(
t− r

Vs

)
, (2.35)

where the γi are direction cosines for x and r is the radial distance from the

source particle to position x. The solution has three terms, with 1/r3 and

1/r relationships. The �rst term is a near �eld term as it dominates at small

distances from the source, the second two terms are far �eld terms as they
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dominate at distances far from the source. The two far �eld terms are the

P and S waves. If measuring wave velocities one must be aware of whether

seismograms are in the near of far �eld. It is common to assume that a distance

of ten times the wavelength is su�ciently far away so that the near �eld term

becomes negligible.

2.5.1 The Quality Factor

Di�erent rocks have a di�erent responses to seismicity. In general, as a wave

propagates, the amplitude of a plane wave will decay due to non-geometric

attenuation. In particular, energy is lost as internal energy such as heat. A

quality factor, Q, can be introduced that provides a measure of attenuation.

The Q factor is de�ned by observing the fractional change in kinetic energy

over one wavelength, speci�cally,

1

Q
=
4T
2πT

, (2.36)

where ∆T is the change in kinetic energy over one wavelength, and T is the

kinetic energy at the beginning of the cycle. A high Q factor indicates a rock

in which seismic waves attenuate slowly, whereas a low Q factor the seismic

waves attenuate rapidly. In general, metamorphic and igneous rocks have

high Q factors, whereas sedimentary rocks have much lower Q factors. The

high porosity of the sedimentary rocks provides more room for sliding between

grains leading to greater losses of mechanical energy to non conservative forces

such as friction.

26



Figure 2.4: The nine force couples that make up the moment tensor. After Stein

and Wysession (2003).

2.5.2 The Moment Tensor and Source Mechanisms

When rock fails, seismic waves propagate outwards from the initial distur-

bance. It is of interest to provide some quanti�cation of the source mechanisms

for the initial failure. Far from the source, the failure can be represented by

the moment tensor. The moment tensor e�ectively represents the source of

failure as a single point source characterized by the nine force couples shown

in Figure 2.4. The force couples provide a body-force equivalent to the source

mechanism. In seismology, the particle displacement at the seismogram is the

convolution of the moment tensor with the Green's function. The moment

tensor is often calculated from inversion of the seismograms.

From a purely mechanics driven derivation at the source, the moment tensor

is,

Mpq =

˚
V

fprqdV, (2.37)

where fp are forces per unit volume in the p-direction, rq are the distance from
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fp to the e�ective point source of the source mechanism in the q-direction, and

the integral is performed over some �nite source volume, V .

Similar to both the stress and strain tensors, the moment tensor, M can be

decomposed into an isotropic part, Miso, and a deviatoric part, Mdev, in par-

ticular,

M =Miso + Mdev

=Miso + (M1 −M2)


0 0 0

0 −1 0

0 0 1

+MCLV D


−1

2
0 0

0 −1
2

0

0 0 1

 , (2.38)

where Mi are the principal moments, and MCLV D is the coe�cient of the

�compensated linear vector dipole� component. The di�erence (M1−M2) is the

subtraction of smallest principal moment from the largest principal moment.

The second matrix in (2.38) is a purely double couple point source. The

MCLV D quanti�es the extent to which the the deviatoric part of the moment

tensor di�ers from a pure double couple source mechanism.

If the eigenvalues from a moment tensor, M, are M1, M2, and M3 then the

moment magnitude of the event can be estimated from Silver and Jordan

(1982) using

M0 =
1

2

√
(M2

1 +M2
2 +M2

3 ). (2.39)

2.5.3 The Hudson Plot

The moment tensor is a 3 x 3 matrix that characterizes the source mechanism

following failure of a rock. In order to provide a qualititave tool for interpret-
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Figure 2.5: The moment tensor is represented by the two unique paramaters k
and T . The �gure shows key points in the k and T coordinates. After Hudson et al.

(1989)

ing various moment tensors it is common practice to represent each source

mechanism by values k, and T and plot them on what is called a Hudson Plot.

The k and T values are calculated from the eigenvalues of the moment tensor

(Hudson et al., 1989). The two parameters uniquely describe a given moment

tensor up to magnitude. The range of T and k is between -1 and 1. Points on

the plot correspond to di�erent types of failure at the source. See Figure 2.5

for some key failure types illustrated on the hudson plots.

2.5.4 The Gutenber-Richter Power Law and the Fractal

Dimension

A frequency-magnitude relationship was proposed by Gutenberg and Richter

(1944) for earthquakes which takes the form,
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log n = a− bM, (2.40)

where n is the number of earthquakes of magnitude greater than M and a

and b are constants derived by linearizing the data in question. The constant

b is more commonly called the b-value. Although this equation was derived

for earthquakes it is now commonly applied to microseismic events. A high

b-value means there are more smaller type events and a low b-value indicates

larger events. Analyzing the b-value can be used to changes infer in-situ stress

and the geomechanics (Grob and van der Baan, 2011).

Another statistical value of interest is the fractal dimension, D. The fractal

dimension provides a characterization for the sparsity of the events. It is

calculated using the spatial correlation integral method,

C(r) =
2

N(N − 1)N(R < r)
, (2.41)

proposed by Grassberger and Procaccia (1984), where N is the total number

of events, and N(R < r) is the number of event pairs within a distance r. If

the distribution of the events is fractal than it will follow a power law of the

form,

logC(r) = C1 +D log r, (2.42)

where C1 is a constant and D is the fractal dimension. The fractal dimension,

D, is a numerical value used for characterizing the sparsity of the events. D

values of 1, 2, and 3 are indicative of distributions of that of a line, plane,

and sphere, respectively. For example, a D value of 2 for a distribution of

events would indicate the clustering of the events along a plane. For a further
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discussion of the D value and its role in inferring the behavior of subsurface

geomechanics, see Grob and van der Baan (2011).
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Chapter 3

Numerical Modeling and the

Bonded Particle Model

In the previous chapter a geomechnical review was introduced to provide the

main theoretical equations often used in rock mechanics. In this next chapter

numerical modeling and the bonded particle model is thoroughly discussed.

3.1 Numerical Modeling

It is of general interest to understand the behavior of rock deformation when

subject to certain boundary conditions. In a traditional continuum mechan-

ics approach, the stress �eld of a continuum, subject to boundary conditions,

can be calculated by solving the Navier equations using a �nite di�erence or

distinct element method. The Navier equations have the inertial term equal

to zero so that the stresses and strains are of a quasi-static nature. In this

approach the dynamic behavior of the rock is not considered. In order to
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investigate the dynamics of a continuum the non-zero inertial term must be

introduced of which then the general wave equation is solved. For example, in

the speci�c case of single particle motion, in space and time within an isotropic

medium, the solutions are as in (2.35), which is of course the spherical propaga-

tion of waves. Now, it is also of interest to investigate the failure of a medium

which makes the situation signi�cantly more di�cult. In order to model failure

of a continuum there must be some sort of intrinsic notion of 'rock strength'

(for certainly the equations of motion alone are indi�erent to any sort of user

de�ned rock strength). This starts to become troublesome. The strength of

the rock is de�ned at a macroscopic level by conducting uniaxial compression

tests. How does the UCS translate to failure on the micromechanical level? In

practice, rock failure is often introduced by setting a failure criterion so that as

the stress path, at a single point in the continuum, intersects a prede�ned fail-

ure envelope, as in Figure 2.3, failure occurs. Naturally, the next question to

ask is what is the e�ect of failure on the displacements of individual points in

the continuum? It is of utmost interest to know these displacements after fail-

ure in order to solve the non-homogeneous Navier equations and to calculate

source mechanisms for failure. Producing a model that bridges the quasi-

static stress/strain, rock failure and the dynamical displacements of points in

the continuum is in general very complicated.

Finally, it is important to consider the micromechanisms or imperfections of

the rock that may have a pronounced e�ect on the stress/strain, failure and

particle dynamics of the system. A rock is a naturally occurring geologic

material highly in�uenced by the nature in which it is found. Such features

indigenous to an arbitrary mass of rock could include tectonic stress, faults,

fractures, liquid �lled pores, high temperatures, orientation of mineral grains

etc. Ultimately, the e�ects of complex structure in a rock is very hard to
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accurately model by an elastic continuum alone (Ling, 2003).

The Bonded Particle Model (BPM) is a discontinuum approach to modeling

complex scenarios. It turns out, such a discontinuum-based approach for mod-

eling rock deformation is appealing since it eliminates the need for complex

constitute failure relations required for continuum approaches (Hazzard et al.,

2000). In this approach, stress/strain, failure and the dynamics of particle

displacements is free to propagate naturally. The BPM is a speci�c implemen-

tation of the more general modeling technique known as the Discrete Element

Method (DEM). The DEM employs rigid or deformable body mechanics to

a discrete system of blocks, particles, or bodies where the discrete particles

interact with each other through contacts. The behavior of the blocks at the

contacts can be very general. Once the interaction of contacts is assessed for

all particles in the system, the updated positions of the particles are found by

integration of the equations of motion over the time-step or cycling parameter

(Ling, 2003). The BPM is a particular example of the DEM where the discrete

particles are now rigid spheres and the contact interaction between particles

is elasticity described by Hooke's Law.

Before jumping into the theory of the BPM it should be brie�y mentioned that

these models have been used by many authors to investigate the rock mechanics

of a number of scenarios. Bahrani et al. (2011) used 2D bonded particle models

to investigate the strength of rock masses at di�erent con�nement levels. In

particular, the authors were interested in gaining insight into civil and mining

projects at large depths greater than 2km below the surface. Mas Ivars et al.

(2011) investigated the mechanical behavior of jointed rock masses. Potyondy

(2006) simulated stress corrosion by implementing a time-dependent damage

law to the bonds in the models. He was able to successfully simulate corrosion
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a) b)

Figure 3.1: Images illustrating the contact geometry. a) Shows the ball-ball ge-

ometry. b) Shows the ball-wall geometry. Image from Itasca Consulting Group

(1999).

that occurs when silicates are submerged in water. The e�ects of porosity and

the geometry of the void space on the strength and mechanical properties of

rock was investigated by Potyondy (2007). Ferdowsi et al. (2013) used a DEM

type model to study microslips as a precursor to large slips. In short, there

is a large amount of literature available where the BPM is used to study a

number of geomechanical problems.

3.2 The Theory of Bonded Particle Modeling

For a BPM, a synthetic rock model is formulated by generating a set of ran-

domly sized particles inside a �nite domain. The interaction of these particles

becomes a dynamical process with acceleration and velocity vectors of parti-

cles occurring when there are force imbalances throughout the sample. The

system response of an aggregation of particles is a result of force imbalances

propagating through the system as particles interact with one another.
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3.2.1 Model Formulation and the Law of Motion

The particles are speci�cally rigid spheres, so that deformation of a macro-

scopic rock model is between the particles and not of the individual particles

themselves. When two spheres, A and B, intersect each other, one can de�ne

an overlap by

Un = RA +RB − d, (3.1)

where RA and RB are the radii of particles A and B respectively, and d is the

distance between the center of the two spheres. The unit vector, n, is in the

direction from the center of particle A to the center of particle B. The contact

point, xC , is at the center of the overlap, Un, along direction, n. De�ne the

contact plane as a plane with unit normal, n, centered at the point xC ; see

Figure 3.1a for details. When two spheres overlap there is a force between them

called the contact force, F . In general this contact force has two components,

F = F n + F s, (3.2)

where F n is the normal force component and F s is the shear force component

with respect to the contact plane. The normal component of the contact force

is,

F n = KnUn, (3.3)

where Kn = kAn k
B
n

kAn+kBn
, and kin, i = {A,B}, is the normal sti�ness of each particle

in the contact pair. This is just a one dimensional Hooke's Law. The shear

force component F s is calculated in an incremental fashion. When the contact
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is initially formed the normal force is found by the absolute overlap between

the spheres, whereas the shear force, F s, is set to zero. The increment of

relative shear displacement from the initial particle position, ∆U s, dictates

the incremental contact shear force,

∆F s = −Ks∆U s, (3.4)

where KS = kAs k
B
s

kAs +kBs
, and kis, i = {A,B}, is the shear sti�ness of each particle

in the contact pair. It should be mentioned that the increment, ∆U s, is

not a simple computation; this increment must account for both rotation of

the spheres around each other and the rotation of the individual spheres in

reference to the Cartesian reference frame. For full details see Potyondy and

Cundall (2004). Finally the contact shear force F s is,

F s = ∆F s + F s
prev, (3.5)

where F s
prev, is the contact shear force at the previous iteration. The moments

and forces on the particles, from the contact, are given by equations,

FA =− F,

FB =F,

MA =(xC −RA)× F,

MB =(xC −RB)× F. (3.6)

The interaction of the particles with walls is almost completely analogous.

For the models that are to follow the walls exhibits only normal forces on the
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balls (no shear) and therefore the walls do not exhibit any moments on the

particles. The formulation is exactly as (3.3) except the Kn is an updated

normal sti�ness that now depends on both the normal sti�ness of the particles

and the walls (the sti�ness of the wall is generally not the same as that of the

spheres). This new Kn is calculated by

Kn =
kwalln kballn

kwalln + kballn

, (3.7)

where kwalln and kballn are the normal sti�nesses of the walls and spheres, re-

spectively. The overlap Un is now,

Un = R− d, (3.8)

where R is the radius of the sphere and d is the shortest distance from the

center of the sphere to the wall; see Figure 3.1b. Plugging (3.7) and (3.8) into

(3.3) provides the forces on the particles exhibited by the walls.

The forces and moments are summed over all ball-ball and ball-wall contacts in

the system to compute both the net force, Fnet, and net moment, Mnet, which

act on each individual particle. This fully describes the forces and moments

acting on any given particle in the system at the beginning of any arbitrary

time-step. This is the Force-Displacement Law.

The dynamic behavior of the system is achieved by a time stepping algorithm

where during each time-step, ∆t, the velocities and accelerations are constant.

At the beginning of each time-step Fnet andMnet for each particle is calculated

using the Force-Displacement Law described above. If the particle has mass,

a net force leads to an acceleration of the particle. An individual particle will

have a radius, R, and density, ρ, from which the particle mass is derived. The
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new translational velocity, vnew, and angular velocity, ωnew is,

vnew = vprev +

(
Fnet
m

)
∆t, (3.9)

ωnew = ωprev+

(
Mnet

I

)
∆t (3.10)

and the updated position of the particle is

xnew = xprev + vnew∆t, (3.11)

where vprev, ωprev and xprev are the values from the previous time-step. This is

the Law of motion for the particles. With the new positions of the particles the

net forces and moments on each particle are again calculated using the Force

Displacement Law. The dynamical evolution of a particle assembly is achieved

by this repeated and simultaneous application of both the Force Displacement

Law and the Law of motion governed by equations (3.9), (3.10) and (3.11).

For the BPM rock model just described, there are a number of user de�ned

micro-parameters. The macroscopic response of the rock mass is governed

by the particle density, ρ, the range in particle radii, the shear sti�ness, Ks,

and the normal sti�ness, Kn. This provides the general behavior of a system

of particles in the absence of additional contact models. This sort of medium

behaves like a frictionless unbonded granular material. There are various other

contact models that can be explored.

3.2.2 Contact Models

The contact model implemented in the chapters that are to follow is the linear

contact model with the addition of the parallel bond contact model.
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The linear contact model includes friction and a slip condition that limits the

maximum shear force, Fs. The slip condition is as follows. If F s, de�ned by

(3.5), at the contact is greater than µF n, where µ is the coe�cient of friction of

the two particles in contact, then the magnitude of F s applied during the Force

Displacement law is set to µF n and slip is allowed to occur. Consequently, if

the friction, µ, of the two particles in a contact are zero there will be no shear

contact forces acting on the particles with the slip occurring immediately. If

the friction coe�cients di�er between the two particles in the contact, the

smaller of the two is used.

To achieve a rigid assembly of particles that behaves macroscopically similar

to that of a rock there must be a �cement� that binds the particles together.

The parallel bond is a contact model which provides the cementation of the

particles. The bond can be envisioned as elastic springs spread uniformly

across a circular area centered at the contact point perpendicular to the contact

plane. The parallel bond logic is de�ned by �ve input parameters, the parallel

normal sti�ness, k̄n, shear sti�ness, k̄s, normal strength, σ̄c, shear strength, τ̄c

and bond radius, R̄. With these parameters, additional forces and moments

act on the two particles of the contact. In short, the parallel bond implement

forces and moments that act as resistance for the two particles to both translate

and rotate away from each other in both the normal and shear directions on the

contact plane. Initially, the forces and moments created by the parallel bonds

are set to zero with the additional forces and moments being proportional

to the increments ∆U s,∆Un, ∆θs, and ∆θn, where the increments ∆θs and

∆θn are rotations about the normal and shear directions of the contact plane,

respectively. Additionally note, if the particles move away from each other,

∆Un is negative and there is a force is created by the parallel bond that

pulls the particles together. Finally, if the increments become too large, the
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tensile and shear stresses on the parallel bond will exceed either σ̄c and τ̄c

so that the bond will fail in either a normal (tensile) or shear fashion. For

a more thorough discussion and rigorous formulation of the parallel bond see

Potyondy and Cundall (2004).

The parameter space for the models (including both the contact logic and the

parallel bonds) is, R, the radius of a sphere, kn, ks, the contact normal and

shear sti�ness, respectively, the coe�cient of friction, µ, the normal and shear

sti�ness of the parallel bonds, k̄n, and k̄s, respectively, the tensile and shear

strength, σ̄c, and τ̄c, respectively, and �nally the particle density, ρ. It should

be noted that for the contacts it is common to de�ne a ratio, kn/ks, and a

micro Young's modulus, Ec. Similarly for the parallel bonds a ratio, k̄n/k̄s,

is de�ned along with another micro Young's modulus, Ēc. The relationship

between these Young's moduli and the sti�nesses is found using the following

formulas,

kn = 4REc, (3.12)

k̄n =
Ēc

RA +RB
, (3.13)

where R is the radius of the sphere, and RA and RB are the radii of the

two particles compromising the parallel bond. This formulation allows for

di�erent sti�nesses for each particle in the model and allows di�erent bond

sti�nesses for all the parallel bond pairs in the model. Additionally, it turns

out choosing these micro Young's moduli provides a good starting estimate for

the macroscopic Young's modulus of the sample aiding with the calibration

process. Finally, instead of assigning a single parallel bond radius, R̄, for every
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parallel bond pair in the model, individual radii for a given pair is calculated

as R̄ = λ̄min(RA, RB), where λ̄ is a user-de�ned input parameter. The full

parameter space for the bonded particle model is λ̄, Ec, kn/ks, Ēc, k̄
n/k̄s, µ, σ̄c

and τ̄c. These will be the input parameters mentioned for any of the calibrated

samples within this thesis.

With the above formulation, an assembly of particles can deform freely re-

sponding to boundary conditions with bonds being broken to represent local

failure.

In principle, when a system of particles is generated within a region bounded

by walls, cycling a number of time steps should cause the forces throughout

the medium to balance. In practice, after cycling for many time cycles, there

are small unbalanced forces on the particles. This is a symptom of the discrete

nature of the BPM. A damping parameter is introduced to keep these unreal-

istic unbalanced forces as small as possible and to provide another mode for

attenuation (other than friction).

3.2.3 Damping of the System and the Quality Factor

In order to dissipate kinetic energy within the models a damping parameter is

introduced. The damping creates a �ctitious force, FD, that opposes the net

unbalanced force, Fnet, on all particles in the model. The force is calculated

by,

FD = −α|Fnet|sign(V ), (3.14)

where α is the damping parameter, and sign(V ) is the direction of the velocity

of the particle. The damping force always acts to oppose the direction of the
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motion and is proportional to the net force on the particle calculated by the

Force-Displacement Law. Assuming a single mass spring system, with total

energy of the system W , subject to FD it can be shown that over one cycle

∆W

W
= 4α, (3.15)

regardless of the rate at which the cycle is executed (Itasca Consulting Group,

1999). The equation is derived by breaking down the cycle into cases that

depend on the velocity and acceleration of the mass and then by examining

changes in kinetic energy. Plugging (3.15) into (2.36) yields

Q =
π

2α
. (3.16)

This equation provides an estimate for the damping parameter needed to

match the wave attenuation parameter, Q, of a rock.

3.2.4 The Moment Tensor

If the tensile or shear stress exceeds the maximum tensile or shear strength of

the parallel bond a breakage will occur. The bond breakages leave unbalanced

forces on all particles neighboring the source breakage. By monitoring changes

in forces it is possible to model source mechanisms for the failure. Hazzard

and Young (2004) created an algorithm that extracts the moment tensors for

such failure.

When a bond breakage occurs in the BPM the broken parallel bond is consid-

ered a single crack occurring between two particles. The moment tensor for

a single breakage is calculated by measuring the changes in contact forces at
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all contacts, Ci, surrounding the two particles for the duration of the event.

The duration of the event is calculated by assuming the slowest possible frac-

ture propagation velocity is half the speed of the shear wave velocity, Vs. The

number of cycles for an event is then,

Tsteps =
2ravg

(Vs/2)
× 1

∆t
(3.17)

where ravg is the average radius of all balls in the sample. As will follow shortly,

the Young's modulus and Poisson's ratio of the sample can be measured by

conducting triaxial tests on the BPM from which the shear wave velocity of

the sample can be estimated from (2.34). At each time-step the contact force

at a given contact, Ci, is subtracted from the initial contact force prior to the

bond breakage to measure the change in contact force, ∆Fi =(∆F i
1,∆F

i
2,∆F

i
3).

The moment tensor, M, is calculated from (2.37), where this integral is now

a discrete summation over all Ci. The distance r = (r1, r2, r3) is the distance

from the contact point of each Ci to the location of the event (which is the

contact point of the initial crack). The moment tensor is then

Mpq =
∑
i

∆F i
prq. (3.18)

The magnitude of each M (calculated at each time-step) is obtained from

(2.39). The moment tensor of the event is the M which produces the largest

magnitude over the duration of the event.

As the the standard deviation on the average size of the spheres in the samples

are relatively low, any single bond breakages between two bonded spheres will

have similar magnitudes (The net forces following the breakages are similar

as the masses are similar). In order to model a broad range of magnitudes of
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events, a rupture must be de�ned. A rupture is de�ned as a larger event that

includes multiple cracks. The rupture occurs when there are multiple cracks

that occur within close proximity of the initial crack. Speci�cally, a new crack

must share one of its particles with a crack already within the rupture and

must have occurred within Tsteps since the most recent crack. In this fashion

a rupture is a coalescence of many bond breakages. The larger magnitude

event is complete when no new crack occurs within proximity of the existing

cracks after Tsteps cycles have elapsed. The moment tensor is calculated in

exactly the same fashion using (3.18), except the contacts Ci now include all

contacts surrounding all particles involved in all of the bond breakage pairs

within the rupture and the event location is the geometric centroid of the

cracks. Completely analogous to a single crack event, the moment tensor of

the event is the M which produces the largest magnitude over the duration of

the event.

3.2.5 Energy

Boundary conditions (forces) applied to particles within the BPM provides a

net input of energy into the system. As the model is cycled forward it is of

interest to track this energy throughout the system. The input energy will end

up as either kinetic energy, potential energy, or dissipated energy from the non

conservative forces such as friction or damping.

The boundary work is the work done by the walls on the sample. The boundary

work is calculated by �rst summing up all contact forces between each wall and

the particles in contact with it. The work conducted by a single wall is then

just this resultant force multiplied by the displacement of the wall over one

time-step. The work is then summed up over all walls in the system, and then
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summed over all time-steps. The kinetic energy of the system at any given

time is calculated by summing the translational and rotational kinetic energy

of the particles in the system. The frictional work is obtained by multiplying

the force of friction, µF n, with the slip distances, at all contacts in the system,

and then summed over all time-steps. The strain energy in the system is found

by elastic potential energy calculations of the balls where the spring constant

in the Hooke's Law formulation is simply the normal and shear sti�ness of the

spheres. Speci�cally, the strain energy stored in the contacts is then,

Estrain =
1

2

∑(
|F n
i |2/kn + |F s

i |2/ks
)
. (3.19)

Similarly the parallel bond energy can be found using Hooke's Law where the

spring constant is the normal and shear sti�ness of the parallel bonds. The

strain energy for the parallel bonds is a little more complicated (as there is

rotational elasticity) but can also be calculated directly. For the calculation

of the parallel bond energy, Epb, see Itasca Consulting Group (1999). Un-

fortunately, energy lost to the damping of the system is not monitored. As

will follow shortly, various components in the energy balance will be evaluated

to investigate relationships between total input energy and that released via

brittle failure (microseismic events) in triaxial deformation experiments.
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Chapter 4

Assembly and Calibration of the

Bonded Particle Models

The samples simulated using the BPM are idealized as an aggregation of nu-

merous bonded overlapping spheres. Before discussing calibration it is neces-

sary to provide some insight into both the packing geometries and porosities

of created specimens.

4.1 Spherical Packings

Spherical packing is a problem that dates back to Johannes Kepler when he

pondered what arrangement of identical spheres gives the maximum density of

a volume (http://en.wikipedia.org/wiki/Sphere_packing). A spherical pack-

ing is an arrangement of spheres in three dimensional space in which there is

no overlap of the spheres. It is now well known and proven that the maxi-

mum possible density for a spherical packing is approximately 0.747 leading
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to a porosity of 0.253 (D. Weaire, 1999). Such a packing is anisotropic as the

contacts between spheres are not homogeneous in every direction (for exam-

ple in one direction there may be a contact, and in another direction there

is no contact). Such an anisotropic packing cannot be fully described by the

two elasticity parameters E and ν. For the models that are to be created the

packing should re�ect an isotropic medium. In order to achieve this packing

the radii of the spheres must not be identical and so a range of radii is chosen.

Danian and Jinmin (1991) conduct numerous experiments on random packings

of unequal and equal sized spheres. The lowest porosity they achieve by mix-

ing di�erent sized spheres is around 0.35. Denton (1957) extensively studied

spherical packings in which he conducted a number of laboratory experiments.

After random packings on identical sized spheres he found a mean porosity of

0.391 across all experiments. Murphy (1982) conducted a number of random

packing experiments on non-identical spheres and obtains a porosity as low as

0.20. In general if one is to achieve a low porosity packing a range of radii

must be chosen. Although the bonded particle models do allow overlap of the

particles a range of particle sizes must also be chosen to keep the porosities as

low as possible and the elasticity of the medium isotropic.

4.2 Material Genesis

The bonded particle model is an aggregation of an arbitrary number of packed

spheres that are then bonded using the parallel bond logic discussed in Subsec-

tion 3.2.2. For the following simulations the outer boundaries of the samples

are cylindrical walls or rectangular prisms, see Figure 4.1a. In general, more

complicated containers can be created, but will not be investigated here. An

arbitrary number of spheres are randomly generated within the boundaries of
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a) b)

Figure 4.1: a) The cylindrical cylinder that is the container for the bonded particle

models. b) An example of a system of particles generated in the con�nes of walls.

a cylindrical sleeve with initially no friction between the particles. The radius

and height of the cylinder is 0.005 m and 0.02 m, respectively. Upon place-

ment of the spheres, the size of the spheres are kept very small so that there is

no initial overlap. The spheres are placed using a random number generator

where the seed feeding the random number generator can be altered at the

user's request. With the spheres placed within the con�nes of the boundary

surface an algorithm expands the radii of the sphere to reach an initial input

porosity of 0.35. The number of particles generated is dictated by the user-

de�ned input parameters, Rmin and Rmax, the minimum and maximum radii

of the balls respectively. Values for Rmin and Rmax are chosen so that there

is no less than 10,000 particles within the con�nes of the cylinder. A uniform

distribution of particles sizes is implemented. The number of particles is

N =
3V (1− n)

4π(Rmin +Rmax)3
, (4.1)
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where V is the volume of the cylinder/prism, and n is the porosity of the

sample. To achieve the packing, a radius multiplier, m, is computed,

m =

(
1− n
1− n0

)1/3

, (4.2)

where n0 is the porosity of the sample immediately following the initial gen-

eration. All spheres are multiplied by m to achieve the input porosity. The

system is cycled forward to reach static equilibrium creating the initial com-

pact assembly.

It is important that the contact forces between the particles be as close to

uniform as possible. The magnitude of the forces in all directions for any given

particle in the sample should be about the same. The radii of the particles in

the sample are altered to achieve a uniform isotropic stress, σt0. The value,σ
t
0,

is found by measuring the local mean stress. The desired isotropic stress of the

sample must be set low in comparison to the material strength. In general, the

isotropic stress should be lower than one percent of the UCS (Itasca Consulting

Group, 1999). The low isotropic stress is essential to reducing any unrealistic

locked in forces. When the initial packing of the spheres is created, the contact

forces from the overlap of the particles try to push the particles out from each

other. The parallel bond holds the particles in place but these contact forces

remain as locked in forces.

At this point in the material genesis process there tends to be a few particles

in the sample that are not in contact with the main assembly. These spheres

are generally quite small and are called �oaters. An algorithm expands all the

�oaters in the sample until they come in contact with at least two particles

(but only to the point so as not to exceed the desired uniform isotropic stress).

Finally, the material genesis is complete with the addition of the parallel bond
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logic. The assembly now represents a hard rock and is ready for compression

tests and calibration. For more explicit details see Itasca Consulting Group

(1999). See Figure 4.1b for an example of a sample ready for calibration.

4.3 Compression and Tensile Tests

Once a sample has been created the next step is to investigate its macroscopic

properties. As described in Chapter 2, Section 2.2, uniaxial tests, triaxial tests,

and Brazilian tests are applied to the samples. For uniaxial tests, the radial

wall of the cylinder is deleted so that only the upper and lower platens act

on the sample. The platens are accelerated to a user input velocity resulting

in axial stress and strain of the model. The axial stress, strain, and radial

strain are recorded during the elastic loading of the sample from which E

and ν are derived (using equations (2.21) and (2.22)). The axial stress is

calculated by summing the contact forces across the wall and dividing by the

area. The axial strain is measured from the displacement of the platens. In the

case of the uncon�ned tests, the radial strain is measured by gauge balls (the

displacements of a number of spheres within the sample are measured to derive

the axial strain). The maximum axial load obtained during the simulation is

the UCS of the sample.

For the triaxial simulations, the con�ning cylinder is used as a means of gener-

ating stress on the sample. A servo algorithm is implemented that changes the

radial velocity of the cylinder to match the desired radial con�nement of the

triaxial experiment. Completely analogous with the uncon�ned simulations,

the radial stress, radial strain, axial stress, and axial strains are recorded dur-

ing the elastic regime of the loading cycles to derive elasticity parameters using
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equations (2.21) and (2.22).

Finally the tensile strength of the sample is measured by conducting Brazilian

tensile tests. The tensile strength is calculated from (2.24) where R is the

radius of the cylinder and Wc is the point load on the sample. The point

load, Wc, is implemented by applying two planar walls as in Figure 2.2a and

is measured by summing all of the contact forces along these walls. For more

speci�c details regarding the algorithms that are used to conduct these tests

see Itasca Consulting Group (1999).

4.4 Porosity

In general, there is a relationship between the porosity of the sample and its

elasticity parameters, tensile strength, and compressive strength. Unrealistic

porosities may produce unrealistic macroscopic parameters, and in turn the

micro-parameters must be varied in order to achieve the proper behavior. Po-

tyondy (2007) �nds both the Young's modulus and peak compressive strength

decrease with increased void space.

The initial porosity of a packing is achieved by applying the radius multiplier

from (4.2) to all particles in the sample. Unfortunately, regardless of this

initial porosity the isotropic stress algorithm tends to create porosities of the

samples very close to around 0.356. A number of tests are conducted with

various ranges in particle radii; see table 4.1. In regards to sedimentary rocks

in general, a porosity of 0.356 is very high and unlikely to be found in nature

(with perhaps the exception of an unconsolidated sandstone or conglomerate).

Real rocks will have a much lower porosity; sandstones deep in the subsur-

face are under great pressure from the overburden and may have porosities
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Table 4.1: Relationship between the range of radii and initial and �nal packings

after implementation of the material genesis algorithm described by Potyondy (2004).

Rmax/Rmin Initial Porosity Final Porosity

2.8 0.304 0.359
5.0 0.305 0.349
10.0 0.301 0.344
15.0 0.304 0.339

lower than 5%. Mature sedimentary rocks far along in their diagenesis will

have porosities substantially lower then 0.356. So in general oil and gas reser-

voirs are very unlikely to have such a high porosity. In this thesis we ignore

this fact but a non-uniform distribution with a mean average skewed toward

smaller particle sizes could possibly produce lower porosities. Alternatively,

non-spherical or clumped particles could be considered but at signi�cantly

increased computation times.

An algorithm was implemented to make an attempt at reducing the porosity

of the samples in the hopes of better modeling rock found in nature. The

algorithm acts on a sample created by the material genesis routines discussed

previously. A particle in the sample is randomly selected, p1. Two numbers

are then randomly selected using a uniform distribution between 0 and 2π.

These two numbers are then projected onto the unit sphere by,

R(θ, φ) = (sinθcosφ, cosθcosφ, sinφ). (4.3)

Equation (4.3) then provides a random direction in three dimensional space.

Next, unit vectors are obtained for the directions to all spheres in contact with

the selected particle p1 (these unit vectors are called contact vectors). The

neighbouring spheres are found by running through a linked list of contacts
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for the particle p1 (these are tracked for all particles in the models). The

angles between the random vector and contact vectors are found. If the angle

between a contact vector and the direction vector is greater than a set angle,

a new sphere is placed. In this fashion new particles are randomly introduced

into the void space of the assembly. The �oater routines discussed previously

are then applied. If there are any remaining �oaters, all non-�oaters are then

locked in position (by manually forcing their positions to be �xed) while the

remaining �oaters are expanded in size. The simulation is cycled forward.

The �oaters are then pushed towards the lowest possible energy state. The

contact forces of the particles are monitored. If they are too high, their radii

are reduced in the attempt of maintaining the desired isotropic stress, σt0, set

during the original genesis of the sample.

Samples with porosities as low 0.10 are achieved by inserting smaller particles

into the existing void space of the models. In principle even lower porosities

can be obtained, but the number of particles becomes quite large and the

simulations tend to be quite computationally expensive. Figure 4.2b shows the

stress strain curve of a 10 MPa triaxial test on a sample with a porosity of 0.245.

The initial stress strain curve of the sample before the addition of particles is

in Figure 4.2a. The uniaxial tests results are in Table 4.2. The curve in Figure

4.2b initially shows irregular non-elastic behavior. This is likely a result of

the sample being poorly connected with locked in forces unevenly distributed

through the system. Also, reducing the porosity produces an increase in the

compressive strength of the sample by about 15 MPa. The porosities of the

models are de�nitely related to their overall strength. Decreasing the porosity

provides additional grains for spreading out any applied load (the average

magnitude of the force chains are reduced). Ideally, for the most realistic

sandstone describing conventional oil and gas reservoirs, the porosities should
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Table 4.2: Triaxial Experiment Results

Porosity 0.3748 Porosity 0.2457

Peak Stress 175.15 Mpa 191.14 Mpa
E 17.88 Gpa 17.104Gpa
v 0.25718 0.1738

be close to 0.15-0.25; for unconventional reservoirs porosities can be as low as

0.05-0.08. However, for the models used throughout, no attempt is made to

adjust the high porosities. The main concern with reducing the porosities is

that it is computationally expensive and that the force chains may be disturbed

a�ecting the overall isotropy of the sample.

4.5 Sample Calibration

After the material genesis is complete, appropriate micro-parameters need to

be determined. In general, it is not intuitive as to what micro-parameters

should be chosen to achieve the overall desired macroscopic behavior. The

micro-parameters that determine the macroscopic behavior of the unbonded

models are Rmin, Rmax, σ
t
0, ρ, kn/ks, Ec, and µ, which were discussed in Chap-

ter 3 Section 3.2.2. With the parallel bond logic there are the �ve additional

parameters, k̄n/k̄s, Ēc, σ̄c, τ̄c, and λ̄ (also discussed in Chapter 3 Section

3.2.2). If one wishes to model a sandstone these micro-parameters must be

chosen in such a way to produce a sample with the proper elasticity con-

stants, uncon�ned compressive strength, angle of internal friction, and tensile

strength. In reality there is no simple way of determining appropriate micro-

parameters. The micro-parameters must be tweaked in such away so that the

model matches experimental data. In general the technique is to run uniaxial

tests to �rst match the Young's modulus of the sample and then match the
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a)

b)

Figure 4.2: a) Initial system with 2658 balls, porosity is 0.3748. b) System after

balls randomly inserted, now 14949 particles, porosity is 0.24567.
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Poisson's ratio. Once the elasticity constants are set, the strength of the sam-

ple is altered by changing the parallel bond strengths. Post peak behavior is

tweaked by altering the friction coe�cient. The initial micro Young's moduli

are chosen as values close to the desired macroscopic Young's modulus.

In the following section a sample is created and calibrated to laboratory tests

conducted by P. E. Senseny (1983) on sandstones from the Piceance Basin. A

cylindrical sample of diameter 0.01m and height 0.02m is calibrated to match

a sandstone with compressive strength of 175.6 MPa, E = 39.6GPa, and

ν = 0.26. The tensile strength of the sandstone is -13.77 MPa.

After several uniaxial tests, while tweaking various micro parameters, the sam-

ple is calibrated to a peak stress of 174.9 MPa, E = 39.0 GPa, ν = 0.26. See

Figure 4.3 for the stress strain curve from the uniaxial test. The curve shows

elastic deformation of the sample until abrupt brittle failure occurs as the axial

stress rapidly drops. The elastic regime of the curve is very sti� showing min-

imal hardening at the beginning of the simulation. In pratice, uniaxial tests

conducted in the laboratory display initial non linear behaviour as depicted in

the idealized curve from Figure 2.1a. The algorithm used in the material gen-

esis of these models implements homogenous, well connected, contact forces

throughout the sample whereas in reality rocks are generally quite heteroge-

neous. This is likely the main reason for the sti� behaviour observed at the

onset of the simulations on the bonded particle models. A Brazilian tensile

test is then conducted on the sample with a result of 49.9 MPa. The tensile

strength of the sample is approximately 3.6 times stronger than the actual

sandstone. It is a well documented fact that if a bonded sample is calibrated

to a set of elasticity parameters and compressive strength, the tensile strength

of the particulate will be much stronger than that of which is desired (Po-
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Table 4.3: PFC3D microproperties for sandstone, where is λ̄ the parallel bond

radius, Ec is the micro Young's modulus of the particles, Ēc is the micro Young's

modulus of the parallel bonds, k̄n is the normal sti�ness of the parallel bond, k̄s is
the shear sti�ness of the parallel bond, σ̄c is the normal parallel bond strength, and

τ̄c is the shear parallel bond strength.

Grains (particles) Cement (bonds)

ρ = 3400kg/m3

Rmax/Rmin = 2.8 λ̄ = 1.0
Ec = 37.9GPa Ēc = 38.9GPa
kn/ks = 1.9 k̄n/k̄s = 1.9
µ = 0.6 σ̄c = τ̄c = 156 + 35MPa

tyondy, 2012). In short, this is a side e�ect of all particles being spherical, and

non-granular. Grain/clump based models exist and �at jointed models are

being researched in attempt to better model both the compressive and tensile

strengths of a desired rock (Potyondy, 2011). For the following experiments

no attempts have been made to speci�cally calibrate the tensile strength of

the samples as such grain/clump-based models signi�cantly increase the com-

putation times.

The micro-parameters for this calibrated sandstone are Rmin = 0.00014m,

Rmax = 0.000392m and σt0 = 1.0 × 106Pa. The rest of the micro-parameters

are in Table 4.3.

4.6 Triaxial Tests

Triaxial tests are conducted on the created sample at varying con�nement

pressures to obtain the stress envelope. Tests are conducted at 10, 20, 30 and

50 MPa. These are compared with the compressive strengths from the labo-

ratory experiments conducted by Senseny (1983). There is some discrepancy

between the simulations and laboratory results. However, the numerical sim-

58



Figure 4.3: Stress strain curve for uniaxial test on calibrated sandstone.

Figure 4.4: Stress vs strain curves at di�erent con�nement pressures.
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Table 4.4: Laboratory results at di�erent con�nement pressures for sandstone from

the Piceance Basin (Senseny 1983).

Con�nement Pressure Laboratory Results Young's Modulus Poisson's Ratio

0 MPa 175.6 39.6 0.26
10 MPa 200.5 36.2 0.18
20 MPa 240.2 36.3 0.20
30 MPa 277.1 37.5 0.19
50 MPa 427.6 44.8 0.26

Table 4.5: Numerical results

Con�nement Pressure Numerical Simulations Young's Modulus Poisson's Ratio

0 MPa 174.9 39.0 0.26
10 MPa 225.4 46.6 0.16
20 MPa 253.3 43.1 0.19
30 MPa 277.9 44.6 0.17
50 MPa 328.7 46.6 0.16

ulations do show the increased peak strength with increasing con�nement of

the sample (see Figure 4.4). With the exception of the 50 MPa simulation, the

numerical results are in close agreement with the laboratory tests conducted

on the Piceance sandstone (see Tables 4.4 and 4.5). The 50 MPa laboratory

con�nement peak stress seems quite high and the Poisson's ratio is quite a bit

o�.

The model sandstone is now calibrated and is ready for the simulations and

analysis that is to follow in chapters 5, 6, and 7.
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Chapter 5

Brittle Deformation and its

Associated Microseismicity

In the previous chapters the geomechanics and bonded particle modeling the-

ory was introduced so that the models are now in a position to answer some

of the key topics discussed in the introduction. This chapter is divided into

two main parts where the �rst section is an article that was published in The

Leading Edge (Chorney et al., 2012). The sample calibration was completed

by P. Jain, the simulations of the models along with the geomechanical inter-

pretation was conducted by D. Chorney, the microsiesmicity analysis was done

by M. Grob, and �nal revisions by M. van der Baan. The second article further

develops topics discussed in the Leading Edge article and is a draft for sub-

mission to Tectonophysics. The inititial outline was drafted by M. Grob. All

simulations conducted by D. Chorney. The microseismicity analysis was done

by M. Grob. The bonded particle model theory written by P. Jain. The focus

of this chapter is on brittle deformation and its associated microseismicity.

Following the two articles is a general discussion.
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5.1 Geomechanical Modeling of Rock Fractur-

ing and Associated Microseismicity

5.1.1 Introduction

Microseismic monitoring is increasingly being used to assess in real time the ef-

fectiveness of hydraulic fracture treatments. Operators are interested in three

key questions. (1) Where are the microseismic events occurring (what is the

size of the microseismic cloud)? (2) What is the failure mechanism (are frac-

tures opening, closing or shearing)? (3) Why is failure occurring in speci�c

locations but not others (why are fractures not always symmetric with respect

to the injection well and what is the geomechanical behavior of the reservoir)?

In particular, the last question is di�cult to answer from the recorded seis-

micity alone since the geomechanical behavior depends on the in situ stress

�eld, the local rock properties (lithologies), and any existing areas of weakness

including faults, fractures and joints (Grob and Van der Baan, 2011). Geome-

chanical modeling can thus play a key role in better understanding both brittle

and ductile deformation inside a reservoir due to hydraulic fracturing and the

resulting microseismicity. Bonded- particle modeling (BPM) is becoming an

important computational tool for modeling the complex dynamical behavior

of rocks rupturing given a set of boundary conditions (Potyondy and Cun-

dall, 2004). Rocks are modeled as the aggregation of (typically) thousands of

bonded spherical particles with the goal of reproducing the macroscopic prop-

erties of the material and possibly additional features such as microseismicity.

This method allows the modeling of realistic materials by specifying appro-

priate intrinsic particle properties as well as inter-particle (bond) properties.

Rupture is modeled through the breaking of the bonds that link the particles
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(Hazzard et al., 2000). Thus it is only the material properties, primarily the

bond strength, which determine the size and shape of a rupture, providing a

clear link between the geomechanics occurring in a reservoir and the recorded

microseismicity. The resulting source mechanism is inferred from the type of

bond breakages (normal or shearing) and their temporal and spatial evolution.

A bonded-particle method therefore allows one to investigate in a controlled

fashion the interaction of geomechanical reservoir behavior, rock properties,

in situ stress �eld, existing fractures and the resulting microseismic event lo-

cations, source mechanisms and both seismic (brittle) and aseismic (plastic)

deformation. Here we demonstrate the utility of the method by simulation

of triaxial compression tests using calibrated sandstone models. Speci�cally,

the models are tested with and without the introduction of a circular plane of

weakness. The kinetic energy in the system is monitored and moment tensors

for the failure mechanisms are extracted. The models show fault nucleation

in the post peak stress regime for homogeneous samples and localization of

bond failures at the edges of the joints for the samples with the circular planes

of weakness. The kinetic energy from the bond breakages is compared with

the radiated energy, the discrepancy between them being about two orders of

magnitude.

5.1.2 Bonded Particle Model

A synthetic rock model is formulated by generating a set of particles inside

a �nite domain, and specifying the contact properties for inter-particle bonds

(Potyondy and Cundall, 2004; Figure 5.1a). Parallel bonds are used to spec-

ify the interactions between two particles in contact and are representative of

cementation between the two adjacent particles. This �cement� allows both
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a) b) c)

Figure 5.1: Images of the calibrated sandstone. a) The assembly sample showing

the con�ning walls. b) The force chains between particles shown in green before

compression. c) The bond breakages after stress has been applied to the assembly

(normal bond breakages in red and shear bond breakages in black).

forces and moments to be transmitted over a �nite area (either circular or rect-

angular). The force on each ball (Figure 5.1b) is linearly proportional to the

displacement between the balls (ie. linear springs). The force can be resolved

into normal and shear components, with coe�cients of proportionality given

by the normal sti�ness kn and shear sti�ness ks respectively. Parallel bonds

allow for both compressive and tensile forces depending on the sign of the

contact displacement. The intrinsic ball properties include the density r (kg

m-2), radius r (m) and friction m (dimensionless). This assembly of particles

can deform freely and bonds can be broken to represent local failure (Figure

5.1c). Bonds are characterized by normal and shear strengths, and together

with the friction coe�cients, are used to model tensile and shear failure. Such

a discontinuum-based approach seems more appropriate to model rock defor-

mation through failure since it eliminates the need for complex constitutive

relations required for continuum approaches (Hazzard et al, 2000).

To simulate the behavior of an interface, BPMs can use a smooth-joint con-
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tact model (for an overview, see Ivars et al., 2011). The essential idea is

that particles can slide past one another along a plane irrespective of particle

size or contact orientation. The smooth joint reduces the e�ect of the local

topography or rugosity intrinsic of a plane composed of spheres.

Finally, with all parameters set, the dynamical evolution of a particle assembly

is achieved by the repeated and simultaneous application of both a force-

displacement relation and integration of Newton's second law to calculate new

particle velocities and positions after a small time increment. For a more

thorough discussion of the theory behind the BPM, see Potyondy and Cundall

(2004).

An essential �rst step is model calibration, which is achieved by comparing

compression and fracture simulations with known properties of materials mea-

sured from equivalent laboratory tests. Here the micro-parameters of the BPM

simulation (i.e. particle and bond properties) are �tuned� until the desired be-

havior of the assembly is attained.

We simulate a cylindrical sample of sandstone with height 20mm and radius

5mm, using a parallel-bonded model. By performing uncon�ned triaxial tests,

the model is calibrated to a Young's Modulus, E, of 14.5 GPa, and Poisson's

Ratio, n, of 0.30. The uncon�ned peak stress of the sample, σf , is 105 MPa,

with a crack initiation stress, σci, of 47 MPa. For this model, the crack ini-

tiation stress occurs when the number of bond breakages is 5% of the total

breakages at peak stress. The following macroscopic properties are obtained

using the procedures outlined in Potyondy & Cundall (2004). See Tables 5.1

and 5.2 for in-depth parameters of the calibrated sample.

A general comment is in order regarding the tensile strength of parallel-bonded

particle models. It is well documented that for a bonded sample calibrated to
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Table 5.1: PFC3D microproperties for sandstone, where is λ̄ the parallel bond

radius, Ec is the micro Young's modulus of the particles, Ēc is the micro Young's

modulus of the parallel bonds, k̄n is the normal sti�ness of the parallel bond, k̄s is
the shear sti�ness of the parallel bond, σ̄c is the normal parallel bond strength, and

τ̄c is the shear parallel bond strength.

Grains (particles) Cement (bonds)

ρ = 3000kg/m3

Dmax/Dmin = 2.8 λ̄ = 1.0
Ec = 16GPa Ēc = 16GPa
kn/ks = 8.423 k̄n/k̄s = 8.423

µ = 0.5 σ̄c = τ̄c = 112 + 33MPa

Table 5.2: Macroproperties from uniaxial tests.

Property PFC3D Calibrated Sample

E (GPa) 14.5
ν 0.30

σf (MPa) 105
σci(MPa) 47
ρ(kg/m3) 1920

a set of elasticity parameters and compressive strength, the tensile strength

of the sample is overestimated (Potyondy, 2011). This is a limitation of the

model, which uses spherical as opposed to more realistic granular particles.

Grain/clump based models and �at jointed models attempt to better model

both the compressive and tensile strengths of rock samples (Potyondy, 2012).

Therefore, in the following simulations the tensile strength of the sample is

higher than that of a sandstone, by an estimated 5-6 times. As rocks un-

der compression tend to fail �rst by tensile fracturing, the samples will be

somewhat stronger.
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5.1.3 Microseismicity

Bond breakages, and the associated release of strain energy, form seismic events

(Hazzard et al, 2000). Speci�cally, the energy released during bond break-

ages, in the form of seismic waves, trigger further cracking by increasing local

stresses, which exceed the strength of neighboring bonds. The coalescence

of these micro-cracks constitutes a macro-rupture. The moment tensor cor-

responding to an event can be computed by analyzing the force changes at

contacts around the source particles (Hazzard and Young, 2004). The mo-

ment tensor is then calculated at each time step over the duration of the event

by assuming that a shear fracture propagates at half the shear wave velocity

of the medium (i.e. from the time of breakage to twice the time for a shear

wave to propagate to the edge of the source area). If a new crack forms within

the source surface of an active crack, the two cracks are considered part of the

same seismic event. The source area S is expanded to enclose all source parti-

cles and the time is reset to zero. This algorithm requires the use of dynamic

damping in which damping of the system is reduced when cracking occurs. It

is important to note that this causes a relative increase of kinetic energy in the

system which may disrupt bonds close to failure. In fact, a sample has been

documented to have a ~15% reduction in peak strength with the introduction

of dynamic damping (Hazzard et al., 2000). Consequently this failure tends

to be more abrupt yielding stress-strain curves with jagged peaks.

5.1.4 Mechanical Observations

Using a calibrated sandstone model, several tests are performed. The �rst set

of simulations are conducted on the intact calibrated sample. Stress-strain
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a) b)

Figure 5.2: Di�erential stress strain curves for a) homogenous samples and b)

samples with circular smooth joint inserted.

curves at 0 MPa, 20 MPa, and 40 MPa con�ning pressures are obtained, see

Figure 5.2a. The simulations are run until 80% of the absolute peak stress

is achieved (post peak stress). As expected, an increase in con�ning pressure

increases both crack initiation and peak stress of the sandstone. In the uncon-

�ned triaxial test, the failure is likely a result of tensile failure and the bond

breakages in the sample are uniform throughout the sample. For the failure of

the samples under con�nement, shear fracture is readily observed as the bond

breakages localize along distinct planes.

The next set of tests are conducted using the same calibrated sandstone model

with the introduction of smooth joints. A circular joint is placed at 27 degrees

from the vertical axis with a radius of 6mm, see Fig. 5.3. The coe�cient of

friction of the joint is set at 0.2. Triaxial tests are conducted at con�ning

pressures of 20 and 40 MPa (Figure 5.2b for the corresponding stress strain

curves). Comparing the jointed and non-jointed samples at 20 MPa con�ne-

ment, the peak di�erential stress is reduced from 137.8 to 53.2 MPa. In general,

the strength of the sample is dramatically reduced by the introduction of the

joint. New cracks are mainly located at the edges of the joints as propagation

of the plane of weakness becomes the primary mechanism for fracture devel-
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a) b)

Figure 5.3: The calibrated sandstone sample with circular smooth joint inserted.

The joint is 27 degrees o� the vertical axis and has a radius of 6mm. a) Sample

before simulations. b) 40 MPa sample after triaxial test (normal bond breakages in

red and shear bond breakages in black).

opment, see Fig. 5.3b. Further analysis shows that increasing the con�ning

pressure substantially decreases the di�erential peak strength of the jointed

sample (see Fig. 5.2b). This appears counterintuitive as it is expected that

the sample will be strengthened with increased con�ning stress. However, in

the present case, the size of the asperity is large in relation to the size of the

sample. The edges of the crack are close to the radial boundary. This induces

a signi�cant near-stress �eld in the proximity of the crack tips contrary to

far-stress �elds usually considered in rock mechanics (Jaeger et al., 2001). In

the axial direction the source of the stress �eld is further out from the joint.

The result is that the sample is weakened despite the increase in con�ning

stress. We have found that simulations with smaller joint lengths (relative to

specimen size) reproduce the familiar increase in peak strength with increasing

con�nement pressure, see Table 5.3.

The energy released by the failure of bonds in the samples can be computed

from the spikes in kinetic energy following bond breakages. The kinetic energy
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Table 5.3: Absolute peak stress of the samples. Sample radius is 5mm. Table

lengths are radii of the circular joints.

Con�nement
Pressure

No Joint Joint-6mm Joint-4mm Joint-3mm Joint-2mm

20 MPa 157.8 MPa 73.75 MPa 129.8 MPa 145.7 MPa 154.7 MPa
40 MPa 200.5 MPa 75.3 MPa 149.3 MPa 171.1 MPa 192.2 MPa

of the sample is computed by measuring the instantaneous velocities (both

translational and rotational) of all particles in the system, both before and

after bond breakages. The kinetic energy before failure is subtracted from

the maximum of the kinetic energy spike following a breakage, and the total

kinetic energy emitted is then estimated from the sum over all bond breakages.

Routines are also available to calculate the boundary work at any given time,

which gives the total input energy of the system. Measuring the ratio of the

bond failure kinetic energy and the system input energy gives an estimated

percentage for the brittle failure of the simulation (see Table 5.4). For the

sample with 0 MPa con�nement, the kinetic energy from brittle failure is

about 9% of the input energy. A key observation is that brittle failure is

reduced approximately by half in the presence of con�ning pressure. This

result is supported by laboratory experiments that show a higher mean stress

will cause failure to be more ductile than brittle. With the introduction of

joints the change in brittle energy content is not signi�cant. This may be a

symptom of the timescale of the simulations, which are run until 80% peak

failure is met. Instead, it may be more suitable to have the simulation end

when a �xed axial strain is met or to hold the energy input of the system

constant across all simulations.
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Table 5.4: Energy content at the end of simulations.

Experiment Kinetic
Energy from
Bond
Breakages (J)

Boundary
Work (J)

Brittle
Failure
Percentage

0 MPa - No joint 0.0698 0.7095 9.84 %
20 MPa - No joint 0.0761 1.7287 4.40%
40 MPa - No joint 0.1745 3.4986 4.99%
20 MPa - Jointed 0.0194 0.4449 4.36%
40 MPa - Jointed 0.0225 0.4156 5.41%

5.1.5 Microseismicity Analysis

The number of microseismic events in each simulation follows an exponential

curve as the applied stress increases. This behavior is similar to real labora-

tory experiments (Jouniaux et al., 2001). A comparison of the total number of

events for samples without a joint (Table 5.5) shows that a higher con�nement

leads to more failure. For simulations with the joint, the plane of weakness

accommodates the deformation and thus reduces the peak strength of the spec-

imen. The number of events is drastically reduced. By construction, the joint

will also decrease the number of bond breakages as particles neighbouring the

joint are unbonded. These results are consistent with laboratory experiments

performed by Jouniaux et al. (2001).

The analysis of the micro-cracks shows that more than two thirds of the events

are single bond breakages (cf Table 5.5). A single bond event has an average

magnitude of -7.7 although the magnitude can range between -9 to -7 depend-

ing on the force variations. The radiated energy calculation, Es, is based on

the Gutenberg-Richter relationship between the moment magnitude Mw and

the energy (Kanamori, 1977):
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Table 5.5: Microseismicity analysis.

Samples Number
of

events

% of
single
-

bond
event

Radiated
energy
(J)

%
radiated
energy /
boundary
work

b-value D-value

0 MPa no joint 1723 73 0.000785 0.1 2.35 ±0.2 2.73 ±0.11
20 MPa no joint 2868 66 0.001433 0.08 2.25 ±0.08 2.79 ±0.08
40 MPa no joint 4276 65 0.002699 0.08 2.14 ±0.09 2.80 ±0.09
20 MPa jointed 600 71 0.000282 0.06 2.33 ±0.13 1.67 ±0.09
40 MPa jointed 610 73 0.000399 0.08 1.59 ±0.09 1.54 ±0.12

Es = 10(11.8+1.5∗MW ) (5.1)

The ratio between the radiated energy and the boundary work is below 0.1%.

Es is also compared with the measured kinetic energy after the bond breakages

in the sample. The discrepancy between the two is more than two orders of

magnitude. However, it should be noted that the Gutenberg-Richter formula

was developed for earthquakes with a magnitude higher than 5 and should

certainly be modi�ed for smaller-scale types of events. Additionally, this em-

pirical relationship assumes a double-couple type of mechanism whereas most

of the events in our simulation show tensile behavior (Figure 5.5).

A sparse distribution of events is displayed in Figure 5.4 for the uncon�ned

experiment at the three di�erent stages. A macro fracture plane appears

after the peak stress has been reached for the non-jointed sample at 40MPa

con�nement. For the jointed samples, the plane of weakness causes the events

to localize near the smooth joint very early on in the simulations. Di�erences

in event location distributions are quanti�ed through the fractal dimension D,

which measures the clustering of events (Grassberger and Procaccia, 1984). A

D value close to 3 signi�es a uniformly distributed cloud of events whereas a

D value below 2 is found for events located over a planar structure. A D value
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above 2.7 is found over all events for all simulations without the joint (cf Table

5.5). This is in agreement with the visual spread of the events observed. A

D value around or below 2 is found for the jointed experiments at con�ning

pressures 20 and 40 MPa. This suggests that events localize along planar

structures in the sample.

Another important statistical value is the exponent of the power law distribu-

tion of the event magnitudes �rst described by Gutenberg and Richter (1944),

denoted by b. A low b-value implies more large events whereas a high b-

value means more small events. In our simulations the lowest b-values are

found for the 40 MPa con�ned experiments, which is consistent with Ami-

trano (2003) who show b-values depend inversely on stress (Amitrano, 2003).

More recently, b-values over 2 have been found to be directly related to tensile

fracture mechanisms (Maxwell et al., 2008). The b-values computed for all

simulations are rather high, typically above 2. The source mechanisms for

events are represented on a Hudson plot (Hudson et al., 1989) in Figure 5.5.

They predominantly range from opening to closing types of events, so tensile

failure seems to be indeed correlated with very high b-values. A few events are

at the center of the Hudson plot, which indicates a strike-slip type of mecha-

nism. No di�erence in terms of source mechanism can be found between the

di�erent stages of the experiment. Longer simulations are expected to expose

a complete localization of the events along a macro fracture plane. In this

case, sliding will occur (Jouniaux et al., 2001), leading to more strike-slip type

of mechanisms.
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Figure 5.4: Images of the event locations at di�erent stages for three di�erent

simulations.
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Figure 5.5: Source mechanisms of events for the simulations shown in Figure 5.4

represented on a Hudson plot. The colors de�ne the di�erent stages during the

experiments according to Figure 5.4. 0 MPa no joint (left), 40 MPa no joint (middle)

and 40 MPa with smooth joint (right).

5.1.6 Discussion

In this article we simulate acoustic emissions and geomechanical deforma-

tion in a simple triaxial compression test to demonstrate the capabilities of

bonded-particle methods. Obviously the actual geomechanical behavior inside

and surrounding a reservoir during hydraulic fracturing is signi�cantly more

complex; yet analysis of the energy balance already allows us to draw some

conclusions on ratios between aseismic (ductile) versus seismic (brittle) defor-

mations. Often substantial di�erences are estimated between the total input

energy inferred from �uid injection rates and pressures, the fracture energy to

pry apart the walls of a single very large fracture, and the radiated energy ob-

served from recorded seismicity. The injected energy is 104 � 107 times larger

than the estimated radiated seismic energy, and the fracture energy is inferred

to equal 15 � 40 % of the input energy (Maxwell et al., 2008; Boroumand

and Eaton, 2012). These energy calculations incorporate several key factors

and assumptions. The injected energy includes the work done to cause local

rock failure and deformation but also �uid friction inside the well, rocks and

any leak o�. The fracture energy purely entails tensile opening of an existing

crack but excludes the work required to create new fractures. Estimates of the

amount of radiated seismic energy are based on empirical laws commonly used
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in global seismology that assume double-couple source mechanisms and thus

pure shear but no tensile deformation (failure). In geomechanical modeling the

boundary work (input energy) equals the sum of exerted body forces (grav-

ity), kinematic energy (bond breakages), frictional work, strain energy (ductile

deformation) and internal damping. The kinematic energy includes thus both

shear and tensile failure, and represents about 4 � 10 % of the total energy

(Table 5.4). On the other hand, the estimates for the seismic radiated energy

comprise only 0.08 � 0.10 % of the total energy (Table 5.5), and are thus 50 �

100 times smaller here than the actual amount of brittle failure (work). This

implies that computations based on the amount of radiated energy inferred

from seismic moment calculations may always signi�cantly underestimate the

percentage of incurred brittle failure, partially since the underlying empirical

laws exclude tensile failure. Finally, when examining the radiated or kinetic

energy from brittle failure, in either case, the energy is substantially lower

than the input energy. It seems reasonable to conclude that ductile deforma-

tion must be a signi�cant term in the energy budget for both the proceeding

simulations and for hydraulic fracturing experiments in general.

5.1.7 Conclusion

An important question in the monitoring of a reservoir is what the exact link

is between the recorded microseismicity and the actual geomechanics. Inde-

pendent observations of event locations, source mechanisms and stresses are

used to infer their relationship but often observations are not made at the

same location (around wells for stresses, further away and deeper for micro-

seismic events) or at the same scale. It is also possible aseismic deformation

may take place, preventing the use of recorded microseismicity for deduction
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of the geomechanical behavior in the reservoir. One possible way to de�ne the

interaction between rupture mechanisms and recorded events is by the use of

modeling. In this article, we have used the bonded particle method to explore

the rupture mechanisms of a sandstone model under di�ering con�nement pres-

sures both with and without a joint. We �nd the radiation energy to be about

50-100 times smaller than the kinetic energy from brittle failure. This suggests

the possibility that radiated energy calculated by the Gutenberg-Richter rela-

tionship may underestimate the energy incurred from brittle failure. Whatever

the case, energy from brittle failure is substantially lower than the input en-

ergy suggesting ductile deformation is a signi�cant term in the energy budget.

These preliminary experiments produce both interesting and quanti�able re-

sults suggesting the bonded particle method is a viable approach for modeling

more complicated scenarios. Ultimately, it is both a real desire, and perhaps

a possibility, to include the complexity of �uid injection in the hopes of better

modeling hydraulic fracturing experiments.

5.2 Energy Budget Discrepancy between Rock

Fracturing and Associated Microseismicity

Abstract

Many studies of hydraulic fracturing of oil and gas reservoirs have raised the

issue of energy balance between the injected �uid volume and the recorded

microseismicity. Indeed the injected energy is 104 -107 times larger than the

estimated radiated seismic energy. The computation of the di�erent energy

components are based on several assumptions, including the well-known em-
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pirical energy-magnitude relation inferred for large magnitude earthquakes.

To address this problem, we use a bonded-particle geomechanical modeling

approach which allows us to compute each energy component independently.

To test our model, we simulate triaxial compression on sandstone samples.

Based on our independent computation of the radiated energy, we propose an

updated empirical energy-magnitude relation. This relation should be more

suitable for microseismic events with various rupture mechanisms including

volumetric changes. However we still �nd a discrepancy between the radiated

energy and the strain energy: the radiated energy only represents 2.5% of the

input strain energy. Aseismic deformation processes are the best candidate to

explain the di�erence.

5.2.1 Introduction

Earthquakes are the mechanism through which the potential (or strain) energy

stored in a fault plane is released in the form of seismic waves, radiated energy,

but is also lost through friction and surface energy as new fractures are created

in the subsurface (Kanamori, 2001; Scholz, 2002). The seismic e�ciency η is

a measure of the partitioning of energy during an earthquake and is equal to

the ratio of radiated energy over the change of strain energy due to the slip

on the fault. For most earthquakes, this seismic e�ciency is found to be less

than 0.06 (McGarr, 1999) implying that most of the released strain energy

cannot be recorded at the surface.. In general,η is strictly an estimate as it

requires knowledge of the total stress changes at the fault but only the radiated

energy can be determined from seismological observations directly (Kanamori

and Rivera, 2006; Kanamori, 2001; Scholz, 2002).

Many studies of microseismicity in the context of hydraulic fracturing of oil
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and gas reservoirs have attempted to assess the energy balance after injection

(Boroumand and Eaton, 2012; Maxwell et al., 2008). These studies also show a

discrepancy between the injected �uid volume (input energy) and the recorded

microseismicity (radiated energy). Indeed the injected energy is around 105

times larger than the estimated radiated seismic energy, and the fracture en-

ergy is about 15-40% of the input energy (Boroumand and Eaton, 2012). The

computation of the di�erent energy components are based on several assump-

tions, including the well-known empirical radiated energy-magnitude relation

(Kanamori, 1977) inferred for large magnitude events with a double-couple

failure mechanism. Part of the underestimation of fracture energy is due to

the smallest magnitude events not being recorded, but even after correction

for missing events using the Gutenberg-Richter magnitude distribution, the

discrepancy remains (Boroumand and Eaton, 2012).

Without direct access to the subsurface rock it is di�cult to infer what ge-

omechancial processes are responsible for the observed microseismicity and

how the energy is actually dissipated. Geomechanical modeling is one tech-

nique that can provide some insight into the dissipation of energy in the reser-

voir. Bonded particle modeling provides a means to simulate both the ge-

omechanical rock deformation and the related microseismicity (Hazzard et al.,

2000; Potyondy and Cundall, 2004). It allows for the spontaneous develop-

ment of cracks under applied stress. The source mechanisms of the cracks

can then be investigated and linked to the overall deformation of the medium

(Hazzard and Young, 2000).

In this article, to address the problem of energy balance, we use a bonded-

particle geomechanical modeling approach, which allows us to compute each

energy component independently (Chorney et al., 2012). To test our model,
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we simulate triaxial compression conducted on a calibrated sandstone model.

This choice of simulation is motivated by the fact that sandstone is a common

porous rock (where hydrocarbons are found), and triaxial laboratory exper-

iments are well-documented providing a means of comparison of our results.

The outline of the remainder of this article is as follows. The second section

of this paper is devoted to the description of the model and the explanation

of the relevant simulation parameters. Section three presents the simulation

results and associated microseismicity calculations. In section four we discuss

our results and make a comparison of our modeling with larger scale examples.

5.2.2 Modeling

Bonded Particle Model

The discrete element method (DEM) is a class of �nite element methods

whereby a material system is represented by independent discrete elements,

typically of micrometer to millimeter size (Cundall 1971). It has become a

powerful tool for simulating the mechanics of rock materials. The essential

idea of the method is that each element interacts with adjacent elements by

specifying contact interactions. Rotational degrees of freedom are also allowed

so that interacting elements can impart not only normal and shear forces, but

also moments. By creating an assembly of many such interacting, and in gen-

eral non-identical elements, it is possible to simulate rock mechanics for a wide

range of heterogeneous materials. However, the fact that each particle does

not necessarily represent an actual particle (or grain) in the system means

that the use of DEM should be accompanied by a model calibration process

whereby the micro-parameters speci�ed for the model are chosen such that
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they lead to desired macro-parameters (eg. Young's modulus and uncon�ned

compressive strength) for the material.

A bonded particle model (BPM; Potyondy and Cundall, 2004) is a speci�c

implementation of DEM that simulates rock deformation using an assembly

of rigid, round particles that are bonded together using the parallel bond

logic. (The canonical BPM implementation uses disks (in two-dimensions) or

spheres (in three-dimensions) as the basic element referred to as �balls� or

�particles�.) This assembly of particles can deform freely and bonds can be

broken to represent local failure. Such a discrete approach is more appropriate

to model rock deformation through failure since it eliminates the need for

complex constitutive relations required for continuum approaches (Hazzard et

al., 2000). In addition, microseismic events can be inferred by integrating local

bond failure in both space and time (Hazzard and Young, 2004).

BPMs are therefore a highly �exible implementation of DEM that can be used

- in principle- to model a wide range of geomechanical structures and processes,

including for example: compression and fracture tests (rock modeling), bulk

�ow, mixing, rock cutting, excavation and hydraulic fracturing. To investigate

the utility of BPM methods, in this article, we report on simulations of fracture

formation and propagation during triaxial compression tests on sandstone.

We have employed the Particle Flow Code 3D (PFC3D) software package

(Itasca Consulting Group, 1999), which implements the BPM. We describe the

formulation of the model below, including the crucial step of model calibration,

required for comparison to experiments with real rock samples.
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Material Genesis

A BPM is formulated by generating a set of particles inside a �nite domain and

specifying the contact properties for inter-particle bonds. Typically, the parti-

cle and contact properties are sampled from a multivariate distribution so that

a heterogeneous (irregular) assembly may be simulated. In three-dimensional

models the �nite domain is formed by the union of two-dimensional surfaces

(i.e. walls) that form a closed region in space. Moreover, these surfaces can

be either �xed (for static situations) or moving (under dynamic loading). The

choice of boundary conditions is naturally problem-dependent, but with some

combination of the above mechanisms it is usually possible to model many

geomechanical problems of interest.

The BPM consists of specifying a set of intrinsic ball properties, which includes

density ρ, average radius R and friction µ. Given these parameters, it is

possible to determine the porosity of the sample as n = 1− Vp/V where V is

the volume of the sample and Vp is the total volume of the particles (indexed

by i) given simply by V =
∑

i
4
3
πR3

i for the case of spherical particles.

To construct the BPM, one must additionally specify the bond properties.

Bonds represent the addition of a cementious material between two adjacent

particles. This �cement� allows both forces and moments to be transmitted

over a �nite area, and therefore allow a realistic model of many rigid materials.

The bond can be envisioned as elastic springs (transmitting Hooke's law type

forces) spread uniformly across a circular area centered at the contact point

perpendicular to the contact plane. Parallel bonds are speci�ed by the normal

and shear sti�ness (kpbn and kpbs respectively), the normal (tensile) and shear

strength (ωc and τc respectively) and an additional parameter, the bond radius

Rpb. Because the parallel bond acts over a �nite area (determined by the
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bond radius), the parameters ωc and τc are expressed as the maximum normal

or shear stress before the parallel bond breaks. In short, the parallel bond

implement forces and moments that act as resistance for the two particles to

both translate and rotate away from each other in both the normal and shear

directions on the contact plane.

After specifying the particle and bond properties, as well as any external load-

ing (as in the case of compression tests), the dynamical evolution of the sample

is calculated using the simultaneous application of a Force-displacement rela-

tion and Newton's second law (Potyondy and Cundall, 2004). For rock me-

chanics tests, the usual procedure for material genesis is given by the following

steps:

1. Compact Initial Assembly. Create assembly within cylindrical walled do-

main with desired porosity.

2. Install speci�ed isotropic stress

3. Reduce number of `�oating' particles. This removes particles that have less

than three bonds, thus ensuring a denser bond network.

4. Install parallel bonds

Compression Tests

Following the materials genesis procedure triaxial compression tests are im-

plemented as follows. The top and bottom platens (walls) are accelerated to a

�nal velocity, representing the axial compression while a speci�ed stress �eld

is maintained on the lateral walls. During the simulation the (engineering)
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axial stress and strain are monitored. From these variables the Young's mod-

ulus (slope of stress-strain curve) and rock strength (deviation from elastic

behavior) of the sample may be inferred.

At su�cient compressive load, fracturing may occur due to the propagation

of micro-cracks (ie. broken bonds) in the system. If the tensile or shear stress

exceeds the maximum tensile or shear strength of the parallel bond, a breakage

will occur. The fracture angle is related to the rock strength and stress tensor.

Moment Tensor Algorithm

The bond breakages leave unbalanced forces on all particles neighboring the

source breakage. By monitoring changes in forces, it is possible to model source

mechanisms for the failure. Hazzard and Young (2004) created an algorithm

that extracts the moment tensors for such failure.

When a bond breakage occurs in the BPM, the broken parallel bond is con-

sidered a single crack occurring between two particles. The moment tensor for

a single breakage is calculated by measuring the changes in contact forces at

all contacts surrounding the two particles for the duration of the event. The

duration of the event is half the speed of the shear wave velocity over a dis-

tance of the average diameter of the particles in the sample. At each time step

the change in forces at the contacts are measured against the initial contacts

just before the bond breakage. Then for single bond breakages the moment

tensor is calculated by summing up all moments to the surrounding contacts

(Hazzard and Young, 2004).

For a single crack, the source location is at the center between the two par-

ticles involved in the breakage. A bond breakage that occurs between any
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two random particles is about the same magnitude as the average size of the

particles is about the same throughout the sample (The net forces following

the breakages are similar as the masses are similar). In order to model a

broad range of magnitudes of events, a rupture must be de�ned. A rupture

is de�ned as a larger event that includes multiple cracks. The rupture occurs

when there are multiple cracks that occur within close proximity of the initial

crack. Speci�cally, a new crack must share one if its particles with a crack

already within the rupture and must have occurred within the duration of the

event. Thus a rupture is a coalescence of many bond breakages. The larger

magnitude event is complete when no new crack occurs within proximity of

the existing cracks. The moment tensor is again calculated by summing over

all contacts surrounding all particles involved in all of the bond breakage pairs

within the rupture. The event location is now the geometric centroid of the

cracks.

Damping

As a bonded particle model essentially behave as a large system of springs,

a damping parameter is needed to reduce unrealistic kinetic energy in the

system. In order to dissipate the kinetic energy a damping parameter is intro-

duced. The damping creates a �ctitious force that opposes the net unbalanced

forces,on the particles in the model. The magnitude of this force is given by,

FD = −α|Fnet|sign(V ) (5.2)

where α is the user-de�ned damping parameter, Fnet is the net force on the

particle, and V is the velocity. Assuming a single mass spring system subject

to only FD , a quality factor Q is derived where,
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Q =
π

2α
(5.3)

(Itasca Consulting Group, 1999). This equation provides an estimate for the

damping parameter needed to match the wave attenuation parameter Q of

a rock. However, the estimate does not include energy lost to friction.When

monitoring and analyzing changes in kinetic energy within the system, the

damping does indeed have a signi�cant e�ect on the measured energy release

from bond breakages throughout the system. Such a Q factor is not realistic at

low damping where the force of friction greatly outweighs the damping force.

Throughout the paper the user-de�ned damping parameter α will be used.

Parameter Calibrations

In order to align the simulated synthetic rock mass with the behavior of a real

material (and therefore to have some con�dence in the interpretation of the

simulations) one must undertake a model calibration process. Here the micro-

parameters of the DEM simulation (ie. particle and bond properties) are

�tuned� until the desired behavior of the assembly is attained, as determined

through the calculation of macro-parameters and their comparison with known

properties of materials found in laboratory tests. For example, if simulating a

compression test, one can calculate the stress-strain curve for the material and

hence derive the Young's modulus and rock strength, which can be compared

to known values for an equivalent compression test in the laboratory.

It is worth adding a note of caution in the application of BPMs to model

heterogeneous materials. One must perform convergence tests with respect

to particle number and size. Even so, the BPM behavior may di�er from a

real rock sample for a number of reasons. For example, the use of spherical
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particles can lead to spurious dynamics that may be avoided by utilizing a

more complex elementary particle shape.

5.2.3 Simulations

Samples

For the following simulations a triaxial sleeve is created of height 2cm and

radius 0.5cm. Initially, the samples are calibrated to match that of a sand-

stone from the Piceance basin with uncon�ned compressive strength (UCS)

175.6MPa, E=39.6 GPa, and ν=0.26 (Senseny 1983). Five random packings

of the spheres are created with identical microparameters on which uncon�ned

compression tests are conducted. The seeds for the random number generator

for the packing of the spheres are the only attributes varied for the �ve sam-

ples. These samples, S7, S8, S9, S11 and S12 are created using seed's 7, 8,

9, 11 and 12, respectively, for the random number generator. For the initial

calibration, the damping parameter, α , is left at the default value of 0.7. The

values for the average UCS, E, and υ are, 178 ± 4 MPa, 38.8 ± 0.4 GPa, 0.26

± 0.01, respectively. For individual values see Table 5.6. In order to model

the dynamic behavior of the samples and to appropriately analyze changes in

kinetic energies of the system, the damping parameter must be appropriately

set. For the following simulations, the damping parameters are updated from

a value of α=0.7 to α=0.05236. This lower damping parameter is selected to

encourage more dynamics in the system. The low damping will produce larger

magnitude events and less attenuation of seismicity promoting a more realistic

distribution of microseismic events (Hazzard et al., 2000).

With a higher quality factor of the rock, uniaxial testing produces updated

87



Table 5.6: Mechanical properties of the simulated samples. E is the Young's

modulus; ν is the Poisson's ratio; and UCS is the uncon�ned compressive strength

Sample E(GPa) ν UCS (MPa)

S7 39.0 0.27 180.0
S8 38.6 0.26 178.7
S9 39.0 0.26 172.0
S11 38.3 0.25 183.8
S12 39.2 0.25 176.1

Figure 5.6: Example of a sample with plane weakness colored in red.

values of the UCS, E, and ν which are 162 ± 6 MPa, 39.1 ± 0.3 GPa, and 0.26

± 0.01, respectively. The average value of the Young's modulus and Poisson's

ratio remain about the same, but the compressive strength of the samples

drop by about 9 %. It is important to note that the lower damping parameter

results in greater kinetic energy within the system. This in turn disrupts bonds

closer to failure. A low Q factor (high damping) implies numerous single-bond

breakages, in general about 75% of the total number of events, whereas low

damping simulations allow for larger building events with approximately 65%

of single-bond events.
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Simulations

Triaxial tests with a con�ning pressure of 20 MPa are applied to the calibrated

samples S7 to S12. The triaxial tests are run until the axial strain is larger

than 1%, in which case full nucleation of the shear fractures develop as the

sample fails in a brittle fashion. In addition, tests are performed on samples

with a region of unbonded particles enclosed inside. In Figure 5.6 the particles

highlighted in red are unbonded. Such a region should be imagined as an

imperfection in the rock that could act to further localize the fracturing of the

sample. These �ve samples are S7w, S8w, S9w, S11w, and S12w which are

weakened samples created using seeds 7, 8, 9, 11 and 12. For the duration of

the simulation, bond breakages are monitored, moment tensors are calculated,

and the kinetic energy following the bond breakages is extracted.

The stress strain curves for the simulation conducted on the homogenous sam-

ples are shown in Figure 5.7. Very clearly the elastic regime can be observed.

Eventually, as individual bonds start to break, permanent damage of the mi-

crostructure of the sample is occurring as the deformation becomes more duc-

tile. The load reaches the peak stress of the sample and brittle failure occurs

(cf Table 5.7).

The stress strain curves for the simulations conducted on the weakened sam-

ples are shown in Figure 5.7. The curves look very similar with the peak

compressive strength of the samples about 8% lower, although the weakness

of the sample causes a more distinct localization of the bond breakages along

a shear fracture plane (see Figure 5.9b). Finally, two additional tests are con-

ducted on samples where the damping of the system is very low and very high.

The low damping, a=0.00785, and high damping, 0.7854, are conducted on a

sample with the default seed to the random number generator of 10,000, which
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Figure 5.7: (Left) Stress-strain curves for 10 simulations, 5 with intact samples

(solid lines) and 5 with a weakness (dashed lines). Colors are referring to the seed

number used for the simulations: seed 7 in black, seed 8 in red, seed 9 in blue, seed

11 in green and seed 12 in yellow. (Right) Stress-strain curves for 3 simulations with

di�erent damping factors: Q=2 in black, Q=10 in red and Q=200 in blue.

are samples Q200 and Q2, respectively. The con�nement of the simulations is

again maintained at 20 MPa. The two samples are tested to investigate the

range of emitted kinetic energy. There stress strain curves are in Figure 5.7.

Energy Calculations

In earthquake seismology the radiated energy is de�ned as the change in kinetic

energy from the beginning to the end of the rupture of the earthquake along

a fault,

ER = 4EK = −4EP −4EF −4ES, (5.4)

where 4EP is the strain energy, 4EF is the frictional work, and 4ES is

the surface energy (Scholz, 2002). A microseismic event within the BPM is

complicated in that it may be a coalescence of many bond breakages. There

certainly is some ambiguity as to the speci�c termination of the rupture. It is

reasonable to assume the rupture ends when the maximum kinetic energy is
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Table 5.7: Energy results and peak stress values for all simulations. EK is the

radiated energy computed from the change in kinetic energy during an event. ER is

the radiated energy computed from the event magnitudes using Kanamori's formula

(1977).

Sample Peak
Stress
(MPa)

Boundary
Work (J)

Frictional
Work (J)

Total
Kinetic
Energy
(J)

EK (J) ER (J)

S7 241.5 2.2591 0.7119 0.14479 0.059663 0.0043516
S8 240.3 2.2263 0.70285 0.194055 0.056422 0.0041678
S9 236.4 2.2070 0.70291 0.16934 0.058532 0.0041024
S11 238.1 2.2574 0.66644 0.1347 0.058392 0.004108
S12 241.7 2.2339 0.67015 0.13863 0.056755 0.0041806
S7w 222.8 2.0852 0.6379 0.14476 0.050771 0.0035786
S8w 227.2 2.1539 0.66352 0.11528 0.053014 0.004007
S9w 219.5 2.1170 0.6412 0.12254 0.047668 0.0037341
S11w 225.4 2.2041 0.6535 0.11035 0.055054 0.0040287
S12w 228.4 2.0952 0.63296 0.118338 0.052338 0.0036845

reached following a microseismic event.

In order to obtain an energy budget for the simulations, the radiated energy

release from the microseismicity is estimated by directly monitoring kinetic

energy following bond breakages. The total kinetic energy in the system at

any given time is calculated from the translational motion and angular velocity

of all particles in the sample. Two algorithms run simultaneously. The �rst

algorithm monitors the total change in kinetic energy of the entire sample fol-

lowing individual bond breakages. The energy released by the failure of bonds

in the samples is estimated by subtracting the maximum of the instantaneous

kinetic energy post bond breakage from the instantaneous kinetic energy in

the system prior to the breakage (Chorney et al., 2012). This kinetic energy is

summed over all bond breakages to provide an estimate of the total radiated

energy.

The second routine only monitors the kinetic energy of particles within mea-

surement spheres surrounding the bond breakage events. The radius of the
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measurement sphere is the P-wave velocity multiplied by the time it takes for

a single bond breakage event to complete. The measurement sphere will cap-

ture most of the kinetic energy for single bond breakage events and for large

ruptures the measurement sphere increases linearly as a function of the total

number of cracks in the acoustic emission. As the measurement spheres grows

events that are close together in space and time may constitute separate events

so that two separate measurement spheres overlap and double count the kinetic

energy. A limit to the size of the measurement spheres is in place so as not

to get too large in order to avoid double counting. The measurement sphere

is placed at the geometrical centroid of the event. As more and more bond

breakages occur, the event centroid migrates with the center of the growing

rupture. It is possible that as the measurement sphere moves, kinetic energy

is missed. Following large magnitude events the kinetic energy in the measure-

ment spheres drops dramatically as energy is lost to damping and friction. If a

small event occurs in space and time with such a measurement sphere (but is

not a member of the large rupture) it is possible that the change in kinetic en-

ergy before and during the small event is negative. These events are small and

the kinetic energy is set to zero by default. About 7% of the events are these

zero type of events, but 65% of these events are single bond breakages. The

magnitude of these events are negligible in the overall energy budget. These

algorithms continuously monitoring the kinetic energy of the system provide

a direct estimate of the radiated energy without estimating the values on the

right side of equation (5.4). Whereas in the context of earthquake seismology,

the radiated energy is calculated by estimating the terms on the right of equa-

tion (5.4). The power of the bonded particle model is in its ability to allow

direct computation of the kinetic energies of the system.

For the simulations the radiated energy is also calculated from the estimated
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moment tensors using the formula from Kanamori (1977),

ER = 1011.8+1.5×MW . (5.5)

Finally, boundary conditions (forces) applied to particles within the BPM pro-

vides a net input of energy into the system. The boundary work is calculated

by �rst summing up all contact forces between each wall and the particles in

contact with it. The work conducted by a single wall is then just this resultant

force multiplied by the displacement of the wall over one time-step. The work

is then summed up over all walls in the system, and then summed over all

time-steps. The frictional work can also be tracked and is obtained by multi-

plying the force of friction, Fn , with the slip distances at all contacts in the

system then summed over all time-steps. Unfortunately, energy lost to the

damping of the system is not monitored. For the simulations he input energy

or boundary work into the system is monitored along with the total amount

of energy lost to frictional work.

Statistics of Events

Gutenberg and Richter (1944) de�ned the power law distribution of earthquake

magnitudes as logN(m > M) = a�bM where N is the number of events with a

magnitude m superior to a certain magnitudeM . The value b is the coe�cient

of the power law and represents the slope of the curve in a semilog plot of N

versus M . The parameter a de�nes the background seismicity. The b-value

can simply be computed by �tting the graphical curve log N versus M in a

least-square sense. A high b-value means numerous low magnitude events are

happening whereas a low b-value is found when large magnitude events are
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occurring. Changes in the b-value can be used as a proxy for stress changes in

the medium (Grob and van der Baan, 2011; Schorlemmer et al., 2005).

5.2.4 Results

Radiated Energy

For the samples S7-S12 and S7w-S12w the total radiated energy from the

moment tensors and the total radiated energies from the measurement spheres

are in Table 5.7. These two values di�er by an order of magnitude. The

radiated energy ER computed from Kanamori's relation accounts for about

0.2% of the total input energy. The radiated energy EK inferred from change

in kinetic energy however reaches 2.5% of the total input energy. EK is a direct

measurement of the energy linked to seismic wave propagation so the di�erence

in the ratios suggest that Kanamori's relation is underestimating the actual

radiated energy. The frictional energy of both the weakened and homogeneous

samples are recorded in Table 5.7. The percentage of energy lost to friction

over the simulations is the same for all samples at about 30%. The ratio of

the kinetic energy release over the boundary work for triaxial simulations on

samples Q200 and Q2.2 is 0.7% and 7.3%, respectively.

Microseismic e�ciency is the fraction of total input energy which is radiated as

seismic waves and is often assessed during monitoring of hydraulic fracturing

(Boroumand and Eaton, 2012). This ratio is usually much less than 1% (most

of the time around 0.1%). The main explanation for such a low percentage

is that low magnitude events may not be recorded and that the attenuation

factor of the rock could be grossly underestimated. Even after correction by

extending the Gutenberg-Richter law to the smallest magnitudes, the micro-

94



seismic e�ciency remains around 0.1% (Boroumand and Eaton, 2012). For

our simulations, as the particles are monitored directly, all events are recorded

without exception, and still the ratio between the input energy (boundary

work) and the radiated energy only reaches 0.2% when the radiated energy

is computed with Kanamori's (1977) relation between magnitude and radi-

ated energy (Chorney et al., 2012). The radiated energy computed by directly

monitoring kinetic energy of the particles increases the microseismic e�ciency

to around 2.5% (see Table 5.7). There is about a factor 10 between the two

methods of radiation energy calculation.

Microseismicity

The number of events grows exponentially throughout the simulations (Figure

5.8), as is observed in real triaxial laboratory experiments (e.g. Lockner et al.,

1991; Jouniaux et al., 2001; Lei et al., 2004), even for the weakened samples.

The crack activity accelerates at the end of the linear elastic phase at roughly

0.0035 s and the number of events increases drastically from this point for-

ward. This behavior is consistent in all our simulations and is similar to real

laboratory experiments (Jouniaux et al., 2001; Lei et al., 2004). The dynamic

damping factor α in�uences the total number of events but not the onset of

crack activity increase (cf Figure 5.8). Figure 5.9 shows the locations of events

at di�erent time intervals (chosen to contain the same number of events) dur-

ing one simulation. During the �rst steps events are spread all over the sample.

At around six seconds they cluster along a single curved plane. This behavior

is strongly similar to the results shown by Lockner et al. (1992, �gures 10 and

11) for laboratory triaxial experiments on Berea sandstone. The clustering of

events happens at the peak stress (cf Figure 5.8) and remains until the end
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Figure 5.8: (Left) Stress (blue) and cumulative number of events (black) versus

time for one simulation. (Right) Number of events versus time for three simulations

with varying Q factor: 2.2 in blue, 10 in red and 200 in green.

of the experiment, which is the expected behavior for triaxial experiments on

sandstone (Lockner et al., 1992). This evolution is consistent throughout our

simulations. When the weaknesses are included in the samples, events tend to

cluster earlier and develop into a single macro rupture plane whose orientation

follows the inserted joint. The weaknesses certainly encourage localization of

the fractures.

The event magnitude distribution follows the Gutenberg-Richter power law (cf

Figure 5.10; Gutenberg and Richter, 1944) and is consistent over all simula-

tions. The distribution departs from linearity around -7.4 for small magnitudes

and above -6.3 for large magnitudes for all simulations, except Q2. The lower

limit of the power law is due to the numerous single-bond events which have

an average magnitude of -7.7 (Chorney et al., 2012), the variations being due

to the di�erent force changes taken into account for each event. The depar-

ture from linearity for large magnitudes depends on the rarity of big events

in our �nite size samples used for the simulations. All b-values are therefore

computed in the range of magnitudes between -7.4 and -6.3. Simulation Q2

contains 75% of single-bond events, which could explain the dissimilar magni-
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a)

b)

Figure 5.9: Event locations for two simulations at di�erent time steps: a) S7 and

b) S7w. For each sub�gure top is map view, middle is one side view and bottom is

side view rotated 90 degrees from the previous one. The time at which the snapshot

was taken is written in the top frames in red.
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Figure 5.10: (Left) Frequency-magnitude distribution for 10 simulations, 5 with

intact samples (�lled circles) and 5 with a weakness (�lled triangles). Colors are

referring to the seed number used for the simulations: see 7 in black, seed 8 in red,

seed 9 in blue, seed 11 in green and seed 12 in yellow. (Right) Frequency-mangitude

distribution for 3 simulations with di�erent damping factors: Q=2 in black, Q=10

in red and Q=200 in blue.

tude distribution and the anomalous b-value found (cf Table 5.8 for b-values

computed for each simulation considered in this analysis). The average b-value

for the simulations with intact samples is 2.03 whereas it reaches 2.10 for the

simulations with weakened samples. This di�erence is mainly due to the large

b-values found for simulations S9w and S12w. The uncertainty on b for both

these cases is also much larger than for the other simulations because big

events were actually sparser thus creating outlying values in the distribution

and increasing the uncertainty on the slope.

Analysing the temporal variation of the b-value for the 10 simulations (Figure

5.11) shows a decrease before 6 ms, which corresponds to the increase in the

applied stress. The lowest b-value is found at peak stress. The relaxation

phase is depicted by a plateau in the stress curve and a slightly increasing

b-value as it is characterized by numerous small magnitude events. The same

behavior is depicted by several authors (Lei, 2003; Lei et al., 2004).
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Table 5.8: Values of b computed for 10 repeating simulations considered in this

analysis. In the simulation names the letter S stands for `seed' and w for `with

weakness'.

Simulation S7 S8 S9 S11 S12

b 1.98± 0.03 2.07± 0.04 2.01± 0.06 2.04± 0.04 2.07± 0.05

Simulation S7w S8w S9w S11w S12w

b 1.96± 0.06 2.09± 0.03 2.19± 0.08 2.09± 0.05 2.18± 0.1

Figure 5.11: Temporal variations of the b-value for 10 simulations, 5 with intact

samples (�lled circles) and 5 with a weakness (�lled triangles). Colors are referring

to the seed number used for the simulations: seed 7 in black, seed 8 in red, seed 9

in blue, seed 11 in green and seed 12 in yellow.
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Figure 5.12: Moment tensors represented on Hudson plots for simulations S7 at

di�erent times. The time at which the snapshot was taken is written at the top in

red.

The BPM allows for a direct estimate of the source mechanism of events by

computing their actual moment tensors. Figure 5.12 displays snapshots of

these moment tensors represented on a Hudson plot (Hudson et al., 1989)

at di�erent times during the simulation S7. The same behavior is found for

all simulations including the weakened samples. The general trend in the

moment tensors evolve from opening to closing with some double-couple be-

havior. A minor di�erence seems to appear after 6.5 s when there is fewer

pure double-couple events and the events are now characterized by more clos-

ing than opening type mechanisms. Schorlemmer et al. (2005) shows that

changes in b-values for earthquakes are related to changes in tectonic stress

regimes as shown by earthquake double-couple moment tensors. In our sim-

ulations, although the b-value is anti-correlated with the applied stress, the

link with the source mechanisms is not that obvious. The volumetric change

implied by the isotropic component of the moment tensor seems to be the

parameter to a�ect this correlation.

We also study the relationship between moment magnitude and kinetic energy.

In Figure 5.13 we plot the changes in kinetic energy due to an event versus
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Figure 5.13: Radiated energy versus magnitude plot for 10 simulations, 5 with

intact samples (�lled circles) and 5 with a weakness (�lled triangles). Colors are

referring to the seed number used for the simulations: seed 7 in black, seed 8 in

red, seed 9 in blue, seed 11 in green and seed 12 in yellow. The dashed gray line

represents the best least-square �t for all the data.

its moment magnitude. We suggest an updated empirical energy-magnitude

relation following Kanamori (1977):

log10EK = 1.86MW + 8.36, (5.6)

where EK is the energy radiated by seismic waves after failure and MW is the

moment magnitude. This relation should be more suitable for micro-events

with various rupture mechanisms including volumetric changes as the previous

formula was inferred for large magnitude, strike-slip event. Computing the

total kinetic energy for each experiment using this new formula leads to a

higher value than with Kanamori's formula but still only accounts for 2.5% of

the input energy (cf Table 5.7).
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5.2.5 Discussion

Both the damping and friction within the BPM are responsible for losses in the

released strain energy as radiated energy (assuming negligible surface energy).

In the context of earthquake seismology there is only the non-conservative force

of friction acting in resistance to the movement of the upper and lower regions

along the fault. It should be noted that for the models here an additional

term on the right of equation (5.4) must be added to account for energy lost

to damping. This term will a�ect the magnitude of the radiated energy. It

is clear from the simulations on samples Q2 and Q200 there is a discrepancy

between the released radiated energies, in particular the energy percentages

di�er by one order of magnitude . In extreme cases, the damping of the system

in�uences the emitted kinetic energy by at most one order of magnitude.

An updated opposing force, FF , could be de�ned as

FF = µFN + FD, (5.7)

where is µ the coe�cient of friction along the fault, FN is the normal force and

FD is the damping force. The damping is simply an additional non conservative

force responsible for attenuation in the models. A theoretical quality factor Q

for the models would be a symptom of the total force FF .

This opposing force acts on the particles in the models throughout the simula-

tions so that the net forces are updated accordingly. The moments calculated

within the moment tensor algorithm (Hazzard and Young, 2004) are found

using the net forces on the particles so that this damping force is intrinsic in

the calculation of the moment tensors. The damping has a direct e�ect on

the ratio of the radiated energy over the input energy but is not responsible
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for the di�erence in magnitude between the two separate calculations of the

radiated energies further promoting our updated relationship.

The bonded particle models allow direct computation of the input energy, an

estimate for radiated energy, and total energy losses to friction. Unfortunately,

the energy lost to damping is not monitored. Averaging the input, frictional,

and radiated energies for samples S7-12 it is possible to take a closer look at

the energy budget. For these bonded particle models the energy budget can be

dissected directly (which of course may be overly simpli�ed with respect to the

avenues for the energy during earthquakes and hydraulic fracturing). In the

bonded particle model there is potential energy of the bonds and contacts, ki-

netic energy of the particles, energy loss to friction and damping, a very small

amount of energy loss due the numerical integration of the discrete system

(Itasca Consulting Group, 1999), and boundary work applied by the moving

walls. The input energy can transform between only these energy states. With

30% energy lost to friction (which includes both the losses during the rupture

process and the attenuation of the seismicity) there is still about 70% of the

energy that remains unaccounted for. Certainly a large percentage of this en-

ergy is lost to damping. The remainder of the energy must then be stored as

strain energy plus the instantaneous kinetic energy still bouncing around in

the system. The percentages of kinetic energy at the end of the simulations

are negligible. Therefore, in these models, the majority of the input energy

is stored as potential energy of the bonds and contacts (where of course this

transformation of boundary work energy to strain energy is completely aseis-

mic).

The radiated energy is about 2.5% of the boundary work. The kinetic energy

in the models is monitored following bond breakages only so that any of the
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kinetic energy associated with the movement of particles not tied to a speci�c

microseismic event is not recorded by the measurement spheres. This sort of

aseismic deformation is missing in the total estimate for the radiated energy

release. Additionally, it could be possible that there exists noisy events (which

do in fact cause seismic waves) associated with an abrupt slip between parti-

cles within the sample which is not marked by a bond breakage. Without a

particular bond breakage the measurement sphere is not triggered. This sort

of event, analogous to slip along a pre-existing fault, could release a signi�cant

amount of radiated energy not recorded by the measurement spheres. The

total kinetic energy release, including both aseismic and seismic deformation,

is likely higher than the values extracted from the models.

Finally, in regards to estimating kinetic energy release in the simulations, the

complexity of the ruptures in the bonded particle model is more complicated

than a slip along a fault. The rupture is a coalescence of many bond breakages

that may not be uniformly distributed in time. Therefore there is not neces-

sarily just one large spike in kinetic energy following an event. There may be

peaks and troughs in the kinetic energy curves as a function of time, so that

simply computing the maximum change in kinetic energy over the duration of

the event may grossly simplify the estimate of the radiated energy.

In a real rock with failure localizing along a plane of weakness or existing joint,

some energy would be expected to be lost to frictional work. In the simulations

S7w-S12w signi�cant sliding should be observed in the energy budget. For the

homogeneous and weakened samples the energy budget is close to identical.

The problem with the unbonded region of particles is that they are able to

roll. As friction does not work on rolling spheres, there is no additional energy

loss due to friction. In order to model a more realistic joint there needs to be
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actual physical sliding between the particles. It is possible to try and create a

single plane but the rugosity of a surface of spheres creates a very high friction

coe�cient, and in that case sliding does not generally occur. A smooth joint

logic has been created that tries to overcome this (Mas Ivars et al., 2011),

but is more applicable to smaller scale sliding only. For these simulations the

joint should be imagined strictly as a region that promotes localization of the

failure plane and not as a region where energy is lost to friction.

5.2.6 Conclusion

Geomechanical modeling is one technique to provide some insight as to what

may be happening in the reservoir. The bonded particle model described in

this paper provides a means of modeling both the geomechanical rock defor-

mation and the source mechanisms of microseismicity events along with their

respective locations. By directly measuring kinetic energy within the models

we suggest here that the actual radiated energy incurred from brittle failure

is underestimated by the Gutenberg-Richter relationship to at least an order

of magnitude. We suggest a new relation more suitable for small magnitude,

non-double-couple type of events. Regardless of this correction, the radiated

energy accounts for only 2.5% in the energy budget. Aseismic deformation pro-

cesses such as frictional sliding (between individual grains and possibly sliding

along fractures), damping, and the potential energy stored in the strain of the

rock is the culprit for accounting for the majority of the input energy.

Our simulations produce macroscopic behavior indicative of rock fracturing

and deformation in the laboratory possibly providing some intuition into the

recorded microseismicity observed during hydraulic fracture treatments in the

�eld. Although the experiments are overly simpli�ed and �uid processes are
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not introduced within our models, these preliminary results suggest that BPM

can be used for modeling more complicated scenarios.

5.3 Discussion and Conclusions

The previous two articles discussed some recent numerical simulations con-

ducted on three dimensional bonded particle models investigating the geome-

chanics of brittle deformation and its associated microseismicity. The models

were shown to replicate actual behavior observed during triaxial tests on rocks

in the laboratory (Lockner et al., 1991; Jouniaux et al., 1991). With con�dence

in the models some conclusions were drawn. The moment tensors computed

from the particle motions following bond breakages suggest that the source

mechanisms for failure are not entirely pure shear. The Hudson plots indicate

both opening and closing type events (see Figure 5.12) indicating an isotropic

component to the moment tensors. These sort of Hudson plots have been ob-

served during hydraulic fracture treatments (Baig and Urbancic, 2010) but in

general it is assumed that for con�ned triaxial tests the failure is a Coulomb

pure shear where events nucleate along shear bands (Jaeger et al., 2007); the

moment tensors are explicitly deviatoric. It may seem surprising that the mo-

ment tensors from the numerical simulations have an isotropic component but

laboratory experiments conducted on granite do indicate this sort of behavior.

Graham et al. (2009) conducts triaxial tests on Aue granite cylindrical samples

at 20 MPa con�nement. The samples fail in a brittle fashion with a resulting

fault at an angle of thirty degrees from the axis of the cylinder. During the

test, acoustic emissions are monitored and events are located using the P-picks

from a minimum of eight sensors. Additionally, a moment tensor inversion is
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run on the seismic data to obtain the moment tensors for the failure mech-

anisms of each acoustic emission. Throughout the experiment the moment

tensors indicate tensile type failure within the failure zone including the �nal

stages of the experiment (even after the fault has formed). It seems reasonable

to conclude that on the micromechanical level, the failure of rock during a con-

�ned triaxial test is much more complicated than the commonly assumed pure

shear Coulomb type failure. These laboratory tests provide further con�dence

in the brittle deformation of the bonded particle models previously discussed.

The b-values discussed in the previous two articles are higher than what is

expected from laboratory experiments. Lei et al. (2003) found average values

around 1 for experiments conducted on granitic porphyry. The averages of

the b-values for the numerical simulations here are around 2. Clump based

simulations calibrated to that of a granite using a 2-D bonded particle model

while running the two dimensional moment tensor algorithm created by Haz-

zard and Young (2004) also shows reasonably high b-values. Their simulations

have an average b-value of 2.6 (Yoon et al., 2012). The higher b-values indi-

cate the brittle failure of the sample is marked by larger amounts of small

magnitude events and fewer high magnitude events. The high b-values for

both the bonded particle models and the clumped based models are likely a

symptom of pure slip events not being recorded. A pure slip event that is

not directly tied to a bond breakage will not be recorded using the Hazzard

and Young (2004) moment tensor algorithm. The algorithm measures only the

force couples strictly following bond breakages. Any sort of slip type deforma-

tion with no bond breakage will not be recorded as an acoustic emission. A

moment tensor algorithm should be implemented that monitors force changes

following pure slip events.

107



A few �nal remarks regarding bonded particle geomechanical modeling in the

speci�c context of hydraulic fracturing is mentioned here. The ultimate goal of

these bonded particle models is to provide insight into both the geomechanics

and microseismicity occurring during hydraulic fracturing of reservoirs. Al-

though the previous simulations were overly simpli�ed in that �uid processes

were not employed in the models, they do provide insight into possible mi-

cromechanical behavior that may be occurring during brittle deformation of

rocks. That being said, hydromechanical models coupling both bonded parti-

cle models with �uid �ow algorithms do exist. Zhao and Young (2011) create

a network of interlocking 'microreservoirs' within the con�nes of two dimen-

sional bonded particle models. The microreservoirs are connected by conduits

(or pipes) running along the contacts between particles in the model. The

�uid �ow in the pipes are a laminar type �ow controlled by Darcy's Law. The

�uid pressure in the microreservoirs acts on neighboring particles as equivalent

body forces which are summed into the net forces on the particles. The models

are able to replicate �uid stimulation of a natural fracture running through

a reservoir. Similarly, Yoon et al. (2013) model fracture initiation by �uid

injection with 2 dimensional bonded particle models. Coupling �uid �ow into

3-dimensional bonded particle models is an active area for further research.
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Chapter 6

Aseismic Stress Release and

Stable Sliding

In the previous chapter the energy budget during the fracturing of rock under-

going triaxial experiments was investigated using the bonded particle model.

As mentioned in the introduction, it is possible that slow earthquakes, on the

global scale, may be the result of a stable slide of the overriding and under-

riding slabs along the fault (Schwartz et al., 2007). It is possible that on a

much smaller scale these sort of stable slides may be a possible explanation

for aseismic processes that are speculated to occur during hydraulic fracture

treatments.

DEM type models have been used in the past to explore the mechanics behind

slippage along faults (Ferdowsi et al, 2013; Mas Ivars et al., 2008). In this next

chapter the goal is to investigate the energy budget further with the hopes of

tracking down energy losses from stable frictional sliding. Speci�cally, here it is

of general interest to study the energy budget in the context of aseismic stress

release. Perhaps aseismic stress release and the small percentage of emitted

109



seismic energy is a symptom of energy losses due to the force friction along

large preexisting faults or joints during stable slides. The main objective of

this chapter is to analyze the e�ect of a joint on the energy budget during

triaxial experiments. A jointed sample is created and results are analyzed and

compared with a control. Before examining these simulations initial calibration

of the joints is conducted.

6.1 Joint Calibration

A rock is very seldom homogeneous in nature. It generally has many frac-

tures or joints which complicate the overall behavior of the specimen. Cracks,

fractures and joints will alter the macroscopic elasticity of the rock. Such an

intrusion could also alter the local stress �eld of the rock deviating local prin-

cipal stresses from their global principal directions. It is of general interest

to understand how joints alter the behavior of a rock sample, although the

primary objective here is to investigate how a joint accommodates deforma-

tion and reduces emitted seismic energy. Before investigating joints within the

con�nes of a large sample (with applied boundary conditions) the nature of

slip along a simple joint must be explored.

An environment is created to apply direct shear tests between an upper and

lower slab to estimate both the coe�cient of friction and the mechanical nature

of slide. See Figure 6.1 for an image of the direct shear test environment. The

bottom platform of the sample is held in place by surrounding walls, whereas

the top part of the sample is pushed by an upper panel on the right. The

upper and lower walls apply a constant normal stress on the plane of the joint.

The applied shear stress of the upper panel is monitored. In this manner, the
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Figure 6.1: Shear test environment. Parallel bonds are removed that intersect an

imaginary plane between the upper and lower slabs.

coe�cient of friction and cohesion of the surface of the joints can be calculated.

When a sample is created using the BPM, the particles are tightly packed,

overlapping and bonded. To create a fracture or joint within the sample, the

bonds between desired particles must be removed or altered. The �rst attempt

at creating a joint in the sample is to remove all the bonds crossing the plane

marking the intersection of the top piece and the lower piece.; see Figure 6.1.

A routine removes all the bonds crossing this plane and the direct shear test is

applied. The results from the tests are seen in Figure 6.3a-f. The images show

the applied shear stress vs. wall strain. The wall strain in the experiment is

a measure of the distance traveled by the upper panel over the width of the

base of the specimen. It should be noted that increasing wall strain does not

necessarily indicate slippage of the sample. As mentioned in Chapter 3, the

wall is allowed to overlap with particles; the force on the individual particles is

proportional to this overlap. Additionally the strain may be a result of elastic

deformation of the medium.

In general the expected behavior of these direct shear tests will be a rise in

shear stress (where elastic deformation of the rock occurs as the upper and

lower slabs are locked due to friction) until the failure shear stress is reached.
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a) b)

Figure 6.2: Idealized behavior for slipping along a joint. a) Curve indicating the

peak shear stress due to the coe�cient of static friction and the dynamic shear stress

due to the coe�cient of kinetic friction. b) Stick slip type behavior. The peak shear

stress due to the coe�cient of static friction is labeled. The dynamic shear stress is

the average of the stick and slip phases. Images taken from the web.

There than is an an abrupt drop or gradual strain softening as the shear levels

drop o� onto the the dynamic value. The peak stress is due to the coe�cient

of static friction where as the dynamic shear stress is a result of the coe�cient

of kinetic friction. See Figure 6.2a for this idealized behavior. In the case of

stick-slip sliding there is an oscillatory back and forth between stick and slip

resulting in an incessant rise and fall of the shear stress. The average value for

the rise and falls for the shear stress is the dynamic shear stress for the stick

slip oscillation. See Figure 6.2b for this idealized behavior. The direct shear

tests are now applied to the bonded particle models.

The maximum shear stress in the simulations are fairly high and in all cases

are quite close to the con�nement pressure suggesting a high coe�cient of

friction. The rise in shear stress due to the elastic deformation is clearly

observed. In Figure's 6.3b-f with non zero con�ning stress the post peak shear

stress dramatically drops leveling o� on the constant dynamic shear stress

indicative of the coe�cient of kinetic friction. In the images, the distinct

e�ect of the static and kinetic friction coe�cients (as de�ned in Chapter 2.3)

on the shear stress are readily observed. As the peak shear stress drops o� to
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the constant value σµd a number of time steps is needed to reach this value. In

fact there looks to be evidence of strain softening (which is very pronounced

for the test at 5 MPa con�nement). The shear stress gradually decreases and

is not an abrupt process for the simulations at lower con�nement pressure. In

the context of the structural geology of faults, a mechanism called granular

�ow is the result of both frictional sliding and rolling of the grains along

the fault. It generally occurs when the boundaries between the grains are

much weaker than the individual particles. This sort of behavior will occur

at low e�ective con�ning pressures (shallow depths or high pore pressure).

The behavior is often observed as unconsolidated sediments slump due to very

little cohesive strength between the grains (Davis, 1942). The direct shear

tests show this sort of behavior as increasing con�nement pressure leads to

more abrupt drops in the shear stress. The strain softening is likely a result of

granular �ow comprised of both frictional sliding and the rolling of the spheres

in the models.

From the peak failure shear stress, |τf |, along with the normal con�nement

pressure, σ, the static coe�cient of friction and joint cohesion can be estimated

by linearizing the data using equation (2.25). The linearized data will than

provide an estimate for the coe�cient of static friction, µd, and the surface

cohesion, S0. See Figure 6.6a for the resulting Coulomb friction curve. The

data shows a clear linear trend with µs = 0.69 and S0 = 3.570 MPa. This is

within reason for actual laboratory friction tests conducted on dry sandstones

by Rae (1963). The coe�cient of the static friction for these �rst simulations

look to agree with shear tests conducted on dry sandstones.

The ultimate goal is to try to model stable sliding with low coe�cients of

friction. Stable sliding is one possible mechanism that may be responsible for
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slow slip events observed at subduction interfaces around the world (Schwartz

et al., 2007). Although in nature it is expected that complicated �uid processes

play an important role in the mechanism for stable sliding (Sleep et al., 1992)

an attempt must be made to lower the coe�cient of friction on the joint

without the introduction of complex �uid mechanics into the models. For a

good stable slide the desired results of the shear test curves should be similar

to the idealized behavior shown in Figure 2.2c where there is a horizontal

plateau indicative of stable frictional sliding (or plastic deformation).

In order to simulate a slow slip event the coe�cient of friction for the joint

must be substantially lower than 0.50 and the mechanism of slide should be

stable (no stick slip oscillation and/or abrupt slips). To reduce the coe�cient

of friction of the joint a region of thickness 0.0009m is unbonded (whereas

in the previous simulations the bonds were only removed that crossed the

intersecting plane). In short this new joint logic removes many more bonds

between the particles; this region is marked in Figure 6.4a by the particles in

red. Figure 6.4b shows the region is clearly unbonded with no parallel bonds

holding the upper and lower regions together (the parallel bonds are indicated

in green). Direct shear tests are applied using this new con�guration and

Figure 6.5a-h shows the results for the direct shear tests vs. wall strain.

The results of the tests show stable slides followed by gradual decay (see Fig-

ure's 6.5a-h). Again this strain softening is likely a result of the spherical

nature of the particles. The spheres act as a means for the upper slab to roll

along the bottom slab. So the deformation is marked by a granular type �ow

where there is both rolling and sliding of the particles. In general, the curves

are fairly horizontal and similar to the idealized behavior in Figure 2.2c. At

con�nement pressures as high as 40 MPa there is little stick slip behavior (a few
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a) b)

c) d)

e) f)

Figure 6.3: Results for shear test on a high friction joint. a) 5 MPa con�nement.

b) 10 MPa con�nement. c) 15 MPa con�nement. d) 20 MPa con�nement. e) 25

MPa con�nement. f) 30 MPa con�nement.
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a) b)

Figure 6.4: Updated shear test environments. a) Particles in red are unbonded. b)

Regions in green show the parallel bonds.

minor slips are observed). The sliding causes minimal failure of the medium

as very few bond breakages are observed; with only 84 cracks. Consequently,

the new region of unbonded particles provides the condition for the system to

slide in a stable fashion. A plot of the shear stress failure vs. normal stress is

in Figure 6.6b. The plot shows linear Coulomb type friction with µs = 0.27

and S0 = 0.90 MPa. The friction and surface cohesion on the joint is quite

low and are exactly the behavior desired for modeling a stable slide that may

be the mechanism responsible for aseismic slow slip.

These �rst simulations highlight that the BPM is capable of modeling a broad

range of deformation including elastic, brittle (discussed in detail in Chapter

5), stick slip sliding, stable frictional sliding, granular �ow and even approach-

ing plastic behavior. A number of conclusions can be drawn; the coe�cient

of static friction along the joints is inversely proportional to the thickness of

the shear zone. Larger fault zones have much lower friction coe�cients as

the models allow a granular type �ow where the particles roll. The granular
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type �ow is more pronounced at lower con�nement stress (see Figure's 6.3a-

f) which agrees with the structural geology for faults at shallow depths or

high pore pressure. These joints are now in a position to explore some more

complicated scenarios.

6.2 Internal Shearing on a Fracture

With a calibrated joint behaving in a fairly stable fashion uniaxial tests are

conducted on the calibrated models from chapter 4 with the addition of joints

in the center of the samples. See Figure 6.7b for a cross section showing the

joint marked in red (the particles in red are unbonded as discussed in the

joint calibration previously). It is of interest to see how these jointed numeri-

cal models compare with the theoretical micromechanical model discussed in

Chapter 2. A number of uniaxial tests are conducted on the cylindrical sample

with joints inserted while varying the angle β from the axis of the cylinder to

the unit normal of the joint plane. These uniaxial tests are conducted on cylin-

drical sleeves whereas the theoretical micromechanical model, from (2.27), is

for thin rectangular plates of dimensions L and b with thin �nite thickness, t.

In both cases, σ2 = σ3 = 0, and so that using equation (2.5), the magnitude

of the shear stress's are the same. The results should follow the same general

trend.

The results of the uniaxial tests are compared with the theoretical microme-

chanical model from equation (2.27). The theoretical micomechanical model

curve showing the relationship between the e�ective Young's modulus and

angle β is shown in blue in Figure 6.7a. For this curve the parameters are,

µ = 0.27, L = 0.02m, b = 0.01m, c = 0.0025m, and Em = 39.0GPa. The
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a) b)

c) d)

e) f)

g) h)

Figure 6.5: Shear stress vs. strain for low friction joint at various con�nements of:

a) 5 MPa. b) 10 MPa. c) 15 MPa. d) 20 MPa. e) 25 MPa. f) 30 MPa. g) 35 MPa.

h) 40 MPa.

118



a) b)

Figure 6.6: Failure shear stress (peak) as a function of the con�nement pressure.

a) Results for the thin region of unbonded particles b) Results for the thick region

of unbonded particles.

measured Young's modulus and UCS for the BPM's at various angles are in

Table 6.1 and are also plotted in Figure 6.7a in green. Figure 6.7a clearly

shows that the magnitude of the measured Young's moduli from the BPMs

are about 5% lower than what is expected from the theoretical micromechan-

ical model. There also looks to be a small shift in the data; further analysis

should be conducted to provide an explanation for this behavior but is not

explored here.

The joint from the bonded particle models has a measurable thickness whereas

the micromechanical model assumes an in�nitely thin, closed crack. The thick

joint within the bonded particle model creates a soft region which reduces the

overall sti�ness of the sample. When β = 0, the joint is perpendicular to the

compression axis and the majority of force chains now run through this soft

asperity reducing the overall Young's modulus of the sample. The Young's

modulus is higher when β = 90o than at β = 0 as the compression axis is now

parallel to the joint so that the force chains avoid the weakness and channels

around the inclusion through the surrounding stronger medium.

Although the joint has a measurable thickness and is not in�nitely thin, the

behavior of the measured data does follow the general trend of the theoretical
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Table 6.1: Young's modulus and UCS for the jointed sample at various angles for

the measured values from the BPM.

0o 15o 30o 45o 60o 75o 90o

E 37.86 GPa 37.63 GPa 37.52 GPa 37.41 GPa 37.67 GPa 37.97 GPa 38.08 GPa
C0 169 MPa 168 MPa 168 MPa 158 MPa 163 MPa 169 MPa 170 MPa

a) b)

Figure 6.7: a) A cross section of the BPM showing the joint (in red) within the

sample. b) In blue is the theoretical curve for the micromechanical model using

equation (2.27) where the parameters are µ = 0.27, L = 0.02m, b = 0.01m, c =
0.0025m, and Em = 39.0GPa. The points in green are the results from the BPMs.

e�ective Young's modulus curve. A thinner sliding plane would provide a more

accurate representation for the theoretical micromechanical model; nonethe-

less the current bonded particle model does reproduce expected macroscopic

behavior and provides additional con�dence in the models.

6.3 Energy Budget for Stable Sliding on a Joint

With a few simulations on these joints accomplished it is time to explore their

overall e�ects on the energy budget. The objective here is to explore the

relationship between stable sliding on a joint to some sort of aseismic stress
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a) b)

Figure 6.8: Frictional work and bond breakages as a function of increasing bound-

ary work. Frictional work on the left side in blue and number of cracks in green on

the right side. a) Sample H1. b) Sample J1. Note the vertical scale for number of

cracks is di�erent.

release. Two large samples are created with the hopes of providing increased

resolution of the models. A cylindrical sleeve of around 73,000 particles is

created. The micro-parameters of the samples are identical to those discussed

in Chapter 4 (see Table 4.3). The Young's modulus and Poisson's ratio are

similarly 39.0 GPa and 0.26, respectively. As discussed in the second article

from Chapter 5, the damping of the system needs to be considered as high

damping leads to less kinetic energy emitted throughout the models. Again

the damping parameter, α, is set at 0.05236 to provide a Q factor of about 30.

Two models are created; a control, H1, and a model with a joint added, J1.

The radius of the circular joint is 0.0025m and the angle is 45 degrees from the

axial direction. The coe�cient of friction on the joint is 0.27 and the surface

cohesion is 0.90 MPa as discussed in section 6.1. In this triaxial experiment

the bottom platen is �xed while the top platen closes on the sample and the

simulations are run until failure. Throughout the simulations the boundary

work, frictional work, and bond breakages are monitored. The total frictional

work monitored within the models includes all energy losses to friction which

includes both the micromechanical losses (such as grain to grain contacts as
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the particles move around) and macroscopic losses (such as large scale sliding

along a joint). Therefore spikes in frictional work may not necessarily be from

large scale sliding; it may be the result of micromechanical losses of kinetic

energy following microseismic events.

The total energy lost to friction as a function of boundary work is plotted

for both samples for an input energy of 5J; see Figure 6.8. The frictional

work from sample J1 is larger at 5J of boundary work than sample H1 at,

respectively, 0.41J and 0.37J. At �rst glance its seems reasonable to suggest

this may be a result of energy losses due to frictional sliding along the joint.

The sample J1 is weakened by the joint and fails at substantially less input

energy than sample H1; from Figure 6.8b, at 5J of boundary work, there is

about a thousand more bond breakages for sample J1 than H1. See Figure

6.9a for the stress strain curves. Examining the bond breakages as a function

of boundary work in Figure 6.8 shows a direct correlation between friction and

the bond breakages. Large jumps in frictional work follow large bond failure

events. When the bonds break, released kinetic energy causes rapid motion

of particles within the sample. The force of friction acts in opposition to the

accelerating particles. The friction between the spheres causes large amounts

of frictional work post bond breakages. A more careful examination needs to

be conducted to determine the overall e�ect of the joint on the frictional work

of the triaxial simulations. To separate the e�ects of micromechanical friction

losses from any potential macroscopic friction losses the energy budget needs

to be examined at a point in the simulation where the slip is in process but

there are no bond breakages that act to skew the frictional energy losses.

As the axial stress is applied to the sample J1 eventually the shear stress on

the joint becomes large enough so that there is slip. The radial stress during
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the simulation is constant and maintained at 20 MPa so that when the axial

load reaches around 37.26 MPa, from formulas (2.6) and (2.7), the normal and

shear stress at the surface of the joint is calculated to be 28.63 MPa and 8.63

MPa, respectively. Plugging in µs = 0.27 and S0 = 0.90MPa, from formula

(2.25), the shear test criterion for failure is then 8.63 MPa. So at an axial load

of 37.26MPa, given the calibrated coe�cient of friction, sliding should occur.

The frictional sliding along the joint should be expected to cause boundary

work energy losses to frictional work.

To ensure the theoretical axial load of 37.26 MPa for slippage matches obser-

vations in the models the stress strain curves are examined. In Figure 6.9b

the two curves are the same and then diverge at about 17 MPa di�erential

axial stress (or 37 MPa axial load); this region is highlighted by the red box.

For sample J1 the joint is initially locked than at an axial load of 37 MPa

slip occurs which causes softening of the sample as the J1 stress strain curve

diverges from the H1 stress strain curve. During this initial elastic regime of

the models, there is minimal failure so that any increases in frictional work

is a result of macroscopic sliding and not the attenuation of kinetic energy

following bond breakages. At the time of initial sliding the boundary work

on both samples H1 and J1 is 0.0788 J. At an arbitrary input energy of 2 J

(chosen further along in the simulation where there is still minimal failure of

the samples) the energy loss to frictional work for H1 and J1 is 0.1355 J and

0.1353 J, respectively. At this point along the stress path of the simulation

the criterion for sliding has long been met and there is negligible di�erences

in frictional work between the two samples. The sliding along the joint occurs

but with minimal e�ect on the frictional work for the energy budget of the

simulation. It turns out that a stable slide marked by frictional sliding and

rolling spheres causes a negligible amount of input energy losses. In short,
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a)

b)

Figure 6.9: Stress strain curves for homogeneous samples H1 and jointed sample

J1. a) Curves showing the elastic and brittle regimes. b) The elastic regime of

the curves. The region highlighted by the red box indicates when the sample J1

undergoes softening due to slippage.
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this sort of aseismic deformation of the samples looks to account for minimal

energy loss.

6.4 Discussion and Conclusions

The objective of this chapter was to investigate stable sliding as a means of

aseismic deformation that is speculated to be an integral mechanism for slow

slip events. In particular, this was conducted by exploring the behavior of

frictional sliding and its implications on the energy budget.

The simulations from section 6.1 show that the BPM is able to model com-

plicated forms of deformation including stable friction sliding, granular type

�ows, and more abrupt slips characteristic of stick slip sliding. As con�nement

pressures increases the granular type �ow evolved to the more traditional ide-

alized friction where there is a coe�cient of static friction and the coe�cient of

kinetic friction. At high pore pressures and shallow depths (low con�nement

pressure) granular type �ows are a viable mode of deformation that could po-

tentially occur at both subduction interfaces and possibly during hydraulic

fracture treatments. There is an inverse relationship between the size of the

shear zone and the coe�cient of friction of the joint/fault. The larger shear

zone created behavior more indicative of stable sliding (but did still exhibit

some granular type �ow behavior).

From Section 6.3 there is minimal energy loss due to sliding along the joint. As

the con�nement on the samples is maintained at a constant 20 MPa, it is likely

the magnitude of the slip is quite small (additionally the curves for H1 and J1

are quite similar). It is possible a large slip along a large fault (such as the

case in plate tectonics) would in fact show more pronounced energy losses due
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to the slide. That being said, the stress strain curves do indicate slippage and

negligible frictional work. The problem with the unbonded region of particles

is that they are able to roll. As friction does no work on rolling spheres, there

looks to be minimal energy loss to friction.

Sliding behavior marked by rolling particles is observed in nature and is called

granular �ow. Granular �ow is comprised of frictional sliding and rolling par-

ticles and is a known geologic e�ect (Davis, 1942). Such a �ow can happen

during fault slippage causing �ows that are responsible for strain softening as

they essentially provide a lubrication for the fault surface.

From the following simulations it seems reasonable to conclude that relatively

small amounts energy is lost to friction when there are rolling particle grains

along preexisting joints. If the mechanism behind an aseismic slide at a sub-

duction interface or a joint within the neighborhood of a hydraulic fracture

treatment is rolling grains than minimal input energy is lost to friction. In

the case of a granular �ow the input energy will be stored predominantly as

strain energy or perhaps the acceleration of the upper and lower regions with

respect to one another.

These bonded particle models suggest that if any aseismic deformation along

a joint involves granular �ow type processes there is negligible energy losses

due to friction along the joint. In general, it may be reasonable to conclude

that minimal energy is released during aseismic stable sliding at convergent

fault margins and during hydraulic fracture treatments. With about 2.5% of

the input energy released as kinetic energy following failure (see Chapter 5),

the majority of the input energy is stored as potential energy of the contacts

and the parallel bonds. The strain energy of the rock makes up the largest

portion of the energy budget.
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Chapter 7

Seismicity and Radiation Patterns

So far rock fracturing, energy budgets, and moment tensors have been investi-

gated. The objective of this �nal chapter is to brie�y explore wave propagation

and to discuss some areas of further interest for future research.

7.1 Wave Propagation

From a seismological standpoint, wave propagation is generally modeled by

solving the full 3-D wave equation (most commonly using �nite di�erence

methods). With moment tensors for failure estimated in the bonded particle

models the next question to ask is, do the particle motions from failure lead

to wave propagation? With a Hooke's law type formulation acting between

the contacts of the discrete spheres, discussed in Chapter 3, it seems plausible.

Toomey and Bean (2000) show that wave propagation can be modeled using

a DEM approach for 2D models. In particular, the particles in their models

are disks and are packed hexagonal so that a central disk is surrounded and

is in contact with six other disks. They manipulate source particles, monitor
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receiver particles and compare the resulting wave velocities with �nite di�er-

ence models. They �nd the results to be within very close agreement. In the

following section wave propagation will be independently investigated for the

3D bonded particle models that have been discussed throughout this thesis.

The Triaxial Experiments and Microseismicity

When boundary conditions are applied to the bonded particle models, such

as the triaxial tests discussed throughout Chapter 5, bond breakages and mi-

croseismic events occur. In particular, the source mechanisms for these events

were investigated using the moment tensor algorithm created by Hazzard and

Young (2004). The �rst step here is to examine the instantaneous motion of

a particle during a triaxial simulation.

Figure 7.1 shows the instantaneous velocity vs. time step for a receiver particle

during a triaxial simulation from Chapter 5. A receiver particle in the model

is simply a particle that is monitored throughout the simulation. The �gure

shows the velocity of the receiver particle in the x, y, and z directions. This

receiver particle is analogous to a three component geophone.

Are these spikes in velocity tied to bond breakages of the sample? Figure

shows the evolution of the bond breakages laid overtop of a seismogram. It

is observed that as the bond breakages start to increase there is a greater

occurrence of spikes on the seismogram. Figures 7.3a and 7.3b show a zoom in

view of the red rectangle in Figure 7.2. Figure 7.3a shows a large coalescence

of around 3000 cracks. Examining Figure 7.3b, a short number of time-steps

following the jump, there is a large spike in particle velocity. It looks as though

the large spike in particle velocity is directly correlated to failure within the
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sample. When a bond breaks, kinetic energy is released and seismic waves are

emitted. Are these P and S waves traveling through the sample following the

microseismic events? It is now time to take a closer look at the elastodynamics

of the bonded particle model in a more controlled fashion.

P and S Waves

By monitoring receiver particles in the sample throughout a triaxial simulation

synthetic seismograms are readily observed. The next step is to track down

seismic velocities in a more controlled setting and then compare these velocities

with the theoretical velocities derived from the elasticity constants E and ν

using equations (2.33) and (2.34).

A new, high resolution (smaller particles), cylindrical sample is created,HRS1,

with the micro-parameters from Table 4.3 (including α = 0.05236), except

there are now close to 80,000 particles. The porosity of sample is 0.3505 and

the density of individual balls are 3400kg/m3. The sample density, Young's

modulus and Poisson's ratio is 2208kg/m3, 40.0 GPa and 0.253, respectively,

which are found by conducting uniaxial compression tests (exactly as in Chap-

ter 4 Section 4.3). The large sample is created to allow for natural propagation

of the waves. For these discrete models, dispersion and scattering of the waves

must be considered as small wavelengths will have an e�ect on the phase veloc-

ities (certainly a wavelength the size of a single particle will scatter). Toomey

and Bean (2000) investigated the e�ects of the wavelength on the dispersion

and scattering of their lattice models and found that if the wavelength is larger

than ten particles it was below a detectable level. Here the minimum wave-

length is set to ten times the average size of the particles in the sample; which

is 0.00247 m.
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a)

b)

c)

Figure 7.1: Particle motion in the x, y, and z direction for a particle in the sample

throughout triaxial test conducted in Chapter 5.
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Figure 7.2: Seismogram and bond breakages superimposed. Red box indicates a

large spike in particle velocity and a dramatic increase in bond breakages.

For the propagation of seismic waves there is both a near �eld term and far

�eld term (see (2.35) from Chapter 2). If the wavelength is much less than

the distance from the source to the receiver it can be assumed that the near

�eld term is negligible and only the far �eld terms need to be considered. The

distance here is set to be at least 5 times the wavelength to prevent near-

�eld contributions. Within the calibrated sample a source particle is chosen

along with six receiver points. The source point and receiver points very along

the axis of the cylinder where the minimum distance from the source to the

receiver is .014m (see Figure 7.4). The number of wavelengths from the source

to the closest receiver is about �ve and a half.

From the elasticity constants, using equations (2.33) and (2.34) the P and S

wave velocities are 4676m/s and 2689m/s, respectively. Assuming the min-

imum wavelength of 0.00247 m the maximum frequency for the P waves is

close to 1.8 MHz and for the S waves is about 1.1 MHz. The source particle

velocity here is manipulated to emit a single period of a sinusoidal wave at a
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a)

b)

Figure 7.3: a) Zoom in of bond breakages for triaxial simulation; a jump in around

3000 bond breakages. b) Seismogram magni�ed showing particle velocity shortly

after the large jump in bond breakages.
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Figure 7.4: Sketch of the array running up the axis of the cylindrical sample. The

closest distance from the source to a receiver point is 0.014m.

frequency of 1.8 MHz for the P waves and 1.1 MHz for the S waves. The 1.8

MHz source signal is shown in Figure 7.5a.

For the P waves, the source particle is manipulated in the axial direction and

the particle velocity of the receiver is monitored in the axial direction (the

particle motion is parallel to the direction of travel). Six receiver points are

set (see Figure 7.4 for a sketch of the array.) See Figure 7.5b for an example

of the signal observed at the �rst receiver point. With the source receiver

distances known, the velocities are estimated by measuring the time between

the peak of the wave at the source to the time of �rst peak of the wave at the

receiver. The peaks of the waves are used (as opposed to the �rst arrivals)

as farther from the source the data is noisy due to e�ects from scattering and

the re�ections. Averaging the velocities for six receiver points gives a value of

4747m/s ± 73m/s . The dynamic wave velocity of the sample is about 1.5%

faster.

Similarly, for S-waves generated with polarizations perpendicular to the source-

receiver axis the average velocity of the sample is 2969±88m/s. The measured

velocity is about 10% faster than the velocity calculated from the elasticity
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a)

b)

Figure 7.5: a) Shows the source wave, frequency of 1.8 Hz. t0 was set at 0.015 ms

to ensure any existing kinetic energies in the models are completely dissipated. b)

The receiver signal at 0.014 m, showing the �rst arrival along with later arrivals due

to re�ections and scattering marked in the red box.

134



constants.

The main source of error is strong scattering due to the PFC particles (you

can see this from the coda arriving after the �rst arrival). Strong scattering

implies strong dispersion and hence generally an advance in the travel times

(van der Baan, 2001). The region marked by the box in red are re�ected waves

bouncing o� of the boundary walls of the sample and internal scattering from

the PFC particles. Unfortunately, the size of the sample is relatively small

(to ease computational expense) so that re�ections interfere with the receiver

points even at distances in close proximity to the source point. This makes

accurate picking more complicated. In the laboratory it is also a well known

fact that the dynamic P and S wave velocities do not generally agree with

the velocities derived from the static elasticity constants (Jaeger et al., 2007).

In a relatively well cemented Berea sandstone, the dynamic velocities may

be up to 20-30% faster. In the laboratory, the di�erences between these two

velocities are thought to be a symptom of the micro-structural heterogeneity

of rock (as for a homogenous steel the two velocities are in agreement). In

these bonded particle models the micro-structure is characterized by particle

contacts creating abundant local heterogeneities.

Nevertheless, certainly both the P and S waves are quanti�able in the models

and it is now of interest to take a brief look at radiation patterns. Ideally,

the radiation patterns from the synthetic seismograms agree with theoretical

seismograms created using the moment tensor, and conversely a moment ten-

sor inversion on the synthetic seismograms from the models should produce

moment tensors in agreement with the source mechanisms estimated by the

algorithm implemented by Hazzard and Young (2004). As a �rst step in this

direction, the radiation pattern for a single particle dislocation is qualitatively
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investigated. For a single particle dislocation the theoretical radiation pattern

for the far-�eld P waves is in Figure 7.6a (Aki and Richards, 2002). The max-

imum amplitude is parallel to the direction of motion and perpendicular to

the direction of particle motion the amplitude is null. A simulation is created

where eight receiver particles are distributed counter clockwise around the axis

of the cylindrical sample, HRS1. A source particle is chosen in the center and

is manipulated towards the top of the page as in Figure 7.6a. The source par-

ticle motion is again sinusoidal. The positions of the receiver particles, looking

down the axis of the cylinder, are illustrated in Figure 7.6b.

The simulation is cycled forward 30,000 time steps and the x, and y compo-

nents of the geophones are projected onto the radial direction (the positive

direction is outwards radially from the center). The seismograms are then

plotted as a function of azimuth within the radial plane for recs 1-8 in Figure

7.6b; see Figure 7.7. The amplitude and polarity of the �rst arrivals (P-waves)

are in direct agreement with the expected theoretical behavior with maximum

amplitudes of opposite polarities along the single force excitation, receivers 1

and 5, and very low amplitude at receivers 3 and 7. The larger signal at 3

compared to 7 is a result of the discrete nature of the models. The receiver

point 3 is not exactly at the nine o'clock position whereas receiver particle 7

is very close to the 3 o'clock position as depicted in Figure 7.6b. Notice again

re�ections and other coda waves immediately following the arrival of the P-

waves. This qualitative simulation provides further evidence for the feasibility

of studying wave propagation phenomena using these bonded particle models.
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a) b)

Figure 7.6: a) Theoretical radiation pattern of the P-waves for a single particle dis-

location. b) Receiver positions for the simulations superimposed onto the theoretical

radiation pattern.

Figure 7.7: Seismograms of the receivers (radial component only) described by the

points shown in Figure 7.6b.
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Figure 7.8: A three dimensional array of receiver particles placed within the sam-

ples H1 and H2 from Chapter 6.

7.2 Seismograms of a Large Triaxial Simulaion

With a good level of con�dence in the wave propagation in the bonded particle

models a �nal simulation was run on the samples H1 and J1 from Chapter 6

where an array of monitoring particles was inserted within the sample; the

array is shown in Figure 7.8. The object of this �nal simulation was to in-

vestigate the moment tensors and their radiation patterns while also taking a

look at the frequency spectrum of the simulations. The data was quite noisy;

any large magnitude events ideal for analysis of the radiation patterns on the

receivers occurred during regimes of abrupt failure. With so many events it

was hard to isolate seismic signal with its corresponding microseismic event.

A simulation needs to be run that decelerates the compression of the platens

when there is abrupt failure of the sample so as to allow for relative silence

following microseismic events. This would signi�cantly aid with interpretation

and analysis of the seismograms. Unfortunately, a spectral analysis was not

conducted on the time series for the receiver particles as a Fourier transform

needs to be implemented that is able to handle non-stationary time-steps.
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7.3 Future Work

From the proceeding discussion, it seems very reasonable to suggest that seis-

mic waves are accurately transmitted through the BPMs allowing for the exam-

ination of wave phenomena related to more complex scenarios. The paramount

objective of studying geomechanical models in this thesis is is to provide insight

into the mechanics of a reservoir during hydraulic fracturing; in particular to

provide a link between microseismicity observed at the geophones to the actual

geomechanical processes occurring in the subsurface.

Future work for the BPMs includes applying moment tensor inversions on the

synthetic seismograms to ensure that the results are in agreement with the

moment tensors predicted by Hazzard and Young (2004). This may give more

con�dence in linking geomechanical behavior to the observed microseismicity

and vice versa since it may provide indications on how to infer better geome-

chanical behavior from seismically measured particle motions.

For instance, microseismic monitoring during hydraulic fracturing treatments

reveals mysterious resonance frequencies (Tary and van der Baan, 2012). Their

cause is thought to be related to the dynamics of resonating hydraulic frac-

tures or non-laminar �uid �ow within the medium. Both phenomena have

been studied in the context of volcano seismology (Ferrazzini and Aki, 1987;

Benson et al., 2008). Although the bonded particle models are quite primi-

tive in that they do not incorporate �uid processes, the fact that the models

are able to reproduce rock mechanical behavior, failure, and synthetic seis-

mograms suggests that more research should be geared towards introducing

�uid processes into the models. Perhaps, low frequency phenomena may be

observed in the synthetic seismograms which could than be directly linked to

the particle motions and the geomechanics.
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In the context of plate tectonics and global seismology the bonded particles

models may potentially provide insight into the geomechanics occurring during

slow earthquakes. Seismic tremor or low frequency signal often occurs simul-

taneous with slow slip events, for example in Cascadia (Rogers and Dragert,

2003). The resonance phenomena may be a result of the slippage along a

fault. Again the underlying processes are assumed to be related to �uids. One

proposed explanation is that subducting slab release aqueous �uids by dehy-

dration; the �uid than migrates to the slab surface. At high temperatures and

pressure the �uid mixes with silicates and exists as supercritical �uid. This su-

percritical �uid reduces friction causing slow slip events and forms new cracks

by the process of hydraulic fracturing. It is the superposition of these micro-

seismic hydraulic fracturing events that are responsible for the tremor (Obara,

2002). Although the low frequency signal is likely a result of �uid processes

(perhaps analogous to the low frequency signal observed during hydraulic frac-

ture treatments) the geomechanical models may provide some insight on the

link between the microseismicity and deformation that occurs during slippage

along a fault.

Ferdowsi et al. (2013) uses discrete element models to investigate microslips

as precursor to large slip events along faults. In Chapter 6 a cataclastic type

�ow was modeled where spherical particles both roll and slide providing a

suitable medium for stable sliding along a fault. Bonded-particle methods

provide the opportunity to simulate this e�ect and examine its seismic signa-

ture on geophones. Although it is unlikely that any resonance phenomena will

be observed, the simulations could be useful for further reinforcing the argu-

ment that low frequency signal is tied to speci�c deformation processes either

through direct examination of any transient microseismic events, in their lo-

cation patterns and moment tensors, associated with stick-slip on asperities
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and brittle failure in general, or via examination of any low-frequency signals

associated with frictional sliding, and other aseismic phenomena.
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Chapter 8

Conclusions and Future Work

Hydraulic fracturing is a modern approach to accessing unconventional hydro-

carbon reservoirs. Microseismicity is now an essential tool for monitoring the

growth of fracture networks and with today's growing need for energy there is

now a real push to obtain a deeper understanding of the reservoir geomechan-

ics and its associated microseismicity. There are a number of key questions

that were discussed throughout this thesis.

It has been observed that the energy input of hydraulic fracturing is mil-

lions of times larger than the observed energy output from the microseismicity

(Maxwell et al., 2008). The deformation is much more complicated than sim-

ply brittle failure as certainly ductile type processes are occurring within the

subsurface during hydraulic fracture treatments. In Chapter 5, triaxial tests

were conducted on cylindrical sleeves that were the aggregation of thousands

of bonded spherical particles that reproduced the macroscopic behavior of

sandstones. Throughout the simulations, the energy budget was monitored,

speci�cally monitoring the radiated energy of the system following bond break-

ages (by tracking kinetic energy). Failure mechanisms for the microseismic
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events were estimated using a moment tensor algorithm created by Hazzard

and Young (2004). The moment tensors were used to calculate the radiated

energy for the failure using the formula from Kanamori (1977). The percent-

age of the radiated energy to the input energy from the moment tensors was in

agreement with estimates by Boroumand and Eaton (2012). The percentage

of the radiated energy to the input energy by tracking kinetic energies was

about 2.5%, which was higher by a factor of about 10 than estimates of the

radiated energy from the moment tensors. It was than suggested that energy

releases incurred from brittle failure are larger than previously suspected. In

fact, an updated formula for the relationship between radiated energy and the

magnitude of the event was proposed: log10EK = 1.86MwW +8.36. Statistical

analysis of the microseismicity of the simulations was explored which exhibited

behavior observed in laboratory experiments. The b -values were similar to

that of several authors (Lei, 2003; Lei et al., 2004). With the radiated energy

being only about 2.5% of the boundary work ductile and aseismic deformation

must make up a large portion of the energy budget. In fact, with around 30%

of the boundary work lost to friction the primary energy sink must be the

potential energy of the contacts and parallel bonds.

There are a number of topics from Chapter 5 that could use further study. The

main area for further research is to more closely analyze the energy budget.

Within the BPM there is boundary work, potential energy of the contacts and

bonds, kinetic energy, energy loses to friction, energy lost to damping, and

�nally energy losses due to the numerical approximations within the models

(which can be assumed to be small Itasca Consulting Group (1999)). Simu-

lations needs to be run where all avenues of the energy are monitored. The

power of these models is that at any moment the total mechanical energy of

the system can be dissected. Although it was concluded that the primary
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energy sink is the energy of the contacts and parallel bonds, this should be

con�rmed by running additional simulations. The conservation of mechanical

energy should be con�rmed throughout the simulations to ensure that there

is no (or minimal) energy lost (or gained) due to numerical integration.

With only 2.5% of the input energy released as seismic waves in the models it

was of interest to investigate aseismic deformation within the samples. Energy

losses due to sliding along a joint was examined in Chapter 6. In the context

of plate tectonics and global seismology, large scale slippage along faults is

observed, called slow slip events, where no seismic waves are detected (although

a mysterious low frequency phenomenon often accompanies them) (Schwartz et

al., 2007). It has been proposed that such aseismic processes may be a possible

candidate for the discrepency of the energy budget observed during hydraulic

fracture treatments. Perhaps stable sliding along preexisting fractures and

joints absorb a portion of the input energy. Joints were created and calibrated

by applying direct shear tests on the bonded particle models. The deformation

along the joints exhibited granular �ow type processes, stable frictional sliding,

and abrupt slips. Highly con�ned samples showed more abrupt slips, where

simulations run at low con�nements were characterized by more granular type

�ow. These models support the fact that a granular �ow should occur at

low con�nement pressures (shallow depths or high pore pressure). There is

an inverse relationship between the size of the shear zone of a fault and its

coe�cient of static friction. The energy budget of a triaxial simulation with a

joint contained within the sample was explored. It was found that deformation

along the joint accounted for negligible energy losses due to stable frictional

sliding. This is likely the fact that rolling spheres lose no energy to frictional

work. If any aseismic deformation or slow slip events at subduction zones and

during hydraulic fracture treatments is marked by rolling spheres and granular
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type �ows it is unlikely that any signi�cant portion of the input energy is lost

to friction. The primary energy sink must be the strain energy of the rock.

Certainly more research should be conducted with respect to joints within the

con�nes of these samples. A number of studies have been conducted already,

for example Mas Ivars et al. (2011), where they introduce a smoothjoint logic

which eliminates the inherent rugosity of the BPM samples. The smooth

joint logic tries to overcome the limitations of these rough surfaces (Ivars et

al, 2008), but unfortunately, they currently seem to be more applicable to

smaller scale sliding only. They also investigate unbonded regions of various

grain sizes. Simulations should be set up to monitor the energy budget for

these other surface interfaces as perhaps the results may di�er from what was

discovered here.

In Chapter 7 the elastodynamics of the models was investigated. Toomey and

Bean (2000) showed that it was possible to accurately model wave propaga-

tion in a two dimensional DEM model. In this thesis, wave propagation was

investigated for the three dimensional bonded particle models. When indi-

vidual particle velocities were monitored within the models, during the brittle

regime of the triaxial simulations, the particle velocities closely resembled seis-

mograms. The failure of the samples and bond breakages were a precursor to

the motion observed on the seismograms. P and S wave velocities were mea-

sured in a controlled environment and they were in close agreement with the

theoretical values derived from the elasticity constants. In the simple case of a

single particle dislocation the radiation patterns were in agreement with the-

ory. A triaxial test was conducted on a high resolution sample with a receiver

array contained within. The seismograms were marked by many microseismic

events as the failure of the sample accelerated during the brittle regime of the

145



triaxial simulation. It was di�cult to isolate microseismic events and their

corresponding seismic signatures on the array. A simulation needs to be run

where the axial load decelerates during abrupt failure so as not to contaminate

the array with too many events.

With the BPM able to model synthetic seismograms there is a myriad of re-

search that should be done. As already mentioned in Chapter 7, the estimated

moment tensors using the algorithm by Hazzard and Young (2004), needs to

be con�rmed with the particle motions in the models. Forward modeling could

be done to verify radiation patterns and relative amplitudes but, ideally, a mo-

ment tensor inversion should be run on the synthetic seismograms to establish

con�dence in both the elastodynamics of the models and the estimated mo-

ment tensors. With con�dence in the elastodynamics, the frequency spectrum

during simulations should be examined to perhaps provide some insight into

the low frequency resonance phenomena observed during both slow slip events

and hydraulic fracture treatments. A number of other tests should be run

in order to further provide con�dence in the wave propagation (for example

re�ection coe�cients between layers of separate acoustic impedance, etc).

Regarding the simulations conducted throughout the thesis, the tests should

be run with the �at joint contact logic introduced since the tensile strength

of the bonded particle models are larger than those of real rocks found in

laboratory experiments. The �at joint logic removes the unrealistically high

tensile strengths (Potyondy, 2011). It is extremely likely that the high tensile

strength of the models will have an e�ect on the failure of the samples. Hudson

plots in Chapter 5 indicated tensile failure (opening and closing type events)

and so the failure should be re-examined with the more realistic geomechanical

model.
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Finally, the bonded particle model was able to produce both interesting and

quanti�able results. The models were able to reproduce all sorts of defor-

mation including elastic, ductile, and brittle deformation. Additionally the

models were able to investigate sliding and granular type �ows along with

wave propagation. As the BPM is able to reproduce stress/strain, failure and

elastodynamics of samples, the bonded particle model should be considered

a powerful geomechanical model and that it is a viable approach for mod-

eling more complicated scenarios. With initial con�dence in these models

established, attempts should be made to couple the three dimensional bonded

particle models with �uid processes in hope of directly modeling hydraulic

fracture treatments.
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