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Abstract

Magnetic resonance imaging (MRI) is a valuable imaging modality and is com-

monplace in diagnosing, evaluating, and understanding the pathobiology of many

neurological disorders. Current methods are helpful in the diagnosis of multiple scle-

rosis (MS) but fail to provide useful longitudinal information. Furthermore, current

clinical MRI methods are limited in the research setting for evaluating the breadth

of pathophysiology and focus on classical inflammation, demyelination, and gliosis.

Techniques that are sensitive to iron have the potential to uncover new features in-

cluding iron involvement in lesions, neurodegeneration, or altered metabolism. This

thesis explores technical aspects of phase imaging and R2* mapping using high field

MRI and their utility in evaluating brain iron in MS.

MR phase images are generated through post-processing of gradient echo MRI

acquisitions. Measurements from phase images using a standard high pass method

could be used to locally quantify iron which is of interest in MS. However mea-

surements in deep grey matter can be influenced by several factors including filter

strength, structure shape, and location of background measurement. These factors

were assessed in simulation and in control subjects and the best parameters are

suggested.

A new phase processing method is presented which uses the derivative of the

spatial gradient to locally correct background phase. The contrast from lesions

in MS patients was improved and less filtering effects were apparent in deep grey

matter and in simulation.

The contribution from tissue iron to quantitative MRI measurements is unclear,

especially in neurological disorders. The relationship between iron staining and MRI



relaxation and phase measurements in postmortem subjects is evaluated where R2*

mapping demonstrated the highest correlation to iron compared to R2 mapping, fast

spin echo imaging, and phase imaging. Furthermore, a single MRI method could

not consistently demonstrate the iron status of MS lesions.

A wide variation in normal brain iron content presents difficulties in establishing

pathological iron changes in individual MS patients therefore longitudinal analysis of

iron sensitive MRI was assessed. Changes relative to controls were found in several

deep grey matter regions which strongly correlate to physical disability.
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Chapter 1

Introduction

1.1 Overview

Magnetic resonance imaging (MRI) is an essential tool in both the clinical setting

and for medical research purposes. It allows a non-invasive approach to uncovering

various features of the human body, both structurally and functionally, which would

otherwise be undetectable. MRI is especially useful for neuroimaging where soft

tissue contrast is unparalleled.

Multiple sclerosis (MS) is a disease that affects the central nervous system with

features of inflammation, demyelination, and neuronal degeneration. This disease is

particularly difficult to study because animal models are limited and human tissue

is difficult to obtain. MRI is a useful tool to investigate this disease because various

contrast mechanisms can be exploited to evaluate different pathological processes.

Brain iron is of particular interest because it may contribute to disease progression

and may be a biomarker of disability.

This thesis includes a collection of four papers that investigate iron sensitive

MRI methods and their use in MS. The papers represent a logical evolution from

improvement on existing imaging techniques, establishing their ability to image iron

in MS, and application of these methods to longitudinally evaluate iron in a patient

study. An introductory chapter explains necessary background information about

MRI, MS, and iron pathology.

1.2 MRI

MRI contrast is generated differently for various types of imaging methods but

generally relies on altering one or several parameters of the MRI system. Since the

focus of this work relates to brain iron and MS, MRI methods involving quantitative

relaxation and phase susceptibility imaging will be discussed thoroughly. As well,

other methods that relate to iron imaging or highlight other features of MS deserve
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mention to represent the breath of techniques available and to justify the choice of

methods used.

1.2.1 Physical Determinants of Contrast in MRI

Most MRI methods, especially those used for clinical purposes, rely on tissue re-

laxation differences to distinguish pathologies and tissue type. Relaxation consists

of both longitudinal and transverse components where perturbed magnetization ap-

proaches equilibrium along the magnetic field and in a perpendicular orientation

respectively [1]. Longitudinal relaxation is an energetic process where interactions

occur between spins and the surrounding lattice whereas transverse relaxation is

primarily due to spin-spin interactions which result in irreversible spin dephasing.

Furthermore, reversible dephasing can occur in the transverse plane from spatially

dependent static background magnetic fields which locally alter the strength of the

main magnetic field and cause slight changes in precession. These relaxation pro-

cesses all occur at exponential rates with the constants T1, T2 , and T ?
2 each of which

depends on various tissue characteristics.

A mathematical approach is required to understand how relaxation times vary

with different magnetic field strengths, susceptibility sources, and tissue type. Indi-

vidual spins move and interact with magnetic moments from other nuclear dipoles

or local fields, resulting in rapid and random microscopic magnetic field variation.

An autocorrelation, Gc(τ), of these magnetic field fluctuations over time results in a

statistical function that describes how similar the magnetic field is from one time (τ)

to another later time. The Fourier transform of the autocorrelation function results

in a power spectral density function, J(w), which describes the relative proportion

of spins experiencing fluctuations in magnetic fields at different frequencies (w).

Gc(τ) = e
−τ
τc (1.1)

Gc(τ)⇔ J(w) (1.2)

J(w) =
τc

1 + w2τ2c
(1.3)

T1 and T2 relaxation can be described in terms of the power spectral density

function according to the following equations for homogeneous solutions [2]

T2 =
1

R2
=

2Kp

3J(0) + 5J(w0) + 2J(2w0)
(1.4)
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T1 =
Kp

J(w0) + 4J(2w0)
(1.5)

The constant Kp contains factors independent of temperature and frequency

which are related to dipolar coupling. As well, these equations predict T2 as being

shorter than T1 for proton Nuclear Magnetic Resonance (NMR).

Correlation time is an average measure of tissue fluidity. Increased correlation

time occurs when individual spins remain in the same magnetic environment for

a longer average time. For example in myelinated tissue, boundaries exist which

restrict water motion leading to less diffusion and a higher correlation time. More

specifically, the correlation time is the time needed for the root mean square deflec-

tion of the spins’ magnetism to be 1 radian through motion including vibration,

rotation, and diffusion.

Figure 1.1: Power spectral density functions for a liquid, viscous liquid, and solid.
Relaxation rates are dependent on the power spectral density at the Larmor fre-
quency.

Biological tissues are mostly compartmentalized with regions of water separated

by boundaries including cell membranes and connective tissue. If exchange occurs

between the compartments, more complicated relaxation occurs than in homoge-

neous materials. If the compartments exchange protons faster than the relaxation

rate, the two compartments have a single relaxation rate which is the average of the
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two. However, if the rate is slower than relaxation, relaxation becomes multiexpo-

nential.

T1 relaxation is further modulated by internuclear separation (r) which again is

important in biological tissues as heterogeneity is expected [3].

1

T1
∝ γ4~2τc

r6
(1.6)

Paramagnetic atoms have the effect of increasing the total power of the magnetic

fields experienced by nuclei as they diffuse which results in a larger area under the

power spectral density curve. As a result, both T1 and T2 times would be locally

reduced.

T ′2 is a type of transverse relaxation dependent on static background fields which

microscopically add or subtract from the main magnetic field. This results in de-

phasing of the transverse magnetization which could be reversed provided the spins

do not move and experience a new magnetic environment. These background fields

can arise from any effect that causes local loss of spin coherence such as microscopic

susceptibility differences endogenous to tissue, air tissue interfaces, and motion from

flow. T ?
2 relaxation is dependent on both the static background component, T ′2, and

the irreversible T2 component of relaxation.

T ?
2 =

1

R?
2

1
1
T ′2

+ 1
T2

(1.7)

For a distribution of microscopic spheres the R′2 ( 1
T ′2

) can be modelled by:

R′2 =
2π

9
√

3N v
/V γ∆χBo

(1.8)

where the number of spheres (N) is small N>>1, the volume of each sphere (v)

must be small compared to the voxel volume (V ) v<<V , and the density of states

satisfies a Lorentzien [4]. Although many biological tissues are often not homoge-

neous, this equation is useful in predicting changes in R′2 based on the change in

volume, number, or susceptibility of cellular components such as ferric iron contain-

ing proteins.

A different type of contrast can be utilized in MRI by measuring the phase (or

angle) of the complex spins within a region as opposed to the transverse spin mag-

nitude. This relies on a different physical concept which is due to subtle changes in

the regional precession frequency of spins due to susceptibility differences, chemical

shift, motion, or proton exchange [5].

Susceptibility (χ) is a property of a material in which magnetization (M) is

induced within the material when placed in a magnetic field (H). This induced
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magnetization can add to or subtract from the magnetic field that the object is in.

M = χH (1.9)

Table 1.1: Magnetic susceptibility of bio-
logical substances

Substance susceptibility (ppm)

Water -9.05
Lipids -10
Ferritina 520
Deoxyhemoglobin -6.56

aFully loaded with iron.

Susceptibility can be diamagnetic, paramagnetic, superparamagnetic, or ferro-

magnetic, each of which adds to or subtracts from the applied magnetic field through

different mechanisms [1]. Water has a susceptibility of -9.05ppm and is used as a

reference within the body. When added to tissue, which mostly consists of water,

diamagnetic materials make the local susceptibility more negative while materials of

other susceptibility types make it more positive. Diamagnetism is caused by slight

shifts induced in circulating electrons within an atom or molecule when placed in

a magnetic field as defined by Lenz’s law. The change in angular speed induces

a magnetic field opposite to the applied magnetic field. An increase in the mag-

netic field results in a linear change in the induced field in diamagnetic materials

because the electron speed (or induced current) is increased. Since diamagnetism is

not dependent on spin populations aligning with the field, there is no temperature

effect.

The phenomenon of paramagnetism is caused by unpaired electrons within an

atom. An unpaired electron has an associated dipole magnetic field which produces

an atomic moment. These moments are randomly distributed at equilibrium but in

the presence of a magnetic field, they align parallel and antiparallel to Bo according

to the Boltzman distribution due to thermal motion, similar to nuclear magnetic

moments. Because the atomic moment is much larger than the nuclear moment,

the surrounding local field can deviate from the applied field. Therefore, param-

agnetic materials induce a field shift which is proportional to the applied magnetic

field. Since all atoms or molecules possess electron clouds, diamagnetism is a prop-

erty associated with all atoms and when electrons pair within an orbital, the spin

magnetic moments are canceled and paramagnetism no longer dominates. Ferro-

magnetic materials produce a magnetic field that is not dependent on Bo. This is

due to spin-spin coupling where all nuclear spins within the system are permanently
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aligned below a critical temperature. Superparamagnetism is somewhat similar to

ferromagnetism in that all of the domains align but only during the application of

an external magnetic field, regardless of the magnetic field strength, while still over

a critical magnetic and temperature threshold.

Susceptibility differences can cause changes in the phase (θ) of the transverse

magnetization by adding to or subtracting from the main magnetic field (B0) ac-

cording to:

θ = −γ
∫

∆B(t)dτ (1.10)

However this relationship is somewhat simplistic because the field distribution

external to an object with different susceptibility will be perturbed from the object’s

induced magnetization which depends both on the susceptibility of the object and

the shape of the object. This is due to Gauss’s law of magnetism, which states

that magnetic monopoles do not exist and magnetic flux through a Gaussian sur-

face is zero. These field equations can be analytically solved for simple shape such

as spheres and cylinders while more complicated structures can be solved with nu-

merical models. For example the equations for the magnetic field measured from a

sphere with radius (a) and at a distance from the sphere center (r) with external

susceptibility (χe) are [1]:

fieldshiftinternal =
1

3
χeB0 (1.11)

fieldshiftexternal =
∆χ

3

a3

r3
(3cos2θ − 1)B0 +

1

3
χeB0 (1.12)

There are other contrast mechanisms, as opposed to relaxation or susceptibility,

that could be important for evaluating tissue changes in multiple sclerosis including:

diffusion, magnetization transfer, and chemical shift. Diffusion contrast relies on cre-

ating a signal difference due to moving spins into regions with a different resonance

frequency by the application of spatially varying magnetic gradients [6]. Magneti-

zation transfer imaging relies on the transfer of magnetization from macromolecular

protons to hydration layer protons, which produce saturation of the magnetization,

effectively reducing the signal [7]. Hydrogen spectroscopy can evaluate the area

under individual chemical peaks which resonate at a slightly different frequency

(<10ppm) from water [3] and this can show changes in different tissue components

such as myelin, axons, or glial cells. The details of these methods can be found else-

where but their mention is warranted for comparison to MRI relaxation and phase

contrast methods.
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Figure 1.2: a) Simulated sagittal image of the magnetic field perturbation from a
sphere with susceptibility difference ∆χ from the background with the background
susceptibility χe = 0. b) profile of the magnetic field perturbation parallel to B0. c)
profile of the magnetic field perturbation perpendicular to B0.

1.2.2 MRI Contrast in Neurological Disease

Although the pathology of MS will be discussed in a later section, the physical

determinants of contrast in MRI can be exploited to study various components of

the disease. Several tissue changes in MS that can be evaluated using MRI relaxation

or phase contrast mechanisms include edema, cellular loss, and iron accumulation

[8].

Iron in the body can take one of two atomic forms, ferrous or ferric, and iron

atoms can be incorporated into different molecules. The atomic form of iron and how

the atoms are incorporated into molecules will have different effects on relaxation.

Ferric iron has an unpaired electron and is paramagnetic while ferrous iron has paired

electrons and is slightly diamagnetic. As well, ferrous iron in the brain is thought

to be primarily unbound with a much lower concentration compared to ferric iron.

Ferric iron can be incorporated into several proteins including ferritin, hemosiderin,

and low molecular weight proteins. Ferritin is the major storage molecule for iron in

the body yet the structure, biology, and magnetic properties of iron-loaded ferritin

are still not fully understood. Since most brain iron is stored in ferritin (in the

absence of intracranial blood and breakdown products), the discussion of iron effects

in MRI images will focus on ferritin.

In general, tissue iron causes an increase in R2 relaxation by increasing the

total area under the power spectral density curves [9]. However, ferritin has a

somewhat unusual effect on R2. There is a linear relationship between R2 and

ferritin iron concentration with possibly non-exponential relaxation when ferritin

is in high abundance [10]. The outer sphere theory that relates R2 relaxation to

ferritin predicts a quadratic decrease in T2 with field strength as protons diffuse
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locally near the spatially varying magnetic field created by a ferritin sphere with

volume fraction v/V , radius r, frequency shift wr, and water diffusion coefficient d

[11].

1

T2
= R2 =

4

9
v/V∆w2

r

r2

d
(1.13)

However, experimental evidence from ferritin solutions show a linear dependence

of R2 on field strength [9]. The proton exchange model attempts to explain this

observation [12]. It proposes that protons on the surface of ferritin exchange with

bulk water, where a different magnetic field is experienced, thereby increasing R2.

As well, this model provides an explanation for pH changes that are observed with

relaxation measurements of ferritin. However, these models are not sufficient to

explain in vivo iron relaxation because they assume a homogeneous distribution of

ferritin. A biexponential decay or other non exponential patters can be observed

in tissues that have compartmentalized of ferritin or very high concentrations of

ferritin [10]. Evidence of in vivo compartmentalization is demonstrated by a larger

slope between R2 and B0 than predicted with the proton exchange model, which can

be explained by iron clustering. The linear change of R2 in relation to B0 for iron

containing tissues is supportive of relaxation due to ferritin and hemosiderin rather

than low molecular weight iron containing complexes, which would demonstrate a

quadratic relationship [13].

R2 is not specific for iron, especially in MS, as inflammation, edema, cellular

loss, and demyelination can result in decreased R2, which can occur concurrently

with iron accumulation. R2 decreases because water is less constrained, increasing

the correlation time in equation 1.4. R2 relaxation differs in grey matter and white

matter in part because of water and myelin concentration. There is a 12% differ-

ence in water content between white matter (72%), and grey matter (84%) [14] .

Grey matter has less myelin compared to white matter with even further variability

between specific brain regions as measured with myelin water fraction [15]. These

range from 0.02-0.05 (MWF) in grey matter to 0.08-0.16 (MWF) in white matter.

Since T1 relaxation occurs from fluctuating magnetic fields at a relatively short

distance, the effect of ferritin on T1 relaxation is minimal because the protein shell

around iron atoms separates the local magnetic field from nearby water protons

[16]. However other iron containing proteins such as deoxyhemoblobin or exogenous

substances with unpaired electrons such as gadolinium can have substantial effects

on T1 relaxation.

Edema, cellular loss and demyelination result in an increase in T1 because there

is less matrix in which to exchange energy. The correlation time will be decreased

because the protons will experience a dissimilar environment, resulting in a T1 in-
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crease (eqn 1.5).

T ?
2 is more sensitive for iron than T2. The T ′2 component of T ?

2 creates a larger

spatial influence on relaxation which can capture the effects of punctate ferritin iron

sources [14]. T ?
2 of iron may show non-exponential decay in certain circumstances;

if a small number of dipoles are present, in vascular networks, or with macroscopic

background fields [17]. This is due to the relationship between voxel geometry and

field inhomogeneity. In addition, non-exponential decay can occur in the presence

of myelin [18] due to separate, non exchanging regions of water. T ?
2 can be further

influenced by tissue anisotropy and head angle to the main magnetic field [19] which

is important for highly organized tissue.

Ferric iron, being paramagnetic, causes a negative phase shift in the local trans-

verse magnetization vector. This effect is independent of water concentration, un-

like relaxation methods. Iron concentration has a linear relationship with phase as

demonstrated in (Eqn 1.10). However other sources of susceptibility in neurological

disease can cause shifts in transverse magnetization phase [20]. Diamagnetic myelin

loss results in an overall negative phase shift in transverse magnetization, similar to

iron accumulation. Furthermore, accumulation of diamagnetic calcium can be a fea-

ture of neurological disease, particularly in tumours, and this causes a positive phase

shift, which is in opposition to iron accumulation. As well, vascular changes such as

decreased oxygenation or focal hemorrhages result in positive changes in suscepti-

bility from increased deoxyhemoglobin and hemosiderin concentration which causes

negative phase shifts.

Other contrast mechanisms could be affected in neurological disease that result

from demyelination, inflammation, and degeneration. These biological processes

result in increased diffusion, decreased MTR, changes in chemical peaks, and a

lower MWF [8]. Similar to phase or relaxation MRI, these other contrast methods

are not specific to one pathological disease process.

1.2.3 Imaging

Contrast mechanisms are essential to distinguish different tissues and identify pathol-

ogy in MR images but the received signal must be processed in a way to spatially

localize these changes for visualization and quantification. Spins are spatially local-

ized by applying orthogonal linear gradients in a specified order then utilizing the

Fourier relationship between frequency and location.

An image is obtained using the inverse Fourier transform where the complex

transverse spin vector (M(x, y)) at a location is related to the time domain signal

(S(t)) mathematically by
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Figure 1.3: a) K-space data is directly acquired during the imaging process (magni-
tude shown). b) Phase image of Fourier transform of K-space data. c) Magnitude
image of Fourier transformed K-space data. Data collected using a 2D gradient echo
imaging sequence from a 3T imaging system.

S(t) =

∫
x

∫
y

Mxy(x, y)e−i(kx·x+ky ·y) dx dy (1.14)

k = γ

∫
Gdt (1.15)

K-space data (eqn 1.15) are obtained by applying gradients with amplitude (G),

RF pulses, and acquiring data in a specific order with differing timing parameters;

this combination is called a pulse sequence. Discrete sampling is required where the

sampling intervals are related to the field of view (FOV) through:

FOV =
1

∆K
(1.16)

The combination of parameters for each sequence will impact contrast, signal to

noise ratio (SNR) , imaging time, specific absorption rate (SAR) , and resolution.

In terms of the pulse sequence components, these include the type of RF pulse used,

the strength and duration of gradient application, timings between excitation and

acquisition, and timings between each excitation. As well, the classification of pulse

sequence will have a large effect on the final image.

This thesis focuses on specific applications of gradient echo (GRE) and spin echo

(SE). For the purposes of detecting and quantifying iron pathology in MS, gradient

echo imaging can be utilized to generate T ?
2 images, T ?

2 maps, and phase images

while spin echo imaging can generate T2 weighted images and T2 maps.

Not only are pulse sequence parameters important in generating an image but

post-processing is required to achieve the final result. Post processing can involve re-
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construction of undersampled data, combination of data from multiple receiver coils,

noise filtering, intensity normalization and specific algorithms related to quantita-

tive imaging. Effectively combining data from different receive coils can involve

different methods that utilize receiver sensitivity profiles, noise covariance, or both

[21]; phase images require additional consideration such as a dual echo approach

[22] as slight phase differences between receivers must first be corrected. This work

utilizes two approaches for receiver combination: sum of squares and coil sensitivity

estimation. A sum of squares method leads to excess noise in regions with poor sen-

sitivity but is the simplest approach. Images can also be constructed by estimating

coil sensitivities from low pass filtered image data. Undersampling collects a subset

of k-space and utilizes the complex conjugate nature of the frequency domain for

reconstruction. K-space from MRI does not have exact complex conjugate sym-

metry because of physical factors including eddy currents and motion. Therefore

estimations are required to generate the missing data. Some methods in this work

utilize Homodyne reconstruction in the phase encode direction to improve imaging

time.

T ?
2 weighted images are generally acquired with gradient echo imaging [17]. A

single RF pulse tips the longitudinal magnetization into the transverse plane. Gra-

dients are used to spatially dephase spins in the phase encoding direction. The

readout gradient is applied during signal acquisition where spins experience differ-

ent magnetic fields and precess at different frequencies. This process acquires one

line of k-space. Other lines of k-space in the phase encoding direction are acquired

with the application of a different strength of phase encode gradient (eqn 1.20. In

this scheme, an echo is generated in the center of the readout with the prior appli-

cation of a refocusing lobe of equal area. Further lobes can potentially be applied

to both the slice select gradient and the dephasing readout lobe for flow compensa-

tion. For T ?
2 contrast, the repetition time (TR) must be sufficiently long for most of

the longitudinal magnetization to recover in order to avoid T1 weighting (eqn 1.18).

Alternatively, the flip angle (α) can be reduced to shorten the TR and still achieve

adequate recovery of longitudinal magnetization, thus reducing overall scan time

with a reduction in the magnitude of the transverse signal. As well, a long TE for

adequate dephasing of signal is required for generation of T ?
2 contrast (25-50ms at

1.5T and 7-20ms at 4.7T). With a reduced flip angle, optimal signal is achieved by

relating the TR to the Ernst angle, for a spoiled gradient echo, which ranges from

15− 35◦ at 1.5T and 8− 15◦ at 4.7T.

α = cos−1(
TR

T1
) (1.17)

To eliminate the refocusing of persistent transverse magnetization, spoiler gra-
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dients are used in the slice select and readout directions which cause a 2π or greater

dephasing across each voxel. RF spoiling is also commonly implemented by chang-

ing the phase of the RF transmission (B1) and receiver pulse by typically 117◦ with

each excitation. Phase encode rewinding ensures that magnetization phase is only

encoded from individual excitations and is not the product of several excitations.

Gradient echo sequences have the advantage of low tissue power deposition because

of reduced flip angles and few RF pulses.

M = M0
1− e−

TR
T1

1− cos(α)e
−TR
T1

sin(α)e
−TE
T?2 (1.18)

Figure 1.4: Pulse sequence diagram for gradient echo sequence. The RF pulse
bandwidth is generally predetermined and the amplitude is calculated in conjunc-
tion with the slice select gradient amplitude. The phase encoding gradient, Gpe,
is incremented with each TR for full FOV coverage. The spoiling gradients must
be large enough to dephase spins at least 2π across each voxel. Phase gradients
are rewound after each acquisition to prevent unwanted phase accrual over multiple
readouts. Multiple slices can be acquired during each TR provided there is time to
apply the same gradient order in a different slice.

Generally, the field of view, readout bandwidth, and timing parameters are cho-

sen and appropriate gradient strengths and timings are calculated given certain

relationships. Different parameters will be chosen for different purposes and trade-

offs must be considered. If fast imaging is to be performed, gradients will generally

have large amplitude to reduce imaging time at the cost of having a high readout

bandwidth (BWsample). However for increased SNR, a lower gradient amplitude

with a lower readout bandwidth will be chosen at the cost of imaging time and a

modified point spread function.
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Figure 1.5: Pulse sequence diagram for a 3D gradient echo sequence. Generally,
the flip angle is reduced compared to 2D gradient echo so the TR can be reduced
for faster imaging. There must be adequate phase encoding steps in the slice select
direction for proper Fourier transformation. The gradient amplitude during slice
select is lower compared to 2D acquisition because a larger volume is typically
excited.

1

∆t
= BWsample ≥ γ ·Gro · FOVro (1.19)

∆Gpe ≤
1

γ · FOVpe · τ
(1.20)

BWRF = γ ·Gss ·∆z (1.21)

With MRI, distortion is introduced into the final image through the convolution

of a point spread function. This is represented as a multiplication of a modulation

transfer function by the ideal k-space representation of the object data. Ideally,

the modulation transfer function would be non existent, which represents a delta

function in image space, resulting in no distortion. Deviations from the ideal mod-

ulation transfer function can result from signal decay over the readout gradient or

modulation in signal amplitude due to signal decay from multiple phase encode lines

in k-space during the same excitation (applicable to FSE, and EPI). Gradient echo

imaging generally does not have substantial modulations to the point spread func-

tion. This is because the readout bandwidth is generally high enough to mitigate

significant modulation over one readout provided Ts < T ?
2 [1]. As well, multiple

phase encode lines are not acquired from one excitation.
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T ?
2 mapping collects a series of gradient echo images and mathematically esti-

mates the T ?
2 value in each voxel. This can be accomplished by acquiring k-space

data using a multi-echo readout from the same excitation and phase encoding one

line in k-space. Alternatively, separate acquisitions of entire images can be per-

formed with different echo times (TE). One issue of T ?
2 mapping is unwanted de-

phasing effects from air tissue interfaces or vessels. Techniques have been proposed

to minimize effects from air tissue interfaces by gradient compensation[23], tailored

RF pulses [24], or post-processing[25]. Gradient compensation is achieved by vary-

ing the amplitude of the refocusing slice select lobe over several acquisitions and

combining the multiple resultant images. Similarly, tailored RF pulses improve co-

herence at the echo time by manipulating magnetization phase in the slice select

direction. However these methods may require long acquisition times, poor reso-

lution, and/or limited slice coverage. Alternatively, post processing techniques can

be implemented which have no additional cost to time, resolution, or SNR. These

methods model the magnetization behaviour to correct for susceptibility induced

signal losses. Most methods assume signal loss due to dephasing effects from a

linear gradient through a rectangular voxel[25]. The predicted result is a sinc mod-

ulation in signal intensity which can be spatially calculated with the acquisition of

a background field gradient map (BFG). This map can be obtained by calculating

the phase differences between two phase images with echo times differing by several

msec [26].

S = sinc

(
γ BFG∆x, y, z TE

2

)
(1.22)

However, this correction method is imperfect and could artificially modulate

signal contribution from other susceptibility sources within the brain such as high

iron containing deep grey matter structures, if a slowly varying spatial profile is

produced. A simple means for mitigating dephasing effects from air tissue interfaces

is reduction of voxel volume, provided there is adequate SNR and imaging time can

be prolonged. The dimension along the strongest macroscropic background gradient

has the largest contribution and is generally the slice thickness for axial imaging.

Reduction in voxel volume will not decrease dephasing effects caused by microscopic

dephasing sources such as ferritin or hemosiderin assuming a relatively homogeneous

distribution throughout voxels.

Estimating the R?
2 signal decay can be accomplished with several approaches.

The simplest method involves a single exponential least squares regression of in-

dividual voxels from all the images over the range of TEs acquired. However with

later echo times, noise can strongly influence the signal and fitting can become unre-

liable. To overcome this, the later echoes could have less weighting in the regression
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Figure 1.6: Pulse sequence diagram for a multi echo gradient echo sequence. Mul-
tiple echoes can be collected from the same excitation provided there is adequate
signal in addition to readout gradient compensation to ensure echos occur in the
centre of each readout. Lack of compensation will result in a cumulative linear shift
in k-space at each echo resulting in a progressive phase ramp in image space with
increasing echo time.

Figure 1.7: Pulse sequence diagram for a 2D gradient echo sequence with flow
compensation. Phase can accumulate as spins move across linear gradients leading
to improper spatial encoding. Extra lobes on the slice select and readout gradients
remove phase accumulation for moving spins with constant velocity.

or could be excluded in the fitting process.

Phase imaging generally acquires one image at one echo time however combina-

tion of phase images from several echo times can result in improved SNR and signal

contrast. The complex phase within a gradient echo image is given in equation 1.10.

Therefore, images from different field strength can be appropriately compared by

accounting for linear scaling factors. This is unlike quantitative relaxation methods

where T1, T2 and T ?
2 have a more complicated relationship with field strength. Al-

though contrast scales proportionately with field strength, contrast to noise (CNR)
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Figure 1.8: a) Uncorrected T ?
2 weighted gradient echo image and b) corrected T ?

2

weighted gradient echo image using background compensation assuming linear gradi-
ent through each voxel. Dephasing effects from paranasal air tissue interface (arrow)
and dephasing effects from external auditory canal (arrow head).

is superior with increased magnetic field[17]. Equation 1.23 demonstrates this rela-

tionship with the standard deviation of the magnitude noise (σmag), TE, T ?
2 , ∆B,

γ. Parameter K includes T1, spin density, flip angle, and B0.

CNRphase = γ ·∆B · TE · SNRmag =
γ ·∆B · TE ·K · e

−TE
T?2

σmag
(1.23)

Phase imaging requires background field removal through post processing tech-

niques. The background field arises from the large susceptibility difference that

occurs at air tissue interfaces and the geometry of the regional anatomy. The most

simplistic method of removing the background field utilizes a high pass filter by

dividing the inverse Fourier Transform FT−1 of the original complex raw data (DK)

by the inverse Fourier Transform of this same complex data multiplied by a window

function (Wdk) in k-space (eqn 1.24).

θ = angle

(
FT−1[Dk]

FT−1[Dk xWdk]

)
(1.24)
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However this can lead to phase suppression in larger brain structures and may

not adequately remove phase wraps in areas close to air tissue interfaces. Both of

these issues can be troublesome when obtaining quantitative phase measurements.

Other heuristic phase removal methods have utilized moving window functions or

high order polynomial fitting. Newer methods including sophisticated harmonic

artifact reduction for phase data (SHARP)[27] and projection onto dipole fields

(PDF)[28] attempt to model the background field through the use of Gauss’s Law

by utilizing the property of zero magnetic flux through a closed surface.

Phase contrast relies on different mechanisms compared to relaxation. The phase

within an object is dependent on the shape of the object while relaxation contrast

does not. As well, phase imaging shows field perturbations external to an object.

Both of these features in phase imaging can create difficulties with quantitative

measures, making the measurements dependent on features other than tissue sus-

ceptibility. Furthermore, the choice of background field removal can have different

effects on phase contrast. Reference phase measurements are commonly used to

compensate for external phase effects and filtering issues however the choice of ref-

erence location could also influence quantitative measurements.

Susceptibility weighted imaging (SWI) is an interesting imaging method because

it combines magnitude and processed phase information from one or more gradient

echo acquisition [29]. It is seeing increased use clinically, particularly in diseases

with iron deposition. Current uses include evaluation of stroke, cerebral amyloid

angiopathy, trauma, venous anomalies, tumours, and multiple sclerosis [20]. Gener-

ally, a phase mask is created by applying a high pass filter to a raw phase image and

retaining only negative phase values. The mask is subsequently multiplied several

times, generally four, into the magnitude image.

Spin echo sequences are the primary clinical method employed for routine neu-

roimaging. These include T2 weighted fast spin echo, T1 imaging, T1 contrast en-

hanced imaging, and fluid attenuated inversion recovery (FLAIR) imaging. Gen-

erally these sequences utilize one or more 180◦ refocusing RF pulse preceded by a

90◦ excitation pulse and gradients for slice, phase, and readout encoding similar to

gradient echo imaging.

Fast spin echo imaging uses multiple refocusing pulses after each excitation pulse

where multiple lines of k-space are acquired with each excitation. The effective echo

is obtained when the center of k-space is sampled in the phase encoding direction.

As well, the order of phase encoding should be appropriately chosen as a point

spread function due to T2 relaxation over the readout train.

T2 mapping is similar to T ?
2 mapping in that the signal decay is fit in individual

voxels over multiple echo times. The major advantage of T2 mapping is that spin re-

focusing negates effects from static field inhomogeneity. However notable limitations
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include less specificity for iron, a need for precise refocusing pulses, and excessive

SAR which is proportional to the square of the magnetic field strength. Because

there are multiple RF pulses between signal acquisition, echo refocusing can lead to

unwanted spin and stimulated echos. Several compensation mechanisms have been

proposed including increasing the width of the refocusing slice, discarding the first

echo, varying crusher gradients to isolate specific spin echo pathways, or mathemat-

ical modelling stimulated echo behaviour. This is of particular importance at high

field where RF homogeneity is lacking.

Although not used in this thesis, other pulse sequences can exploit different

contrast mechanisms which could be useful for studying multiple sclerosis. Dif-

fusion imaging uses additional gradient pulses around 180◦ refocusing RF pulses

which cause signal loss that is proportionate to the motion of spins. Magnetiza-

tion transfer imaging indirectly examines macromolecular tissue content by relating

signal to the quantity of bound protons in tissue. Off resonant pulses are applied

which saturate bound protons. These protons exchange with free protons resulting

in a reduced magnetization of free water. There are several methods of hydrogen

spectroscopy including single voxel techniques such as Stimulated Echo Acquisition

Mode for imaging (STEAM) and Point Resolved Spectroscopy (PRESS) or spectro-

scopic imaging which can investigate the relative concentration of different molecules

in the brain. These methods acquire signal in the absence of gradients which al-

lows the determination of chemical peaks through an extra dimension of the Fourier

transform. Chemical peaks occur because individual protons within molecules have

a slightly different resonant frequency due to electron shielding. Myelin water frac-

tion (MWF) imaging is a T2 relaxation method that utilizes a multiexponential

model requiring many echoes [30]. Different exponentials are sorted into bins where

the fastest component of T2 relaxation is attributed to myelin 20-50ms.

Additional methods have been proposed for evaluating iron including Magnetic

Field Correlation Imaging (MFC) , Direct Saturation Imaging, and Field Dependent

Relaxation Imaging (FDRI) , however their use is limited. FDRI measures the

difference in R2 between different field strengths and has a very high sensitivity

to iron [31]. MFC imaging uses a series of asymmetric spin echoes which should

be independent from the dipolar mechanism seen in phase imaging [32]. Direct

Saturation Imaging uses off resonance saturation pulses similar to magnetization

transfer rate (MTR) imaging however the signal intensity is reduced because of the

local iron environment which alters T2 [33].

1.2.4 High Field

High field MRI systems are generally defined as MRI systems with the main mag-

netic field being greater than 3.0 T. High field has distinct differences compared to
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lower field systems and by carefully weighing a variety of factors, specific applica-

tions can greatly benefit from the use of high field. In keeping other parameters

equal, imaging characteristics can be compared between field strengths. With in-

creasing magnetic field strength; SNR increases, SAR increases, T1 increases, spec-

tral dispersion increases, susceptibility dispersion increases, and RF homogeneity

decreases. Aside from the characteristics of images, several technical considerations

are associated with high field MRI including more sophisticated hardware design

(RF coils, gradient coils, and main magnetic field coils), increased cost, and greater

fringe fields.

SNR linearly increases with field strength based on the Boltzmann distribution

of proton alignment parallel and antiparallel to the main magnetic field, larger EMF

generated in the RF receiver, and increased noise [34]. This can allow for a decrease

in image acquisition time because either less signal recovery or a lower flip angle is

required for equivalent SNR compared to lower field. For applications that require

image averaging, proportionately fewer acquisitions are necessary for equivalent SNR

with increased field strength. Alternatively, higher resolution images could be ob-

tained with equivalent SNR compared to images from lower field. However SNR

benefits are spatially dependent with increased magnetic field strength because of

increased RF inhomogeneity effects.

Figure 1.9: Gradient echo images and R?
2 map from a) 3.0T (2D sequence

TR= 500ms FA=70◦ resolution = 512x256) and b) 4.7T (3D sequence TR=44ms
FA=10◦). R?

2 increases in iron rich brain regions with field strength.

RF inhomogeneity arises from electromagnetic constructive and destructive in-

terference at different spatial locations within the head due to different path lengths

between coil elements [35]. Inhomogeneity is increased at high magnetic field due
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to a smaller RF wavelength that approaches the dimensions of the head. The wave-

length is on the order of meters in a vacuum but due to the dielectric effect in the

brain, the wavelength is further reduced. This can lead to a 40% reduction in ex-

citation at the the edge of the head compared to the center. For several methods,

such as R?
2 mapping or phase imaging, this has little effect except for an uneven

distribution of signal to noise. However for non-quantitative methods such as FSE

or GRE magnitude imaging, this effect can result in hyperintense and hypointense

regions within an image which are not dependant on tissue characteristics. A dou-

ble angle method can be used to determine the spatial variation of flip angles for

potential correction.

In phase imaging, contrast to phase noise increases with field strength (eqn 1.23).

Furthermore, optimal tissue contrast between two tissue types is achieved when the

echo time is equivalent to the average T ?
2 of these two tissues. Therefore the echo

time will be shorter at higher field which will reduce overall imaging time. However,

air and tissue have substantially different susceptibilities, thus the deleterious field

effects that result are more pronounced at high magnetic field.

SAR is the amount of RF power deposition per weight of tissue. It depends on

the square of the magnetic field keeping all other parameters equal (eqn 1.25).

SAR =
Joules of RF energy per second

kg of body weight
(1.25)

Power ∝ B2
0α

Trf · TR
(1.26)

There are safety limits to overall RF power body deposition as well as different

limits to specific body parts. SAR must be limited to less than 4 W/kg for the entire

body and less than 3.2 W/kg averaged over the head. RF profiles may not be uniform

within the head, especially with high magnetic field, where focusing effects can result

in regional anatomy receiving higher energy deposition. The negative consequences

of this have not fully been explored especially at ultrahigh field systems. To limit

SAR at high field a number of pulse sequence parameters can be altered (eqn 1.26)

including lengthening TR intervals, using different RF pulse shapes, maintaining

lower flip angles, and using lower bandwidth RF pulses [1].

T1 increases at high field thus TR should be longer for comparable contrast in T2

imaging for more complete longitudinal recovery. Furthermore, less T1 contrast is

evident in T1 weighted images at higher magnetic field for most brain tissue. Specific

applications can benefit from this feature of high field including background tissue

contrast suppression with gadolinium agents which have a much faster T1 compared

to brain tissue.

At high field, spectral dispersion is problematic for routine proton imaging be-
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cause of increased water fat separation.

w = γB(f1 − f2) (1.27)

To maintain water and fat signal within one slice, higher bandwidth RF pulses

are needed resulting in an increased SAR. There are applications that benefit from

spectral dispersion including spectroscopy methods. Spectral resolution is increased

with higher magnetic field as spectral dispersion increases allowing the separation

of chemical peaks which would otherwise be indistinguishable.

Bseen = (1 + χ)B0 (1.28)

Multiple RF coil arrangements for signal reception can have added benefits com-

pared to a single receiver, particularly at high field [35]. Parallel acquisition tech-

niques can decrease SAR by reducing the number of excitation pulses although with

a reduction in SNR. Alternatively, multiple receiver coils can be used to improve

SNR by utilizing certain coil combination methods. This is particularly useful for

locations in the center of the brain which are spatially distant from the reception

coils, making adequate signal to noise in these regions difficult to achieve at low field

strength. Multiple coil arrangements are useful for imaging techniques that require

a strong SNR such as R?
2 mapping or phase imaging of deep brain structures. Both

of these sequences use comparatively long echo times and local iron can decrease

the transverse signal amplitude. This can create problems in estimating R?
2 from

longer echos or in measuring phase as average transverse magnetization angle can

become uncertain with small amplitude.

Magnetization transfer effects are more pronounced at high field and can de-

crease signal when many slices are acquired with large flip angles[34]. This can be

problematic for incidental magnetization effects where large flip angles are used in

multi-slice imaging.

MRI is an expensive imaging modality partially because of specific and compli-

cated hardware requirements which are more costly at high magnetic field. With

increasing field strength, gradient coils are susceptible to more torque and require

different design considerations. As well, the main magnetic field requires more rigid

control over temperature to maintain superconductance as superconductivity is a

function of current, temperature, and material. Physical parameters of a birdcage

coil including the resonator length, inductance, and capacitance are matched to the

higher frequency needed at high field while still retaining adequate homogeneity and

frequency output.

High field MRI can greatly benefit quantitative MRI methods such as R?
2 map-

ping or phase imaging with improved image resolution, higher SNR, and higher iron
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sensitivity. In these applications, the advantages of high field appear to outweigh

the deleterious aspects.

1.3 Multiple Sclerosis

Multiple sclerosis is a disease of the central nervous system (CNS) with features of

focal demyelination, inflammation, and neuronal degeneration. The cause of this

disease remains unknown and treatment options offer minimal benefit for slowing

disease progression in the relapsing remitting phase and no confirmed benefit in

the secondary progressive phase. It is currently believed that MS begins as an

inflammatory autoimmune disorder mediated by autoreactive T lymphocytes.

1.3.1 Epidemiology

MS affects young adults with higher rates in females compared to males by a ratio of

2.3:1 [36]. MS prevalence has a geographic variance which could depend on several

factors. Higher frequency areas include Europe, Canada, northern United States,

New Zealand and southeast Australia with prevalence of more than 100 per 100000.

This difference is explained in part by racial differences with a higher proportion

of white populations in these regions. It has been postulated that vitamin D from

sunlight exposure could be protective however there is new evidence to show that

latitude does not influence MS incidence in Europe or North America [36]. An

infectious stimulus of the immune system could play a role in the development of

the disease [37] and it has been shown that the risk of MS increases after Epstein

Barr Virus infection and Varicella Zoster Virus exposure. There are a host of genetic

factors that are linked to the development of MS but a single gene is not causative

in the disease. The risk of MS increases with certain alleles of HLA-DRB1 locus

on MHC II which encodes for an important protein involved in T-cell activation

and cell signalling. The risk of developing MS in dizygotic twins is the same as for

siblings (3-5%) which indicates that intrauterine factors are unlikely to contribute

while the risk for monozygotic twins is 20-39%.

There are four subtypes of MS which are: relapsing remitting, primary progres-

sive, secondary progressive, and progressive relapsing [38]. Of initially diagnosed

cases, RRMS constitutes 85-90%, PPMS makes up about 10%, and PRMS makes

up less than 5%. On average, RRMS will convert to SPMS after 10 years. Primary

progressive MS has a more rapid disease progression on average and a more steady

progression of disability compared to a relapsing remitting course.

There are several clinical measures of disease severity with the most common

being the Kurtzke expanded disability status scale (EDSS) [38] or frequency of re-

lapse. Others measures include the MS functional composite (MSFC), MS severity
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score (MSSS), and cognitive batteries. The EDSS evaluates disability due to MS

on a scale from 0-10 where 0 is normal and 10 is death due to MS. Scores ranging

from 0-4 represent dysfunction in various functional systems including the pyramids,

cerebellum, brainstem, sensory system, bowel and bladder, visual system, and cere-

brum. Scores above 4 represent mainly ambulatory dysfunction. Problems exist

with using this scale to evaluate disability because it is nonlinear, EDSS above 4

is often reported by history and not objectively evaluated, and inter and intra rate

variations are common. MSFC evaluates ambulation, cognitive function and up-

per limb function using standardized methods that are easy to administer and have

a high inter and intra observer reliability [39]. It has advantages of being highly

reliable and generates scores on a continuous scale. The MSSS utilizes EDSS but

modifies the scores based on the length of disease, which has been shown to more

accurately represent disease progression and severity [40]. Two commonly used cog-

nitive batteries are the Minimal Assessment of Cognitive Function in MS and the

Brief Repeatable Neuropsychological Battery. Each of these batteries contain tests

that assess processing speed, learning, memory, executive function, and language.

1.3.2 Diagnosis and Monitoring

Multiple sclerosis is primarily a clinical diagnosis with no individual clinical, labo-

ratory, or imaging findings that are unique to the disease. Diagnosis criteria have

changed over time but consistently rely on objectively proving dissemination in

space and time of demyelinating CNS lesions with no other known cause. The

Poser criteria were introduced in the early 1980s and used clinical characteristics

and laboratory studies including CSF analysis, evoked potentials and neuroimaging.

However MRI has improved considerably over 20 years while the Poser criteria have

not been updated. In 2001, the McDonald criteria were introduced and utilized

clinical MRI findings to supplement or replace criteria for showing dissemination

in space or time. The most recent revisions to the McDonald criteria [41] aim to

simplify the diagnostic approach while retaining a high sensitivity and specificity.

Dissemination in space is demonstrated on MRI by one or more T2 lesions in at least

two of four regions (periventricular, juxtacortical, infratentorial, or spinal cord) or

by a second clinical attack implicating a different site in the CNS. Dissemination

in time is demonstrated on MRI by the presence of asymptomatic gadolinium en-

hancing and non-enhancing lesions, or a new T2 or gadolinium enhancing lesion,

or by the development of a second clinical attack. Criteria to diagnose progressive

MS requires one year of progression, plus two of three: dissemination in space, dis-

semination in space in the spinal cord, elevated oligoclonal bands or IgG index in

CSF.

Common presenting symptoms in MS include sensory symptoms in limbs or
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face, visual loss, diplopia, motor weakness, gait disturbance, impaired coordination,

bladder and bowel dysfunction, and pain. Several pathoneumonic symptoms exist

including Lhemitte’s sign and internuclear ophthalmoplegia (INO) which can aid in

diagnosis. Relapses are generally defined as acute onset of clinical dysfunction that

peaks within days and is not less than one day. This is followed by remission during

which symptoms and sign resolve to a variable extent. Because initial and ongoing

symptoms can be highly variable, MRI is essential in ruling out other pathology and

confirming the diagnosis but falls short of appropriate longitudinal monitoring which

could potentially be used for treatment and management decisions with better MRI

methods.

There are no guidelines for following MS with MRI after a diagnosis is confirmed

however routine imaging is generally performed yearly, or at the time of a relapse

[42]. Standard protocols examine size and number of T2 enhancing lesions as well

as number, size, and morphology of T1 enhancing lesions. Protocols will generally

include the following imaging methods: sagittal and axial FLAIR, sagittal and axial

T2 weighted, axial T1 weighted with and without contrast, proton density, and spinal

T2 weighted if there is clinical concern of spinal cord abnormalities. Conventional

MRI correlates poorly to clinical status for several reasons [8]: strategic lesions can

cause significant disability yet lesion load may appear small on MRI, MRI can depict

inflammation but the immune system has both destructive and reparative functions

in MS, neurodegeneration is not well visualized and is difficult to evaluate, and

adaption with reorganization of the CNS cannot be observed. Treatment decisions

are generally based upon clinical progression however it has been suggested that

monitoring lesions load with imaging could be beneficial [42]. As a general rule,

no new lesions results in maintenance of current treatment, few new lesions may

results in a change in treatment, and many new lesions should prompt a change in

treatment. However these recommendations are subjective and it is often difficult

to evaluate new lesions if baseline lesion load is high. Because MRI is costly and

time consuming, new methods of evaluating disease progression and response to

treatment are needed that are both sensitive and specific to CNS dysfunction.

There are no imaging findings that are unique to MS but some findings are

highly characteristic of the disease. Every lesion is believed to have T1 contrast

enhancement at some point. Therefore, if no enhancing lesions are observed over

time, this should prompt the consideration of another diagnosis. As well, lesions

are common in the corpus callosum and spinal cord therefore absences of lesions in

these locations should prompt further investigation. MS lesions can have certain

morphology which often show Dawson fingers where inflammation extends along

vasculature and generally the size of lesions range from <1mm to several centime-

tres. WM abnormalities are the most apparent finding with clinical MRI therefore
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many prior studies have focused on the evaluation of WM lesions in comparison

to disability. However these studies showed poor correlation to disease. New MRI

methods are required to appropriately follow the disease over time by examining

other CNS locations and aspects of the disease other than WM inflammation and

demyelination.

1.3.3 Pathology

Tissue pathology that occur in MS can be described by either the cells are affected

or what processes occur at different disease stages. As with clinical features, the

pathology in MS is quite heterogeneous which possibly reflects different mechanisms

of tissue damage. Although many aspects of the disease seem to be mediated by

the immune system, the cause of MS remains unknown. The general pathological

features associated with MS are demyelination, inflammation and neuronal degen-

eration.

Cells

T cells seem to be a main mediator of pathology and many therapeutic agents aim to

modify their function [43]. Both CD4 T cells, and CD8 T cells propagate the inflam-

matory immune response and potentiate cellular damage. Dysfunctional CD4 T cells

in MS include Th1 and more recently discovered Th17 cells which both stimulate the

inflammatory response and produce proinflamatory cytokines, and potentially Th2

cells which promote humoral immunity and have anti-inflamatory effects. Compared

to Th1 cells, Th17 cells cross the blood brain barrier (BBB) more efficiently, cause

more damage to the BBB, and cause more damage to neurons. CD8 cells cause direct

cellular damage by releasing perforin and granzyme, lymphotoxin, and activating

the FAS receptor. Release of cytokines from CD8 T cells can result in damage to

glial cells, axons, and promotion of BBB dysfunction. Unlike CD8 cells which have

a nonspecific immune response, CD4 cells have antigen specific targeting and in MS

are thought to target MBP, PLP and MOG. CD4 cells could be stimulated to target

self antigens because of molecular mimicry from other foreign antigens or through

dysfunctional negative selection in the thymus. Antigen presenting cells (APCs) are

needed to activate CD4 cells in both the periphery and subsequently in the CNS.

Dendridic cells are major APC in the CNS but microglia, astrocytes and B cells

can also present antigens. Antigen presentation can activate Th1 cells and Th17

cells into a pro-inflamatory state where pro-inflamatory cytokines are produced in-

cluding INF-gamma and IL-17 IL-21 and IL-22 . Conversely, antigen presentation

can also trigger an anti-inflammatory response by causing Th2 cells to produce IL-4

and IL-13. Interferon treatment in MS aims to convert the pro-inflamatory response
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dominated by Th1 and Th17 cells to an anti inflammatory response dominated by

Th2 cells. As well, glatiramer acetate therapy aims to block the presentation of

antigens to T cells through competitive binding.

The BBB is a special endothelial lining of the CNS vasculature and is an impor-

tant barrier to both pathogens in healthy individuals and auto reactive inflammatory

cells in MS. It differs from other vascular endothelial linings because of tight junc-

tions between cells and specialized transporters which tightly regulate the immune

cells and other substances that can enter the CNS. Immune cells pass through this

barrier in three steps; rolling, activation and arrest on the endothelium. ICAM-1

and VCAM-1 are adhesion molecules that assist in rolling and can be upregulated

with inflammation. Integrins are proteins which allow cells to enter into the CNS

and one of the disease modifying therapies in MS, Nataluzimab, blocks the binding

of these proteins to immune cells. Chemokines, primarily made by astrocytes, are

expressed to attract T-cells and macrophages across the BBB, and can be upregu-

lated in states of stress or inflammation.

B cells are less commonly associated with MS disease activity but could con-

tribute to pathology [44]. They can form follicles in the meninges which have been

associated with more rapid disease progression. B cells produce immunoglobulin and

complement components and can potentially produce an immune response towards

a specific target: MOG or MBP. However they may also have a non specific inflam-

matory response by upregulating general immunoglobulin production secondary to

WM injury. In a pro-inflamatory state, they can produce TNF and lymphotoxin and

may also be important in the anti-inflamatory state by producing IL-10. Mature

B-cells express CD20, particularly in follicles, which is a target of Rituximab.

Peripheral macrophages and microglial cells are traditionally thought to have

a secondary response in MS pathology where their action is primarily scavenging

myelin and other cellular debris. However they may have an earlier or different

role in MS pathogenesis which could precede lymphocyte infiltration [45]. They

are thought to mediate damage with the production of proteolytic and lipolytic

enzymes, complement components, cytotoxic cytokines, and NO and free radicals.

Macrophages cells phagocytize opsonized and nonopsonized myelin and contain var-

ious lipoproteins at different stages of inflammation, which can be used to classify

postmortem MS lesions.

Oligodendrocytes and their associated myelin sheaths that encircle axons are

lost over the course of the disease. Myelin provides a variety of support to axons

including a mechanism for saltatory conduction through nodes of Ranvier, physical

protection, and trophic support. After acute focal inflammation, surviving oligoden-

drocytes can undergo repair where new myelin sheath is generated through cellular

protrusions. Alternatively, oligodendrocytes can be replenished from nearby pre-
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Figure 1.10: Illustration of immune mediated pathology in MS

cursor cells that are stimulated to differentiate and propagate. Damage to myelin

and oligodendrocytes primarily arises from pro-inflammatory cytokines, oxidative
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stress and excitotoxicity. This includes TNF, lymphotoxin, compliment, and per-

forin. Damage is incurred from both CD8 cells and macrophages but could also

result from intrinsic dysfunction.

Astroctyes have several biological functions including supporting the BBB, main-

taining ion balances and transporting various substances through the CNS. They can

become reactive due to any inflammatory process [38]. Histologically this involves

enhancement of the cytoplasm, increased cellular protrusions, and increased GFAP

expression which functions to aid in cell communication and BBB function. Reac-

tive astrocytes can contain myelin debris, express histocompatibility antigens, and

contain lysosomal enzymes which are features suggestive of active involvement in

the disease process. In chronic MS tissue, astrocytes form a dense fibrillary network

to fill in the absence of other cells. Interestingly, astrocytes can even be damaged

in severe lesions.

Neuronal dysfunction is an increasingly studied feature in MS [44]. In MS,

fewer axons are present both within plaques and in normal appearing white matter

(NAWM) tissue. Decreased density of axons likely occurs over the course of the

disease beginning with early axonal loss during acute inflammation. With myelin

loss, naked axons are susceptible to damage from ROS, and proteases. There are a

number of mechanisms for neuronal and axonal injury in MS including direct damage

by CD8 cells, macrophages, glutamate excitotoxicity, and antibody mediated injury.

Later in the disease, neurodegeneration can result from non inflammatory factors

such as mitochondrial dysfunction, glutamate mediated excitotoxicity, loss of trophic

support from absent myelin or synapses, and energy imbalance from ion channel

redistribution and channel dysfunction.

General cellular stresses in MS can lead to accelerated disease. These stresses

include loss of trophic support, altered perfusion and decreased oxygen utilization,

dysfunctional mitochondria, and decreased brain metabolism. These, in combina-

tion with depletion of antioxidants such as glutathione, make the brain more sus-

ceptible to iron-catalyzed oxidative damage.

Pathology Types

Pathologically, MS can be classified by lesion type or general tissue changes based on

disease stage; either progressive or relapsing [46]. Bo and Trapp developed a stag-

ing system based on postmortem samples, that classifies lesions into active, chronic

active, and chronic inactive. Lassman and Bruck, classify lesions, based on in vivo

biopsied samples, into 5 types; early active, late active, inactive, early remyelinating,

and late remyelinating.

Early lesions demonstrate infiltration of magrophages and microglia containing
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MOG and MAG then later MBP and PLP. There are fewer oligodendroctes and

more oligodendrocyte precursors with decreased myelin density compared to normal

white matter. As well, acute axonal transport deficiencies are indicated by APP

accumulation. Generally, these early lesions are hypercellular with inflammatory

cells including magrophages and lymphocytes. Chronic lesions are hypocellular with

few mature oligodendrocytes, astrocytes form a gliotic scar, and axonal loss can be

up to 70%. The abundance of T cells and macrophages is decreased as well. Chronic

active lesions, a type of lesions temporally connecting early and chronic lesions, have

a central region that displays a chronic phenotype with a border that shows an active

phenotype.

Four patters of lesion development have been identified, each of which may rep-

resent different pathogenesis [47]. Type 1 lesions show inflammation and demyeli-

nation with the presence of immune cells dominated by T-cells and macrophages.

Type 2 lesions have the same features as type 1 lesions but additionally demon-

strate immunoglobulin and complement deposition. Type 3 lesions show a loss of

myelin in a proximal distribution along oligodendrocyte processes. Type 4 lesions

are rare but appear to be mediated through primary oligodendrocyte dystrophy and

subsequently an absence of remyelination.

Grey matter lesions are becoming increasingly recognized as a pathological fea-

ture of MS [47]. However, they are difficult to study in vivo as detection is difficult

with standard MRI. Histologically, cortical GM lesions are less inflammatory with

fewer T-cells and macrophages compared to WM lesions. There are three types of

cortical GM lesions: type 1 lesions span the GM and WM boundary, type 2 lesions

are confined within the cortex, and type 3 lesions form below the pial layer of the

meninges on the surface of the cortex. Ectopic B cell follicles in type 3 lesions have

been associated with more rapid overall disease progression however these are espe-

cially difficult to study with MRI because of partial volume effects with CSF near

the cortical surface. Grey matter lesions are more common in progressive forms of

MS, but they can develop in the earliest stages of RRMS as well. Furthermore, these

lesions correlate more strongly with cognitive disability compared to white matter

lesions.

Progressive MS exhibits different tissue characteristics compared to the relapsing

remitting phase. There is seemingly little inflammation on MRI yet histologically,

inflammation and demyelination are still abundantly present. Diffuse T cell infil-

tration, microglial activation, axonal transport disruptions, and widespread leakage

of the BBB are important features of the progressive phase in opposition to rela-

tively punctate changes in the relapsing remitting phase. Despite these differences,

it seems that the myelin repair mechanism is similar to that of RRMS. Clinical

features that differentiate the progressive from the relapsing phase may arise from
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Figure 1.11: Chronic inactive MS spinal cord lesion (a,c,e) and chronic active MS
cerebral lesion (b,d,f) stained with H/E and LFB. The chronic inactive lesion dis-
plays a hypocellular center (a,e) with absence of myelin staining and inflammatory
cells with a clearly defined plaque border (a,c) with few inflammatory cells and
sparing of myelin outside of the lesion. The chronic active lesion has a hypocellu-
lar center (b,d) with a hypercellular border (d,f) and a non distinct myelin edge
indicating active inflammation and demyelination. The hypercellular border (f)
shows cells displaying morphology consistent with MS including reactive astrocytes
(arrowhead), lymphocytes (dotted arrow), and elongated microglia (arrow). All
magnifications are further multiplied by 10x.

exhaustion of repair and neuroplastic mechanisms or though a parallel degenerative

process.

Deep grey matter dysfunction is becoming an increasingly recognized aspect of

pathology in MS yet many questions remain unanswered. This will be discussed

extensively in different sections: Deep Grey Matter and Iron.

Though there are many pathophysiologic processes in MS which can be classified

based on various features, a full understanding of the disease is elusive as access to

human brain tissue is rare. MRI offers opportunities to examine some features of

the disease, with new research methods becoming increasingly specific to individual

disease processes. Conventional MRI methods that focus on lesions are the mainstay

of clinical use, trial outcomes, and some research areas because the methods are
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robust, features of MS are generally distinguishable, and a large amount of data has

been accumulated over time. Yet many lesion centric MRI measurements show poor

correlation to clinical disease progression or to specific biomarkers. MRI methods

cannot observe intricate features of the disease such as cytokines, antibodies, and

changes in individual cell populations but new methods are becoming more specific

for certain pathological features such as macrophage tagging with SPIO, MWF

mapping of myelin, and methods for imaging iron. The end goal of research in these

imaging areas is to develop more specific methods of studying the disease.

1.4 Deep Grey Matter

1.4.1 Deep Grey Matter Function

There are several subcortical grey matter nuclei including the basal ganglia, thala-

mus, red nucleus, and dentate nucleus [48]. The basal ganglia structures include the

striatum (caudate nucleus and putamen), globus pallidus, subthalamic nucleus, sub-

stantia nigra, and amygdala. These nuclei contain neuronal cell bodies with afferent

and efferent connections to other parts of the CNS including the cortex, brainstem,

other subcortical nuclei, and the spinal cord. Each nuclei contains few to several

different types of neurons and different types of neurotransmitter receptors.

The basal ganglia is responsible for regulating motor function, different aspects

cognition, procedural learning, and emotional functions [49]. There are many par-

allel loops in the basal ganglia where the overall function can be modelled as a

segregated circuit with some loop overlap. Feedback often modulates cortical areas

or nuclei related to the input origin after processing in specific areas of the basal

ganglia. Five major parallel circuits have been identified: a motor circuit, an occu-

lomotor circuit, a dorsolateral prefrontal circuit, a lateral orbitofrontal circuit, and

an anterior cingulate circuit. There are two major output nuclei of the basal gan-

glia which include the internal segment of the globus pallidus and substantia nigra

pars reticulata whereas the main input is the striatum (putamen and caudate) and

subthalamic nucleus. All of the intrinsic and output projections of the basal ganglia

are GABAergic and inhibitory except for the excitatory glutamatergic subthalamic

nucleus efferent projections. The motor loop in the striatum is linked to the output

nuclei through direct and indirect pathways which originate from different striatal

projection neurons and whose action is dependent on the cortical inputs. The indi-

rect pathway disinhibits the inhibitory output of the basal ganglia while the direct

pathway has the opposite effect.

Areas of input into the striatum can be divided roughly into three territories

including sensorimotor, associative or cognitive, and limbic regions. Cortical input

connections arise from related cortical areas with the neurotransmitter glutamate.



32 Chapter 1: Introduction

Figure 1.12: Figure of the motor loop in the basal ganglia showing the direct and
indirect pathways (red = excitatory, blue = inhibitory). Striatum = caudate nucleus
and putamen, SNc = substantia nigra pars compacta, SNr=substantia nigra pars
reticulata, GPe= external segment of globus pallidus, GPi= internal segment of
globus pallidus, STN = subthalamic nucleus, VA = ventral anterior nucleus, VL
= ventral lateral nucleus, VM = ventral medial nucleus (VA,VL,VM within the
thalamus)

Several regions of the thalamus are inputs to the striatum with neurotransmitters

glutamate and aspartate. The centromedian nucleus of the thalamus projects to

sensorimotor areas of the striatum, the parafasicular nucleus projects to associa-

tive areas of the striatum, and the ventral lateral nuclei overlap with corticostriate

projections. A dopaminergic input arises from the midbrain nuclei including the

substantia nigra pars compacta and ventral tegmental area. Other inputs to the

striatum arise from the raphe nuclei (serotonergic) and the locus coeruleus (NA).

There are several clinical findings of specific dysfunction to one input into the basal

ganglia. Areas of the caudate nucleus head receive afferents from the prefrontal

cortex and dysfunction in this area, as observed in Huntington’s disease, causes

cognitive deficits. Areas of the putamen receive afferents from the motor and so-

matosensory cortecies and dysfunction in this area causes positive motor symptoms

such as chorea. Loss of dopaminergic neurons in the SNc in Parkinson’s disease

results in negative motor signs and negative changes in affect. As well, the ven-

tral striatum receives afferents from the limbic system and hippocampus and local

dysfunction leads to changes in affect. Since many basal ganglia structures form
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inner loops with each other, dysfunction in one nuclei can have a cascading effect of

function to one or several additional nuclei.

Figure 1.13: Coronal section of human brain through the deep grey matter (a,b),
iron staining of the same section (c,d), and T2 weighted Fast Spin Echo high field
MRI of deep grey matter regions (e,f).

The internal loops of these circuits connect to various basal ganglia regions. Both

segments of the globus pallidus receive GABAergic input from the striatal neurons

with the direct motor pathway innervating the GPi and the indirect motor pathway

innervating the GPe. As part of the indirect pathway, the subthalamic nucleus

receives afferents from the GPe, in addition to cortical afferents, and projects to

the GPi and SNr. The SNc provides dopaminergic input into the striatum and

receives minor reciprocal afferents. The SNr and GPi contains GABAergic neurons

and both provide the output of the basal ganglia. In addition, the SNr is responsible

for the functioning of some eye movements and involvement in cognitive processing
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in addition to its role in movement.

Major output afferents project to thalamic nuclei including the ventral ante-

rior, ventral lateral, dorsomedial, and intralaminar nuclei. These thalamic nuclei

link basal ganglia output to the motor, supplementary motor, premotor, prefrontal,

and limbic cortices. Other basal ganglia output targets include the mesencephalic

pedunculopontine nucleus (locomotion, arousal, sleep, motivation, attention, and

learning), the habenular nucleus (connects to the limbic system), and the superior

colliculus (head and eye movements).

The thalamus is a particularly complicated structure with many anatomically

and functionally distinct divisions in contrast to basal ganglia structures which have

more diffuse regions [50] [51]. All sensory information into the cortex (excluding

the olfactory system) passes through the thalamus. There are two different types

of thalamic afferents; specific inputs have afferents mostly from ascending spinal

cord pathways and project to the cortex, while regulatory inputs, which are the

more prevalent type, influence how signals are processed. These come from either

cortical or brainstem areas and are cholinergic, noradrenergic or serotonergic. The

functional divisions of the thalamus can be classified as relay or association nuclei.

Relay nuclei receive a well-defined input bundle and project to a specific cortical

area. Association nuclei project to cortical association areas and are important for

gating information between cortical areas. Inputs arise from the cerebral cortex and

subcortical structures.

The red nucleus is located in the rostral midbrain and is involved primarily in

cerebellar circuitry [51]. The red nucleus receives afferents from deep cerebellar nu-

clei and the cerebral cortex. The parvocellular region receives contralateral afferents

from the dentate nucleus. The magnocellular region gives rise to the rubrospinal

tract and receives contralateral afferents from the cerebellar cortex, the premotor

cortex, and ipsilateral afferents from the precentral cortex. It is thought to have a

role in normal arm swinging and shoulder movements by facilitating flexor motor

tone.

These subcortical nuclei contain a higher concentration of iron, mostly in the

form of ferritin, compared to other CNS locations and most accumulate iron at

different rates, during normal aging [14] [52]. In neurologic disease, a higher concen-

tration of iron has been demonstrated in both pathological analysis and with MRI

methods in these deep grey nuclei. Only recently, mostly through MRI techniques,

has iron been implicated in deep grey matter in multiple sclerosis.

There is a wide range of iron concentrations reported for all structures which

could result from different techniques used to analyze iron (ASS, ICP, Colorimetry)

or because iron content is variable throughout normal subjects.
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Table 1.2: Normal range of iron content in deep grey matter

Structure Iron Range (Fe/g ww)

globus pallidus 81-370
substantia nigra 45-185
red nucleus 194
putamen 76-164
caudate 56-117
thalamus 93
white matter 15-42

1.4.2 Deep Grey Matter Pathology in Multiple Sclerosis

Direct dysfunction of the basal ganglia and other subcortical nuclei are difficult

to clinically evaluate in MS because lesions in white matter often mask or mimic

pathology in deep grey matter. Therefore MRI has been used to evaluate structural

changes in the deep grey matter in conjunction with physical, cognitive, and psy-

chological testing to determine functional changes of these structures. Deep grey

matter structures show differences in iron content, neurodegeneration, and other

pathology that might not cause direct disability in MS but could represent a marker

of overall disease activity. Many of these features can be indirectly evaluated with

different MRI methods.

In MS, the basal ganglia and other deep grey matter structures are mostly inves-

tigated with MRI with few studies using animal models, postmortem human tissue,

or nuclear medicine examinations. MRI studies conclude that different features in-

cluding atrophy, diffusion, fMRI, NMR, and relaxation changes are correlated with

clinical outcomes such as cognition, disease duration, and EDSS. It has been spec-

ulated that increases in R2 and R?
2 relaxation measurements are related to iron

accumulation, atrophy is related to glial or neuronal loss, and diffusion/isotropic

increases are related to cellular loss, edema, or demyelination. Furthermore, many

of these MRI measures have relationships to one another which could indicate that

various pathological processes are closely related or perhaps causative.

Throughout various studies, many deep grey matter structures have shown dif-

ferences compared to control subjects with MRI measurements. However the most

commonly involved structures are the caudate nucleus and putamen which could

be due to dysfunction of afferent connections from the cortex, which when dam-

aged, could precipitate pathology through a loss of trophic support, excitotoxicity

or other factors. Atrophy is the most commonly studied aspect of the deep grey

matter with MRI possibly because T1 weighted sequences have high contrast at clin-

ical magnetic field strength, are fast to obtain, and segmentation software is readily

available. Few MRI studies examine the substantia nigra and red nucleus, possibly

because cognitive outcomes are the most common functional comparison and these
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structures are not traditionally associated with cognition. As well, automatic brain

segmentation methods do not segment these structures because they are not visible

with T1 imaging so there may be an overall study bias.

While grey matter histologic examination is gaining interest in MS, the focus

remains on cortical grey matter. Deep grey matter lesions are markedly different

from cortical lesions with the former having a stronger inflammatory profile [53].

Deep grey matter demeylination is frequent, especially in the caudate nucleus and

thalamus with less inflammatory cells, less axonal damage, and less gliosis com-

pared to WM lesions [54]. Interestingly, deep grey matter lesions may be initiated

and propagated through different mechanisms compared to both WM lesions and

cortical GM lesions. As well, neuronal loss associated with lesions seems to be more

pronounced in the deep grey matter than in the cortical grey matter and could be

due to primary or secondary mechanisms including retrograde degeneration, tran-

synaptic mechanisms, or immune cytotoxicity [55].

Nuclear medicine studies examine FDG in deep grey structures. These studies

compare glucose metabolism between patients and controls as well as examine cor-

relations between glucose metabolism and fatigue or memory. Glucose metabolism

is reduced in the thalamus, cerebellum and parietal cortex in patients with MS [56].

As well, glucose hypometabolism correlates with memory dysfunction in the tha-

lamus [57]. Fatigue is associated with reduced glucose metabolism the prefrontal

cortex, supplemental motor area, and putamen, all of which could be associated

with each other through basal ganglia circuitry [58].

Animal studies can provide a more complete investigation of basal ganglia patho-

physiology in MS as invasive procedures are possible. There are changes in cannabi-

noid receptors in the deep grey matter in EAE which are associated with motor

behaviour, cognition, learning and memory [59]. As well, cuprizone injections into

the basal ganglia in mice show increased fatigue, cognitive dysfunction, and move-

ment disturbances which represent the demyelinating aspect of deep grey matter

dysfunction [60]. The somatostatin receptor-effector system in the striatum is dis-

rupted in EAE which is linked to movement control and implicit memory. Even with

the findings of animal studies, it is unclear whether deep grey matter dysfunction

arises from primary or secondary pathogenic processes in MS [61]. Both mitochon-

drial dysfunction and axonal transection in WM can lead to hypoxic states which

could cause indirect deep grey matter dysfunction through subsequent retrograde

axonal degeneration. Conversely, direct neuronal damage can occur in the striatum

as glutamate expression in EAE increases because of reduction in the inhibitory

neurotransmitter GABA .

Basal ganglia pathology in MS is poorly understood. MRI is the most frequent

method for studying dysfunction, especially in humans, yet a consensus on what
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regions are affected and how specific pathologic mechanisms relate to MRI measures

has not been clearly established. As with WM pathology in MS, GM pathology

seems quite heterogeneous and likely arises from several pathological pathways.

1.5 Iron

1.5.1 Iron Physiology

Iron is critical in different processes in the human body including hemoglobin syn-

thesis, neurotransmitter production, DNA synthesis, myelination, and mitochondrial

function [62]. Overall body regulation of iron requires an interplay between iron ab-

sorption, recycling, and loss. Furthermore, iron in the brain is regulated both by

the BBB, and at the cellular level. Normal iron content of the body is approxi-

mately 3 to 4 g with the majority (2.5g) incorporated into hemoglobin molecules

in red blood cells and developing erythroblasts, 400mg in iron containing proteins,

3-7mg in transferrin bound iron in the plasma, and the remainder stored in ferritin

or hemosiderin.

Iron is absorbed through duodenal enterocytes as primarily free iron. It is trans-

ported mostly as ferrous iron through DMT1 transporters on the luminal side. On

the basolateral cell surface, iron is transported into the circulation by ferroportin,

the only known cellular iron export channel. Hepcidin, a protein produced in the

liver, interacts with these ferroportin channels to control entry of iron into systemic

circulation. Hepcidin is produced when high systemic levels of iron are detected and

serves to down regulate ferroportin activity. When iron is released from ferroportin

into circulation, ferrous iron is oxidized to ferric iron by ceruloplasmin or hephastin.

This free ferric iron is quickly bound by plasma transferrin for transport within the

vascular system.

Gastrointestinal iron absorption is pathologically increased in disorders that

cause ineffective erythropoiesis such as beta thalassemia, myelodysplastic syndrome,

or in conditions that cause improper iron sensory signalling such as hereditary

hemochromatosis [63]. However, brain iron is tightly regulated by the BBB and

is only increased in the later stages of these diseases.

When RBCs are broken down in the reticular endothelial system, iron from

hemoglobin is recycled by macrophages and released into systemic circulation by

ferroportin or stored in ferritin according to concentrations of hepcidin[63]. There

is no mechanism for regulated iron loss. It is thought that iron is lost through sweat,

shed skin, and shed gastrointestinal cells.

Iron is tightly regulated in the CNS, beginning with the entry point, the blood

brain barrier [64]. Brain vascular endothelial cells (BVEC) express transferrin re-

ceptor 1 (TfR) on their luminal surface. When many of these receptors bind iron
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loaded transferrin, endocytosis occurs. This is followed by acidification of the newly

formed endosome which releases iron from transferrin. Iron is then exported through

DMT1 into the cytoplasm of BVEC then exported on the basolateral cell surface

by ferroportin into the CNS. Iron is exported from the CNS by absorption into the

venous drainage system through the arachnoid granulations.

Astrocytes seem to regulate the distribution of iron in the CNS. Astrocytes do

not express TfR but can uptake iron through DMT1 which is polarized to foot

processes near the BBB [65]. These foot processes express ceruloplasmin which

oxidizes ferrous iron to ferric iron, enabling the binding of transferrin. As well,

astrocytes release ATP and other nucleotides which may be involved in release of

iron from BVEC. Furthermore, these foot processes can also form direct connections

to neurons to regulate iron distribution.

Iron is required by neurons primarily for ATP generation and neurotransmitter

production. Iron uptake occurs through both TfR mediated endocytosis and DMT1

and TRPML1 channels. As well, iron uptake could be facilitated through other

means such as iron-citrate or iron-ATP binding complex, voltage-gated calcium

channels, or through the uptake of ferritin through the binding of TfR or ferritin

(Ft) receptor. Although neurons use large quantities of iron, their storage function

of iron is minimal.

Oligodendrocytes are the main storage site of iron in the CNS WM. These cells

can bind and uptake ferritin through ferritin receptors for rapid use of large amounts

of iron, particularly for highly metabolically active processes such as myelination.

For this process, iron is required to generate ATP and fatty acids. In addition to iron

storage, oligodendrocytes produce the majority of CNS transferrin for interstitial

transport.

Iron homeostasis must be tightly regulated within the CNS because free iron in

the ferric form can serves as a reagent in the Haber-Weiss reaction while free ferrous

iron can undergo the Fenton reaction, both of which generate free radicals[65]. Fur-

thermore, iron deficiency can adversely affect cellular division in neuronal precursor

cells, astrocytes, and oligodendrocytes. At the cellular level, iron storage, release,

uptake, and export are regulated by iron responsive proteins (IRP) which interact

with iron responsive elements (IRE) on mRNA. These mRNA segments code for pro-

teins that interact with iron including ferritin, ferroportin, TfR and DMT1. With

low levels of intracellular iron, IRP binding to IRE regions is increased which results

in an increase of DMT1 and TfR expression and a decrease in ferritin and ferro-

portin expression. Iron to be utilized by a cell can be directed to one of three areas:

use in the cytosol labile iron pool, storage in ferritin, or delivery to mitochondria.

Ferritin is a spherical protein that consists of four subunits of the H or L type. H

ferritin is commonly found in cells requiring high iron turnover while L type ferritin
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Figure 1.14: Diagram of iron transport in the CNS. Ingested iron is mostly fer-
ric which is converted to ferrous iron before transport across duodenal enterocytes.
Hepcidin controls ferroportin activity and absorption into systemic circulation. In
the vascular system, ferrous iron is converted to ferric iron by hephastin or ceru-
loplasmin. Subsequently, transferrin binds 2 molecules of ferric iron for vascular
transport. On brain vascular endothelial cells, transferrin binds transferrin receptor
and undergoes endocytosis. Vacuoles release ferric iron and ferric reductase converts
the iron to ferrous form. Iron is exported into the cytoplasm by DMT1 and exported
into the CNS by ferroportin. The ferrous iron is rapidly converted to ferric iron by
ceruloplasmin on astrocyte foot processes or transported into astrocytes by DMT1.
Interstitially, ferric iron is bound by transferrin which is made by oligodendrocytes
or as non-transferin bound iron (NTBI) with molecules such as ATP, citrate, or
ascorbate. NTBI ferric iron is released and converted to ferrous iron to enter cells
through the channels Steap, Dcytb, or SDR2 on cellular surfaces. Most neuronal
iron is uptaken primarily as transferrin bound iron. When large amounts of iron are
required, oligodendrocytes can uptake ferritin stored iron through ferritin receptors
or TfR.

is associated with iron storage. Ferritin is also an acute phase reactant and can be

increased in MS when iron levels are not elevated. Furthermore, ferritin can serve

as an iron transport mechanism by moving large volumes of iron along axons to

synapses where energy requirements are high. As well, ferritin may transport iron

interstitially within the CNS to developing or reactive oligodendrocytes for myelin

production.

Mitochondrial iron is needed for synthesis of iron sulphur clusters, fatty acid oxi-

dation, cholesterol synthesis, heme prosthetic groups and ATP generation [66]. Iron

is delivered to mitochondria either by chaperone molecules such as phosphate or

citrate or delivered directly through fusion of Tf containing endosomes with the mi-

tochondrial membrane. Subsequently, the transporter Mitoferrin delivers iron across
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the inner membrane into the matrix. After import, iron is stored in mitochondrial

ferritin or used in the generation of iron sulpher clusters or heme. Important iron

sulphur clusters include complex I-III in the electron transport chain, ferrochelatase

which is involved in heme synthesis, enzymes for pyrimidine/purine metabolism,

NTHL1 which is a DNA repair mechanisms, and IRP1 which regulates cellular iron

homeostasis. Mitochondrial ferritin does not contain an IRE and the mechanism of

regulation is unknown.

1.5.2 Iron in Multiple Sclerosis

Iron is associated with tissue pathology in multiple sclerosis in both the deep grey

matter and within lesions [67]. Deep grey matter iron is most commonly evaluated

with MRI studies precluding cellular localization [68]. In white matter, postmortem

tissue microscopy studies show iron is increased in macrophages and microglia within

and surrounding lesions [69, 70, 71, 72]. Animal models often seem unsuitable for

studying iron in MS as many models do not closely resemble the classical RRMS

disease course as EAE shows a domination of spinal cord symptoms. As well, in

vitro analysis does not probe the system as a whole yet can offer insight into specific

aspects of iron pathways. New MRI methods could prove useful for better under-

standing the role of iron in MS with living human patients.

Iron Damage in Multiple Sclerosis

Iron can precipitate tissue damage and pathology in MS primarily through three

mechanisms. Excess iron can damage tissue directly, amplify damage by macrophages,

and impair mitochondrial function [65, 67].

Excess brain iron causes direct tissue damage through several mechanisms where

iron rich regions such as subcortical nuclei are most susceptible to neurodegener-

ative iron damage [62]. Increased free iron can generate free radicals through the

Fenton and Haber-Weiss reactions which can damage DNA, proteins, and lipids.

Furthermore, iron can compromise DNA integrity through direct binding and can

inhibit DNA repair mechanisms through free radical damage. Excess iron has also

been shown to affect apoptosis signalling pathways including AP-1, and MAPKs.

Glial cells such as astrocytes and particularly oligodendrocytes are susceptible to

mitochondrial dysfunction and oxidative stress in the presence of excess iron. Ax-

onal injury leading to transection is enhanced in the presence of iron which leads to

neurodegeneration. The negative consequences of iron can be amplified through a

positive feedback loop where oxidative stress from excess iron can trigger the release

of more iron from ferritin, heme proteins, and iron sulphur clusters which further

escalates dysfunction.
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Figure 1.15: Chronic active MS lesion (20x) stained with (a) Perl’s iron stain with
Nuclear Fast Red counterstain (b) Weil’s stain for myelin indicating active demyeli-
nation with non distinct lesion border, (c) red colour spectrum of iron stain more
clearly depicts regions of increased iron. Iron stains both within the lesions (arrow
head) and more intensely at the plaque border where active demyelination is occur-
ring (arrow). There are numerous lines of iron (dotted arrow) which could be within
or along axons or blood vessels.

Macrophages are thought to accumulate iron from the phagocytosis of RBCs or

myelin. In healthy tissue, the cytoplasm of oligodentrocytes along with inner and

outer loops of myelin are enriched with iron which can become liberated in oligo-

dendrocyte dysfunction or damage. Extraverted blood cells have been shown in or

near MS plaques and macrophages could phagocytize the resulting hemosiderin de-
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posits. Enhanced levels of inflammatory cytokines are produced by macrophages in

the presence of elevated iron levels including TNF, IL-1 and MMP-9 which can cause

BBB dysfunction. Macrophages also exhibit activation of NF-kB, and increased re-

active oxygen species (ROS) production. These factors could contribute to a higher

rate of oligodendrocytes or neuronal damage directly from macrophage activity or

through stimulation of other inflammatory cells. Resulting oxidative modification of

proteins or peptide fragments generation could then undergo antigen presentation

and precipitate the lymphocytic aspect of disease. On the surface of microglia, trans-

ferrin receptor is upregulated and iron uptake is enhanced in both hypoxic states

and with increased levels of inflammatory cytokines. Although excess iron within

magcrophages/microglia is associated with MS pathology, it is unclear whether iron

is taken up primarily in the CNS or iron rich macrophages are trafficking from the

periphery. Likely there are many aspects of iron physiology that are disrupted in

MS which are associated with macrophage activity.

Mitrochondrial stress due to excess iron could contribute to neurodegeneration.

In order to meet energy demands near MS plaques, dysfunctional mitochondria

could undergo biogenesis which results in more dysfunctional mitochondria. This

effect could result in overall enhanced neuronal iron uptake resulting in greater free

radicle production if iron is not sequestered properly. Mitochondria are likely sus-

ceptible to the same iron mediated dysfunction as other cellular elements such as

DNA disruption, protein damage, and lipid damage however mitochondria may be

affected earlier due to higher local iron demands compared to other cellular compo-

nents. Since the regulation of the mitochondrial iron storage protein is different than

cytosolic regulation, it may be independent of local iron concentration or respond

differently to subtle iron concentration changes. In addition, the mitochondrial

protein mitochondrial-aconitase, can be a source of Fenton reactants which can ex-

acerbate free radicle production in the presence of increased iron.

Reasons for Increased Iron in Multiple Sclerosis

Iron misregulation can directly cause pathology in several disorders such as PKAN

or hereditary aceruloplasminemia however this likely not the case in MS [65] . In

animal models of MS, there is a time period of weeks or days after the initial insult

until iron accumulation is observed, indicating that iron accumulation is a reactive

phenomenon [73, 74]. CSF iron is not increased in subjects with MS which could

indicate that iron misregulation or dysfunction is a local phenomenon within cer-

tain brain regions. At the subcellular level, iron regulatory proteins seem to be

influenced by inflammatory cytokines in MS including INF-gamma. As well, DMT1

has an isoform that is influenced by inflammatory regulation because it contains an
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INF-gamma element, a AP-1 binding site and a NF-kB binding site which could

further facilitate local iron transport.

Vascular changes in MS are associated with iron accumulation and deposition.

Trafficking of immune cells and damage to the BBB could result in extravasation

of RBCs into the CNS, leading to iron accumulation in the form of hemoglobin or

hemosiderin from RBCs [71]. As well, iron uptake could be enhanced across BVECs

because of increased metabolic demand during processes such as myelinogeneisis

and acute inflamation. Alternatively, hypoxia in MS can result in decreased blood

flow and inadequate oxygenation of tissue. Hypoxia could arise from mitochondrial

dysfunction and subsequent compensatory biogenesis could result in increased iron

requirements. Decreased oxygenation could also result in expression of hypoxia-

inducible factor-1 causing up-regulation of both transferrin receptor and DMT-1

[67].

Iron in Grey Matter

Deep grey matter iron evaluation in MS has only gained substantial interest in the

last 10 years with the advent of improved MRI technology. Currently, MRI can

show changes in iron concentration in MS relative to control subjects but cannot

localize iron to specific cells. In addition, MRI is capable of investigating temporal

iron changes in human MS subjects, yet studies of this nature are lacking. Previous

cross-sectional studies have correlated MRI iron quantification to various clinical

outcomes including disease duration [75], disability measured by EDSS [76], cogni-

tive impairment[77], and brain atrophy[78]. Iron sensitive MRI changes have been

observed in most deep grey matter structures including the thalamus, putamen, cau-

date, globus pallidus, substantia nigra and red nucleus. However, there is variation

between studies in MRI iron measurements in different brain regions . This could

indicate that various MRI techniques are influenced by tissue components other

than iron. In addition, the variation could arise from the individual study popu-

lations having different disease stages ranging from CIS to progressive MS, each of

which likely show different iron levels. MRI cannot directly investigate the cause of

deep grey iron changes, however, by relating MRI iron changes to disease aspects

such as atrophy, lesions location, or disease stage, comparisons to several postulated

theories developed from human histology, animal models, or in vitro work could

identify the most likely relationships. The cause of iron accumulation in the deep

grey matter could be from axonal transection leading to retrograde degeneration

or a loss of trophic support. As well, a cascading effect of dysfunction could occur

since there are many interconnections in the deep grey matter. Neurotransmitter

metabolism defects could result in iron accumulation as iron is utilized as a cofactor
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Table 1.3: Cross sectional iron evaluation of deep grey matter in MS using MRI

Author Bo Patient Type Acq Method Finding

Khalil et al [78] 3.0 35 CIS R?
2 mapping R?

2 related to atrophy in MS and
78 MS R?

2 in CIS equivalent to HC
35 HC

Hammond et al [75] 7.0T 19 MS phase imaging caudate phase correlated to DD
13 HC

Lebel et al [76] 4.7T 22 RRMS R?
2 mapping pulvinar thalamus correlated to

22 HC R2 mapping EDSS with 3 MRI methods
phase imaging

Ge et al [79] 3.0T 17 MS MFCI MFC correlated with neuropsychological measure
14 HC

Zhang et al [80] 1.5T & 3.0T 17 RRMS relative T2 T2 correlated to EDSS in GP and Caud
at 3.0T only

Ceccarelli et al [81] 1.5T 26 SPMS relative T2 T2 in globus pallidus and thalamus
35 BMS moderately correlated to EDSS
25 HC

Bakshi et al [82] 1.5 T 80 RRMS Score (0-3) of Correlation with disease duration and
34 SPMS T2 hypointensity advancing neurological disability
100 HC

Ceccarelli et al [83] 1.5T 13 HC relative T2 In CIS patients deep GM is not spared
47 CIS

Tjoa et al [84] 1.5T 41 RRMS relative T2 dentate nucleus T2 associated
6 SPMS with ambulatory dysfunction
15 HC

Bakshi et al [85] 1.5 T 42 RRMS relative T2 hypointensity associated with disability score
18 SPMS in caudate and SPMS disease course

Burgetova et al [86] 1.5 T 970 T2 mapping Differences in age and increased iron in MS
117 HC

Ceccarelli et al [87] 1.5T 35 RRMS (paediatric) relative T2 T2 hypointensity in caudate between
10 CIS (paediatric) groups and related to lesion volume
14 HC

Holst et al [88] 1.5T 18 RRMS T ′2 T ′2 decreases between MS and Controls
5 SPMS throughout deep grey matter
23 HC

Habib et al [89] 1.5T & 3.0T 31 RRMS phase imaging phase increases in MS patients relative
21 SPMS to controls in deep grey matter
122 HC

Khalil et al [90] 3.0T RRMS 37 R?
2 mapping putamen R?

2 correlated to disease
CIS 32 duration and atrophy

CIS - Clinically Isolated Syndrome HC -Healthy Control

for dopamine synthesis and plays a role in dopamine degradation through regula-

tion of MAO levels [91]. Iron has also been associated with glutamate regulation

through NMDA receptors and GABA metabolism. It is also possible that increased

deep grey iron results from the inflammatory aspect of the disease and is contained

within microglia [69]. Initial MRI investigation of deep grey matter has consistently

demonstrated increased iron compared to controls in roughly 15 studies (Table 1.3)

but more focused MRI studies and human histological analysis are needed to un-

cover the causes and temporal changes of deep grey matter iron.
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Iron in White Matter

Within WM lesions, iron is present both within macgrophages and oligodendrocytes

as ferritin. Iron is also found in transected axons and along vessels in active and

chronic lesions and in normal appearing white matter in MS. Patchy iron deposi-

tions in the form of hemosiderin within lesions and in NAWM have been identified as

microbleeds due to blood vessel permeability changes[71]. Expression of the trans-

ferrin receptor is found within WM lesions and in the periplaque region indicating

that cells are actively acquiring iron [69]. MRI has been used to study white mat-

ter iron deposition within and around lesions using SWI, phase, and R?
2 imaging

and the results indicate that competing pathological processes make iron visualiza-

tion with these MRI methods difficult. Furthermore, iron-enriched oligodendrocytes

likely represent tissue repair while iron-enriched microglia indicate the presence of

ongoing tissue destruction yet appear indistinguishable using MRI.

The role of iron in MS is not well understood. It is difficult to understand

the pathobiology using MRI, animal models are limited, and iron may actually be

protective in some cases. More histological analysis is needed to understand iron

changes in WM and currently there are no studies that investigate iron in deep grey

matter. MRI is successful in evaluating deep grey matter iron in healthy control

subjects yet additional studies are needed to relate iron changes to disease aspects

in MS such as atrophy, lesions location, and NMR measurements. Identification of

substructure changes in addition to temporal analysis could more clearly identify

causes of iron changes.

1.6 MRI to Evaluate Neuropathology

There are several MRI methods that examine tissue pathology in MS in both white

matter and grey matter. Furthermore, there are several methods of evaluating brain

iron with MRI. This section will examine the findings of other studies and potential

issues with the MRI methods with regards to detecting pathological abnormalities,

technical problems, or the overall usefulness in evaluating disease burden. These

methods and findings will be compared to quantitative relaxation and phase mea-

surements of deep grey matter in the next section.

1.6.1 Other MRI for Multiple Sclerosis

T1 and T2 weighed FSE images are primarily used for diagnostic purposes but have

also been used to semi-quantitatively and morphologically evaluate lesion load with

comparison to clinical measures. Individual T2 lesion analysis offers limited use-
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fulness in staging lesions because inflammation, demyelination, prominent neuronal

loss, or gliosis have a similar hyperintense T2 appearance. As well, overall lesion

load has a low correlation to EDSS (r=0.25, p=0.32)[92]. T1 weighed MRI has been

used to correlate black hole lesion intensity with axonal loss and lesion load with

EDSS (r=0.52, p=0.004)[93]. As well gadolinium enhancing lesions show BBB dys-

function but do not correlate well with clinical scores. T1 ring enhancing lesions are

generally worse pathologically with more myelin and axonal loss [94]. An issue with

T1 and T2 weighted FSE is the qualitative image contrast which is dependent on

parameters such as TE, TR, flip angle profile, and type of RF pulse, making it par-

ticularly difficult to quantitatively and consistently evaluate lesions. Furthermore,

lesion analysis may have a poor correlation to disease because of the inability to

assess processes such as neuronal plasticity, repair, or extent of damage.

Figure 1.16: MRI lesion contrast in MS with a)T2 weighted MRI, b)T1 weighted MRI
(MPRAGE) from 4.7T. Arrow head shows hyperintense T2 lesions with hypointense
T1 lesion. Arrow shows hyperintense T2 lesion with hypointense ”black hole” T1
lesion.

Atrophy measurements are used extensively for evaluating disease because they

correlate well with neurodegeneration and cognitive scores, and automated soft-

ware is readily available. Volume measurements of the global brain size, selective

GM regions, cortex, and spinal cord have been associated with disability [94, 95].

Deep grey matter atrophy has been shown to occur in the caudate and thalamus
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in RRMS and to a larger extent in SPMS in both cross sectional and longitudinal

studies [96]. Care must be taken with atrophy measurements because the addition

of disease modifying therapy or corticosteroids causes a reduction in edema and sub-

sequently brain volume as measured with MRI[97]. Lesions can present problems

as segmentation algorithms may inadequately distinguish certain tissue type such

as periventricular lesions from ventricles. As well, regional atrophy due to disease

can be problematic for segmentation techniques and volume measurements as algo-

rithms are based on healthy brains. Furthermore, it is unclear if atrophy is related

to neuronal or glial cell loss and neuroplasticity mechanisms cannot be evaluated.

Although atrophy measurements are correlated to disability and show differences

from controls in population studies, volume changes over time are subtle and may

be undetectable in individual patients over a period of several years.

MTI is used to evaluate changes in brain tissue matrix. MTR decreases with a

reduction in macromolecule content and can demonstrate loss of axons and myelin

[98]. Normal appearing brain tissue also shows changes in MTI measures compared

to controls which are not evident with standard MRI and could represent diffuse

inflammation or tissue damage [99]. As well, a weak correlation exists between MTR

measurements and disease duration in the deep grey matter [100]. MTR measures

can have substantial variation with different imaging parameters and standardiza-

tion can be an issue. Quantitative MTI is not a specific measure of any particular

pathological process and changes may be difficult to interpret.

MWF measurements show a strong correlation to myelin density and are fairly

specific to myelin [30]. Using a multicomponent fit, water signal can be separated

into 3 components including myelin water (20 to 50ms), intercellular and extracel-

lular water (100ms), and CSF (>1sec). However the distinction in relaxation times

are somewhat arbitrary. Remyelinated tissue often has thinner myelin sheaths which

would be shown as a reduced amount of myelin yet could still have normal func-

tion. Furthermore, this imaging method is time consuming and slice coverage can

be limited as many echoes must be acquired for reasonable multicomponent fitting.

Pathologic processes that change the normal motion of water will show different

MRI diffusion measurements including ADC and diffusion tensor imaging metrics

(FA and MD). Neurodegeneration and demyelination in MS can change the direc-

tion of water motion, increase diffusivity, and generally decrease anisotropy. There

is a correlation between the increased radial diffusivity and the severity of demyeli-

nation [101]. ADC values are shown to increase at NAWM locations where lesions

subsequently occur and NAWM DWI measurements correlate with cognitive scores

[102]. Diffusion is nonspecific and could represent loss of myelin, other glial cells, or

axons.

MRS can provide quantitative measures of two features in MS; active inflam-
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mation and neuronal degeneration [103]. N-acetylaspartate is related to neurons

and their function, choline is related to cellular turnover, creatine represents energy

utilization, lactate is a marker of anaerobic respiration, and myo-inositol is a glial

marker. Within acute lesions, choline and lactate peaks are larger while creatine

peaks are lower in more aggressive lesions. As lesions resolve, the levels of lactate

and creatine decrease followed later by decreases in choline and myo-inositol. In

subcortical grey matter, reduced concentrations of N-acetylaspartate and choline,

and increased concentrations of myo-inositol are seen. MRS suffers from low signal

to noise where many image averages must be obtained. As well, the spatial reso-

lution is often poor which is problematic in MS because affected tissue regions are

often punctate.

BOLD fMRI has been used to evaluate functional reorganization of the brain in

MS in areas of motor and neuropsychological deficits. It is thought that substantial

alterations in neuronal populations occur in the early stages of MS and reorganiza-

tion is necessary to maintain brain function. Certain areas of the cortex are more

activated in RRMS patients [96]. In early disease stages, increased activation of

brain areas for a given task is observed, including the primary sensorimotor cortex

and the supplementary motor area, which indicate more neuronal involvement is

required for the same task as a healthy individual. Later in the disease, there is

more widespread recruitment of additional areas indicating reorganization. fMRI

is a time consuming process because subtle changes in blood oxygenation due to

tissue metabolism can only be detected with multiple image averages. As well, neu-

roplasticity is poorly understood and changes may be person dependent and may

not directly relate to disease.

1.6.2 Other MRI for Iron

There are several other MRI methods that have been suggested to evaluate brain

iron, each of which have several notable differences to relaxometry methods and

phase imaging.

Magnetic Field Correlation imaging is related to iron-induced microscopic field

variations using asymmetric spin echos [104]. However this is a newer method with

limited applications to MS. As with R?
2 mapping, background field sources from air

tissue interfaces can cause a change in signal which is particularly troublesome for

deep grey matter measurements.

Quantitative susceptibility mapping (QSM) requires several steps beginning with

a processed phase image devoid of a background field [68]. This is problematic be-

cause unwrapping, and many background field removal methods perform poorly in

areas of high noise or near the outer surface of the brain. As well, QSM requires divi-

sion in k-space by the Fourier transform of a dipole point source which is an ill-posed



1.7 MRI Methods for Deep Grey Matter Iron Quantification in
Multiple Sclerosis 49

problem. Methods of overcoming this include multi-angle acquisition, thresholding

the discontinuous k-space regions, or regularization but changes in certain parame-

ters can drastically affect the results. Furthermore, reference values within the brain

must be obtained as the absolute susceptibility cannot be determined.

Direct Saturation Imaging uses off-resonant RF saturation pulses that cause a

reduction in the longitudinal tissue magnetization [33]. Similar to MTR, this method

probably suffers from changes in parameters and could be hard to standardize.

FDRI has a very strong correlation to iron yet this method will probably never

see clinical use and is difficult to implement in research studies [31] [105]. This is

because at least two field strengths are needed which greatly increases scan time

and cost. As well, variation in imaging parameters such as interecho spacing can

affect quantitative R2 measurements.

1.7 MRI Methods for Deep Grey Matter Iron Quantifi-

cation in Multiple Sclerosis

There are several important reasons for using MRI to investigate deep grey mat-

ter iron in MS. Iron accumulation in deep grey matter is probably a slow, steady

process while other aspects of the disease such as demyelination (and remeylina-

tion), inflammation, edema, and neurodegeneration can rapidly occur and similarly

quickly resolve. Other imaging methods of WM have produced lower correlations to

clinical disability possibly because they depict nonspecific inflammation which may

not reflect overall disease burden. The underlying mechanisms of iron accumulation

are not well understood but may represent global CNS dysfunction. Furthermore,

studies of deep grey matter iron with MRI have shown a better correlation to EDSS,

cognition, or other measures of disability compared to standard imaging methods.

The anatomical location of deep grey structures is predictable which makes auto-

matic segmentation methods, or manual tracing relatively fast and reliable. The role

of iron in MS is unclear with a possible direct contribution to disease progression

or benign accumulation in deep grey matter. Irregardless, it may be a biomarker of

disease as measured with MRI. MRI methods must be first evaluated for their abil-

ity to measure deep grey matter iron and extensive assessment of their relationship

to disease will require many patient studies.

There are several advantages of quantitative relaxation methods and phase imag-

ing for evaluating deep grey matter iron. Phase imaging and R?
2 mapping are avail-

able on clinical systems while minor adaptations to T2 weighted FSE can generate

R2 maps. Transverse relaxometry has a high correlation to brain iron in deep grey

matter in healthy control subjects [106]. Furthermore, quantitative relaxation or

phase measures are not subjective and can be reproducible, to an extent, even with
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different parameters such as number of echoes, echo time, and resolution. Tech-

nical considerations of signal decay fitting with R?
2 mapping and R2 mapping are

important. A contribution to R?
2 relaxation results from susceptibility differences

at air tissue interfaces which could affect evaluation of endogenous tissue iron. R2

relaxation can be difficult to measure from signal decay as stimulated echoes can

occur over multiple refocusing pulses. Phase imaging is influenced by several factors

including the background phase removal method used, object shape, and head angle

relative to the main magnetic field. Many of these issues have been addressed in

previous works [107, 76] and variants of each method have been extensively used

in neurological diseases, leading to a wide base of literature which supports their

future development and current utility.

Although these quantitative MRI methods show promise for use in MS there

are further issues that preclude their appropriate and reliable use. Phase imag-

ing has problems with background phase removal and non-local field influences of

iron containing structures. Therefore the evaluation of several conditions of deep

grey matter phase imaging should include appropriate filter strength, location of

background phase measurements, and predictable phase artifacts around deep grey

matter.

A different approach to background phase removal could improve tissue visual-

ization by removing more phase wraps while preserving contrast within deep grey

matter structures. There are several current options for phase removal but many

require additional image processing such as segmentation and phase unwrapping,

both of which can become unreliable areas of low SNR.

Although quantitative phase and relaxation MRI methods have been evaluated

in phantoms, postmortem control subjects, and theoretical modelling, these methods

remain unproven for analysis of iron in lesions and deep grey matter in MS. It is

important to analyze the reliability of these methods in specific diseases as opposed

to healthy controls as other processes could be occurring in the deep grey matter

such as edema, demyelination, or neurodegeration, all of which could potentially

affect these MRI measurements.

Longitudinal analysis of iron in deep grey matter in MS is lacking and is war-

ranted to determine how iron changes over time. Currently there are only three

longitudinal studies of deep grey matter iron in MS, each of which use qualitative

FSE for iron determination without a control group [108][109][110]. Longitudinal

quantitative measures may relate strongly to disease and may improve understand-

ing of iron accumulation in MS.

It is ultimately desired to have an MRI method that correlates well to clinical

scores, and accurately measures a biomarker of disease that represents specific un-

derling tissue pathology. This could aid in diagnosis, prognosis, and could allow



BIBLIOGRAPHY 51

further exploration of the pathobiology of the disease. Because of their sensitivity

to a potential biological marker, and possible adaptability to clinical use, phase and

relaxation MRI of deep grey matter in MS could fulfill this role. To bring this real-

ization forward, several issues remain paramount: aspects of phase imaging must be

investigated in relation to artifacts and measurement techniques in deep grey mat-

ter, new background phase removal techniques should be examined, methods must

be tested for their correlation to iron in MS, and longitudinal analysis of iron ac-

cumulation in deep grey matter could provide a new method for evaluating disease.

This thesis addresses these four issues and attempts to further the understanding of

iron in MS as well as the use of phase and relaxation MRI for evaluating brain iron.
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Chapter 2

Susceptibility phase imaging

with comparison to R?
2 mapping

of iron-rich deep grey matter 1

2.1 Abstract

Magnetic resonance imaging with susceptibility phase is seeing increasing use, espe-

cially at high magnetic fields. Tissue susceptibility can produce unique phase con-

trast for qualitative or quantitative imaging of iron-rich deep grey matter. However,

phase imaging has several established sources of error including inherent suscep-

tibility field effects and artifacts from background phase removal. These artifacts

have led to inconsistent findings in past works relating iron to phase in healthy deep

grey matter. This study seeks to determine the relative artifactual contributions

from inherent susceptibility fields and from high pass phase filtering, currently the

most common and accessible background phase removal method. In simulation,

phase is compared to a known susceptibility distribution, while R?
2 maps are used

as the in vivo gold standard surrogate for iron in healthy volunteers. The results

indicate phase imaging depends highly on filtering, structure size, shape and local

environment. Using in vivo phase and R?
2 profiles, it is shown that different filtering

values, commonly seen in the literature, can lead to substantially different phase

measures. Correlations between phase and R?
2 mapping are shown to be highly vari-

able between structures. For example, using a standard filter of 0.125 the slopes

and correlation coefficients were 4.28 x 10−4 ppm*s and R=0.88 for the putamen,

0.81 x 10−4 ppm*s and R=0.08 for the globus pallidus, 5.48 x 10−4 ppm*s and

R=0.72 for the red nucleus, and 14.64 x 10−4 ppm*s and R=0.54 for the substantia

1A version of this section has been published. Walsh AJ, Wilman AH. Susceptibility phase
imaging with comparison to R?2 mapping of iron-rich deep grey matter. Neuroimage 2011,57:452-
261.
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nigra. To achieve the most effective correlation to R?
2 we recommend using a filter

width of 0.094 for the globus pallidus and putamen and 0.125 for the substantia

nigra and red nucleus. The baseline phase measure should be obtained directly

adjacent to the substantia nigra, and red nucleus to yield the most accurate phase

values as demonstrated in simulation and in vivo. Different regression slopes are

seen between subROIs within structures suggesting that regional iron accumulation

within a structure is best studied with subROIs between different subject groups,

not differences in phase values relative to the overall phase in one structure. Phase

imaging with the standard high pass filter method has the potential to differenti-

ate subtle iron changes in pathological processes compared to normal tissues with

more reliability if specific filter strengths and measurement areas are appropriately

applied on a structure dependent basis.

2.2 Introduction

Phase susceptibility imaging and susceptibility-weighted imaging (SWI) have demon-

strated sensitivity to brain iron [1, 2], which has been shown to accumulate in neu-

rodegenerative diseases such as Alzheimer’s disease [3], Parkinson’s disease [4], and

multiple sclerosis (MS) [5]. These imaging methods have been used for quantifying

iron changes in deep grey matter [6, 2] and qualitatively for enhancing image con-

trast, particularly between MS lesions and normal tissue [7, 8, 9]. While transverse

relaxation rate (R2 or R?
2) mapping is sensitive to iron in normal individuals [10],

phase imaging should be both more sensitive to iron because it depends on sub-

tle phase shifts rather than significant dephasing, and more specific since phase is

not significantly affected by water content, which could be a confound in cases of

neurodegeneration [11].

Putative quantitative iron measures are seeing increasing use with phase imag-

ing [12, 9, 13, 14], however, studies have not shown consistent reliability of phase

imaging for iron measurement because phase is also confounded by certain phys-

ical factors including: the angle of brain structure to the Bo field [15], neuronal

fiber orientation [16], myelin content [17], calcium and phospholipid content [18],

neighboring susceptibility sources [19], and the type of background phase removal

method [1, 20, 19, 21]. By focusing on the iron-rich basal ganglia, where there are

substantial deposits of non-heme iron, factors such as phospholipids, myelin and

fiber orientation will contribute a smaller role bringing background phase removal

and susceptibility field effects to the forefront.

Background phase removal is necessary to remove the global magnetic field vari-

ations created by the geometry of the head and air tissue interfaces, such as the

nasal cavity, in order to provide access to the underlying field variations related
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to the local tissue environment. While new phase background removal methods are

continually evolving, standard phase imaging with simple background phase removal

through phase filtering has been used extensively throughout the short history of

phase imaging [22, 13, 23] and in recent neurological studies [24, 25, 26, 27, 28].

As well, the phase filtering approach has the advantage of being relatively easy to

implement and is widely available on many clinical MRI systems. Although this

method produces visually interpretable images, it can alter the true phase values

in certain brain structures. The effect of filtering on phase images has implications

in quantitative phase measurements because effects of filtering depend upon object

shape and size. This requires an in-depth understanding of shape effects.

The effect of phase suppression from varying filter strength has been previously

presented qualitatively [12], and quantitatively [22, 29] which has led to one com-

mon standard filtering approach of utilizing 12% of the image in a low pass filter,

in order to suppress background global fields but attempt to retain local phase dif-

ferences. The quantitative studies either did not examine deep grey matter or did

not compare subsections of the structures between filter strengths. Since deep grey

matter structures vary in shape and size, different parts of structures could be af-

fected differently by filtering and this could have implications when examining iron

accumulation patterns.

As well as phase filtering, susceptibility field effects also substantially affect

phase images [30, 31, 15]. These dipolar field effects result from the susceptibility

difference, ∆χ, between the inner and external environment of a structure and

phase effects are produced within and around structures. Considering a very simple

spherical susceptibility distribution, the analytical solution for field effect changes

is well known depending on ∆χ inside of the spherical structure, and outside on ∆χ

and on the directional component 3cos2(θ) − 1, where θ is the angle to the main

magnetic field. More geometrically complex susceptibility distributions require a

numerical computation by multiplication of a dipole field in k-space [15], which

has demonstrated the directional, and nonlocal, field effects of more anatomically

representative distributions.

In the human brain, R?
2 values have shown very high correlation to post mortem

iron concentrations r = 0.9 [32]. However, previous studies have correlated phase or

R?
2 to predicted iron content of the basal ganglia with minimal success [33, 19, 21].

These studies compared phase between different structures in the same individual,

while examining the same structure across individuals would enable phase-iron cor-

relation without the confounding effects of structure dependent filtering and field

shift due to structure shape.

In this work, phase imaging is compared to quantitative R?
2 mapping across

multiple volunteers to demonstrate the role of susceptibility fields, phase filtering
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and ROI placement in each iron-rich, deep grey matter structure. Phase variations

are examined in simulation and in vivo experiments using a wide range of filters

with clear separation of susceptibility field effects from filter reconstruction effects.

Structure-dependent recommendations for filter size and ROI placement are pro-

vided. By quantifying the possible confounds of phase imaging in deep grey matter,

a means for better interpretation of quantitative phase imaging is provided.

2.3 Materials and Methods

Phase imaging was studied in three ways. First, a computer simulation tested the

effects of phase filtering using a simple susceptibility model that accounted for in-

herent susceptibility fields. Second, in vivo phase susceptibility experiments were

performed at 3.0 T on healthy subjects to validate simulation findings. Third, the

in vivo phase susceptibility within each deep grey matter structure was measured

using different filters and ROI placements, and correlated to corresponding R?
2 mea-

surements.

2.3.1 Susceptibility Field Modeling

A simplified 3D susceptibility distribution of the basal ganglia was created in Mat-

lab (MathWorks Inc., Massachusetts, USA) using only the putamen (PUT), globus

pallidus (GP), substantia nigra (SN), and red nucleus (RN). The model boundaries

were traced from a healthy control subject using multiple axial slices (3 mm thick,

TE 40 ms, gradient echo). Voxels inside each region received homogeneous suscep-

tibility values (PUT = 0.09 ppm, GP = 0.18 ppm, SN = 0.16 ppm, RN = 0.13

ppm) based on values calculated by Wharton and Bowtell (2010) [19]. Voxels out-

side these regions were set to zero. These slices were interpolated to create a 3D

volume with 0.5mm isotropic pixel dimension. This 3D susceptibility distribution

was Fourier transformed into k-space and multiplied by the corresponding dipole

field using a field forward calculation as described in Marques and Bowtell (2005)

[34] and Salomir et al. (2003) [35]. The resulting k-space volume was then inverse

Fourier transformed to produce a field map in image space. Three planes in the z

direction were then averaged to produce 1.5 mm thick slices for 2D filtering.

2.3.2 Filter

The phase image resulting from the field effects of the model was subject to 2D

spatial high pass filtering with increasing strength of filters. The standard filtering

method of Haacke was used[8, 23]. A 2D symmetrical Hanning window was con-

structed in k-space, size m x m points, and zero padded to the full n x n matrix
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size, of the original 2D image. The filter width was defined as the ratio of one di-

mension of the Hanning window divided by the total filter size in that dimension:

m/n, using a square field of view and isotropic resolution. A typical filter reported

is 0.125 filter width or greater[29, 23]. Filtering effects were examined using a range

of filter widths from 0 to 0.2. The raw k-space data matrix was multiplied by this

2D Hanning window, and the result was Fourier transformed to the spatial domain,

resulting in a low pass filtered image. This low pass image was complex divided into

the original image to produce a high pass filtered image from which phase angles

were calculated.

2.3.3 Phase Behavior in Simulation

The simulated 2D images of the GP-PUT and SN-RN slices were examined with 4

different filter widths (0.063, 0.094, 0.125, and 0.200) and compared to images of

the raw phase and the susceptibility distribution. The effects arising from filtering

and from field shifts were studied. Next, the field effect created by neighboring

susceptibility distributions was examined more closely by assigning a constant sus-

ceptibility to the GP (0.16 ppm) with four different susceptibility values assigned

to the PUT (0.06, 0.09, 0.12, 0.15 ppm). These four separate simulations were

filtered with the standard 0.125 filter width to illustrate the internal phase effects

in a brain structure from external susceptibility sources within neighboring tissue,

while using a constant filter. Conversely, the internal phase within the SN due

to inherent susceptibility was studied by assigning susceptibility values to the SN

(0.18, 0.16, 0.14 ppm). The effect of external field shifts caused by the different

susceptibility values assigned to the PUT within the GP were studied by comparing

the cross sectional profiles though both structures. The phase within the SN due to

different susceptibility values from within the structure was studied by comparing

the measured phase to the assigned susceptibility from ROIs which encompass the

entire 2D structure in one axial image. To quantify the phase effect due to structure

shape and filter strength, measures from a cross sectional profile of the deep grey

matter structures were obtained in simulation. To compare simulation to in vivo

measures, fractional measures were used to remove the effects of varying structure

susceptibility across subjects. Phase changes were evaluated by comparing the edge

phase to middle phase values between filters, and the change in edge phase between

filters. To evaluate the phase changes across a structure with different filter widths,

the measures between phase at the edge minus the middle divided by the edge mi-

nus the baseline produced a fractional phase change from the edge to middle of the

structure. The baseline was measured adjacent to the outside edge of the structure.

For normalization, the divisor (const) was based on the measured phase from the

smallest filter width profile and the edge to middle phase was compared between
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four filter widths (0.200, 0.125, 0.094 0.063).

Phase change middlei =
edgei −middlei

edgeconst − baseconst
(2.1)

Also of interest are the changes in edge phase with the four different filter widths

between the simulated structures. The phase measured at the edge subtracted from

the baseline phase of a structure with one of the four filter widths was subtracted

from the edge phase subtracted from the baseline phase using the smallest filter

width. The result was divided by the phase measured at the edge subtracted by the

phase measured at the base immediately outside of the structure with the smallest

filter width.

Phase change edgei =
(edgei − basei)− (edgeconst − baseconst)

edgeconst − baseconst
(2.2)

In Eqs. 2.1 and 2.2, the constant, or smallest filter width, for edge and base is

0.094 for the RN and SN and 0.063 for the GP and PUT. The 0.063 filter width

was not used to evaluate the SN and RN because of visible phase wrapping within

these structures in vivo when this small filter width was applied.

2.3.4 Volunteer MRI Acquisition

Images were obtained from seven healthy volunteers (age 36 ± 16 years) to quantify

the effects of filter width on the phase measured within deep grey matter structures

and to correlate R?
2 to phase. Using a 3.0 T MRI system, a 2D gradient echo

sequence (flip angle 60◦, TR 500 ms, 512 frequency x 256 phase, 3 mm thickness, 7

slices, no slice separation, FOV 25 cm) was used to image the basal ganglia. The

images were zero padded in k-space to 512 x 512 resolution before phase filtering.

Four separate echo times were used TE 9/16/26/40 ms [36] with 40 ms being the

maximum because images acquired with a greater TE incurred artifact from field

inhomogeneities due to the nasal cavity and paranasal sinuses. R?
2 maps of the brain

were obtained by fitting the four echoes with a single exponential decay. R?
2 values

from structures in the basal ganglia were compared to the phase values computed

from the TE = 16 ms and 26 ms images since typically phase images are acquired

at TE of 16 - 26 ms at 3.0 T [37, 38]. Four filter widths were applied to each image:

0.200, 0.125, 0.094, and 0.063, corresponding to a central filter width of 102 x 102,

64 x 64, 48 x 48, and 32 x 32. These phase values were converted to ppm by dividing

by γ ·B0 · TE · 10−6 [39] .
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2.3.5 Volunteer Phase Profile Comparison

In each subject, cross sectional profiles were taken through each basal ganglia struc-

ture. The percentage decrease in phase from edge-to-middle and edge-to-base was

computed and averaged across all subjects, yielding 14 measurements from each

structure using Eqs. 2.1 and 2.2. This was repeated for each of the four filters.

To evaluate if the R?
2 profile of each structure was indeed flat, the R?

2 values were

measured at the edge and middle of a structure and compared with a paired t-test.

2.3.6 Volunteer Phase vs R?
2 Mapping

Regressions between phase and R?
2 in different structures were examined with dif-

ferent filter widths and different ROIs. The differences in regression slope between

different filter widths are used to examine the effect of filtering on measured phase.

For a specific structure, a changing regression slope indicates that structures with

higher raw phase are affected more severely by filtering. Correlations between phase

and R?
2 are used to determine the accuracy of phase measures with different filters,

ROIs within structures, and baseline ROI measures. Phase and R?
2 were calculated

in basal ganglia structures by averaging voxels within ROIs. ROIs were constructed,

based on the R?
2 map, around whole structures and around selective parts of struc-

tures. The same registered ROI was used for R?
2 and phase measurement. To avoid

partial volume effects in the superiorinferior direction, the ROIs were obtained from

an R?
2 image slice where the structure was visible in slices both above and below. The

selective ROIs were around the lateral PUT, the medial GP, posterior PUT, poste-

rior lateral PUT, posterior GP, posterior lateral GP and the posterior RN. Selective

ROIs were not measured from the SN because of its small shape. The structural

phase measures are compared to two baseline phase measures, one from an area of

subcortical white matter (WM) and another from an area directly adjacent to the

structure of interest.

2.4 Results

2.4.1 Phase Behavior in Simulation

Figs. 2.1 and 2.2 depict the effects on the susceptibility distribution using the 3D

field forward model with various phase filter widths. In both figures, the central

phase values within a structure decrease as the filter width increases, with only the

extreme edges retaining close to unfiltered values. The susceptibility distribution in

Figs. 2.1a and 2.2a differs substantially from the unfiltered phase image in Figs. 2.1b

and 2.2b, which is calculated from the field forward model. In particular, the phase

image illustrates field effects from structures outside of the slice due to nonlocal
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effects of the field distribution. For example, in Fig. 2.1b phase effects from the

RN are evident even though the RN is not within the slice. This out-of-plane field

shift can offset the baseline phase of the basal ganglia structures, as demonstrated

in the profiles shown in Fig. 2.3. Because the overall baseline in this region is

offset negatively, a decrease in filter size does not necessarily increase the measured

phase within a structure (Fig. 2.3b and d). However, the phase within a structure

compared to a baseline immediately outside of the structure is increased.

Figure 2.1: 3D field forward model of the PUT and GP with (a) susceptibility
distribution before k-space dipole multiplication, (b) unfiltered 3D field forward
model, and (c-f) 3D field forward phase model with 4 different filter widths: (c)
0.200, (d) 0.125, (e) 0.094, and (f) 0.063. Units are ppm for phase and ppm for
susceptibility. Also cross sectional profiles for Fig. 2.3 are shown through the GP
and PUT in (a) and (b).

The unfiltered profiles show that the baseline phase is different from zero because

of the nonlocal susceptibility effect of other structures (Fig. 2.3b and d). This

nonzero baseline was manually adjusted by moving the profile along the phase axis

until the edges of the raw phase matched the outer edges of the least filtered phase.

This allows visual comparison of the difference between the raw profile and the

filtered profiles. From Fig. 2.3b, it appears that phase is most affected by filtering

in the middle of the GP because of its large in plane dimension, which leads to a

narrower k-space representation that is more strongly affected by the low pass filter.

The profile through the PUT seems relatively unaffected by filtering, especially on
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Figure 2.2: 3D field forward model of the SN and RN with (a) susceptibility distri-
bution before k-space dipole multiplication, (b) unfiltered 3D field forward model of
the SN and RN, and (c-f) field forward phase model with 4 different filter widths:
(c) 0.200, (d) 0.125, (e) 0.094, and (f) 0.063. Units are ppm for field shift and ppm
for susceptibility. Also cross sectional profiles for Fig. 2.3 are shown through the
SN and RN in (a) and (b).

the lateral border. The profile through the SN and RN shows that the phase within

the structure does not vary appreciably with filtering however the phase between

the two structures seems to be elevated compared to the susceptibility distribution.

The external field shift effect generated by susceptibility distributions is modeled

in Fig. 2.4, where profiles are shown through the PUT and GP with a susceptibil-

ity profile, raw phase profile and filtered phase profile using a 0.125 filter width.

Different susceptibility values within the PUT have field shift effects external to its

structure and consequently affect the phase profile of the adjacent GP, even though

the susceptibility value of the GP remains the same. It appears that the PUT and

GP have field effects external to their structure boundaries resulting in phase effects

in the neighboring part of the other structure.

The internal field shift effect due to different assigned susceptibilities in the SN

shows that the phase values decrease as the susceptibility increases. The assigned
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Figure 2.3: Susceptibility and phase profiles of the GP, PUT, SN, and RN from
the cross sections shown in Figs. 2.1 and 2.2. Cross sectional susceptibility profile
(in ppm) of (a) GP and PUT and (c) SN and RN. Phase profile of (b) GP and
PUT and (d) SN and RN. Phase profiles used 4 different filter widths in solid lines
(0.200, 0.125, 0.094, and 0.063), and show the raw phase profile and the phase axis
shifted phase profile (dotted lines). The raw phase is aligned along the phase axis
so the structure borders have the same phase value. Arrows in (b) and (d) show the
measurement locations for Eqs. (1) and (2), with arrow 1: base, arrow 2: edge, and
arrow 3: middle.

susceptibility values of 0.18, 0.16, and 0.14 ppm produced the measured phase values

of 0.0107, 0.0133, and 0.0159 ppm (phase) respectively using ROIs around the entire

structure. As susceptibility increases in the SN, the phase evolution decreases. This

is opposite to what was observed with the increasing susceptibilities in the PUT

(Fig. 2.4). Furthermore, there is an apparent shift in structural borders between

the phase and susceptibility profile that is perhaps most pronounced in the SN cross

section (Fig. 2.3c and d) due to the field shift.

2.4.2 Volunteer Phase Profile Comparison

In Fig. 2.5, in vivo phase and R?
2 profiles are shown through the GP-PUT and SN-

RN for one volunteer. Fortuitously, the raw phase profile shown for the GP-PUT is

Figure 2.4: Cross sectional field shift values of the GP and PUT with different
susceptibility values assigned to the PUT. (a) Susceptibility distribution (b) raw
field map (c) filtered field map. Filter width 0.125.
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in line with the global susceptibility change created by the nasal cavity and sinuses,

enabling visualization of the unfiltered phase without significant contamination. The

profile of the PUT R?
2 map has a relatively flat shape while the phase does not,

because of susceptibility effects from the GP. The raw phase of the PUT is not

flat in the profile of the GP and PUT in Fig. 2.5b, and worsens with increasing

filtering, similar to the raw phase of the simulation in Fig. 2.3b. Tables 2.1 and 2.2

compare phase values from in vivo measurements and the simulation using a range

of filtering widths. Two measurement locations are used: the difference between

edge and central phase value within a structure between filters (Table 2.1, Eq. 2.1),

and the difference between the edge and base between filters (Table 2.2, Eq. 2.2). In

Table 2.1, the edge-to-middle phase values show that with increasing filter strength,

the phase in the middle of a structure decreases in all structures. The predicted

decrease in phase from the edge of a structure to the middle has a similar trend

in simulation and experiment for the GP and PUT, but not for the SN and RN.

Interestingly, the phase in the PUT is less affected by filtering until the filter width

is decreased to 0.063 because the inclined raw phase profile of the PUT has higher

spatially varying frequencies than a flat shape. In Table 2.2, the predicted decrease

in phase at the edge of a structure follows the same trend as seen in vivo for all

the structures. As the filter width decreases, the phase at the edge of the structure

compared to outside of the structure increases.

Table 2.1: Fractional phase difference of deep grey structures from edge to middle
compared to adjacent baseline - in vivo and simulation.

Structure Filter width In vivo phase edge to
middle (ppm ± stdev)

Simulated phase edge to
middle (ppm)

PUT 0.2 0.22 ± 0.06 0.30
0.125 0.19 ± 0.09 0.32
0.094 0.19 ± 0.10 0.28
0.063 0.13 ± 0.10 0.24

GP 0.2 0.20 ± 0.08 0.23
0.125 0.10 ± 0.08 0.11
0.094 -0.01 ± 0.12 0.04
0.063 -0.08 ± 0.16 -0.03

SN 0.2 -0.05 ± 0.14 -0.06
0.125 -0.17 ± 0.18 -0.11
0.094 -0.25 ± 0.20 -0.14

RN 0.2 0.18 ± 0.14 -0.01
0.125 0.06 ± 0.14 -0.05
0.094 0.06 ± 0.14 -0.08

In contrast to phase, R?
2 values across each structure showed much less variabil-

ity. The paired t-test for R?
2 values corresponding to the spatial location of phase
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Table 2.2: Fractional phase difference of deep grey structure edges - in vivo and
simulation

Structure Filter width In vivo phase edge
difference compared to
smallest filter (ppm ±
stdev)

Simulated phase edge
differences (ppm)

PUT 0.2 -0.35 ± 0.06 -0.29
0.125 -0.15 ± 0.04 -0.13
0.094 -0.07 ± 0.03 -0.10
0.063 0.00 ± 0.00 0.00

GP 0.2 -0.44 ± 0.13 -0.30
0.125 -0.19 ± 0.09 -0.13
0.094 -0.05 ± 0.08 -0.06
0.063 0.00 ± 0.00 0.00

SN 0.2 -0.42 ± 0.10 -0.15
0.125 -0.15 ± 0.04 -0.04
0.094 0.00 ± 0.00 0.00

RN 0.2 -0.31 ± 0.12 -0.24
0.125 -0.08 ± 0.05 -0.04
0.094 0.00 ± 0.00 0.00

measures indicated that the R?
2 values are the same at the edge and middle of struc-

tures in the PUT, SN, and RN, while the R?
2 is significantly higher (p<0.05) in the

middle of the GP compared to the edge.

2.4.3 Volunteer Phase vs R?
2 mapping

The location of the phase and R?
2 measures obtained for regression analysis with

PUT, GP, SN, and RN, are shown in Fig. 2.6 while the scatter plots of R?
2 vs phase

measures are presented in Figs. 2.7 and 2.8. The equations for the linear regression

lines, correlation coefficients, and p values of the slope are found in Tables 2.3, 2.4,

2.5. The phase values are highly variable depending upon filter and structure, as

discussed below.

In the PUT, the correlation between phase and R?
2 is generally high and is

improved with ROI placement and filter width adjustment. The ROI structural

measurements reveal that whole structure measurements show a weaker correlation

(R = 0.71) compared to measuring the posterior part of the structure (R=0.90)

with the smallest filter width of 0.063. Also of note, the slope of the regression

line is less variable when the phase is measured at the lateral border (4.20 - 4.55 x

10−4 ppm*s) of the structure compared to around its entirety (3.12 - 5.10 x 10−4

ppm*s) (Fig. 2.7a-d and Table 2.3). As well, the correlation between phase and

R?
2 is similar when baseline phase measures are obtained from a nearby section of
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Figure 2.5: In vivo cross sectional profiles of (a) R?
2 and (b) phase with different size

filter widths across the PUT and GP. The raw phase in (b) is adjusted along the
phase axis to align the phase of the outside of both structures since the raw phase is
arbitrary. Cross sectional profiles of (c) R?

2 and (d) phase with different filter widths
across the SN and RN. Axial images of (e) raw phase and (f) filtered phase, with a
filter width of 0.125 for the GP and PUT, TE = 16 ms. (g) Axial R?

2 map of the GP
and PUT. (h) Filtered phase with a filter width of 0.125 showing the SN and RN,
TE = 16 ms. (i) R?

2 map of the SN and RN. The rectangular section has a width
of 12 pixels in e-g and 8 pixels in h-i. The pixels along the width of the rectangular
section are averaged to produce the graphs in a-d to mitigate the effects of noisy
pixels and create a smoother profile for more accurate phase measurements.

subcortical WM or when taken immediately outside of the structure.

In the GP, although the size, shape, and orientation is similar to that of the

PUT, the regression analysis between phase and R?
2 are markedly different. The

regression between phase and R?
2 in the GP across subjects is only significant when

measured at the edge of the structure and even then only has a moderate correlation

of R = 0.52 using a filter width of 0.094 (Fig. 2.7e,f and Table 2.4). As opposed

to the PUT measurements, the correlation coefficient is not significant when the

baseline phase is measured immediately outside of the GP.

The SN regression between phase and R?
2 is negative (Fig. 2.8a,b and Table

2.5), which agrees with the simulated results. The correlation between phase and

R?
2 appears higher when phase is compared to a baseline adjacent to the SN (R =

0.67) versus the subcortical WM baseline (R=0.54) using a filter width of 0.125. In

the SN, there was visible artifact when the filter width was set to 0.063.

In the RN, as seen with the regression analysis of the SN, there appears to be a

higher correlation between phase and R?
2 in the RN with the baseline phase measure

obtained adjacent to the structure (R = 0.81) compared to subcortical WM (R =

0.72) using a filter width of 0.125 (Figs. 2.8c-f and Table 2.5). There is less variation
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Figure 2.6: Phase images (top row) and R?
2 images (bottom row) illustrating ROI

placement. The top row illustrates inverted phase images (a and c) as used for
comparison to R?

2 values, and traditional phase images of the same slice (b and d),
with stronger susceptibility sources having a more negative value. The bottom row
of R?

2 images show larger R?
2 values as being brighter. The ROIs are identified by

numbers on the two slice locations (a, b, d, f) GP, PUT and (c, d, g, h) RN, SN. (1)
and (2) are sections of subcortical WM. (3) the entire PUT and posterior PUT, (4)
the entire GP and posterior GP, (5) the lateral and lateral posterior baseline adjacent
to the PUT, (6) the lateral and lateral posterior aspect of PUT, (7) the medial and
medial posterior aspect of GP, (8) the medial and medial posterior baseline adjacent
to the GP, (9) the entire SN, (10) the adjacent baseline of SN, (11) the entire RN,
(12) the posterior aspect of RN, and (13) the adjacent baseline of the RN. Sections
of subcortical white matter are not shown for the RN SN but are in similar position
to (1) and (2) but in the axial slice of the RN SN.

in the slope of the regression when the structural ROI is taken at the posterior aspect

of the structure (4.19 - 6.85 x 10−4 ppm*s) compared to an ROI around the whole

structure (3.22 - 6.59 x 10−4 ppm*s), not including the 0.063 filter width because

wrapping artifact was apparent within the structure.

2.5 Discussion

The main factors examined in this study that contribute to phase values produced by

a susceptibility distribution are structural geometry, filtering, and external field shift

effects from other susceptibility sources. Our work has shown that more accurate

phase measurements can be obtained with careful attention to where the baseline

phase comparison is obtained, what subsections of the structure are measured, and

appropriate choice of filter width for the size and location of a structure. While

new background phase removal methods and susceptibility mapping techniques are

evolving, the simplicity and availability of standard phase imaging explain the cur-

rent widespread use and support the future consideration of the method in iron

accumulation studies.
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Figure 2.7: Phase vs R?
2 linear regression of the GP and PUT from 7 healthy vol-

unteers, with each scatter plot showing 4 different filters: 0.200, 0.125, 0.094, and
0.063. (a, b) Posterior half of the PUT (a) 16 ms TE (b) 26 ms TE, (c) posterior
lateral aspect of the PUT 16 ms TE. Field shift measures in a-c are compared to
a section of subcortical WM (Fig. 6). (d) Posterior aspect of the PUT compared
to measure adjacent to PUT 16 ms TE. (e, f) Posterior lateral aspect of the GP
compared to a section of subcortical WM with (e) 16 ms TE, and (f) 26 ms TE.

The susceptibility distribution of a deep grey matter structure can cause field

effect changes within and around that structure, potentially having an adverse effect

on measured phase. This is demonstrated both in simulation and in vivo phase

images. The in vivo cross sectional profile through the GP and PUT shows that

the phase profile in the PUT is slanted towards the GP while the R?
2 profile is

flat. As shown in the simulation profiles, the lateral aspect of the PUT, the medial

aspect of the GP and the posterior aspect of the RN are less affected by surrounding

susceptibility distributions in both unfiltered and filtered phase images. Therefore,

phase should not be measured from areas that are highly influenced by external field

effects such as the medial PUT or the lateral GP.

While a susceptibility distribution can cause external field shift effects, the in-

ternal phase depends not only on the susceptibility, but also on the shape of the

structure. The in vivo profile (Fig. 2.3) and axial phase image (Figs. 2.1 and

2.2) demonstrate that the phase within a structure depends on the shape, which

is perhaps most pronounced in the SN. In the simulation and in vivo profile, the
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Figure 2.8: Phase vs R?
2 regression of the SN and RN. (a, b) Whole SN 16 ms TE

with phase compared to section of subcortical WM in (a) and adjacent to SN in (b).
(c) Whole RN 16 ms TE (d) posterior aspect of RN 16 ms TE, (e) whole RN 26 ms
TE. Measured phase in c-e is compared to a section of subcortical WM (Fig. 6).
(f) Whole RN 16 ms TE compared to phase directly posterior to structure. Each
scatter plot shows 4 different filters: 0.200, 0.125, 0.094, and 0.063.

lateral borders of the SN show less phase evolution making it difficult to discern

the structure’s true edge. This effect makes it appear as though the edge is shifted

in the phase image compared to the R?
2 map, which has been described for other

structures in phase imaging [40]. Since the edge shift appears in both in vivo and

simulated, non-filtered phase images, it seems that the apparent edge shift is due

to structural geometry combined with the dipole field effect [31]. Therefore ROIs

should be drawn around the magnitude image (or R?
2 image) and not the phase

image, if phase within the true structure is to be measured.

When comparing phase measures within structures to known brain iron concen-

trations, phase may not be reliable between different structures, as seen by the wide

variability in regression slopes between phase and R?
2 between structures, but could

be used to evaluate the relative iron changes in the same structure across subjects.

Several studies have compared phase across different structures to estimated iron

content [13, 19], however a more appropriate measure would be phase within one

structure across subjects [9, 29]. The variability in the regression between phase

and R?
2 between structures is exemplified by the negative regression in the SN which
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Table 2.3: Phase - R?
2 regression for PUT with TE-phase =16 ms.

Phase measure (baseline) Filter
width

Slope (ppm*s)
x 10−4

R p-
Value

Whole (baseline subcortical) 0.2 3.12 0.87 0.00
0.125 4.28 0.88 0.00
0.094 4.67 0.84 0.00
0.063 5.10 0.71 0.00

Whole (baseline adjacent) 0.2 7.63 0.82 0.00
0.125 10.07 0.83 0.00
0.094 11.17 0.84 0.00
0.063 11.13 0.86 0.00

Lateral (baseline subcortical) 0.2 4.20 0.86 0.00
0.125 4.55 0.77 0.00
0.094 4.25 0.68 0.01
0.063 4.21 0.60 0.02

Posterior (baseline subcortical) 0.2 4.07 0.93 0.00
0.125 6.01 0.92 0.00
0.094 7.09 0.90 0.00
0.063 9.26 0.90 0.00

Posterior lateral (baseline subcortical) 0.2 5.08 0.90 0.00
0.125 6.35 0.87 0.00
0.094 6.83 0.84 0.00
0.063 8.59 0.84 0.00

Posterior (baseline adjacent) 0.2 8.87 0.93 0.00
0.125 12.05 0.95 0.00
0.094 13.54 0.95 0.00
0.063 14.38 0.95 0.00

is attributed to the complicated three-dimensional geometry of the structure, unlike

the more cylindrical RN. This could be an important feature when studying the SN

because it has been reported that the phase evolves with Parkinson’s disease pro-

gression and iron accumulation [27], or in normal individuals with ageing [41, 14].

However our study shows phase evolution in the opposite direction with increasing

iron content, although all results are significant. Due to the nonlocal dipolar effects

as seen in Figs. 2.1 and 2.2, the most intense phase may be outside of the structure

in the superior-inferior plane. With ROI placement based on phase imaging only,

the measured phase could be outside of the actual structure, in the superior imaging

slice. As well, the in-plane edges of the structure may be difficult to discern due

to phase geometry effects as seen in Fig. 2.3. The ROIs in our study were drawn

on R?
2 images to eliminate the out-of-plane phase effects and the ambiguity at the

edges of structures on the phase images. While the out-of-plane measure on phase

images could prove useful, it is important to accurately describe the spatial location
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Table 2.4: Phase - R?
2 regression for GP with TE-phase =16 ms.

Phase measure (baseline) Filter
width

Slope (ppm*s)
x 10−4

R p-
Value

Whole (baseline subcortical) 0.2 1.10 0.16 0.56
0.125 0.81 0.08 0.79
0.094 0.12 0.01 0.98
0.063 2.84 0.12 0.98

Lateral (baseline subcortical) 0.2 4.16 0.40 0.15
0.125 6.06 0.50 0.07
0.094 7.72 0.52 0.05
0.063 10.99 0.44 0.12

Posterior (baseline subcortical) 0.2 -0.59 0.06 0.83
0.125 -1.14 0.09 0.77
0.094 -0.99 0.06 0.83
0.063 2.56 0.11 0.70

Posterior lateral (baseline subcortical) 0.2 -5.35 0.41 0.15
0.125 7.73 0.48 0.08
0.094 8.74 0.47 0.09
0.063 9.52 0.40 0.16

Posterior lateral (baseline adjacent) 0.2 9.66 0.32 0.27
0.125 12.54 0.34 0.23
0.094 14.63 0.39 0.17
0.063 16.09 0.41 0.15

of ROIs in both phase and magnitude images for reproducibility and comparison

with other studies.

The baseline phase in an image is somewhat arbitrary and depends on fac-

tors such as shimming and global susceptibility effects therefore phase measured in

structures is typically compared to another region in the brain. As well, neighboring

susceptibility sources outside of the slice of interest must also be considered in order

to obtain an accurate phase measure, as demonstrated in the simulation of the SN

and RN. When using axial plane slices, it is somewhat fortuitous that the inferior

SN and RN are not directly in line with the more superior GP and PUT, which

means these iron-rich structures do not have a direct effect on each other, but do

have an effect on the neighboring background. To overcome this, the baseline phase

measurement should be obtained directly adjacent to the structure of interest to

mitigate the effects of other susceptibility sources such as air tissue interfaces or en-

dogenous structures. The in vivo data shows higher correlations between phase and

R?
2 when baseline measures of phase are obtained adjacent to structures compared

to a distant area of subcortical WM in the SN and RN. The GP correlation was not

stronger with the adjacent baseline measure possibly because of the close proximity

of the SN causing a strong susceptibility effect. The correlations between phase and
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Table 2.5: Phase-R?
2 regression for RN and SN with TE-phase =16 ms.

Phase measure (baseline) Filter
width

Slope (ppm*s)
x 10−4

R p-
Value

RN Whole (baseline subcortical) 0.2 3.22 0.69 0.01
0.125 5.48 0.72 0.00
0.094 6.59 0.71 0.00
0.063 8.47 0.55 0.04

RN Whole (baseline adjacent) 0.2 7.41 0.80 0.01
0.125 10.24 0.81 0.00
0.094 10.73 0.76 0.00
0.063 6.17 0.37 0.19

RN Posterior (baseline subcortical) 0.2 4.19 0.64 0.01
0.125 5.83 0.62 0.02
0.094 6.85 0.58 0.03
0.063 9.47 0.43 0.13

SN whole (baseline subcortical) 0.2 -8.19 0.58 0.03
0.125 -14.64 0.54 0.04
0.094 -18.14 0.49 0.08
0.063 -18.59 0.33 0.25

SN whole (baseline adjacent) 0.2 -9.58 0.65 0.01
0.125 -14.74 0.67 0.01
0.094 -15.66 0.64 0.01
0.063 -13.96 0.51 0.06

R?
2 were similar for the PUT with both baseline measures, possibly because both

measures are close in proximity.

Measuring the edge phase rather than the whole structure gives less change in

slope of the regression line for PUT, GP, and RN. As well, when the whole structure

was measured, the slope of the regression decreased as the filter strength increased.

This supports the idea that filtering affects the measured phase more in structures

with a higher iron content within axially viewed structures compared to the same

structures with lower iron content. As well, the filtering effect is stronger in the

center of structures. This filtering effect is most clearly demonstrated in the GP as

the correlation between phase and R?
2 is weak and is only significant when the ROI

is measured around the medial border. The large in-plane dimensions of the GP

and its high iron content leads to lower phase values post filtering in the middle of

the structure. Haacke et al. (2007) [22] found that measuring phase from different

ROIs in the PUT produced drastically different phase results and attributed this

to different iron accumulation patterns. As well, Zivadinov et al. (2010) [42] and

Haacke et al. (2010) [41] described iron accumulation patterns in the GP and PUT

and Grabner et al. (2010) [43] describe iron accumulation in the posterior aspect

of the PUT in Parkinson’s disease. These patterns are similar to the results of
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filtering and dipole effects demonstrated in Figs. 2.1 and 2.2. This suggests that

the observed iron accumulation pattern in these studies with the standard phase

filtering method might be attributed to filtering and susceptibility dipole effects.

With the standard phase filtering method, an increase in iron may not show a large

increase in phase within a highly filtered area. To overcome this, ROIs should

be placed around specific parts of structures and these sub-ROIs analyzed across

subjects to better reveal the pattern of iron changes. Therefore, iron accumulation

patterns within specific structures could be studied with the standard phase filtering

method if many subROIs are examined.

Filter width should be chosen based on structure shape, size, and regional sus-

ceptibility influences. The simulation would suggest that the lowest filter width is

the most desirable to remove the slow varying phase effects, as the phase values in

a structure are least affected both in the middle and at the edges of the structures.

However, the in vivo data suggest susceptibility artifact from the sinuses and other

baseline phase influences, while not visually apparent, can alter the inherent phase

measures due to local susceptibility, therefore the smallest filter width is not always

appropriate. This is apparent with the relatively lower correlation between phase

and R?
2 in the RN and SN with the smallest filter width compared to phase measures

with higher filter widths in these structures. As well, measuring phase in the PUT

benefits with a higher R?
2 vs phase correlation when ROIs are taken in the posterior

aspect of the structure, compared to the whole structure. This effect in the SN,

RN, and anterior PUT at small filter widths is due to the background susceptibility

effect from the air tissue interface of the paranasal sinuses and nasal cavity. The

slope of the regression between phase and R?
2 in a structure increases as filter width

decreases which is desired in neurological studies to separate high from low iron con-

taining structures. However, as the filter width decreases, the correlation between

phase and R?
2 decreases, which reduces the power of statistical analysis in discerning

normal from high iron accumulation states. This correlation is increased by mea-

suring the baseline ROI directly adjacent to the structure of interest to mitigate the

effects of background susceptibility.

Because the SN and RN are smaller structures with broader k-space representa-

tions, it is expected that there would not be as much phase variation measured in

simulation with Eq. 2.1 across different filter widths. However the in vivo results

show that there is considerable variation with filter width. A drawback of the sim-

ulation is the assumption of homogenous susceptibility throughout each structure

and no susceptibility effect from other brain tissue. While the paired t-test for R?
2

measures from edge to middle of a structure show homogeneity of R?
2 measures for

the PUT, SN and RN, this is for only one axial slice and for one cross section. A zero

susceptibility value was assigned to surrounding tissue to clarify iron rich structure
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effects and because the distant baseline phase is not used in any simulation mea-

surements. The influence of other external tissues is not accounted for in the model

and this could produce additional susceptibility effects giving rise to the differences

found in vivo. Nevertheless, the simplistic model served to clarify and accurately

predict effects in the GP and PUT.

Some studies have investigated susceptibility mapping techniques [30, 44, 45],

an image processing step after phase imaging, which removes dipolar artifacts from

phase images to find susceptibility distributions. While these techniques look promis-

ing to uncover accurate brain susceptibility values, they are currently complicated

to implement with issues such as highly involved image processing, multiple patient

orientations, or image artifact.

To optimize the precision of phase imaging for estimating tissue susceptibility,

ROIs should be placed and interpreted with knowledge of external phase effects

and filtering effects, and baseline phase measures should be obtained immediately

adjacent to the SN and RN and close to the PUT for the PUT and GP measures.

Many sub-ROIs should be obtained across subjects, in order to discern the relative

quantity and location of iron accumulation within a structure. Although phase

is influenced by filtering and external susceptibility sources, good correlations are

observed between phase measures and R?
2. Smaller filter widths will elucidate the

differences between high iron and low iron states while adjacent baseline phase

measures will improve the accuracy of the measured phase. Of the filter widths

used in this study, the best choices are 0.125 for the SN and RN and 0.094 for

the GP and PUT or 0.063 for the posterior GP and PUT to remove the global

susceptibility effect and preserve the phase due to endogenous brain structures.

2.6 Conclusions

Phase imaging with the high pass filtering method uses standard MRI sequences and

processing software that are widely available, and reveals susceptibility information

that was previously confounded by other tissue parameters. The accuracy of mea-

sured phase to tissue susceptibility was optimized using simulated phase images, to

predict both field effects and filtering effects, and was verified in vivo by compar-

ing phase to R?
2. The simulated field effects, as demonstrated in sectional profiles,

showed the most profound effects in the PUT from the external field effects caused

by the neighboring GP and substantial changes in baseline phase around the SN

and RN. The in vivo phase comparison to R?
2 showed that phase is most accurately

measured on a structure by structure basis, with appropriate filter width for the size

of structure, and with the background phase obtained directly adjacent to the SN

and RN. Using a standard filter of 0.125 the slopes and correlation coefficients were
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4.28 x 10−4 ppm*s and R = 0.88 for the PUT, 0.81 x 10−4 ppm*s and R = 0.08 for

the GP, 5.48 x 10−4 ppm*s and R=0.72 for the RN and 14.64 x 10−4 ppm*s and

R=0.54 for the SN. To achieve the most effective correlation to R?
2 we recommend

using a filter width of 0.094 for the GP and PUT and 0.125 for the SN and RN. The

baseline phase measure should be obtained directly adjacent to the SN, and RN as

opposed to an area of distant subcortical WM. The correlation improved using the

adjacent measures compared to the subcortical measure in the SN from R = 0.54

to 0.67 and in the RN from R = 0.72 to 0.81, using a filter width of 0.125. Differ-

ent regression slopes are seen between subROIs within structures suggesting that

regional iron accumulation within a structure is best studied with subROIs between

different subject groups, not differences in phase values relative to the overall phase

in one structure. Phase imaging has the potential for more sensitive comparisons

of brain iron accumulation in deep grey matter if specific filtering parameters and

susceptibility effects are carefully considered.
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Chapter 3

Susceptibility Phase Imaging

With Improved Image Contrast

Using Moving Window Phase

Gradient Fitting and Minimal

Filtering 1

3.1 Abstract

Purpose: To enhance image contrast in susceptibility phase imaging using a new

method of background phase removal.

Materials and Methods: A background phase removal method is proposed that

uses the spatial gradient of the raw phase image to perform a moving window third-

order local polynomial estimation and correction of the raw phase image followed by

minimal high pass filtering. The method is demonstrated in simulation, 10 healthy

volunteers, and 5 multiple sclerosis patients in comparison to a standard phase

filtering approach.

Results: Compared to standard phase filtering, the new method increased phase

contrast with local background tissue in subcortical grey matter, cortical grey mat-

ter, and multiple sclerosis lesions by 67% ± 33%, 13% ± 7%, and 48% ± 19%,

respectively (95% confidence interval). In addition, the new method removed more

phase wraps in areas of rapidly changing background phase.

Conclusion: Local phase gradient fitting combined with minimal high pass fil-

1A version of this section has been published. Walsh AJ, Wilman AH, Eissa A, Blevins G. Sus-
ceptibility Phase Imaging With Improved Image Contrast Using Moving Window Phase Gradient
Fitting and Minimal Filtering. Journal of Magnetic Resonance Imaging 2012, 14601469.
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tering provides better tissue depiction and more accurate phase quantification than

standard filtering.

3.2 Introduction

The primary sources of susceptibility affecting phase contrast in brain tissue are iron,

myelin, calcium, and air [1, 2]. Visualization or quantification of these susceptibility

sources can be achieved with phase imaging [3], susceptibility-weighted imaging

(SWI) [4], or susceptibility mapping [5]. However, all of these methods first require

background phase removal. Background phase arises from sources of magnetic field

variation external to the region of interest (ROI). This includes boundaries between

regions of significantly different magnetic susceptibility, most notably at the airtissue

interfaces in the sinuses and at the surface of the head [6].

The most widely reported phase removal method uses a threshold k-space, high

pass filter approach to remove slowly varying background phase due to suscepti-

bility sources external to the brain tissue [4, 7, 8, 9]. Limitations of the standard

filtering method include suppression of phase values in larger structures and lack of

background removal in areas of the brain with rapidly varying background phase,

such as near the paranasal sinuses [10]. In addition, phase quantification in deep

grey matter is altered by strong filter values while weaker filters might not properly

remove background phase [11]. Variable filters have been proposed for improved vi-

sualization [12, 13, 14], but may have potentially confounding diagnostic value due

to nonuniform processing. As well, assumptions are made about edge locations in

the brain which could be problematic when visualizing certain localized pathologies

near the brain surface such as cortical multiple sclerosis (MS) lesions or cortical

vein thrombosis [15]. Using the weakest possible filter while still removing all of the

global background phase is desirable for maximum contrast; however, these goals

are contradictory.

Recent alternatives to filtering include sophisticated harmonic artifact reduction

for phase data (SHARP) [16] and projection onto dipole fields (PDF) [17]. As

well, polynomial fitting to the whole brain [18] or within a moving window [19]

have also been implemented. However, these methods experience problems near the

outer brain surface with removal of pixels using SHARP or violation of assumptions

using PDF. Moreover, the polynomial fitting methods can also suffer from phase

suppression in larger structures if the polynomial matches the structure contour,

rather than the background phase, because of a high-order polynomial or small

fitting territory. All of these alternative methods require phase unwrapping prior

to background phase removal. There is a wide variety of unwrapping algorithms

that are generally effective, but many algorithms can be less robust in areas of
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extremely large phase variation or areas with a low signal-to-noise ratio (SNR) as

described by Bagher-Ebadian et al [20], Rauscher et al [21], Langley and Zhao [22],

and Witoszynkyj et al [23]. For phase unwrapping, the 2π surfaces are trivial to

detect provided they are distinct from regions where adjacent pixels differ by less

than π, and there is adequate SNR. In cases of excessive noise, rapidly varying phase

or phase discontinuities, phase unwrapping becomes very difficult, although complex

algorithms may overcome this [21, 22].

In this work, we apply a background phase removal method that determines

local polynomial coefficients to the raw phase image without requiring unwrapping

or image masking. The method relies on a moving window analytical estimation of

the raw phase based on a least-squares calculation of the spatial gradient of the raw

phase image to locally smooth the background phase followed by the application of a

weak filter. The new method is tested against standard phase filtering in simulation,

healthy volunteers, and MS patients.

3.3 Materials and Methods

3.3.1 Phase Removal Method Overview

The new phase removal method makes use of a moving window approach to perform

local, analytical determination of polynomial coefficients of the raw phase using

the phase gradient. There are five main steps: 1) computation of spatial gradient

maps in the x and y direction from the raw phase; 2) analytical determination

of local polynomial coefficients to the raw phase from the phase gradient maps

within a square fitting window; 3) phase correction of the original complex image

based on the determined polynomial coefficients producing a locally smoothed phase

profile within the fitting window; 4) minimal high pass filtering using a k-space

approach; then 5) extraction from each corrected image of a square portion, called

the extraction window, that is centered within the square fitting window. Steps 2

to 5 are repeated, using the information from step 1, moving both the fitting and

extraction window by half the dimension of the extraction window in the x and

y direction until the full image is covered. The individual extraction windows are

subsequently combined into a final image. The entire procedure is outlined in Fig.

3.1. Unwrapping is not required as the spatial gradient is used to locally estimate

polynomial coefficients to the raw phase data using a least-squares approach to the

gradient information where phase wraps, determined by extreme gradient values,

are excluded from the fitting. If a polynomial were fit to the raw phase directly,

rather than using the phase gradient, an unwrapping algorithm would be required.
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Figure 3.1: Flowchart illustrating the phase removal algorithm beginning with the
raw phase image. Two square boxes show the square fitting (larger) and extraction
(smaller) windows in steps 2-5. One iteration is shown; however, the moving fitting
and extraction windows cover the full image for complete implementation. Color
bars for the gradient maps are in units of radians/pixel. The phase gradient map
directly after step 1 is calculated with sqrt(g2x + g2y) where gx and gy are the gradient
maps in the x and y direction. The gradient maps following this show the x direction
only; however, both x and y gradient maps are used in the algorithm.
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3.3.2 Phase Removal Method Details

In step 1, the spatial gradient of a 2D raw phase image is obtained in the x and y di-

mensions over the whole image, creating two separate gradient maps. Both gradient

maps, generated using the MatLab (MathWorks, Natick, MA) 2011a gradient func-

tion, are thresholded at
√
g2x + g2y > 2.5 rads/pixel, where gx and gy are the values

of the gradient data in the x direction and y direction. The thresholded regions are

excluded in the least-squares fit. The phase gradient at locations of phase wraps has

a much higher gradient value than unaffected regions, which have gradient values of

less than 1 rad/pixel in this work.

In step 2, the phase gradient data are used to locally estimate a third-order

polynomial fit to the original phase data within each fitting window using a new

gradient least-squares approach. The coefficients for a 2D polynomial estimate to

the raw background phase are calculated by minimizing the residual of the partial

derivatives of this polynomial to the gradient data. The analytical process is illus-

trated using a second-order polynomial fit, which can be extended to higher orders.

Equations 3.1 to 3.6 show the sums of squares fit to the gradient data, where p(x, y)

is the estimated polynomial fit to the original raw phase image, px is the estimated

value of the gradient data in the x direction, and py is the estimated value of the

gradient data in the y direction. The computed gradients of the original phase im-

age are gx and gy in the x and y direction, respectively. A second-order polynomial

fit with coefficients a0−5 is shown in Eq. 3.1, with Eqs. 3.1, 3.2 illustrating the

partial derivatives to p(x, y) in the x and y directions, respectively, Eq. 3.4 the

minimization function, and Eqs. 3.5a - 3.6 the sum of squares fit.

p(x, y) = a0 + a1x+ a2x+ a3xy + a4x
2 + a5y

2 (3.1)

px =
∂p

∂x
= a1x+ a3y + a42x (3.2)

py =
∂p

∂y
= a2x+ a3x+ a52y (3.3)

Sr =
∑

(gx − a1 − a3y − a42x)2 +
∑

(gy − a2 − a3x− a52y)2 (3.4)

The index sum is over the pixels within the fitting window. Taking partial

derivatives with respect to the constant terms gives:

∂Sr
∂a1

= −2
∑

(gx − a1 − a3y − a42x) = 0 (3.5a)
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∂Sr
∂a2

= −2
∑

(gy − a2 − a3x− a52y) = 0 (3.5b)

∂Sr
∂a3

= −2
∑

(gx − a1 − a3y − a42x)y − 2
∑

(gy − a2 − a3x− a52y)x = 0 (3.5c)

∂Sr
∂a4

= −2
∑

(gx − a1 − a3y − a42x)2x = 0 (3.5d)

∂Sr
∂a5

= −2
∑

(gy − a2 − a3x− a52y)2y = 0 (3.5e)

This can be rearranged to:
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where n is the number of data points used within the local fitting window and

the index sum is over the pixels in this window. In step 3 the whole original 2D

complex image imgorig is multiplied, element by element, with a complex exponential

to locally correct the phase within a fitting window. This exponential corrects

the phase of the complex data with a local third order polynomial estimation of

the background phase from coefficients determined in step 2. The whole original

complex image is multiplied by this exponential function which yields the corrected

image imgcorr.

imgcorr(x, y) = imgorig(x, y) · ei(−p(x,y)) (3.7)

where p(x, y) is from Eq. 3.1 and the constant a0 term is not included. This creates

a smoothed phase profile within the fitting window and consequently the rest of the

image may have a variable phase profile after this step.

In step 4, traditional k-space filtering is applied independently to each locally

corrected image generated in step 3 with a less intense filter than standardly used.

For traditional filtering, a 2D symmetrical Hanning window is constructed in the

central portion of the image k-space and zero padded to the size of the full 2D

image [24]. The filter width is defined as the ratio of one dimension of the Hanning

window divided by the total image size in that dimension. This central k-space
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window is Fourier transformed back to image space. The original 2D complex image

is complex divided by the result, creating a high pass effect in phase. A typical

filter reported is 0.125 filter width or greater when using a 512 x 512 image matrix

[25, 26, 27] for a similar echo time-to-field strength ratio used in this work. This

corresponds to a central k-space representation of ±785 rad/m for a 25.6 cm field

of view (FOV). In the new method, a 0.0625 filter is also used which corresponds to

±393 rad/m central k-space representation. Weak filtering is applied because higher

terms in the polynomial fit are determined with the new fitting method, but not the

constant term a0. The weak filter moves the baseline of each region to zero, which

reduces discontinuities between image segments. Other methods could normalize

the baseline of individual extraction windows but filtering has the benefit of further

removing slow varying background phase.

Finally, in step 5, after filtering each locally corrected image, the central region

of the fitting window, the extraction window, is removed from each image according

to the location of the local fitting in step 2. This small window is multiplied by a

spatial Hanning window of the same in-plane dimensions to further remove slight

discontinuities at the window edges. All extraction windows are then combined into

a final image where each individual extraction window has a one-quarter overlap

with adjacent extraction windows. This overlap results in a final image with a flat

profile, if each extraction window has the same offset and is initially flat.

3.3.3 Simulation

A simulated 3D phase model was created in MatLab with dimensions 512 x 512 x 512.

Beginning with a large sphere of susceptibility -7 ppm, a smaller sphere was removed

from the edge. Several shapes were constructed inside this distribution including

a cylinder with susceptibility of -4.82 ppm, and ellipsoids and fine structures each

with susceptibility of -4.70 ppm. The Fourier transform of a dipole point source

was multiplied to the Fourier transform of the entire susceptibility distribution and

the result was inverse Fourier transformed to obtain the field projection from the

susceptibility sources. Random phase noise from -π to +π was added outside of

the distribution to simulate air. A similar model was created without the large

spherical susceptibility distribution to obtain the ideal field representation of the

internal structures for postfiltering comparison.

The simulation was tested with the standard filtering method and the new

method, both with filter widths of 0.125 and 0.0625. Different square fitting (f)

window sizes were tested with a constant square extraction (e) window of 16 pixels

width and length. The side lengths of the fitting windows were 32, 48, and 64 pixels

(32f x 16e, 48f x 16e, 64f x 16e). The images were visually compared for back-

ground field removal in areas with rapidly varying background phase and a profile
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was obtained from an internal structure to quantitatively evaluate the extent of

phase alteration between methods and between different parameters using the new

method.

3.3.4 MRI Acquisition

Following institutional ethical approval and informed consent, images were obtained

from 10 healthy volunteers and 5 patients with clinically definite relapsing- remitting

MS using axial 2D gradient echo sequences with 512 x 256 encoding matrix. Five

volunteers were imaged at 3.0 T with a MR Research Systems console to examine the

deep grey matter using seven 3-mm thick contiguous slices and 25 cm square FOV,

TE/ TR = 26/500 msec, and 70◦ flip angle. A 16-element cylindrical birdcage coil

was used for transmission and reception. Five patients with relapsing remitting MS

and five healthy volunteer were imaged using a 4.7 T Varian Unity Inova system with

whole brain imaging using 50 2-mm thick contiguous slices, 25.6 x 19.25 cm FOV,

TE/TR = 15/1540 msec, and 62◦ flip angle. A 16-element cylindrical birdcage

coil was used for transmission with a four-element circumscribing receiver array.

The raw k-space data were zero-filled to 512 x 512 pixels prior to phase removal

processing using standard filtering and the new method with a range of fitting

windows, extraction windows, and filter strengths. The 4.7 T acquisitions used an

asymmetric FOV, thus giving different k-space step sizes in the two dimensions.

For the 4.7T images, the same absolute k-space cutoff was used for the filter in

both dimensions, with the filter width definition based on the larger FOV in the

frequency encoding dimension. With multiple element receiver arrays from the 4.7T

MRI system, the full background phase removal algorithm was performed on each

coil independently, then subsequently combined by weighting each phase channel by

the magnitude image squared.

3.3.5 Image Analysis

Phase and SWI images using the new method and standard phase filtering were

evaluated using both ROI measurements and examination of background phase re-

moval. Quantitative ROI analysis was used to optimize parameters for deep grey

matter contrast at 3.0 T. Phase measurements of the globus pallidus (GP), puta-

men (PUT), head of the caudate (CAUD), and cortical grey matter (GM) were

referenced to nearby white matter (WM) that was <5 mm from each structure and

compared between filtering methods using a paired t-test. As well, profiles were

obtained through the right globus pallidus and putamen, registered, and averaged

across the five subjects, then compared between phase removal methods. The pro-

files were manually selected based on visual correspondence of location and angle

in each subject. Registration was implemented using a custom MatLab function to
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align structures borders and correct any baseline discrepancies of the 1D profiles.

At 4.7 T, 25 significant WM lesions in patients with MS were identified based on

phase hypointensity and T2 hyperintensity. These lesions were compared to back-

ground phase measures in nearby tissue <5 mm away. The contrast between lesions

using the new method and standard phase filtering was compared with a paired

t-test. Qualitative analysis examined images from five healthy subjects at 4.7 T for

phase wrap removal superior to the paranasal sinuses and auditory canals. Edge

depiction and phase wrap removal were compared to the standard filtering method.

In addition, a direct polynomial fit that used phase unwrapping was also compared

for phase wrap removal. This method used the same moving window algorithm,

but with step 1 replaced with unwrapping using PRELUDE in 2D mode [28] or

PhiUn [23] and with step 2, the gradient fitting, replaced with a direct third-order

polynomial fit to the unwrapped phase.

3.4 Results

3.4.1 Simulation

Regions near strong background field variation are better visualized with the new

method compared to standard filtering (Fig. 3.2). The ellipsoid, near the top of the

images (arrow), is not affected by phase wrapping with the new method because

it provides better elimination of background field shifts (Fig. 3.2a,b) compared

to standard filtering (Fig. 3.2e,f). Since the gradient of the raw phase is rapidly

changing near this edge of the large spherical susceptibility distribution, smaller

fitting windows and higher filter strengths better eliminate background contributions

in Fig. 3.2a compared to a half strength filter and larger fitting window in Fig. 3.2d.

However, all of the different parameters tested with the new method eliminate more

phase wrapping compared to the standard method (Fig. 3.2).

The fitting window size affects measured phase within large structures as illus-

trated in Fig. 3.2 and the profiles in Fig. 3.3. The fitting window must be at least as

large as the structure of interest to avoid suppression of phase values in the center of

the structure which is apparent for a fitting window of size 32 (Fig. 3.2b, 3.3). Finer

structures have equivalent contrast using either the standard or new phase removal

method, yet slight hyperintensities are present in the simulation with a small fitting

window of size 32. Using a standard filter with a low strength of 0.0625 does not

remove the background phase properly, while the new method, with the same filter

strength, matches the ideal field shift more accurately (Fig. 3.3).
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Figure 3.2: Phase susceptibility simula-
tion of a spherical susceptibility distri-
bution with regions removed to create
internal background field effects. Inter-
nal shapes include a cylinder with the
axis along the inferior superior direc-
tion, two ellipsoids, and two finer struc-
tures. The new phase removal method
is shown in axial images using two filter-
ing widths 0.125 (a,c) and 0.0625 (b,d).
In (a,b) the square fitting and extrac-
tion window is 32f x 16e, while (c,d)
use a larger fitting window with same
extraction window 64f x 16e. Compari-
son with the standard filtering method
is made in (e,f) using the same filter
strengths (e) 0.125 and (f) 0.0625 fil-
ter strength. g: Sagittal view of field
shift from global susceptibility distri-
bution with location of axial imaging
plane of a-f shown. The simulated im-
ages use an inverted grey scale for pro-
file comparison. Arrows show difference
in background phase removal between
methods.

3.4.2 In Vivo

From the phase measures at 3.0 T, the optimum fitting window size is 64 for a

512 x 512 image matrix at TE = 26 msec while different extraction window sizes

produce equivalent results (Fig. 3.4). Quantitative phase measures at 3.0 T with

the new method using optimized parameters reveal markedly different results from

the standard method (Table 3.1). The contrast is increased in the putamen by 31 ±
42%, globus pallidus by 26 ± 13%, caudate by 329 ± 147%, and cortical grey/white

matter by 13 ± 7% (95% confidence interval [CI]). The increase in contrast between



96 Chapter 3: Phase Removal with Phase Gradient Fitting

Figure 3.3: Profile through the large cylinder in Fig. 3.2 (dotted line) with the
new filtering method using 0.0625 filter strength and three different square fitting
(f) and extraction (e) windows. The ideal field shift from the cylinder is shown
with no background phase removal and the absence of susceptibility effect from the
large sphere. The standard methods are also compared using 0.125 and 0.0625 filter
strength.

methods is significant (P < 0.05) for all measured structures except the putamen.

Figure 3.5 shows 3.0 T images from a healthy volunteer where, in larger brain

structures, the phase is less affected by filtering using the new method (Fig. 3.5a,b).

Standard filtering with a weak filter of 0.0625 (Fig. 3.5c) does not properly remove

the background phase and wraps are visible in structures of interest. Figure 3.5e

shows the average phase contrast from five individuals through a profile of the puta-

men and globus pallidus. With the new method, the phase is much less suppressed

in the globus pallidus (Fig. 3.5e), while the phase in the putamen is similar. Using

larger fitting windows slightly decreases the phase contrast in the middle of large

structures with flat profiles, such as the globus pallidus. Similar to simulated images,

phase suppression in large structures is also seen in vivo when the fitting window

size is less than 32.

Lesions in MS patients have greater contrast compared to adjacent tissue using

the new phase removal method compared to the standard method. The contrast

using the new method and standard filtering are -7.8 ± 2.7 ppb and -5.2 ± 2.2 ppb

(P < 0.00001), respectively, yielding a 48% ± 19% (95% CI) higher contrast with
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Table 3.1: Phase Contrast Relative to Local White Matter
Between New and Standard Phase Removal Methods Using
Five Subjects at 3.0 Ta

Structure New method
filter strength
0.0625 fit-
ting=64
extraction=32
avg ± SD

Standard
method filter
strength 0.125
avg ± SD

p-valueb

PUT 0.116 ± 0.044 0.088 ± 0.039 0.13
GP 0.243 ± 0.049 0.192 ± 0.054 0.001
CAUD 0.221 ± 0.166 0.067 ± 0.088 0.006
GM/WM 0.203 ± 0.071 0.180 ± 0.067 0.002

aImages from 3.0 T use an inverted grey scale.
bAnalyzed with a repeated measures t-test.

the new filtering method. Figure 3.6 illustrates lesion contrast between methods.

Even in brain regions superior to the lateral ventricles, where background field

contributions should be less than in more inferior brain regions, standard filtering

with 0.0625 filter strength (Fig. 3.6c) does not remove the background phase and

lesions are poorly visualized.

Compared to standard phase filtering, in all five healthy subjects at 4.7 T at

TE = 15 msec, there are fewer phase wraps visualized using the new method with a

filter strength of 0.0625 and square fitting and extraction windows of size 64 and 32,

respectively. This is especially evident in areas near large susceptibility differences

such as near the paranasal sinuses (Fig. 3.7). In one healthy subject shown in

Fig. 3.7 the standard filtering method does not properly depict the substantia

nigra and anterior vasculature. Even with low signal on the magnitude image near

the auditory canals and paranasal sinuses, the phase image from the new method

can reveal underlying tissues, while the standard method cannot because of phase

wrapping. The background phase is more completely removed using a smaller fitting

window with either filter strength of 0.125 of 0.0625 or a larger fitting window with

higher filter strength of 0.125.

Direct polynomial fitting using unwrapped phase images are compared to the

gradient fit method using the same five subjects at 4.7 T. In all five subjects, greater

phase wrap removal is apparent using the gradient fitting compared to PRELUDE

unwrapping. PRELUDE fails in some regions of low SNR and rapidly varying back-

ground phase, most notably directly superior to the auditory canals and paranasal

sinuses. The new method with gradient fitting removes slightly more phase wraps

than an advanced unwrapping algorithm, PhiUn, but the results are similar. The
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Figure 3.4: Contrast between deep grey matter structures or cortical grey matter
and area of adjacent white matter at 3.0 T using different fitting window sizes and
extraction window sizes. The filter strength is 0.0625. 3.0 T images use an inverted
grey scale.

new background phase removal algorithm with gradient fitting or phase unwrapping

with PRELUDE and PhiUn is shown in one of the healthy five subjects imaged at

4.7 T (Fig. 3.8).

3.5 Discussion

The two main advantages of the new background phase removal method over tradi-

tional phase filtering are improved visualization in areas affected by rapidly changing

background fields and less phase suppression in deep grey matter structures for more
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Figure 3.5: Axial image of deep grey matter structures at 3.0 T using the new
gradient filtering method with 0.0625 filter strength and (a) 64f x 32e and (b) 128f
x 32e square fitting and extraction window, respectively. Standard filtering with (c)
0.0625 filter strength and (d) 0.125 filter strength. e: Average profile through the
center of the PUT and GP (dotted line in a) of five subjects using standard filter
with 0.125 and new filtering methods with 64f x 32e 96f x 32e and 128f x 32e square
fitting and extraction windows, respectively. The profile through the PUT and GP
with standard filtering using 0.0625 filter strength is not shown in (e) because of
visible phase wrapping. The images from 3.0 T use an inverted grey scale for profile
comparison.

accurate quantitative phase analysis and higher contrast.

The new method has few assumptions in its implementation. Phase unwrapping

is not required prior to background removal, which eliminates potential difficul-

ties in unwrapping territories near high susceptibility regions for certain algorithms

described by Witoszynskyj et al [23] and Zhou et al [29]. The moving window

background phase estimation could be implemented with an advanced unwrapping

algorithm such as PhiUn; however, areas of rapid phase change or noise could be
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Figure 3.6: Axial images from a 29-year-old RRMS patient acquired at 4.7 T with
(a) the new method using 64f x 32e square fitting and extraction window with
0.0625 filter strength, (b) standard method using 0.125 filter strength, (c) standard
method using 0.0625 filter strength, and (d) T2-weighted FSE image identifying
inflammatory lesion in MS. Arrowheads in (d) show example lesions used for phase
contrast measures.

adversely affected. The gradient fitting method circumvents phase unwrapping by

using the spatial gradient of the phase data to determine polynomial coefficients to

the raw phase. This local smoothing allows implementation of a weaker standard

high pass filter, which dramatically improves tissue contrast and visualization com-

pared to standard filtering. A 0.0625 strength filter was used as the weakest filter

in this study because areas with rapidly varying background phase were studied;

however, smaller filter strengths could be implemented for even less phase suppres-

sion in areas with less significant background fields. As well, the 0.0625 filter closely

approximated the ideal phase in simulation and there may be minimal benefit in

applying a weaker filter than this. In addition, there is no need for tissue segmen-

tation or masking as with other methods where an accurate brain volume must be

delineated [6]. The gradient fitting moving window algorithm does not use masking,

yet generally performs well at brain edges because the algorithm is designed so the

fitting window should contain an adequate number of voxels for polynomial estima-

tion. The final image consists of overlapping extraction windows, originating from a

smaller central region within their respective fitting windows. If the fitting window
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Figure 3.7: 4.7 T images from a 28-year-old volunteer, phase images (top) and SWI
images (bottom) showing the midbrain with substantia nigra, left middle cerebral
artery, and cerebellum. Standard filtering using (a,g) 0.125 filter strength and (b,h)
0.0625 filter strength. New background phase removal using 32f x 16e fitting and
extraction window with (c,i) 0.125 filter strength and (d,j) 0.0625 filter strength.
New background phase removal using 64f x 32e fitting and extraction window with
(e,k) 0.125 filter strength and (f,l) 0.0625 filter strength.

is at the edge of brain tissue with some voxels containing brain and most containing

air/skull, there must be a minimum of voxels which extend from the fitting window

edge into the extraction window. If brain tissue only represents a few voxels near

the edge of the fitting window alone, this will not be included in the extraction

window and subsequently the final image. In addition, the edges of the extraction

window are weighted less strongly with multiplication of a 2D Hanning window to

negate effects of potentially poor background phase removal at brain edges. The

method does not require a 3D volume but future implementations could utilize a

3D approach. Every iteration must estimate the local phase followed by Hanning

filtering, causing total processing time to depend on the extraction window size and

the time of these two operations. For one slice of a 512 x 512 matrix using an ex-

traction window of 32, the algorithm took 33.5 seconds but an extraction window

of 64 took 6.8 seconds on a computer with a 2.66 GHz corei7 processor.

Quantitative phase analysis with the new method compared to standard phase

filtering show higher accuracy in simulation and provides more contrast in vivo

using a low filter strength and a fitting window at least as large as the structure of

interest. The standard filtering method has drawbacks with either strong or weak

filter strengths. If the filter is strong enough to suppress background fields, the phase

in the center of structures is suppressed, leading to less contrast and altered phase

values [11]. Conversely, if the filter strength is weak, the background field may not

be removed, confounding visualization of tissue. The new method addresses these

conflicting issues apparent in standard filtering and closely approximates the phase
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Figure 3.8: 4.7 T images from a 25-year-old volunteer. In each phase image (a-
c), the background phase is locally estimated using a moving window third-order
polynomial fit. The coefficients for this polynomial are determined using (a) a
least-squares fit from the phase gradient data, (b) a direct polynomial fit using
an unwrapped phase image with PhiUn, and (c) a direct polynomial fit using an
unwrapped phase image with PRELUDE. The magnitude image is shown in (d).
Arrowheads in (b,c) identify areas that were not properly unwrapped by PhiUn or
PRELUDE but were correctly depicted with the gradient method. The filter width
was 0.0625 and the fitting and extraction windows were 64f x 32e for ac.

profile of large structures while still removing the background phase in simulation

provided an adequately sized fitting window. Although a range of fitting parameters

were examined, different fitting window sizes produce similar results in vivo as most

brain structures are relatively small compared to the whole image. Furthermore, the

extraction window should be smaller than the fitting window for the best results to

avoid spurious edge effects using a low-order polynomial fit. The caudate has much

more contrast because traditional filtering often does not fully remove phase wraps

within this structure which depresses phase values. The putamen has increased

contrast with the new method, but it is not significantly different between methods

because it contains high spatial frequencies with a strong slope in the phase profile

(Fig. 3.5e).
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Improved visualization of brain edges, structures, and lesions was demonstrated

in simulation and in vivo. However, artifact is observed when the fitting window

was smaller than the structure of interest because the polynomial is being fit to the

structures, not primarily the background. This can be avoided with attention to the

size of the fitting window assuring that it is larger than 32 for a 512 x 512 image

matrix. The lesions examined represent a subset of lesions in MS, as some lesions

appear either only in phase or T2-weighted images [26, 30]. With the new method,

enhanced contrast and improved background removal in all brain areas could further

delineate phase lesions. Other potential applications include investigating tissue or

pathology near the brain edge such as subarachnoid hemorrhage [31], arteriovenous

malformations [31], and cortical MS lesions [32]. The gradient fit method for deter-

mining a polynomial background approximation may have performed better than a

direct fit using PRELUDE and PhiUn in areas containing substantial noise because

the average phase gradient values over a whole fitting window still accurately esti-

mates the background. If unwrapping fails to remove phase wraps, the background

phase cannot be accurately fit using the described methods.

In conclusion, a new background phase removal method has been developed

that uses the spatial gradient of the raw phase image to determine the coefficients

for a low-order local polynomial fit without prior unwrapping. This allows the

use of weaker filter strengths to optimize structure and lesion contrast and enables

improved removal of background phase compared to the standard filtering method.
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Chapter 4

Multiple Sclerosis: Validation of

MR Imaging for Quantification

and Detection of Iron 1

4.1 Abstract

Purpose: To investigate the relationship between iron staining and magnetic reso-

nance (MR) imaging measurements in postmortem subjects with multiple sclerosis

(MS).

Materials and Methods: Institutional ethical approval was obtained, and in-

formed consent was obtained from the subjects and/or their families. Four MR

imaging methods based on transverse relaxation (T2 weighting, R2 mapping, and

R?
2 mapping) and phase imaging were performed by using a 4.7-T system in three

in situ postmortem patients with MS less than 28 hours after death and in one in

vivo patient 1 year before death. Iron staining with the Perls iron reaction was per-

formed after brain extraction. Region-of-interest measurements from six subcortical

grey matter structures were obtained from MR imaging and then correlated with

corresponding locations on photographs of iron-stained pathologic slices by using a

separate linear least-squares regression in each subject. Iron status of white matter

lesions, as determined by staining, was compared with appearance on MR images.

Results: R?
2 mapping had the highest intrasubject correlations with iron in sub-

cortical grey matter (R2 = 0.857, 0.628, and 0.685; all P < .001), while R2 mapping

(R2 = 0.807, 0.615, 0.628, and 0.489; P < .001 and P = .001, .034, and .001, re-

1A version of this section has been published. Andrew J. Walsh, BSc, R. Marc Lebel, PhD,
Amir Eissa, PhD, Gregg Blevins, MD, Ingrid Catz, MSc, Jian-Qiang Lu, MD, Lothar Resch, MD,
Edward S. Johnson, MD, Derek J. Emery, MD, Kenneth G. Warren, MD and Alan H. Wilman, PhD.
Multiple Sclerosis: Validation of MR Imaging for Quantification and Detection of Iron. Radiology
(Published online before print January 7, 2013, doi:10.1148/radiol.12120863)
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spectively), phase imaging (R2 = 0.672, 0.441, 0.596, 0.548; all P ≤ .001), and

T2-weighted imaging (R2 = 0.463, 0.582, 0.650, and 0.551; all P < .001) had lower

but still strong correlations. Within lesions, hypointense areas on phase images

did not always represent iron. A hyperintense rim surrounding lesions on R?
2 maps

was only present with iron staining, yet not all iron-staining lesions had R?
2 rim

hyperintensity.

Conclusion: All four MR imaging methods had significant linear correlations

with iron and could potentially be used to determine iron status of subcortical grey

matter structures in MS, with R?
2 mapping being preferred. A reliable method of

determining iron status within MS lesions was not established.

4.2 Introduction

Iron has an important physiologic role in the brain, including involvement in myelin

synthesis, neurotransmitter production, and oxygen transport [1]. In multiple scle-

rosis (MS), iron is reportedly increased in subcortical grey matter and present in

some lesions at histologic analysis [2, 3, 4]. Magnetic resonance (MR) imaging offers

a number of methods that are sensitive to brain iron, including T2-weighted fast

spin-echo (SE) imaging [5], T ∗2 -weighted gradient-echo imaging [6], mapping of the

SE and gradient-echo transverse relaxation rates (R2 and R∗2, respectively) [7], phase

imaging [8], and susceptibility mapping [9]. These methods provide enhanced iron

sensitivity at higher magnetic field strengths [7, 10]. Several MR imaging methods

have shown a relationship between subcortical grey matter measures and functional

scores in patients with MS [11, 12, 13]; however, the contribution from iron to the

quantitative MR imaging measures is unclear, and image contrast could be derived

from other sources, such as macromolecules [14] and protein and lipid orientation

[15]. Researchers in many studies [14, 16, 17, 18] have examined the relationship

between quantitative MR imaging measurements and predicted brain iron content

determined from referenced healthy brain iron values, typically by using the 1958

work of Hallgren and Sourander [19]; however, no reference exists for brains with

pathologic changes. Postmortem studies are required to determine the relationship

between MR imaging measures and actual iron levels in patients with MS.

Few postmortem studies have evaluated the accuracy of quantitative MR imaging

methods for measuring brain iron in healthy individuals or in patients with other

non-MS diseases. The results of these studies demonstrate that phase [20] and R2

and R∗2 [21] have a high correlation to iron in these subjects. However, these results

cannot be directly translated into evaluating iron in patients with MS because each

MR imaging method is variably influenced by different pathologic processes, such

as demyelination, cellular infiltration, and edema. Furthermore, most postmortem
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MR imaging studies that have investigated the relationship between MR imaging

and iron have used formalin-fixed tissue [20, 22, 23, 24]. Formalin fixation can alter

relaxation properties and, to a lesser extent, the iron content of tissue [25, 26, 27,

28, 29]. Early in situ postmortem imaging closely resembles in vivo imaging because

the brain is surrounded by cerebrospinal fluid, and air-tissue interfaces are intact to

cause susceptibility effects that are an important feature in R∗2 mapping and phase

imaging.

In our study, four iron-sensitive methods were evaluated for brain iron detec-

tion in patients with MS. In vivo and in situ postmortem MR imaging was followed

by Perls iron staining, which enables correlation analysis between MR imaging and

iron staining measures in subcortical grey matter and MR imaging detection of iron

presence within lesions. Since the imaging parameters are suitable for in vivo acqui-

sition, postmortem results are directly translatable to in vivo human applications.

Therefore, the purpose of our work was to investigate the postmortem relationship

between iron staining and MR imaging measurements in subjects with MS.

4.3 Materials and Methods

4.3.1 Subjects

Four deceased subjects with MS were included in our prospective study between

April 1, 2009, and September 13, 2011. Institutional ethical approval was obtained,

as was informed consent from the subjects and/or their families. Three subjects

with secondary progressive MS underwent postmortem in situ MR imaging shortly

after death. Subject 1 was a 63-year-old man who had longstanding type 2 diabetes

with neuropathologic evidence of hyalinized vessels, which is consistent with this

disease. This subject died of cardiorespiratory failure due to a combination of aspi-

ration pneumonia and septicemia from pyelonephritis and was imaged 28 hours after

death. Subject 2 was a 55-year-old woman who had a history of chronic obstructive

pulmonary disease and generalized anxiety disorder. This subject died of aspiration

pneumonia and was imaged 6 hours after death. Subject 3 was a 60-year-old man

who had longstanding chronic obstructive pulmonary disease, longstanding conges-

tive heart failure, and metastatic prostate cancer. This subject died of Staphy-

lococcus aureus septicemia due to pneumonia secondary to prostate cancer lung

metastasis and was imaged 7 hours after death. Subject 4 had relapsing-remitting

MS with no other longstanding medical conditions. This subject underwent in vivo

imaging 1 year before death at the age of 45 years and died of medullary compression

due to a B-cell lymphoma tumor in the cerebellum. In all subjects, the clinical diag-

nosis of MS was made by neurologists who specialize in MS (K.G.W. and G.B., with

38 and 6 years experience, respectively) and was pathologically confirmed by three
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neuropathologists (E.S.J., J.Q.L., and L.R., with 34, 5, and 30 years experience,

respectively).

4.3.2 MR Image Acquisition

MR imaging data were acquired by using a 4.7-T whole-body imaging system (Varian

Unity Inova, Palo Alto, Calif). The imaging protocol consisted of four axial MR

imaging methods that took a total time of 39 minutes: standard T2-weighted fast

SE (6.8 minutes) [30], R?
2 mapping (8.9 minutes), R2 mapping (15.6 minutes) [31],

and phase imaging (6.6 minutes). Subject 2 did not undergo imaging with the R?
2

mapping sequence.

Axial two-dimensional T2-weighted fast SE MR imaging was acquired with 80-

mm superior-inferior coverage centered on the thalamus with slightly different pa-

rameters between subjects. Typical parameters were: repetition time msec/echo

time msec, 7000-14 000/30-50; echo train length, four to eight; 40-80 contiguous

sections; section thickness, 1-2 mm; field of view, 256 x 192.5 mm; matrix, 1024

x 385 with 75% partial Fourier; voxel size, 0.25 x 0.25 x 1-2 mm. This echo time

provided substantial T2-weighting for iron-containing deep grey matter at 4.7 T [12].

Axial three-dimensional R?
2 mapping was acquired with full brain coverage (160

mm) by using the following parameters: repetition time, 44 msec; 10 echoes with

4.0-4.2 msec echo spacing; first echo, 2.9-3.2 msec; flip angle, 11; field of view, 256

x 128-160 x 160 mm; matrix, 512 x 160 x 80; voxel size, 1 x 0.8-1 x 2 mm.

Axial two-dimensional R2 mapping with a multiecho SE was acquired by using

the following parameters: repetition time, 3500 msec; 18 - 24 echoes with 10-msec

echo spacing; first echo, 10 msec; two sections, section thickness, 4-5 mm; section

gap, 8 -10 mm, field of view, 256 x 181 mm; matrix, 512 x 145 -171; voxel size, 0.8-1

x 1 x 4-5 mm. The section thickness of the 180◦ refocusing pulses was 1.75 times

wider than that of the excitation pulse. In vivo specific absorption rate standards

allowed only two sections of R2 mapping to be collected over a 5.2-minute acquisition

owing to the high magnetic field and the large number of 180◦ pulses. The sequence

was implemented multiple times to acquire data between interleaved sections. Three

acquisitions were performed in subjects 1 and 4, two were performed in subject 2,

and one was performed in subject 3.

Axial phase imaging used a two-dimensional single gradient echo with first-order

flow compensation acquired with the following parameters: repetition time/echo

time msec, 1540/7-15; 50 contiguous sections; section thickness, 2 mm; flip angle,

70◦; field of view, 214-256 x 163-192 mm; matrix, 512 x 256-392; voxel size, 0.42-0.5

x 0.42-0.5 x 2 mm.

Images were acquired with a standard birdcage head coil for transmission and a

tight-fitting four-element array coil for signal reception. In subject 1, the head coil
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was also used for reception owing to large head size.

4.3.3 Pathology Examination

The brains were fixed in 18% formalin, sectioned into 8-mm slices, and photographed

before iron staining. Coronal cuts were used based on neuropathology preference,

except in subject 1, in whom slices were cut axially. Slices containing subcortical

grey matter and/or lesions were stained by using the Perls iron reaction[32]. The

slices were placed in a plastic container with 1 L of 2% hydrochloric acid combined

with 1 L of 2% potassium ferrocyanide for 30 minutes. After washing for 2 minutes

with water, the slices were photographed again.

The photographs were converted to greyscale by using software (ImageJ [33])

and manually rotated, resized, and translated to align the photographs of stained

and unstained brain slices. The window and level were normalized on the basis

of the intensity of the static background outside of the brain and the intensity of

white matter with little staining within the brain slice. Regions of interest (ROIs)

were drawn around iron-rich subcortical grey matter structures, and the differences

between structures on stained versus unstained photographs were calculated. The

results were divided by the difference between the background and the healthy-

appearing white matter, generating a relative optical density where a higher optical

density corresponds relatively to more iron staining within one subject. This method

is similar to that used in a previous quantitative iron validation study [34] with MR

imaging using optical density measures. Lesions were visually examined for iron

staining and confirmed as MS lesions with microscopic examination by pathologists

(E.S.J. and J.Q.L.) with 100% interobserver reliability.

4.3.4 MR Image Processing

All MR images were interpolated to isotropic 0.25-mm resolution and manually reg-

istered, on the basis of gyri contours and subcortical grey matter structures, to the

pathologic photographs by using affine transformations. With software (ImageJ),

ROIs were drawn around the borders of corresponding subcortical grey matter struc-

tures after registration with the pathologic photographs to obtain proper anatomic

correspondence. This enabled an accurate spatial comparison of the reformatted ax-

ial MR images to the coronal gross pathologic slices for subjects 2, 3, and 4. ROIs

were based on the T2-weighted fast SE MR images and the R?
2 maps and then trans-

ferred to the other images. The structures evaluated included the caudate nucleus,

putamen, globus pallidus, substantia nigra, red nucleus, thalamus, and subthalamic

nucleus.

Large spatial signal intensity variations on the T2-weighted fast SE MR images,

arising from high-field-strength radiofrequency transmittance interference effects [35]
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and receiver coil variation, were corrected by using a three-dimensional Gaussian

blur with a radius of 64 mm. Measured values were divided by the intensity of

cerebrospinal fluid averaged between the right and left lateral ventricles.

R?
2 maps were produced by using a weighted least-squares monoexponential fit

of the 10 echoes [36]. Prior to fitting, a linear field-gradient correction algorithm was

applied to recover signal losses from air-tissue interfaces that were in close proximity

to relevant subcortical grey matter structures [37]. Weighting factors for the least-

squares fitting were given by the intensity scaling factors needed to compensate for

signal loss and accounted for amplified noise during the fitting procedure.

R2 maps were produced by using a least-squares fit with stimulated echo com-

pensation [31], which accounted for the exact signal decay that arose from radiofre-

quency transmittance variation across the section profile and in-plane variation from

high-field-strength radiofrequency interference effects.

Phase images were processed with the standard Hanning filter method [38] by

using a filter width of 0.125. The filter width is the ratio of the Hanning filter

divided by the total matrix size along one dimension [39, 40]. The phase images

were separately processed with a moving window gradient fitting method [40] with a

filter width of 0.0625. To mitigate effects of nonlocal external field effects from iron-

rich structures, reference phase measures were obtained in nearby healthy-appearing

white matter greater than 10 mm from each structure and separately obtained di-

rectly adjacent to each structure [40].

4.3.5 MR Imaging Lesion Evaluation

MR imaging lesion contrast was compared between iron-staining and noniron-staining

lesions by a neuroradiologist (D.J.E., with 15 years experience) and a neuropatholo-

gist (E.S.J.). Intensity was examined both within lesions and around the periphery

(rim) by using phase images, R?
2 maps, and T2-weighted fast SE MR images. R2

mapping was not used owing to limited coverage. Lesions in subject 4 were not

evaluated because of potential variability in lesion activity over 1 year.

4.3.6 Statistical Analysis

Statistical analysis was performed by using software (SPSS, version 18.0 for Macin-

tosh; IBM, Armonk, NY). Correlations between iron-staining optical densities and

individual MR imaging measures were tested by using a separate linear regression

model in each subject. More than one measurement from a single structure was

sometimes obtained owing to the number of slices through that structure at patho-

logic sectioning. P values less than .05 were considered to indicate a significant

difference.
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4.4 Results

4.4.1 Subcortical Grey Matter Measurements

All MR imaging measures showed a significant correlation to iron detected with

Perls iron staining (Table 4.1; Figs 4.1, 4.2). R?
2 measurements had the strongest

correlations to optical density in each subject (R2 = 0.857, 0.628, and 0.685; all P <

.001). R2 mapping (R2 = 0.807, 0.615, 0.628, and 0.489; P < .001 and P = .001, .034,

and .001, respectively), phase imaging (R2 = 0.672, 0.441, 0.596, and 0.548; all P ≤
.001), and T2-weighted fast SE MR imaging (R2 = 0.463, 0.582, 0.650, and 0.511;

all P < .001) had comparable correlations to optical density. A somewhat weaker

correlation was evident between the T2-weighted fast SE MR measures and iron in

subject 4 (Table 4.1, Fig 4.2) while the other MR imaging measures had substantially

higher correlations to postmortem staining. Although most subcortical grey matter

structures were imaged with the R2 mapping sequence, this regression contained

fewer ROIs because the exact anatomic correspondence to pathologic slices was not

achieved in all regions owing to section gaps in some subjects.
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Table 4.1: Correlations between Quantitative MR Imaging Measures and Optical Densities

R?
2 map R2 map T2-weighted

Fast SE MR
Imaging

Phase MR Imaging No. of ROIs

Subject R2 P Value R2 P Value R2 P Value R2 P Value R?
2, T2 - weighted

Fast SE, and
Phase

R2

1 0.685 <.001 0.489 0.001 0.511 <.001 0.548 <.001 22 18
2 ND ND 0.628 0.034 0.650 <.001 0.596 <.001 15 7
3 0.628 <.001 0.615 0.001 0.582 <.001 0.441 <.001 27 15
4a 0.857 <.001 0.807 0.001 0.463 <.001 0.672 <.001 32 27

Note. - ND = no data.
aAnalyzed with a repeated measures t-test.
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Figure 4.1: Scatterplots show correlations between optical density from iron staining
and in situ postmortem (a) fast SE (FSE), (b) phase, (c) R2, and (d) R?

2 MR imaging
in subject 1. Key for all plots appears on d. Caudate = caudate nucleus, ppb =
parts per billion, s = seconds.

Figure 4.2: Scatterplots show correlation between optical density from iron staining
and in vivo (a) fast SE (FSE), (b) phase, (c) R2, and (d) R?

2 MR imaging in subject
4. Iron staining was performed 1 year after MR imaging, immediately following
death. Key for all plots appears on d. Caudate = caudate nucleus, ppb = parts per
billion, s = seconds.
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Table 4.2: Correlations between phase MRI and optical densities

Hanning Standard Filtering Gradient Fitting
White Matter Reference Adjacent Reference White Matter Reference Adjacent Reference No. of ROIs

Subject R2 P Value R2 P Value R2 P Value R2 P Value Standard Gradient
Filtering Fitting

1 0.217 0.069 0.0507 0.002 0.012 0.626 0.548 <.001 16 22
2 0.287 0.040 0.255 0.114 0.142 0.167 0.596 .001 15 15
3 0.059 0.233 < 0.001 0.973 0.011 0.609 0.441 <.001 27 27
4a 0.212 0.008 0.118 0.056 0.004 0.738 0.672 <.001 32 32

Note.White matter reference = healthy-appearing white matter at least 10 mm from the structure border, lateral to all structures. Adjacent reference =
white matter directly adjacent to the structural border, medial to the globus pallidus and lateral to all other structures.
aAnalyzed with a repeated measures t-test.
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The phase analysis methods demonstrated different correlations to iron staining

(Table 4.2) and depended strongly on the location of the reference phase measure-

ments. The gradient fitting background removal method with an adjacent reference

phase demonstrated the highest correlation to optical density and was the only phase

method which demonstrated significant results for all subjects.

4.4.2 Visual Analysis of Subcortical grey Matter

Hyperintense regions on theR?
2 andR2 maps and hypointense regions on T2-weighted

fast SE MR images corresponded well to staining of subcortical grey matter with

Perls iron stain on photographs (Fig 4.3a, 4.3b). Postmortem MR imaging depicted

similar contrast to in vivo results (Fig 4.4.)

The gradient phase removal method produced more contrast in large subcorti-

cal grey matter structures, such as the head of the caudate nucleus, putamen, and

globus pallidus, compared with the Hanning processing method (Fig 4.3c). The

Hanning method does not completely remove phase wraps from structures of inter-

est, eliminating quantitative measures in these regions. Within structures, there is

some disparity compared with staining and other MR imaging methods with both

Hanning and gradient phase methods (Fig 4.3).

4.4.3 Visual Analysis of MS Lesions

When using T2-weighted fast SE MR images, phase images, and R?
2 maps, general

trends appear when classifying lesions on the basis of iron staining (Table 4.3).

However, convincing evidence for the ability of individual MR imaging methods to

be used to determine the iron status of lesions was not established.

Sixteen lesions, both staining and nonstaining, were seen on pathologic samples

from subject 1 (Fig 4.5). Three lesions could not be analyzed because of partial

volume effects on MR images from the lateral ventricles. On R?
2 maps, hyperintense

rims were only present in iron-staining lesions, while on phase images, hypointense

rims were generally, but not exclusively, present in iron-staining lesions. Generally,

lesions that stained for iron were centrally isointense or not as hypointense on R?
2

maps as compared with lesions that did not stain. Also, iron-staining lesions often

appeared more hypointense centrally on phase images compared with nonstaining

lesions; however, some hypointense lesions did not contain iron. All lesions in this

subject were hyperintense on T2-weighted fast SE MR images.

Subject 2 had 11 regions that contained large chronic plaques, which demon-

strated variable staining for iron. Primarily, staining was observed around the pe-

riphery (rim) of the plaques, with diffuse patchy staining throughout the lesions.

On T2-weighted fast SE MR images, all lesions appeared hyperintense. On phase

images, the centers of large lesions appeared primarily isointense or hypointense,
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Figure 4.3: In situ postmortem MR images and photographs of pathology samples
from subject 1. (a) Corresponding pathology sample (left) stained with Perls iron
stain and T2-weighted fast SE MR image (right). (b) Corresponding R2 map with
six two-dimensional sections (left), which have less coverage than other MR imaging
acquisitions, and R?

2 map (right). (c) Corresponding phase images processed with
gradient fitting (left) and Hanning (right) methods. Phase wraps were not removed,
and contrast within structures was reduced owing to a higher filter width. ppb =
parts per billion, s = seconds.

while the rims appeared variably hypointense. This did not correspond absolutely

to the staining.

Subject 3 had six lesions that demonstrated microscopic evidence of remyeli-

nation and were considered to be shadow plaques (Fig 4.6). Only one lesion was

readily identified at macroscopic visual inspection, and all lesions failed to stain for

iron. All lesions were hypointense on R?
2 maps, hyperintense on T2-weighted fast SE

MR images, and isointense on phase images.
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Figure 4.4: In vivo (a) R2, (b) R?
2, (c) phase with gradient background removal,

and (d) T2-weighted fast SE MR images from subject 4. Note that vessels are less
pronounced on b and c, acquired in vivo versus postmortem (Fig 4.3). ppb = parts
per billion, s = seconds.

Figure 4.5: (a) Pathology specimen and (b-d) in situ postmortem MR images from
subject 1. (a) Perls iron-stained 8-mm-thick axial cerebral slice superior to the
left lateral ventricle with staining (1a, 1b, 2, 4) and nonstaining (3) lesions. (b)
T2-weighted fast SE MR image with focal hyperintensities corresponding to both
staining and nonstaining lesions. (c) R?

2 map shows two centrally hypointense le-
sions with hyperintense rims (1a, 1b), an isointense lesion (2), and a hypointense
lesion (4), which all correspond to staining lesions. Hypointense lesion (3) cor-
responds to nonstaining lesion. (d) Phase image processed with gradient method
shows hypointensity in both staining and nonstaining lesions. Partial volume effects
are visible from the superior aspect of the left lateral ventricle on b-d.
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Table 4.3: Perls Iron Staining of Lesions Compared with MR Imaging Intensity

Phase R?
2

Lesion Iron Staining Center Rim Center Rim

Subject 1
1 Complete Heterogeneous Hypointense Heterogeneous Hyperintense
2 Complete Hypointense Isointense Isointense Hyperintense
3 Complete Heterogeneous Isointense Hypointense Hyperintense
4 Complete Hypointense Isointense Isointense Isointense
5 Complete Hypointense Isointense Hypointense Isointense
6 None Hypointense Isointense Hypointense Isointense
7 None Hypointense Isointense Hypointense Isointense
8 Complete Hypointense Isointense Hypointense Hyperintense
9 None Hypointense Isointense Hypointense Isointense
10 None Hypointense Hypointense Hypointense Isointense
11 Complete Hypointense Isointense Heterogeneous Isointense
12 None Hypointense Hypointense Hypointense Isointense
13 None Hypointense Isointense Hypointense Isointense

Subject 2
1 Rim Isointense Hypointense No data No data
2 Complete Hypointense Isointense No data No data
3 Rim Isointense Isointense No data No data
4 Rim Isointense Hypointense No data No data
5 Rim Isointense Hypointense No data No data
6 Rim Isointense Hypointense No data No data
7 Rim Isointense Heterogeneous No data No data
8 Rim Isointense Hypointense No data No data
9 Rim Isointense Hypointense No data No data
10 Rim Isointense Hypointense No data No data
11 Rim Isointense Hypointense No data No data

Subject 3
1 None Isointense Isointense Hypointense Isointense
2 None Isointense Isointense Hypointense Isointense
3 None Isointense Isointense Hypointense Isointense
4 None Isointense Isointense Hypointense Isointense
5 None Isointense Isointense Hypointense Isointense
6 None Isointense Isointense Hypointense Isointense

Note. - Intensities given are compared with adjacent tissue. Center = MR lesion intensity excluding
periphery, Rim = MR intensity of lesion periphery.

4.5 Discussion

Our study evaluated several MR imaging methods for measuring iron in subcortical

grey matter and for detecting iron within and surrounding MS lesions. R?
2 mapping

had the highest correlation with iron staining in subcortical grey matter in each in-

dividual postmortem subject. R2 mapping, phase imaging, and T2-weighted fast SE

MR appear to have comparable correlations with iron staining, which are moderate

to strong. A weaker correlation with phase imaging may have been due to phase

contrast dependence on structural shape and not exclusively iron content [39]. T2-
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weighted fast SE MR imaging may have had a weaker correlation because at high

field strength, radiofrequency interference produces a spatial variation of flip angles.

R2 mapping may have had a weaker correlation because fewer measurements were

obtained due to limited section coverage.

Compared with the subjects imaged postmortem, the subject imaged in vivo

had substantially higher correlations to iron staining with R?
2 mapping, R2 map-

ping, and phase imaging, but a similar correlation with T2-weighted fast SE MR

imaging. Anecdotal intersubject comparison was hampered by differences in dis-

ease manifestation, blood flow, and oxygenation and, for T2-weighted fast SE MR

imaging, by the fact that the transmit radiofrequency field may vary substantially

between individuals at high field strength.

Previous studies have evaluated the correlation between MR imaging and quan-

titative iron measures, although not in MS. A study [21] similar to our own that

focused on healthy individuals yielded higher correlations than we obtained for R?
2

and similar correlations for R2 by using a quantitative spectroscopic method to pro-

vide total iron in limited sample volumes. In addition, an evaluation [15] of one

patient with Alzheimer disease yielded a higher correlation for phase imaging by us-

ing x-ray fluorescence mapping for iron. These previous works detected total iron,

but the MR imaging measures were mainly sensitive to ferric paramagnetic iron. In

our study, Perls iron stain was used to provide a complete slice depiction of ferric

iron variation. Although Perls iron staining is generally considered to be qualita-

tive, results of one study [41] demonstrated strong correlations (r = 0.945) between

quantitative chemical iron measures and similar optical density measures. In MS,

macromolecular mass fraction could be altered as proteins or lipids are degraded or

synthesized in response to disease activity, which can alter quantitative MR imaging

values [14] without influencing iron staining. Also, prominent features of MS, such

as inflammation, neuronal degeneration, demyelination, and cellular swelling, can

affect each MR imaging method, but primarily T2-weighted fast SE MR and R2

imaging. These factors limit the ability to compare between cases. Furthermore,

correlations may be different because whole-structure ROIs were used, similar to

widely used in vivo analysis [16, 18, 42, 43], as opposed to multiple small territories

within structures.

In MS lesions in our current study, a single MR imaging method alone could

not adequately determine the presence of iron. This is contradictory to results of a

previous study [44], which indicated that iron is the dominant source of phase con-

trast in MS lesions. The pathophysiology of lesions can involve several simultaneous

processes [1, 22], which can have confounding effects on MR imaging. Myelin loss

results in hypointensity on phase and R?
2 images, while iron accumulation results

in hypointensity on phase images and hyperintensity on R?
2 images. Six nonstain-
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Figure 4.6: (a) Pathology specimen and (b-d) in situ postmortem MR images from
subject 3 show evidence of shadow plaques as defined by pathologic findings. (a)
Perls iron-stained 8-mm-thick coronal cerebral slice shows absence of macroscop-
ically identifiable lesions. (b) T2-weighted fast SE MR image shows an area of
hyperintensity (arrow) corresponding to an MS lesion. (c) Phase image shows no
visible lesion. (d) R?

2 map shows an area of hypointensity (arrow) corresponding to
a lesion.

ing lesions in subject 1 demonstrated hypointensity on phase images both around

the periphery and centrally. Therefore, hypointensity on phase images should not

be interpreted as iron in MS lesions [45] since it can also arise from demyelina-

tion. R?
2 maps with lesions displaying a rim of hyperintensity were specific for iron,

although not sensitive, and could represent infiltration of inflammatory cells con-

taining iron [22] preceding edema and myelin loss. Subject 3 had shadow plaque

MS lesions, which demonstrated no staining and were not visible on phase images,

but appeared hypointense on R?
2 maps. This could indicate that R?

2 maps are more

sensitive to myelin loss or dysfunction than are phase images when iron is absent.

Advantages of phase imaging include short imaging time, low specific absorption

rate, and less sensitivity to water content changes. However, the method of postpro-

cessing can affect the extent of background phase removal and contrast within large

deep grey matter structures [40, 46, 47], where a Hanning filter may be suboptimal in

both regards. Furthermore, external field effects from improper background removal

or other nearby iron-containing structures could influence measured phase values;

therefore, directly adjacent reference phase measures should be obtained. The R?
2

mapping protocol was also relatively time efficient; however, similar to phase imag-

ing, it can be sensitive to susceptibility differences, such as near air-tissue interfaces

or large venous structures. R2 mapping uses SE to refocus the signal in these regions.

However, to compensate for a high specific absorption rate, which is problematic

at high field strength [48], a limited number of sections and long repetition times

were used. Given these constraints, the R2 method used thicker sections and slightly

lower in-plane resolution than did the R?
2 method; thus, spatial resolution differences

may have also played a role in the lower correlation with iron. T2-weighted fast SE

MR images were acquired at the highest spatial resolution (0.06 - 0.12 mm3), which

enabled high spatial specificity, but radiofrequency inhomogeneity and additional

contrast mechanisms could lead to variable image contrast with this method.
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There were several limitations associated with our study. Different parameters

were chosen for each MR imaging method, including section thickness, in-plane res-

olution, and coverage, which could have made direct comparison between methods

difficult. The optimal in vivo parameters for each method were used, and these

parameters were chosen to achieve appropriate signal-to-noise ratio, image contrast,

and imaging time [12]. Therefore, the results should have better applicability for in

vivo use. An additional limitation is that MR images were acquired in the standard

axial plane, while the attending neuropathologist preferred coronal sections in three

cases, so MR image reformatting was necessary to achieve correspondence. However,

since large ROIs were used around structural borders for quantitative measurements

on both pathologic slices and MR images, resolution and original orientation of MR

images should not have had a large influence on these measurements because many

voxels were averaged. Independent regression analysis was conducted because of

variable parameters, including brain duration in formalin and time after death of

MR imaging, which precluded a single regression. Therefore, P values should be

interpreted appropriately, as they have not been corrected for multiple compar-

isons. In subject 4, additional changes could have taken place over the year between

imaging and death, which could affect correlation findings. Furthermore, changes

occurring hours after death could also affect iron correlations in subjects 1-3.

In conclusion, subcortical grey matter measurement of transverse relaxation rates

(ie, R2 and R?
2) and phase imaging, as well as standard T2-weighted fast SE MR

imaging, provide good correlation with iron content as measured with Perls iron

stain in subject with MS, with R?
2 having the highest correlation. The relationship

between iron and MS lesion appearance on MR images was highly variable owing to

the influence of complex pathophysiologic characteristics other than iron on image

contrast.

4.6 Advances in Knowledge

• Transverse relaxation and phase measures have significant correlation to iron

staining in subcortical grey matter of patients with multiple sclerosis (MS).

• R?
2 mapping has a higher correlation (R2 = 0.857, 0.628, 0.685; all P < .001) to

iron in subcortical grey matter structures in MS compared with R2 mapping

(R2 = 0.807, 0.615, 0.628, 0.489; all P ≤ 0.034), phase imaging (R2 = 0.672,

0.441, 0.596, 0.548; all P ≤ 0.001), and T2-weighted imaging (R2 = 0.463,

0.582, 0.650, 0.511; all P < 0.001).

• Hypointense MS lesions on phase images do not always contain iron and can

result from demyelination.
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• Hyperintense rims around MS lesions on R?
2 maps were only present in iron-

staining lesions.

4.7 Implication for Patient Care

• In subcortical grey matter in MS, hypointensity with T2-weighting, increases in

transverse relaxation rate, and more negative phase can mainly be attributed

to iron.
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Chapter 5

Longitudinal MRI of iron in

multiple sclerosis: an imaging

marker of disease 1

5.1 Abstract

Purpose: To investigate over a two year period the relationship between MRI mark-

ers of iron and disease severity in patients with multiple sclerosis.

Materials and Methods: This prospective study was approved by the local ethics

committee, and written informed consent was obtained from all participants. Sev-

enteen multiple sclerosis subjects and 17 control subjects were examined twice, 2

years apart, using phase imaging and transverse relaxation (R?
2) mapping at 4.7

tesla. Quantitative iron differences between patients and controls were evaluated

with repeated measures MANOVA separately for R?
2 mapping and phase imaging.

Multiple regression analysis was used to evaluate correlations of MRI measures, both

two year difference and single time point measurements, to baseline disease severity.

Results: R?
2 mapping using two year difference measurements had the highest

correlation to disease severity (r=0.905, p<0.001) compared to R?
2 mapping using

single time point measurements (r=0.560, p=0.019) and phase imaging using either

single time point (r=0.539, p=0.026) or two year differences (r=0.644, p=0.005).

Significant increases in R?
2 occur over 2 years in the substantia nigra (p<0.001)

and globus pallidus (p=0.035) in patients compared to controls, which are both

predictors of disease in regression analysis. There were group differences in the

substantia nigra, globus pallidus, pulvinar nucleus, thalamus, and caudate nucleus

1A version of this section has been accepted for publication. Andrew J. Walsh, BSc, Gregg
Blevins, MD, R. Marc Lebel, PhD, Peter Seres, MSc, Derek J. Emery, MD, and Alan H. Wilman,
PhD. Longitudinal MRI of iron in multiple sclerosis: an imaging marker of disease. Radiology
(Accepted)
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compared to controls withR?
2 mapping (p<0.05) and group differences in the caudate

nucleus and pulvinar nucleus compared to controls with phase imaging (p<0.05).

Conclusions: There are significant changes in deep grey matter iron content in

multiple sclerosis over two years measured with MRI, changes that are strongly

related to physical disability. Longitudinal measurements may produce a higher

correlation to disease severity compared to single time point measurements because

baseline iron content of deep grey matter is variable among subjects.

5.2 Introduction

Brain iron has been implicated in the pathophysiology of multiple sclerosis (MS) and

might represent a marker of disease activity or contribute to disease progression [1].

Iron has been studied both histologically and with MRI in the deep grey matter and

within lesions [2], and could contribute to disease through different mechanisms.

MRI offers an in vivo approach for analyzing brain iron and has shown that iron

levels are above normal in certain brain regions and that these iron measures in

cross-sectional studies correlate with disease severity in MS [3][4][5]. However, the

temporal course of brain iron is unknown and analysis of iron changes, rather than

single time point measurements, could aid in understanding iron pathology in MS

or represent a new method of classifying disease severity.

Iron is necessary for normal cellular function and is required in DNA synthesis,

neurotransmitter production, and ATP generation [6]. In many brain regions, iron

increases with age at different rates and there is substantial regional variation [7].

Deep grey matter typically contains the highest iron concentration possibly due to

neurotransmitter metabolism or high energy requirements [8]. Although excess iron

has been observed in MS, the pathological process is unclear. Excess or ill-stored iron

can cause the formation of free radicals through the Fenton or Haber-Weiss reactions

which can damage proteins, lipids, and DNA [9]. Alternatively, iron accumulation

may be a byproduct of other processes such as mitochondrial or neuronal dysfunction

[6]. Whether iron is a contributor to disease or a benign byproduct, it could serve

as a biomarker of MS disease activity.

Current clinical MRI methods for the assessment of MS do not provide quantita-

tive tissue contrast. Furthermore, many MRI methods of evaluating disease severity,

such as measuring lesion load or counting new gadolinium enhancing lesions, do not

significantly correlate with functional measures [10][11]. Longitudinal lesion analy-

ses either show no correlation [10] or a moderate correlation to disability [11][12].

Iron measurement of deep grey matter using MRI might provide a method of pre-

dicting disease severity and therefore serve as a biomarker for disease progression.

There are several MRI techniques which are sensitive to iron including the trans-
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verse relaxation rates R2 [13] and R?
2[14], and phase [15]. These methods indicate

elevated iron in MS patients relative to healthy controls in many deep grey matter

regions [4][5][16]. Furthermore, correlations have been demonstrated between these

MRI methods and functional measures such as the Kurtzke Expanded Disability

Status Scale (EDSS) [4], cognition [17], and disease duration [16]. However, the

temporal relationship of iron accumulation in relapsing remitting MS (RRMS) is

unknown from cross sectional MRI studies. A wide variation in normal iron content

exists across individuals in deep grey matter [7] therefore single time point iron mea-

surements may not be adequate to determine if iron is pathologically changing in

individual patients. Longitudinal analysis would be more powerful in distinguishing

abnormal brain iron in individual subjects.

Previous imaging studies have used non-quantitative, T2-weighted fast spin echo

methods in longitudinal iron analysis [18][19][20]. However, the contrast generated

is dependent on imaging parameters which makes interstudy comparisons difficult.

Furthermore, these investigations did not compare iron measurements to a control

group. This is important as disease related iron accumulation must be differentiated

from normal age related accumulation.

Phase imaging and R?
2 mapping are promising methods for iron evaluation in

deep grey matter and hold several advantages over other MRI methods: contrast is

less influenced by imaging parameters, imaging times are relatively fast, and data

for both image types can be collected in the same sequence. Although many tissue

components can influence the image contrast of phase imaging and R?
2 mapping, iron

content contributes substantially in deep grey matter [21][22] and iron sensitivity

increases with field strength [23]. This study uses these quantitative high field

MRI methods to longitudinally evaluate iron accumulation in the deep grey matter

in RRMS patients relative to controls. Therefore, the purpose of this work was

to longitudinally investigate the relationship between imaging markers of iron and

disease severity in patients with multiple sclerosis over a two-year period.

5.3 Materials and Methods

5.3.1 Subjects

Seventeen patients with RRMS and 17 age and gender matched controls were studied

from June 2009 to December 2012 in this prospective study. Institutional ethical

approval and informed consent were obtained from the subjects prior to the study.

Each subject was imaged twice, 2 years apart. Inclusion criteria for patients were:

a diagnosis of RRMS according to the 2005 McDonald criteria [24], and ambulatory

without aid (EDSS < 6.0) at time of enrolment. Exclusion criteria for all subjects

were: other neurological diseases and MRI contraindications. None of the patients
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and volunteers who were enrolled and provided informed consent were subsequently

excluded.

5.3.2 MRI Data Acquisition and Processing

Imaging was performed with a Varian Unity Inova 4.7T MRI system. Three-

dimensional multi-echo-gradient echo R?
2 mapping was performed with parameters:

TR, 44 msec; 10 echoes with 4.1 msec echo spacing; first echo, 2.93 msec; flip angle,

10◦; FOV, 160.0 x 256.0 x 160.0 mm; voxel size, 1.0 x 1.0 x 2.0 mm; acquisition

time, 9.4 min. Two-dimensional flow compensated single echo gradient echo phase

imaging was performed with parameters: TR/TE, 1540 msec/15 msec; flip angle,

65◦; 50 contiguous slices; FOV, 192.5 x 256.0 x 100.0 mm; voxel size, 0.5 x 0.75 x 2

mm; acquisition time, 6.6 min. A volumetric T1-weighted acquisition was also per-

formed to assess head position measured along the anterior commissure posterior

commissure (AC-PC) line in the sagittal orientation.

R?
2 mapping used a weighted non-linear least-squares fit to a monoexponential

signal decay versus echo time. Prior to fitting, source images were intensity corrected

to compensate for large-scale air-tissue susceptibility effects [25]; weighting factors

were inversely proportional to the intensity correction factor to account for noise

amplification. Phase images were processed using two separate background phase

removal methods: a standard high pass Hanning filter with filter width 0.125 [26]

and moving window gradient fitting with filter width 0.0625 [27].

5.3.3 ROI Analysis

Region-of-interest (ROI) analysis using ImageJ [28] was conducted by separately ob-

taining two-dimensional ROIs from axial R?
2 maps and magnitude images from the

phase acquisition. ROIs from R?
2 maps were subsequently verified on gradient echo

magnitude images (TE=15ms) from the R?
2 mapping acquisition. Regions studied

included the head of the caudate nucleus, putamen, globus pallidus, thalamus (ex-

cluding the pulvinar nucleus), pulvinar nucleus, substantia nigra, and red nucleus.

The AC-PC angle was obtained in each subject prior to ROI placement and the

correct slice for each structure was identified in the superior inferior direction rel-

ative to the standard. ROIs were standardized between subjects, based on axial

deep grey matter orientation with the AC-PC line oriented at 0◦. The standard

orientation defines axial ROIs through the center slice of the putamen and from the

caudate nucleus, globus pallidus, thalamus and pulvinar nucleus in the same slice

and inferiorly ROIs were obtained through the center slice of the substantia nigra

and through the red nucleus in the same slice (Fig 5.1).

In phase images, the effects of nonlocal external field effects were mitigated

by obtaining reference phase measurements from nearby normal appearing white
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Figure 5.1: ROI placement (blue outline) for the seven deep grey matter structures
from a 36 year old female MS patient (EDSS 5.0) drawn on R?

2 maps (A,B) and
separately on gradient echo magnitude images; the latter are transferred to the
corresponding phase images (C,D). Baseline phase measurements (black outline)
are obtained directly adjacent to structures to minimize nonlocal field effects and
separately in white matter for reliability comparison for phase images (not shown
in figure). CAUD: head of caudate nucleus, PUT: putamen, GP: globus pallidus,
THAL: thalamus excluding the pulvinar nucleus, PTHAL: pulvinar nucleus, SN:
substantia nigra, RN: red nucleus.

matter [22] both directly adjacent to each structure and separately in frontal and

posterior white matter (Fig 5.1).

5.3.4 Statistical Analysis

MRI markers of iron were evaluated longitudinally in each structure using separate

repeated measures MANOVA with a Wilks Lambda test in SPSS (IBM,Armonk,

NY). Parameter values were averaged within each 2D ROI then averaged between

hemispheres. Group differences were evaluated between MS subjects and controls as

a between subjects effect and changes over time were evaluated as a within subjects

effect.

Multiple regression analysis was conducted to determine the correlation between

two year changes in deep grey matter iron content and the baseline MS Severity Score

(MSSS) [29] independently with both phase and R?
2 measurements. A separate mul-

tiple regression analysis was performed to determine if measurements using a single

time point, from the second MRI in each subject, are an effective predictor of MSSS.
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For both tests, a backwards elimination model was used with F=0.1 for removal with

seven deep grey matter regions included as variables (Fig 5.1). A neurologist who

specializes in MS measured EDSS for each subject. Baseline disability which was

not influenced by an acute relapse was obtained by measuring EDSS close in time

to the second MRI fulfilling two criteria: 1) EDSS measured at the time of study

MRI if last relapse occurred more than four months before study MRI, or if last

relapse occurred less than four months before study MRI and EDSS returned to

prior baseline 2) EDSS measured prior to relapse if relapse occurred less than four

months before study MRI and EDSS at time of study MRI increased from baseline.

EDSS values and disease duration were input into the MSSStest program [29] to

obtain MSSS values.

Table 5.1: Subject Demographics

MS patients Controls p-value

Gender F/M 13/4 13/4 -
Age: Overall (yrs) (mean, range) 37.1 36.5 (25.4 - 54.5) 0.38
Age: Males (yrs) (mean, range) 37.6 (27.3 - 51.4) 35.3 (27.9 - 46.5) 0.22
Age: Females (yrs) (mean, range) 37.0 (27.8 - 50.5) 36.8 (25.4 - 54.5) 0.85
Time between imaging (weeks) 106 ± 22 107 ± 23 0.24
EDSS (median, range) 2.5 (1.0 - 6.0)
MSSS 4.58 ± 2.42
Disease Duration (yrs) 5.77 ± 2.77
Time between MRI and EDSS 2.6 ± 7.8
measurement (weeks)

p-value obtained using a repeated measures Student’s t-test.
Disease duration measured from index event to second study MRI.

To establish intrasubject variance of the quantitative MRI methods with 2D

ROI analysis, a reliability test was performed on 4 healthy individuals ages 24-50

yrs that underwent the same MRI protocol, twice in the same day.

5.4 Results

5.4.1 Subjects

The control subjects compared to the patients with MS had no significant differences

in age or in the time between MRI measurements (Table 5.1). There were no

significant differences in head angle as measured with the AC-PC lines between

patients 6.0 ± 7.1◦ and controls 3.0 ± 6.8◦ (p=0.29 paired) or difference in the head

angle as measured over two years in individual subjects between patients 0.96 ±
0.74◦ and controls 1.21 ± 1.14◦ (p=0.34 paired).
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Table 5.2: Same day scan-rescan test: percent variation of R?
2 and phase and measured head angle

Subjects
Method 1 2 3 4

R?
2 (%) 1.9 ± 1.3 2.4 ± 1.7 1.8 ± 1.6 1.2 ± 0.8

Phase - Gradient method with adjacent background (%) 10.4 ± 6.3 11.2 ± 8.3 8.4 ± 4.7 7.4 ± 5.0
Phase - Gradient method (%) 19.3 ± 26.1 19.6 ± 22.7 11.0 ± 9.3 27.5 ± 40.5
Phase - Standard high pass method with adjacent background (%) 21.6 ± 17.5 14.9 ± 15.1 11.2 ± 8.6 11.3 ± 7.4
Phase - Standard high pass method (%) 22.4 ± 22.4 17.9 ± 15.6 12.4 ± 13.6 12.4 ± 15.7

Head Angle 1 (◦) 10.0 3.8 -2.6 0.9
Head Angle 2 (◦) 8.5 4.7 -0.9 0.9

Measurements averaged bilaterally in 7 deep grey matter structures then averaged in each subject.
Percentages quoted with standard deviation.
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5.4.2 Reliability

In the reliability assessment, the gradient phase processing method with adjacent

background phase measurements [27] had the lowest intrasubject variability com-

pared to the other phase processing methods and was selected for subsequent phase

analysis (Table 5.2). R?
2mapping had substantially lower intrasubject variability

compared to phase imaging.

5.4.3 Iron Differences

The multivariate Wilks Lambda test for R?
2 mapping was significant as a between

subjects effect for Group (p=0.004) and as a within subjects effect for Time (p=0.017)

and Time * Group (p=0.004), whereas phase was only significant as a between

subjects effect for Group (p=0.037) and not as a within subjects effect for Time

(p=0.094) or Time*Group (p=0.723). This indicates overall group differences across

two measurement times between MS and control subjects using either phase imaging

or R?
2 mapping, overall changes in R?

2 over time across groups, and changes between

MS subjects relative to controls over time using R?
2 mapping. For R?

2 mapping, sig-

nificant within subjects effects, using Greenhouse-Geisser tests, showed increases in

R?
2 in MS patients over time relative to controls in the substantia nigra and globus

pallidus (Table 5.3, Fig 5.2, Fig 5.3). As between subject effects, R?
2 mapping

showed significantly larger values in MS patients compared to controls in five struc-

tures: substantia nigra, pulvinar nucleus, thalamus, caudate nucleus, and globus

pallidus. Phase measurements showed significant between subject effects with lower

phase values in MS patients for only the pulvinar nucleus and caudate nucleus.

5.4.4 Deep Grey Matter Regression to MSSS

Using multiple regression analysis with all deep grey matter structures included as

variables, two-year difference measurements with R?
2 mapping had a high correlation

to MSSS (r=0.905, p<0.001, MSSS = 0.232 SN - 0.348 Thal + 0.279 GP + 1.816)

with the substantia nigra (SN), thalamus (Thal), and globus pallidus (GP) included

in the regression (Fig 5.4). Two-year difference measurements with phase imaging

correlated to MSSS with the substantia nigra as a predictor (r=0.644, p=0.005,

MSSS=0.161 SN + 4.4652). Single time point measurements with R?
2 mapping cor-

related to MSSS with the pulvinar nucleus (pThal) as a predictor (r=0.560, p=0.019,

MSSS = 0.264 pThal - 4.557). Singe time point measurements with phase imag-

ing correlated to MSSS with the substantia nigra as a predictor (r=0.539, p=0.026,

MSSS= 0.086 SN + 6.951). MSSS is normally distributed across the 17 patients

with the Shapiro-Wilk test (p=0.388).

Independent regressions showed correlations to MSSS in several structures with
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Figure 5.2: R?
2 maps and phase images from a 30 year old female MS patient (A,C)

(EDSS 1.0) and a 30 year old female control subject (B,D). The substantia nigra of
the MS patient is more hyperintense in the phase image and R?

2 map compared to
the control subject. Furthermore, in the MS patient the pulvinar nucleus is more
hypointense in the phase image and hyperintense in the R?

2 map.

R?
2 mapping and phase imaging, both as single time point measurements and dif-

ference measurements. Two year difference measurements using R?
2 mapping and

phase imaging showed more deep grey matter regions had a significant correlation to

MSSS compared to single time point measurements with either MRI method (Table

5.4, Fig 5.5).
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Figure 5.3: Deep grey matter measurements over two years using phase imaging (A)
and R?

2 mapping (B-D). Individual subjects connected by solid lines (red: patients,
blue: control) and group averages for MS subjects and controls represented by dotted
and solid thick black lines respectively. All structures shown have a significant
between groups effect (p<0.05) indicating an overall difference in iron between MS
subjects and controls and structures with (?) have a significant within subjects effect
(p<0.05) indicating a change over time in iron content between MS subjects and
controls.

5.5 Discussion

In the current study we demonstrated that longitudinal changes in MRI markers

of iron strongly correlated with disability in MS over a short duration of measure-
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ment. These changes were relatively large and are above and beyond age-related

iron changes.

The substantia nigra and globus pallidus showed increases in iron over time

relative to controls as measured with R?
2 mapping during the 2-year interval. This

could indicate that ongoing iron accumulation occurs primarily in certain structures

during this stage of disease. The globus pallidus and substantia nigra are similar in

that subdivisions of these nuclei serve as output of the basal ganglia and these nuclei

contain the highest iron concentration in the brain [7]. Increased iron concentration

in these nuclei in RRMS could arise from different mechanisms including altered

neurotransmitter metabolism of dopamine or glutamate [8], activation of NMDA

receptors which could enhance iron uptake [30], or altered local energy demands [1].

Multiple regression analysis of R?
2 mapping to MSSS produced a strong correla-

tion and could provide a new way of following RRMS with imaging. Longitudinal

phase and R?
2 measurements were stronger predictors of MSSS than single time

point measurements, possibly because single time point measurements may be in-

sufficient to discriminate elevated iron levels in RRMS from baseline iron variability

among subjects [7]. Multiple regression analysis may have a higher correlation to

MSSS compared to single regression analysis as various deep grey matter structures

could have iron changes that relate to different aspects of disease. Iron accumula-

tion within structures might not be a slow steady process and could be dynamic

with disease progression as iron could increase in certain structures and decrease

in others. Although thalamic iron in MS patients is increased overall compared

to controls, the negative correlation of iron measured in the thalamus to MSSS in

the multiple R?
2 regression might represent iron efflux. A similar iron decrease is

observed in healthy individuals between ages 30-60 within the thalamus [7]. Phase

analysis produces weaker, although still significant correlations using either single

time point measurements or difference measurements over time, possibly because

of the lower reliability of phase imaging. Although phase measurements have been

negatively correlated with iron in most deep grey matter structures, a positive cor-

relation is observed in the center axial slice of the substantia nigra due to shape

effects on phase contrast [31]. Since R?
2 mapping had a high correlation to disease,

future studies could investigate longitudinal R?
2 measurements for monitoring treat-

ment or for predictive value of disease progression in individual patients. To better

understand the biological process of deep grey iron changes in MS, human histology

studies or in vitro analysis could offer detailed and unique information.
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Table 5.3: Differences over two years of deep grey matter structures between MS patients and control subjects using Greenhouse-
Geisser tests

Region Group R?
2 (sec−1 ) Difference over

time (p-value)
Group differ-
ence (p-value)

Phase (ppb) Difference over
time (p-value)

Group differ-
ence (p-value)

Yr 0 Yr 2 Yr 0 Yr 2

Globus Pallidus Patient 58.3 62.2 0.035? 0.028? -30.2 -30.1 0.223 0.244
Control 56.0 56.7 -29.5 -27.1

Putamen Patient 41.2 42.7 0.765 0.069 -19.0 -20.1 0.937 0.275
Control 38.9 39.9 -16.5 -17.6

Caudate Nucleus Patient 34.4 35.7 0.311 0.033? -20.2 -19.1 0.203 0.023?

Control 32.3 32.0 -16.3 -16.7

Thalamus Patient 28.4 28.4 0.808 0.001? -14.2 -14.1 0.837 0.250
Control 25.5 25.8 -12.9 -12.9

Pulvinar Nucleus Patient 34.3 34.7 0.600 0.001? -14.8 -15.5 0.590 0.043?

Control 29.6 29.2 -11.8 -11.9

Substantia Nigra Patient 53.1 60.2 <0.001? 0.016? -26.9 -27.3 0.843 0.225
Control 52.3 50.2 -31.8 -31.5

Red Nucleus Patient 47.8 50.0 0.131 0.338 -27.0 -27.7 0.782 0.530
Control 47.6 47.0 -25.9 -25.9

Note. ? indicates significance with p<0.05.
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Figure 5.4: Predicted MSSS using R?
2 multiple regression analysis compared to

measured MSSS. Two yearR?
2 difference measurements from substantia nigra, globus

pallidus, and thalamus are included in the regression model.

Measurements from R?
2 maps had higher scan-rescan reliability than measure-

ments from phase images. The intrasubject reliability of phase is lower than R?
2

mapping, possibly due to phase filtering effects with the standard phase method

[22] and head angle differences which can affect phase measurements [32]. Head an-

gle correction methods or standardization could improve significance and reliability

of phase imaging analysis. These issues are less problematic for R?
2 mapping. Fur-

thermore, differences in the results between phase imaging and R?
2 mapping could

be attributed to physical mechanisms behind image contrast. Phase image contrast

not only depends upon iron content but also structure shape which causes local

and non-local field effects [31]. R?
2 decay is also affected by other mechanisms such

as dipole-dipole interactions. Multicomponent exponential R?
2 decay is possible in

deep grey matter but is likely more representative of signal decay in highly com-

partmentalized white matter [33]. Furthermore, R?
2 decay may be non exponential

due to areas of background magnetic gradients, vascular networks, or a highly com-

partmentalized iron distribution [34]. These factors are likely minimal in deep grey

matter because a monoexponential model produces a high correlation to iron in

both healthy controls and patients with MS in validation studies[21][22].

Deep grey matter structures including the globus pallidus, caudate nucleus, tha-

lamus, pulvinar nucleus, and substantia nigra showed group differences in R?
2 mea-

surements between RRMS patients and the control group which agree with results

from previous studies [3][4]. Therefore, iron concentration within these structures
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Table 5.4: Correlation of deep grey matter structures to
MSSS

Two year difference Singe time point
(r) (r)

(p-value) (p-value)

Structure R?
2 phase R?

2 phase

Substantia 0.715 0.644 0.345 0.539
Nigra (0.001)? (0.005)? (0.175) (0.026)?

Red 0.317 -0.521 0.363 -0.259
Nucleus (0.215) (0.032)? (0.153) (0.315)

Pulvinar 0.484 -0.506 0.560 -0.247
Nucleus (0.049)? (0.038)? (0.019)? (0.339)

Thalamus -0.151 -0.375 0.004 0.260
(0.562) (0.138) (0.987) (0.313)

Caudate -0.044 0.088 0.210 0.137
Nucleus (0.868) (0.736) (0.418) (0.600)

Putamen 0.045 -0.049 0.160 0.038
(0.862) (0.851) (0.541) (0.885)

Globus 0.484 -0.333 0.247 -0.028
Pallidus (0.049)? (0.192) (0.340) (0.915)

Note. ? indicates significance with p<0.05.

likely increases early in the disease course and may subsequently plateau or slowly

increase in regions other than the globus pallidus and substantia nigra. Some stud-

ies have shown differences between CIS subjects and controls using T2 hypointensity

measurements [18], yet there is conflicting evidence as to whether the extent of hy-

pointensity, measured at one timepoint, is a predictor of disease severity. Phase

measurements showed fewer differences compared to R?
2 mapping with only two

structures being significantly different as a between subjects effect. Since other

studies have shown phase differences in the deep grey matter in MS [4][16], iron

changes in MS measured with phase may require larger groups to find equivalent

statistical significance to R?
2 mapping differences with smaller groups. The caudate

nucleus, thalamus, and pulvinar nucleus could have early iron changes in MS due

to axonal degeneration from cumulative damage during acute inflammation. These

nuclei have more extensive anatomical connections throughout the cerebrum and

spinal cord compared to other deep grey matter nuclei. Iron changes could oc-
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cur in white matter, however image contrast in both phase images and R?
2 maps

is more complex in white matter compared to deep grey matter and may require

advance-processing techniques to assess tissue iron [35].

Figure 5.5: Regressions of deep grey matter MRI to MSSS using two year differences
with R?

2 mapping measurements (A-left,B-left,C-left) and two year differences with
phase measurements (A-right,B-right,C-right). Single time point measurements us-
ing R?

2 mapping (D-left) and phase imaging (D-Right).

The correlation of iron measurements in deep grey matter to disease severity is

superior to the correlation of lesion volume changes to disease severity [10][11][12].

Iron concentration within deep grey matter may represent global CNS dysfunction

while focal white matter hyperintensity can represent local aspects of the disease
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including both dysfunction and repair. Grey matter atrophy measurements have

been used to show group differences between MS patients and controls with moderate

correlation to disease. However, average grey matter volume changes are small 0.3-

1.1% per year [36][37] compared to 3.3-6.7% per year iron marker changes in the

globus pallidus and substantia nigra and therefore atrophy may not be as powerful

as a biomarker of disease progression in individual subjects or in population studies

of shorter duration. In addition, atrophy measures require precise definition of

structural borders which may be ill-defined, while R?
2 mapping is less dependent on

precise edge determination.

Although age has been previously correlated with histologically determined iron

[7] or quantitative phase and R?
2 MRI measurements [38], there was no correlation

between R?
2 and age in the control group in this study, and a moderate correlation

between R?
2 and age only in the head caudate nucleus in the patient group (r=0.63,

p=0.007). This discrepancy is likely due to a smaller age range (25-54 yrs) and

substantially fewer subjects in this study compared to the other two studies where

more deep grey regions had significant correlations to age. The patient group R?
2

correlation to age in the caudate nucleus has little impact on the results of this study

as MRI measurements in the caudate nucleus did not correlate to disease severity.

There are several limitations with this work. More longitudinal studies, with

multiple time points and various disease severities, are needed to clarify temporal

iron accumulation in specific deep grey matter structures. Measurements in early

disease could distinguish which structures are the first to show iron changes with

MRI; however, the rate of regional iron accumulation in MS might vary depending

on disease duration and disease subtype. This study used a high field strength of

4.7 T which has the benefit of high iron sensitivity, however there are several lim-

itations. It remains to be determined whether progression of disease would be as

well correlated with different field strengths. As well, T1 weighted images have poor

deep grey matter contrast at high field strength mainly due to longer tissue T1 re-

laxation times [39]. This makes atrophy measurements based on current automatic

segmentation methods such as FSL FIRST unreliable at this field strength. Longi-

tudinal atrophy measurements in relation to MRI measures of iron require further

investigation as iron increases measured with R?
2 could be in part due to volume

reduction [3]. However, R?
2 changes in deep grey matter are greater than atrophy

changes indicating that other factors are likely involved.

5.5.1 Conclusion

MRI markers of iron in deep grey matter are easily measurable and show significant

and substantial changes over two years that strongly correlate with disease severity.

R?
2 and phase measurements compared over two years are a more effective predictor
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of disease severity than single time point measurements. In conclusion, R?
2 mapping

has a strong correlation to disease and a high intrasubject reliability, therefore this

method could be useful as a surrogate marker to follow disease disability over short

intervals in individuals or populations.

5.5.2 Advances in Knowledge

• Two year difference measurements of deep grey matter using R?
2 mapping

have a high correlation to physical disability in multiple sclerosis (r=0.905,

p<0.001).

• Differences in R?
2 measured over two years have a higher correlation to disease

(r=0.905, p<0.001) than single time point measurements (r=0.560, p=0.019).

• R?
2 mapping of deep grey matter has high intra-subject scan-rescan reliability

(1.8 ± 1.3 % variation).

5.5.3 Implications for Patient Care

• Quantitative iron evaluation of deep grey matter, based on R?
2 MRI measure-

ments, have a high correlation to physical disability and could be useful as a

surrogate marker to follow disease disability over short intervals in individuals

or populations.
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Chapter 6

Conclusion

The main goals of this thesis were to investigate MRI methods which can evaluate

brain iron, primarily in deep grey matter, and their application to multiple sclerosis.

There was a substantial focus on gradient echo imaging using susceptibility phase

imaging and R2* mapping.

Quantitative phase imaging is a relatively new MRI method, especially when

used for iron quantification in deep grey matter. There are substantial obstacles to

obtain consistent and accurate results as many variables can influence the measured

phase. These include ROI placement, method of background phase removal, and

location of background field measurement. The first study in this thesis addressed

all three of these issues in an effort to establish a consistent and reliable method

of measuring phase in deep grey matter using a standard high pass Hanning filter

method. A simulation component and in vivo experiments explored different issues

of quantitative phase imaging. A standard low pass Hanning filtered image, divided

into the original complex image, with a larger frequency cutoff provides less phase

suppression in large structures but preserves unwanted background fields from both

distant air tissue interfaces and nearby deep grey matter. However this tradeoff

must be weighed for different applications and suggestions are presented for deep

grey matter imaging at 3T for standard SWI echo times. The best ROI placement

was established in each structure along with the best filter strength to maximize the

correlation to R2* mapping, which are different for each deep grey matter region.

Baseline measurements are best obtained directly adjacent to structures, especially

when weaker filters are used.

Background phase removal is required for quantitative measurements or for vi-

sual analysis of phase images. A new method was developed that improves upon

standard high pass filtering. Unlike other background phase removal methods, it

does not require unwrapping which can fail in areas of rapidly changing background

phase or low SNR. The method is more accurate in simulation compared to the stan-

dard method, with only subtle differences from ideal phase. Furthermore, greater
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contrast is obtained in images with lesions in MS and in deep grey matter.

Although some iron sensitive methods have been evaluated for measuring brain

iron in postmortem studies, these methods have not been evaluated in MS. Further-

more, many postmortem studies use extracted, formalin fixed brain tissue which

produces image contrast that does not closely resemble in vivo tissue contrast. Four

MRI methods were applied to four postmortem patients with MS to evaluate the cor-

relation between quantitative MRI and histologically determined iron content. Iron

accounts for most of the variation in regression analysis indicating that it dominates

contrast in deep grey matter in MS using high field MRI. However, iron within MS

lesions does not consistently produce the same image contrast, possibly due to the

relative contribution of myelin which is much greater in white matter compared to

grey matter. A rim of R?
2 hyperintensity was only present in lesions which stained for

iron, possibly indicating locally increased iron without substantial myelin pathology

around lesion edges (Fig 1.15). However, this finding was not present in all lesions

that stained for iron.

The temporal course of deep grey matter iron changes in RRMS were investigated

in a two year longitudinal study using iron sensitive MRI. This type of analysis has

not previously been conducted using quantitative MRI methods or using a high

field system or in comparison to matched controls. The results indicate that iron

sensitive MRI measurements over time are a strong predictor of baseline disease

severity. These measurements correlate more strongly than other imaging markers

of disease such as atrophy or T2 lesion volume. This is important as current clinical

MRI is useful in establishing a diagnosis of MS but the role of following disease

for prognostic value or treatment decisions is currently unclear. This finding could

be an important first step in developing a new imaging biomarker of disease for

evaluating individual patients.

6.1 Limitations

Current phase imaging has many shortcomings. A careful balance must be weighed

between maximum structure contrast, extent of phase wrap removal, and pervasive-

ness of background field effects. While the first study explored potential tradeoffs

of some these aspects, there could have been a further exploration of variables in

phase imaging to more clearly establish a standard method for evaluating deep grey

matter. Different territories could have been examined in both the simulation and

in vivo including the caudate nucleus and thalamus. The simulation was relatively

simplistic with homogeneous susceptibility assigned to each structure. The effects

of heterogeneous susceptibility could have been examined, especially due to blood

vessels or compartmentalization of tissue iron. Although angulation effects in phase



152 Chapter 6: Conclusion

images have been tested in simulation [1], a more thorough analysis of these effects

could have been explored, specifically for deep grey matter. Slight variations in head

angle could produce changes both within structures and external field effects, both

of which could substantially alter measured phase. Phantom experiments could have

been performed as an intermediate step between simulation and in vivo imaging to

examine more complicated aspects of deep grey matter iron quantification such as

heterogeneous iron distribution [2] or the effects of partial volume on phase.

Although the gradient phase removal method showed improvement in terms

of contrast and tissue visualization compared to the standard method, it was not

evaluated against newer phase removal methods such as SHARP[3] and PDF[4].

The gradient removal method is somewhat heuristic in removing slow varying back-

ground fields while SHARP and PDF utilize a more mathematical approach based

on Maxwell’s equations of electromagnetism.

Aspects of the first two studies could have been taken one step further and been

evaluated in conjunction with susceptibility mapping [5]. This method, in theory,

should eliminate some complications of obtaining quantitative measurements from

phase images such as background field effects and head angle effects. However,

susceptibility mapping requires a phase image as an input with the background

field removed yet a standardized, reliable method of phase removal has not been

established. Different phase removal methods, including the standard method with

different filter strength and the gradient method could have been tested to evaluate

their usefulness in susceptibility mapping.

The postmortem study had numerous issues. Different sequence parameters were

used in each subject making intersubject comparison more difficult as quantitative

measurements may depend on such things as interecho spacing, and voxel size. The

pathological sectioning was inconsistent as 3 brains were sectioned in the coronal

orientation while one was sectioned in the axial orientation. MRI images had to be

interpolated and rotated to precisely match the pathological specimens which could

have introduced voxel averaging effects. Although Perls iron staining is specific

for ferric iron, a different measure of iron could have been used in conjunction with

staining for verification. Furthermore, optical density measurements have been used

to quantify Perls iron staining but with slightly different methods. Therefore a direct

comparison of the optical density method used to measure tissue iron would have

been beneficial. Other tissue components can influence signal contrast and these

should have been investigated. Major contributors could be myelin, calcium, and

deoxyhemolobin [6]. A microscopic analysis with different staining and immuno-

histochemistry methods could have provided additional information about these

components. Deoxyhemoglobin could have influenced the MRI measurements and

would not have affected staining as blood is removed from vessels prior to staining.
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Methods to overcome the blood contribution could have included imaging several

days or weeks prior to patient death however there are ethical and logistical issues

in dealing with patients with end stage MS. Alternatively, post processing methods

could have been used to identify larger vessels and remove their contribution to MRI

measurements.

There are several areas that could have been improved in the longitudinal assess-

ment of deep grey matter in MS. Other imaging markers of disease could have been

evaluated and compared to deep grey matter measurements. Atrophy is commonly

used as a marker of disease in treatment studies and this was not assessed, mainly

due to poor contrast and segmentation results with T1 weighted images at high

field. Furthermore, T2 lesion volume measurements are a commonly used marker

of disease severity and could have been compared in this study. The difference in

head angle for individual subjects over time and between subjects is an issue for the

standardization of 2D ROI placement and angle effects in phase images. 3D ROIs

would make angle dependence less of an issue for R2* mapping however automatic

alignment and segmentation software had only a 70% success rate. Susceptibility

mapping could reduce the angle effect in phase images however a standard method

has not been clearly established. EDSS is the most commonly used clinical measure-

ment of disease severity however there are certain shortcomings. EDSS is mainly an

indicator of physical disability and intrasubject variations over time in the absence

of disease activity are common. Therefore determining a baseline EDSS that is not

influenced by acute relapse is not standardized. Other aspects of disease such as

cognition, fine motor skills, and ambulation, could have been quantitatively tested

with cognitive batteries or MSFC testing.

High field MRI, which is more sensitive for iron in deep grey matter compared

to lower field systems, was used in this thesis, therefore the results of this work may

not be directly applicable to lower field clinical systems. Phase imaging should scale

directly with field strength but CNR is decreased at lower field therefore acquisition

and analysis may be slightly different. The sensitivity of transverse relaxometry to

iron is directly proportional to field strength [7] making R2* mapping over three

times less sensitive for iron at 1.5 T. Higher resolution analysis with high field MRI,

could produce differences in quantitative measurements due to partial volume effects

especially in smaller structures such as the substantia nigra.

6.2 Future Direction

Phase imaging has numerous drawbacks including dependency on object shape, ro-

tation in a magnetic field, effects from other susceptibility sources, and background

phase removal. Because of this, standardized methods of using phase for quantifica-



154 Chapter 6: Conclusion

tion will require more thorough investigation. Alternatively, susceptibility mapping

can remove many ill effects in phase imaging. However, susceptibility mapping tech-

niques are far from being standardized and exhibit numerous problems. As a first

step, susceptibility maps require a processed phase image with the background field

removed. This is problematic as the results of susceptibility mapping greatly depend

on the method of background phase removal. Furthermore, susceptibly mapping is

an ill posed problem. Solutions include regularization methods [8], thresholding

k-space [5], or acquiring multiple images with different head angles to B0 [9]. In

addition, there is considerable smoothing and ghosting in the final images based on

the choice of parameters used which is moderately predictable in normal individuals

but possibly not with concurrent pathology.

Although the implementation is heuristic, the gradient phase processing method

is reliable and improves tissue contrast. Therefore, it could be used for imaging

pathologies that are evident in SWI images to potentially improve diagnostic ca-

pabilities. These include intracranial hemorhage, vascular malformations, venous

thrombosis, focal demyelination, infection, and neoplasm [10]. Since phase imag-

ing is difficult to standardize and quantitative contrast depends on many variables,

phase imaging will likely not be a prominent method in the future for quantifying

iron in deep grey matter. Likely, R2* mapping and R2 mapping will be used for

iron quantification because they have demonstrated high correlations to iron and

have few variables in their implementation.

Although quantitative MRI methods show strong correlations to iron in deep

grey matter, other biological components can influence quantitative measures. In

order to distinguish other major contributions to quantitative MRI, histological

analysis should be compared to MRI with the identification of cell types and abun-

dance of cellular components such as proteins and lipids. It may be possible to

separate some of these components with imaging methods; transverse relaxometry

in combination with either phase imaging or susceptibility mapping could poten-

tially distinguish the relative abundance of myelin and iron. Although this could

aid in iron quantification in gray matter, this technique could be especially impor-

tant in white matter MS lesions because analysis with a single method is unable to

clearly identify iron status of lesions [12]. An accurate determination of lesion iron

status could represent a new method of classifying lesions. Iron status within lesions

could indicate stage or aggressiveness of lesions which could relate to local or overall

disease activity. However, iron pathophysiology within MS lesions is unclear and

could indicate damage with iron ladened macrophage infiltration or, alternatively,

excess iron could indicate tissue repair with iron uptake during remeylination.

The macroscopic abundance of cells and cellular components affect quantita-

tive MRI measurements, however there are several studies that investigate the mi-



6.2 Future Direction 155

Figure 6.1: MRI images from a 45 year old healthy male of deep grey matter includ-
ing the head of the caudate nucleus, globus pallidus, and putamen. a) R2* map b)
phase image processed with SHARP and c) susceptibility map using L2 regulariza-
tion. Hyperintense phase surrounds the putamen, globus pallidus and head of the
caudate in the phase image due to external field effects from these structures. The
outer surface of the brain is removed using the SHARP method. Tissue is smooth in
the susceptibility map due to regularization parameters while the same regions are
heterogeneous in the R2* map. Images obtained from a multi-echo gradient echo
sequence using a 4.7T system [11].

crostructural properties of brain tissues and the effect on phase and relaxation. Dif-

ferent physical components of tissues have been modelled and related to MRI mea-

surements either individually or in combination and include susceptibility anisotropy

[13], microstuctural geometry [14], packing geometry [15]. Although much of the

current research applies to highly organized white matter and cortical grey matter,

correction methods could aid in iron measurements of deep grey matter. Through-

out these studies, R2* generally does not vary substantially unless highly organized

tissue is rotated more than 40 degrees which supports the use of R2* mapping for

iron quantification in deep grey matter even with slight head angulation between

subjects. However iron pathology in deep grey matter is not well understood and

tissue organization might be critical if iron has certain microscopic distributions.

More basic science experiments are needed to investigate the issues and causes

of iron misregulation in MS. Studies in this area are difficult because animal models

of the disease mainly evaluate the acute inflammatory component of MS while iron

accumulation may be related to other aspects such as neurodegeneration. Human

tissue is difficult to obtain and is often from SPMS patients making results less

applicable to the RRMS stage where iron changes are already apparent with MRI.

Knowledge of normal iron physiology is lacking and is necessary to contextualize
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iron in pathology [16]. Current research has focused on iron transporters on cell

surfaces but iron transportation and utilization within and between cells is poorly

understood.

Longitudinal analysis of deep grey matter in RRMS using iron sensitive MRI

is a much better indicator of disease severity compared to single time point mea-

surements. Further studies must be conducted to establish the best approach for

longitudinal analysis and to examine how deep grey matter imaging relates to dis-

ease. Different stages of MS should be examined to clearly identify temporal iron

changes. Particularly, the predictive value of these markers should be evaluated with

early disease measurements compared to disease status at a later time. Currently,

treatment efficacy is determined with absence of gadolinium enhancing MRI lesion,

no activity with T2W MRI and no clinical history of relapse. This process can often

take months or years to clearly identify non responders to treatment. Therefore,

future studies should examine the effect of treatment on deep grey matter iron as

current imaging methods for following response to treatment show poor utility.

Iron sensitive MRI of the deep grey matter could have many useful indications

clinically. However current studies have only begun to explore the utility of these

methods and their appropriate use in patients. Deep grey matter iron measured

with MRI must be clearly established as a biomarker of disease which requires large

multi-site clinical studies. In order for the imaging methods to be used clinically,

they must be fast, available on clinical systems, and iron measurements techniques

must be standardized.
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