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AbstractOne crucial measure of a species' invasiveness is the rate at whichit spreads into a competitor's environment. A heuristic spread rateformula for a spatially explicit, two-species competition model relieson `linear determinacy' which equates spread rate in the full nonlin-ear model with spread rate in the system linearized about the leadingedge of the invasion. However, linear determinacy is not always validfor two-species competition; it has been shown numerically that theformula only works for certain values of model parameters when themodel is di�usive Lotka-Volterra competition [2]. This paper derivesa set of suÆcient conditions for linear determinacy in spatially explicittwo-species competition models. These conditions can be interpretedas requiring suÆciently large dispersal of the invader relative to dis-persal of the out-competed resident and suÆciently weak interactionsbetween the resident and the invader. When these conditions are notsatis�ed, spread rate may exceed linearly determined predictions. Themathematical methods rely on the application of results establishedin a companion paper [11].1 Introduction.While agricultural scientists often try to sponsor bene�cial invasions to con-trol selected pest problems, they are also interested in stemming the invasionof introduced pests [1]. Some biocontrol agents, such as genetically engi-neered microbes in agriculture, require both an invasion for e�ective use,and containment for e�ective control [3]. Because invaders may have poten-tially lethal e�ects on native populations, preservation of a species may hingeupon preventing the invasion of a competitor. For example, there is a clearhistorical record of the gray squirrel Sciurus carolinensis out-competing andreplacing the red squirrel in the United Kingdom [8]. One crucial measureof a species' invasiveness is the speed at which it spreads into a competitor'senvironment.In this paper we will establish some suÆcient conditions for the validityof a heuristic spreading speed formula used by Okubo and coworkers [8] tomodel the spread of grey squirrel into red squirrel populations. The formulaequates the spreading speed c� of the full nonlinear competition system withthe spreading speed �c of the system linearized about the leading edge of thewave. When c� = �c we say that the spreading speed is linearly deter-mined. For general spatio-temporal models, the belief that a certain list ofproperties implies linear determinacy has been called the linear conjecture.2



(See, e.g., van den Bosch and coworkers [9] or Mollison [7].) Our companionpaper [11] gives suÆcient conditions for linear determinacy in cooperative orcompetitive systems.Numerical tests by Hosono [2] have shown that, in the case of Lotka-Volterra competition plus di�usion, c� and �c are equal only for some valuesof model parameters. Thus blind application of the formula can fail to predictthe spreading speed of the nonlinear competition system. The present workwill show how Theorem 3.1 of the companion paper [11] can be applied toobtain parameter ranges for which the spreading speed is linearly determinedin two simple models of two-species competition.In Section 2, Theorem 4.2 from our companion paper [11] is applied tothe Lotka-Volterra competition model systemp;t = d1p;xx + r1p(1� p� a1q);q;t = d2q;xx + r2q(1� q � a2p): (1.1)to obtain parameter ranges for which the spreading speed is linearly deter-mined. Here all parameters are positive, and the population densities p andq are required to be nonnegative.Section 3 applies a result in [11] to obtain a parameter range on which thespreading speed is linearly determined for the discrete-time spatial spreadingmodel: pn+1(x) = RR1 (1 + �1)pn(x� y)1 + �1(pn(x� y) + �1qn(x� y))k1(y; dy);qn+1(x) = RR1 (1 + �2)qn(x� y)1 + �2(qn(x� y) + �2pn(x� y))k2(y; dy): (1.2)This model assumes that the life cycle consists of a time period in whichthe two species are sedentary and compete locally according to the Beverton-Holt dynamics, followed by a dispersal period during which both speciesmigrate without interacting, growing, or dying. In equation (1.2), all param-eters are positive; pn(x) and qn(x) denote the population densities of twospecies at time n and position x respectively; ki represents the probabilitymeasures for the dispersals of two populations, withZR1 ki(y; dy) = 1; i = 1; 2: (1.3)We assume that the kernels ki have the symmetry property ki(�y; dy) =ki(y; dy). This and the convolution forms of (1.2) reect the facts that the3



dispersal is isotropic and that the space is homogeneous in the sense that thegrowth and dispersal properties are the same at each point.It is well known that a simple change of variables can change two-speciescompetition models into cooperative models. Lui [5, 6] obtained suÆcientconditions for the linear determinacy of a certain class of cooperative multi-species models. However, analyses of the above continuous- and discrete-timemodels require a sharper set of conditions than Lui's. These conditions aregiven in our companion paper [11]. Thus, the present paper is an applicationof the theory developed in the companion paper [11] which is, in turn, anextension of work by Weinberger [10] and Lui [5, 6].2 The Lotka-Volterra Competition Model.We shall study the Lotka-Volterra two-species competition model (1.1). Allparameters are nonnegative with r1 and r2 positive, and the population den-sities p(x; t)) and q(x; t) are required to be nonnegative. This system has,in general, four constant equilibria: The unpopulated state (0; 0); the �rst-species monoculture state (1; 0); the second-species monoculture state (0; 1);and the coexistence state (p�; q�), wherep� = 1� a11� a1a2 ; q� = 1� a21� a1a2 : (2.1)The latter state is in the �rst quadrant if and only if (1 � a1)(1 � a2) > 0,and is otherwise irrelevant.Standard stability analysis shows that the species 1 monoculture state(1,0) is unstable (invadable by the second species) if and only if a2 < 1, that(0,1) is invadable if and only if a1 < 1, and that the coexistence state (p�; q�)is stable when a1 < 1 and a2 < 1 and unstable when a1 > 1 and a2 > 1.Thus if a1 < 1, we expect that a population which invades a second-speciesmonoculture state (0; 1) will grow and that of the second species will diminishuntil the two populations reach either the coexistence state (p�; q�) (a2 < 1) orthe �rst species monoculture state (1,0) (a2 � 1). A corresponding invasionof the state (1; 0) can occur if a2 < 1. When a1 < 1 � a2, so that there is nocoexistence equilibrium, we de�ne p� = 1 and q� = 0, so that the invasion ofthe state (0,1) always produces a transition toward (p�; q�).As is well known, the change of variablesu = p; v = 1� q4



converts the system (1.1) into the systemu;t = d1u;xx + r1u(1� a1 � u+ a1v);v;t = d2v;xx + r2(1� v)(a2u� v); (2.2)which is cooperative in the biologically realistic range 0 � u � 1, 0 � v � 1.This change of variables maps the monoculture state (0,1) into the origin(0; 0), the extinction state (0; 0) into (0; 1) and the state (1,0) into (1,1).The target state (p�; q�) goes into the equilibrium (�1; �2) where �1 = p� and�2 = 1 � q�. Note that if a2 < 1, then �2 = a2�1 < a2, while �1 = �2 = 1if a2 � 1. Then (�1; �2) is the equilibrium state which is closest to (0; 0)in the sense there is no other constant equilibrium (�1; �2) which satis�es0 < �1 � �1 and 0 < �2 � �2. The equilibrium (0; 0) is unstable, and (�1; �2)is stable. Note that if a1 < 1 and a2 � 1, there is an extra equilibrium (0; 1)for (2.2) which lies on the closed rectangle with vertices (0,0) and (�1; �2).The companion paper [11] shows that there are two-species competitionmodels in which the two species spread at di�erent speeds. However, The-orem 4.4 of [11] shows that for the Lotka-Volterra model (1.1) both speciesspread at the same speed c� and that if d1 is positive, every invasion, nomatter how small, succeeds. More speci�cally, the following Proposition is aparaphrase of Theorems 4.1 and 4.4 of [11].Proposition 2.1 If all the parameters are nonnegative, d1 > 0, r1(1�a1) >0, and r2a2 > 0, then the cooperative system (2.2) which is obtained fromthe Lotka-Volterra competition model (1.1) by introducing the new variablesu = p, v = 1 � q, has the single spreading speed c� and the hairtriggerproperty, in the following sense: If 0 � u(x; 0) < �1, 0 � v(x; 0) < �2,u(x; 0) and v(x; 0) are zero outside a bounded set, and u(x; 0) 6� 0, then forevery positive number �limt!1" supjxj�(c�+�)tfu(x; t)2 + v(x; t)2g# = 0; (2.3)and limt!1" supjxj�(c���)tf(�1 � u(x; t))2 + (�2 � v(x; t))2g# = 0: (2.4)Because of the above change of variables, one can rewrite this proposition asa statement about the solution of the Lotka-Volterra system (1.1). Namely, ifthe parameters have the above properties, if 0 � p(x; 0) < p�, q� < q(x; 0) �5



1, (p(x; 0); q(x; 0)) = (0; 1) outside a bounded interval, and p(x; 0) 6� 0 sothat an actual local invasion occurs, thenlimt!1[supfp2(x; t) + (1� q(x; t))2 : jxj � t[c� + �]g] = 0; (2.5)and limt!1[supf(p� � p(x; t))2 + (q� � q(x; t))2 : jxj � t[c� � �]g] = 0: (2.6)In other words, if an observer were to move to the right or left at a �xedspeed greater than c�, the local population density (p; q) would eventuallyappear to approach (0; 1), and if an observer were to move to the right or leftat a speed less than c�, the local population density would eventually appearto approach (p�; q�).The following theorem gives a parameter range under which the Lotka-Volterra competition system (1.1) has a linearly determined spreading speed.Theorem 2.1 Suppose that all parameters of the Lotka-Volterra system(1.1) are nonnegative, that d1, r1(1 � a1), and r2a2 are positive, and thatthe inequalities d2d1 � 2a2a1�11�a1 � r1r2 �2� d2d1� (2.7)are satis�ed. Then the spreading speed c� with the properties (2.5) and (2.6)is equal to the speed �c = 2pd1r1(1� a1) of the linearization at (0; 1) of themodel (1.1). That is, the system (1.1) is linearly determinate.Proof. We again introduce the new variables u = p and v = 1 � q, whichconverts the competition system (1.1) into the cooperative system (2.2). Thelinearization of (2.2) about u = v = 0 is the systemu;t = d1u;xx + r1(1� a1)u;v;t = d2v;xx + r2(a2u� v): (2.8)We shall prove Theorem 2.1 by using Theorem 4.2 in the companionpaper [11]. The conditions of this theorem involve a matrix C�, de�ned tobe the coeÆcient matrix for the vector of linear combinations of �1 and �2obtained by substituting u = �1e��x, v = �2e��x into the right-hand of (2.8)and setting x = 0: C� = �d1�2 + r1(1� a1) 0r2a2 d2�2 � r2� :6



The eigenvalues of this upper triangular matrix are the diagonal elements1(�) = d1�2+r1(1�a1) and 2(�) = d2�2�r2. An eigenvector correspondingto 1(�) is the vector (�1(�); �2(�)) where�1(�) = 1(�)� 2(�); �2(�) = r2a2: (2.9)Because the �rst equation of (2.8) is just the heat equation with lineargrowth and because, once u is known, the second equation is an inhomoge-neous version of an equation of the same form, one can solve the initial valueproblem for the linearized system explicitly. Well-known methods show thatthe function u spreads to in�nity with the asymptotic speed�c = inf�>0[��11(�)]:An exercise in calculus shows that this in�mum is taken on when � has thevalue �� =pr1(1� a1)=d1; (2.10)so that �c = 2pd1r1(1� a1): (2.11)The following Proposition is a specialization to the system (2.2) of The-orem 4.2 of the companion paper [11].Proposition 2.2 Suppose that the system (2.2) has the following properties:i. (0,0) and (�1; �2) are equilibria with the �i positive, and there is no otherconstant equilibrium (�1; �2) such that 0 < �1 � �1 and 0 < �2 � �2.ii. The system is cooperative; that is, the growth term in the u-equation isnondecreasing in v and the growth term in the v-equation is nonde-creasing in u.iii. The equations in (2.2) have no explicit x or t dependence.iv. The growth functions are continuous and piecewise continuously di�er-entiable for 0 � u � �1 and 0 � v � �2.v. The upper left element 1(0) of the matrix C0 is positive and greater thanthe lower right element 2(0), and the (2,1) element of C0 is positive.vi. With �� de�ned by (2.10), 1(��) > 2(��).7



vii. For every positive number � each of the right-hand sides of the sys-tem (2.2) evaluated at u = ��1(��), v = ��2(��) is no larger than thecorresponding right-hand side of the linearization (2.8) evaluated at(��1(��); ��2(��)).Then the spreading speed c� of the cooperative system (2.2) is equal to �c,so that the system is linearly determinate.It is easily veri�ed that the system (2.2) satis�es the �rst �ve hypothesesof this Proposition when r1(1 � a1) > 0 and r2a2 > 0. The hypothesis (vii)takes the form r1�1(��)[��1(��) + a1�2(��)] � 0�r2�2(��)[a2�1(��)� �2(��)] � 0:We see from the formula (2.9) for the �� that if (vi) is valid, then this conditionis equivalent to 1(��)� 2(��) � r2maxfa1a2; 1g:Because the right-hand side is positive, this condition implies the hypothesis(vi) as well as (vii). Because the � are just the diagonal elements of C��and �� is given by (2.10), this inequality is equivalent to the conditions (2.7).Thus we can apply Proposition 2.2. Since the system (2.2) is equivalent tothe original system (1.1), this establishes Theorem 2.1.We observe that the parameters ri and di only enter the condition (2.7) asthe ratios d2=d1 and r2=r1. This reects the fact that a scaling of the x andt variables takes the system (1.1) with one set of parameters into a systemwith any other parameters as long as the values of d2=d1, r2=r1, a1, and a2are the same, and that it multiplies c� and �c by the same constant. Thereforelinear determinacy can only depend on these combinations of parameters.3 A Discrete-time Competition Model.In this section, we consider the discrete-time competition model (1.2). As inthe Lotka-Volterra model, we shall assume that all parameters are nonneg-ative, and that �1(1 � �1) and �2�2 are positive. The variables pn(x) andqn(x) can be thought of as functions on the real line. However, if the mea-sures ki consist of discrete masses at points which are all integral multiplesof a positive number h, the domain of these functions can be thought of asthe set H of these multiples. Then (1.2) is a discrete-time discrete-space or�nite di�erence model, as is the case for all simulations.8



Like the system (1.1), system (1.2) has four possible constant equilibria:The unpopulated state (0; 0), the �rst-species monoculture state (1; 0); thesecond-species monoculture state (0; 1); and the coexistence state (p�; q�),where p� = 1� �11� �1�2 ; q� = 1� �21� �1�2 : (3.1)The coexistence state lies in the �rst quadrant if and only if (1��1)(1��2) >0, and is otherwise biologically irrelevant.This model has the following behavior: the species 1 monoculture state(1,0) is invadable if and only if �2 < 1, (0,1) is invadable if and only if�1 < 1, and the coexistence state (p�; q�) is stable when �1 < 1 and �2 < 1,and unstable when �1 > 1 and �2 > 1. When �1 < 1 � �2 so that there isno coexistence equilibrium, we shall de�ne p� = 1 and q� = 0, so that theinvasion of the state (0,1) always produces a transition toward (p�; q�).The change of variables un = pn; vn = 1� qnconverts the system (1.2) into the systemun+1(x) = RR1 (1 + �1)un(x� y)1 + �1(�1 + un(x� y)� �1vn(x� y))k1(y; dy);vn+1(x) = RR1 �2�2un(x� y) + vn(x� y)1 + �2(1� vn(x� y) + �2un(x� y))k2(y; dy); (3.2)which is order preserving on the biologically signi�cant range 0 � un � 0,0 � vn � 1. That is, increasing either un or vn increases un+1 and vn+1. Thischange of variables takes the equilibrium (0,1) into (0; 0), the equilibrium(0; 0) into (0; 1), and the equilibrium (1,0) into (1,1). The target state (p�; q�)goes into the equilibrium (�1; �2) where �1 = p� and �2 = 1�q�. Then (�1; �2)is the equilibrium state which is closest to (0; 0) in the sense that there isno constant equilibrium (�1; �2) with 0 < �1 � �1 and 0 < �2 � �2. (0; 0)is unstable, and (�1; �2) is stable. Note that if �1 < 1 and �2 � 1 so that(�1; �2) = (1; 1), there is an extra equilibrium (0; 1) for (3.2) which lies onthe closed rectangle with vertices (0,0) and (�1; �2).The following Proposition is a paraphrase of Theorems 3.1 and 3.4 of ourcompanion paper [11].Proposition 3.1 Let all the parameters in the system (3.2) be nonnegative,and assume that the quantities �1(1 � �1) and �2�2 are positive. Assume,9



moreover, that either the habitat H is the real line and there is an openinterval on which the measure k1 has a continuous positive density, or H isdiscrete and every number in H can be written as a sum of �nitely manynumbers to which k1 assigns a positive weight, with repetitions allowed.Then the cooperative system (3.2) which is obtained by making the substi-tution un = pn, vn = 1� qn in the model (1.2), has a single speed c� for bothcomponents, and there is a hairtrigger e�ect, so that the following propertyis valid: Suppose that 0 � u0 < �1, 0 � v0 < �2, u0 and v0 are zero outsidea bounded interval, and u0 6� 0. Then for every positive number �limn!1[maxf(un(x))2 + (vn(x))2 : jxj � n[c� + �]g] = 0; (3.3)and limt!1[maxf(�1 � un(x))2 + (�2 � vn(x))2 : jxj � n[c� � �]g] = 0: (3.4)By recalling the change of variables un = pn, vn = 1� qn, we conclude thatif 0 � p0 < p�, q� < q0 � 1, (p0; q0) = (0; 1) outside a bounded interval, andp0 6� 0 so that an invasion occurs, thenlimn!1[maxf(pn(x))2 + (1� qn(x))2 : jxj � n[c� + �]g] = 0; (3.5)and limt!1[maxf(p� � pn(x))2 + (qn(x)� q�)2 : jxj � n[c� � �]g] = 0: (3.6)The linearization of (3.2) about u = v = 0 is the systemun+1(x) = RR1 (1 + �1)un(x� y)1 + �1�1 k1(y; dy);vn+1(x) = RR1 �2�2un(x� y) + vn(x� y)1 + �2 k2(y; dy): (3.7)In order to calculate the spreading speed for the linearized system (3.7),we need the matrix B�, which is de�ned by setting u = �e��x and v = �e��xon the right hand sides of (3.7), multiplying the result by e�x, and writingthe vector so obtained as a matrix product B� � �� �. We �nd thatB� =  1+�11+�1�1 �k1(�) 0�2�21+�2 �k2(�) 11+�2 �k2(�) ! ; (3.8)10



where each �ki(�) is the moment generating function�ki(�) = Z 1�1 e�yki(y; dy); i = 1; 2;of the probability kernel ki.The eigenvalues of this matrix are the diagonal entries�1(�) = 1 + �11 + �1�1 �k1(�);and �2(�) = 11 + �2 �k2(�):It is easily shown (see Lemma 2.3 of [11]) that the spreading speed of thelinearized problem (3.7) is�c = inf�>0f��1 ln[�k1(�)(1 + �1)=(1 + �1�1)]g (3.9)The following theorem provides suÆcient conditions for linear determi-nacy for the invasion of the state (0,1) of the system (1.2).Theorem 3.1 Assume that the probability measures ki in (1.2) are invari-ant under the reection x!�x, and that their moment generating functions�ki(�) are �nite for all � > 0. Also suppose that the parameters and themeasure k1 satisfy the conditions of Proposition 3.1. Let �� be the value of �where the minimum in (3.9) is attained. Assume that either(a) �� is �nite, and1 + �11 + �1�1 �k1(��) � 1 + �2max f�1�2; 1g1 + �2 �k2(��); (3.10)or(b) �� = +1 and there is a sequence ��!1 such that for each �1 + �11 + �1�1 �k1(��) � 1 + �2max f�1�2; 1g1 + �2 �k2(��): (3.11)Then the spreading speed c� of the problem (1.2) is equal to the spreadingspeed of the linearized problem �c given in (3.9).Proof.The eigenvalues of the matrix B� in (3.8) are the diagonal entries�1(�) = 1 + �11 + �1�1 �k1(�);11



and �2(�) = 11 + �2 �k2(�):An eigenvector of B� which corresponds to �1(�) is �(�) = (�1(�); �2(�))where�1(�) = 1 + �11 + �1�1 �k1(�)� 11 + �2 �k2(�); �2(�) = �2�21 + �2 �k2(�): (3.12)We shall use the following proposition which is a specialization to thesystem (3.2) of Theorem 3.1 of the companion paper [11].Proposition 3.2 Suppose that the system (3.2) has the following properties:i. (0,0) and (�1; �2) are equilibria with the �i positive, and there is no otherconstant equilibrium (�1; �2) such that 0 < �1 � �1 and 0 < �2 � �2.ii. The system is order-preserving; that is, the right-hand side of each equa-tion is nondecreasing in both un and vn.iii. The equations in (3.2) have no explicit dependence on space and time.iv. ki(y; dy) are nonnegative measures with ki((�1;1)) = 1, andk(�y; dy) = ki(y; dy).v. The eigenvalue �1(0) of the matrix B0 is greater than one and greater thanthe other eigenvalue �2(0), and the (2,1) element of B0 is positive.vi. With �� de�ned in the statement of Theorem 3.1, either(a) �� is �nite, �1(��) > �2(��), and each of the right-hand sides of thesystem (3.2) evaluated at u = e���x�1(��), v = e���x�2(��) is no largerthan the corresponding right-hand side of the linearization (3.7) evalu-ated at the same u and v,or(b) �� = 1, and there is a sequence f��g with ��!1 as �!1 suchthat �1(��) > �2(��), and each of the right-hand sides of the system(3.2) evaluated at u = e���x�1(��), v = e���x�2(��) is no larger thanthe corresponding right-hand side of the linearization (3.7) evaluated atthe same u and v.
12



Then the transition from (0,0) to (�1; �2) has the spreading speed �c inthe sense that if 0 � u0(x) < �1, 0 � v0(x) < �2, u0(x) 6� 0, and u0(x) =v0(x) = 0 outside a bounded set, then for any positive �limn!1[maxf(un(x))2 + (vn(x))2 : jxj � n(�c + �)g] = 0;and limn!1[maxf(�1 � un(x))2 + (�2 � vn(x))2 : jxj � n(�c1 � �)g] = 0:It is easily veri�ed that the system (3.2) satis�es the �rst �ve hypothesesof this proposition. If �� is �nite and if the �rst part of (vi) is satis�ed so that�1(��) is positive, the second part of this hypothesis takes the form�1(��)� �1�2(��) � 0;�2�1(��)� �2(��) � 0:These two inequalities can be put into the form�1(��) � max(�1; 1=�2)�2(��):By (3.12), this is equivalent to (3.10). Since �2(��) > 0, this inequality alsoimplies the �rst part of (vi.a), and hence Proposition 3.2 shows that c� = �c.A similar calculation shows that (3.11) implies the hypotheses (vi.b). ThusTheorem 3.1 is established.In order to apply Theorem 3.1, one needs to know the moment generatingfunctions of the migration kernels k1 and k2. Some kernels of possible interestare given in the following examples.EXAMPLE 3.1. The moment generating function of the distribution withthe Gaussian density kernel kg(x) = (�)�1=2e�x2 (3.13)is �kg(�) = e�2=4: (3.14)EXAMPLE 3.2. The moment generating function of the distribution withthe `rooftop' density kernelkr(x) = maxf1� jxj; 0g (3.15)13



is �kr(�) = 2(cosh�� 1)�2 : (3.16)EXAMPLE 3.3. The distributionk�(x) = [1� �2]Æ(x) + 12�2[Æ(x� 1) + Æ(x+ 1)]; (3.17)where Æ is the Dirac delta distribution and 0 � �2 � 1, describes a symmetricrandom walk on a one-dimensional lattice. Its variance is �2, and its momentgenerating function is �k�(�) = 1 + �2[cosh �� 1]:When the measures ki both have form (3.17), the recursion (1.2) permitsone to solve for the values of un+1 and vn+1 at the integers in terms of the val-ues of un and vn at the integers. This recursion thus leads to a discrete spacemodel in which un(j) and vn(j) can be interpreted as the total population inthe census tract (or deme) j� 1=2 < x � j+1=2. Since Q[(u; v)](0) dependsonly on the values of u and v at three points, there is a good chance thatone can obtain an accurate description of this function from a reasonablenumber of experiments. Moreover, the concept of local interactions betweenmigrations becomes much more precise.We note that if the probability measure k(x; dx) has the moment dis-tribution function �k(�), then the dilated measure k(h�1x; h�1dx) has themoment distribution �k(�h). If k(x; dx) has a density so that it takes theform k(x; dx) = k(x)dx, then k(h�1x; h�1dx) = k(h�1x)h�1dx, so that thenew density is h�1k(h�1x). With this fact each of the above instances leads toa one parameter family of examples. For example, the moment distributionof the Gaussian density (�h2)�1=2e�x2=h2 is e�2h2=4, while replacing Æ(x � 1)by Æ(x� h) in (3.17) gives the moment distribution 1 + �2[cosh(�h)� 1].The diÆculty of �nding the minimizer �� for the problem (3.9) depends,of course, on the moment generating function of the kernel k1. One is to �ndthe point at which the function��1[ln �k1(�) + lnf(1 + �1)=(1 + �1�1)g] (3.18)attains its minimum. Because the function ln �k1(�) is convex, one can easilyshow that the function in (3.18) is convex in the variable 1=�. Therefore, if14



�� is �nite, it is the unique solution of the equation��k01(�)�k1(�) � ln[�k1(�)] = lnf(1 + �1)=(1 + �1�1)g; (3.19)whose left-hand side is increasing in �. The parameter �� can be found nu-merically with a root �nder.The case �� = 1 is characterized by the fact that the left-hand side of(3.19) is less than the right-hand side for all positive �. Because this cannotbe established with a root �nder, it is good to have the following criterion,which is derived on pages 386 and 387 of [10].Proposition 3.3 �� =1 if and only if the support of the measure k1 lies ona �nite interval [��; �] and k1(f�g) � (1 + �1�1)=(1 + �1).We see from this Proposition that if k�, like the Gaussian kernel in Exam-ple 3.1 or the rooftop kernel in Example 3.2, has a density, then �� is �nite. Ifk1 is the random walk measure (3.17) in Example 3.3, Proposition 3.2 showsthat �� is �nite if and only if 12�2(1 + �1)=(1 + a1�1) < 1. In fact, for k� thefunction in (3.18) is 1 + ��1 ln[12�2(1 + �1)=(1 + �1�1)] + ��1 ln[1 + 2(��2 �1)e��+e�2�]. Thus if 12�2(1+�1)=(1+�1�1) � 1, this function is always largerthan its limit 1 at in�nity so that �� is in�nite. If 12�2(1+ �1)=(1+�1�1) < 1,then the function is smaller than this limit for all suÆciently large �, so that�� is �nite.EXAMPLE 3.4. When k1 is a Gaussian kernel (2��21)�1=2e�x2=(2�21), thenln �k1(�) = �21�2=2, so that it is easy to �nd the minimizer �� and the minimum�c of the function in (3.18). In fact,�� =p2 ln[(1 + �1)=(1 + �1�1)]=�1; (3.20)and �c = �1r2 ln 1 + �11 + �1�1 : (3.21)One can then use the above value of �� in the condition (3.10).If the ki are Gaussian, so that ki(y; dy) = (4�di)�1=2e�y2=(4di)dy, and ifthe relation r1(1 � a1) = ln[(1 + �1)=(1 + �1�1)] holds, we observe that thevalues of �� and �c of the models (1.1) and (1.2) coincide. If, in addition, therelation r2(a1a2�1) = ln[(1+�1�2�2)=(1+�2)] is satis�ed, then the condition(3.10) is equivalent to (2.7). 15



4 Discussion.We have obtained some suÆcient conditions which assure the linear determi-nacy of the Lotka-Volterra competition model with di�usion (see Theorem2.1), and of a related discrete-time model (see Theorem 3.1). In the Lotka-Volterra competition model these conditions can be interpreted as requiringsuÆciently large dispersal of the invader relative to dispersal of the out-competed resident (d1 � d2=2) and suÆciently weak interactions betweenthe resident and the invader ((a2a1 � 1)=(1� a1) suÆciently small). As wehave pointed out earlier, these Theorems give suÆcient but not necessaryconditions for the linearization to give the correct spreading speed. Thatis, there may be parameter values at which the inequalities in the Theoremare not satis�ed, but for which the linearization still gives the correct wavespeed.Hosono[2] analyzed the Lotka-Volterra model (1.1) for the invasion of thestate (0; 1) by species 1 in detail. He found that, for the case d2 = 0, if(a1a2� 1)=(1� a1) � 2r1=r2, then �c given in our Theorem 2.1 is the minimalwave speed. By this he means that, for c < c� there exists no traveling wavesolution for (1.1), and for each c � c� there exists a traveling wave solution forsystem (1.1) (Theorem 2, [2]). We shall show elsewhere [4] that the spreadingspeed c� can, indeed, be characterized as the slowest speed of a travelingwave. Note that the above inequality of Hosono is just the condition (2.7)when d2 = 0. In [2], Hosono used Heaviside step initial data to compute theminimal wave speed. On the basis of some numerical experiments, Hosono(Conjecture 6, [2]) conjectured that when d2=d1 is suÆciently small, thespreading speed is always �c when a1a2 � 1, while if a1a2 > 1, there is acritical number rc such that c� = �c when 0 < r2=r1 < rc but not whenr2=r1 > rc. Theorem 2.1 shows that the �rst part of this conjecture is correctwhen d2=d1 � 2, and that if d2=d1 < 2 and a1a2 > 1, then c� = �c whenr2=r2 � (2d1 � d2)(1� a1)=d1(a1a2 � 1). Therefore Hosono's conjectured rcmust satisfy the inequality rc � (2d1 � d2)(1 � a1)=d1(a1a2 � 1). This isconsistent with Hosono's computations.We have not been able to prove the existence of Hosono's rc. We can,however, prove that for any �xed values of the other parameters there isa critical value 1 � Ac(d2=d1; r2=r1; a1) � 1 of a2 with the property thatthe Lotka-Volterra system (1.1) is linearly determinate if and only if a2 �Ac(d2=d1; r2=r1; a1). This statement follows from the observation that thesolution of the system (2.2) with any initial conditions between 0 and 1 is16



nondecreasing in a2, so that c� is nondecreasing in a2. Because �c is indepen-dent of a2, one sees that if the system is linearly determinate for one valueof a2, the same is true for all smaller values, which implies the existence ofAc. When d2=d1 � 2, the second inequality in (2.7) gives a lower bound forAc as [1 + (1� a1) (2� d2=d1) r1=r2] =a1.The Lotka-Volterra competition model (1.1) has been applied to popu-lations which occupy similar niches but di�er slightly in competitive abil-ity. Examples include red and grey squirrel populations in the United King-dom [8], and genetically engineered (ice-minus) versus wild strain (ice-plus)bacteria Pseudomonas syringae, strains which di�er by a single gene [3]. Inboth these studies, populations were taken to share the same growth rates(r1 = r2) and to have competition coeÆcients which di�er slightly from unity:a1 = 1 � �, a2 = 1 + �, 0 < � < 1, so that the second condition of (2.7) isautomatically satis�ed.
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Figure 1: Numerical calculation of spreading speed for Lotka-Volterra com-petition model. Parameter values are a1 = 2=3, a2=4/3, r1 = r2 = 1 andd1 = 1. The parameter d2 varies on a log scale. The solid line shows �c = p2and dots show numerically calculated values for c�. The numerical solutionmethod uses the method of lines and Gear's method with 4000 spatial gridpoints. 17



A numerical evaluation of the spreading speed for this situation (r1 = r2,a1 = 2=3; a2 = 4=3) is shown in Figure 1. Here the di�usion coeÆcient forthe invader is �xed at d1 = 1 and the di�usion coeÆcient for the retreatingspecies d2 is varied from 1=128 to 128. It appears that for values of d2 upto 8 the computed spreading speed c� is close to the speed �c predicted bythe linearization even though the suÆcient condition (2.7) is violated whend2 > 2. However, the two speeds di�er for larger d2. The spreading speedwas calculated from the traveling wave pro�le for (1.1) which was obtainednumerically (Figure 2).
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Figure 2: Numerical simulation of Lotka-Volterra competition model. Pa-rameter values are a1 = 2=3, a2=4/3, r1 = r2 = 1 and d1 = d2 = 1. Dashedlines show initial conditions. Solutions are given every 25 time units, and aredenoted by the solid curves.5 AcknowledgementsWe thank the two referees for helpful suggestions for improving the paper.References[1] R. Baker and P. Dunn. New Directions in Biological Control. Alan Liss,New York, New York, 1990. 18
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