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Note: Dr. David Inouye is the edi-
tor of the Technological Tools sec-
tion. Anyone wishing to contribute
articles or reviews to this section
should contact him at the Department
of Zoology, University of Maryland,
College Park, MD 20742, E-mail:
di5@umail.umd.edu.

STATISTICA NEURAL

NETWORKS, VERSION 4.0

STATISTICA Neural Networks,
Version 4.0; StatSoft, Incorpo-
rated, 2300 East 14th Street,
Tulsa, OK 74104 USA; (918)
749-1119; Fax: (918) 749-2217;
E-mail: info@statsoft.com;
<http://www.statsoft.com>;
Single-user license $1495.00;
academic pricing available.

Neural network modeling is be-
coming a popular alternative to stan-
dard statistical analysis in the ecologi-
cal sciences. Neural networks model
the relationship between one or more
input variables and a continuous, or-
dinal, or categorical output variable.
The network is “trained” on a known
data set, and the resulting model can
be applied to novel data where the
output is unknown. Neural network
analysis is ideal for forecasting and
classification problems where data sets
are noisy and relationships are non-
linear, like many problems in ecol-
ogy.

STATISTICA’s Neural Networks
(SNN) module is a “point-and-click,”
full-featured neural modeling pack-
age that can be used as an add-on to
the STATISTICA analysis package,
or as a stand-alone product. It runs
on Windows 95/98/NT/2000/XP op-
erating systems. The SNN program
will run on almost any Windows-
based PC, but an Intel Pentium sys-
tem with a minimum of 16 MB of
RAM is recommended for optimal
performance. We tested the software

on an Intel Celeron 465 Mhz pro-
cessor with 192 MB of RAM, run-
ning Windows 98 SE.

Manuals include a concise intro-
duction to neural networks and a se-
ries of tutorials that are helpful for
users unfamiliar with the methodol-
ogy. Background information is exten-
sive, and ecologists will appreciate the
references to primary literature.

Of the three neural network mod-
eling packages we have used (includ-
ing Neural Connections from SPSS
and QNet 2000 from Vesta Services),
SNN is by far the best, in terms of
both ease of use and power. In fact,
the only cumbersome aspect of the
program is data management. SNN
uses a proprietary file format, and in-
put files stored in other formats (such
as MS Excel) must be saved as
comma-separated values (*.csv) files
before they can be imported into
SNN. This is an odd omission, be-
cause the main STATISTICA pro-
gram contains conversion filters for
many different formats, including MS
Excel. However, this is not a prob-
lem unique to SNN; similar data-
management problems exist in other
neural network programs.

SNN’s interface is more intuitive
than other packages and allows us-
ers to view simultaneously data, net-
work predictions/output, and perfor-
mance statistics. The level of control
that the user has over aspects of
model development can be varied
depending on his or her familiarity
with neural network modeling. Begin-
ners can make use of the Intelligent
Problem Solver, which automates many
aspects of model development. By
asking simple questions, the Solver
selects appropriate settings and pa-
rameter values for the training pro-
cess. Seasoned users can take more
control of model development and
can customize each step of the pro-
cess to suit their modeling needs.
Experienced users can also make
use of the Intelligent Problem Solver
by selecting the advanced option in

the dialogue window. We have used
both the Intelligent Problem Solver
and the more manual approach, and
found little difference in perfor-
mance.

Before analysis, input data must
be apportioned to training, validation,
and testing sets. This is relatively
straightforward in SNN and can be
handled automatically using the Intel-
ligent Problem Solver. Training data
are used to develop the neural net-
work model, and the test and valida-
tion data are used to monitor the
network’s performance and goodness-
of-fit, respectively.

The SNN program can generate a
variety of neural network models, in-
cluding multilayered perceptrons,
radial basis functions, Kohonen net-
works, and generalized regression neu-
ral networks, among others. SNN al-
lows the user to develop simulta-
neously models of different types,
which is useful if the user is unsure
of which model is most appropriate
for his or her application. The pro-
gram will train all possible networks
within user-specified limits and will
retain those models that have the
best performance. Users can select
the best model from the set or can
compare results generated by differ-
ent network types, including linear
models. In addition to the wide vari-
ety of neural models available in
SNN, there are also several available
training algorithms. These include
the common backpropagation method
as well as the more efficient conju-
gate gradient descent.

SNN has a utility that makes use
of another type of machine learning:
genetic algorithms. SNN can test vari-
ous combinations of variables against
each other to evolve an optimal set
for subsequent neural network devel-
opment. The genetic algorithm also
ranks variables in the optimal subset,
indicating which variables are most
important. This feature is useful for
removing noisy, information-poor vari-
ables from large data sets prior to
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further analysis. Neither of the other
two neural network packages men-
tioned above has this capability.

An additional module ($495) can
convert the network output generated
by SNN into C or C++ code that can
be used in custom applications. This
add-on is probably of more interest to
engineers than to ecologists, but there
are situations in which researchers
may want to distribute a stand-alone
program for use in certain manage-
ment contexts.

Using a relatively simple data set
(n = 100, with 10 independent vari-
ables), SNN trained a series of net-
works in under 5 minutes. Larger,
more complex data sets will require
longer training periods depending on
how many network types the user
has specified and the sample size.
We developed models to predict
continuous variables and for classi-
fication problems. The networks de-
veloped with SNN for predicting
continuous variables produced quali-
tatively similar results to those gen-
erated by the other neural modeling
applications with which we are fa-
miliar. Because the weights gener-
ated during training are not directly
interpretable, SNN includes a simu-
lation tool for investigating the rela-
tionships between independent and de-
pendent variables. From a single dia-
logue window, users specify the vari-
ables to be investigated and the range
over which they are to vary for the
simulation analysis. The results are
then displayed at the bottom of the
window, and can be saved or ex-
ported to other applications. Because
simulations are an important part of
understanding the biology behind a
neural network’s predictions, this tool
is an essential component. The simu-
lation tool in SNN is much more in-
tuitive and easy to use than a similar
tool in SPSS’s Neural Connections,
and QNet 2000 does not provide a
simulation tool at all.

SNN will generate classification
networks if it detects a categorical
dependent variable in the training
data set. No additional input is re-
quired from the user, and model
building is again very fast and effi-
cient. SNN’s default output activa-

tions cannot be directly interpreted as
probabilities of class membership in
problems involving more than two
classes. The manual provides instruc-
tion on making the necessary changes
to transform activations to probabili-
ties, but it is not clear why this would
not be the default option. Diagnostic
output is very complete, and includes
a sensitivity analysis to help deter-
mine the importance of different in-
put variables to the final model.

SNN is an excellent package for
both new and experienced users of
neural networks. It is the most intui-
tive and easiest to use of the three
packages mentioned in this review.
Unfortunately, it is also the most ex-
pensive; Statsoft recently increased
the price of a single-user license from
$795 to $1495. For those who fre-
quently use this type of analysis, the
time and energy saved may well be
worth the steep price; however, for
occasional users, Statsoft’s pricing
policy has pushed the software out of
reach.

We recommend SNN for those
who are considering using neural net-
works in their research and are look-
ing for a powerful, easy-to-use pack-
age, or for experienced users who are
looking for an efficient and complete
neural network modeling package.
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THE CRITICAL VALUES

PROGRAM FOR ASSESS-

ING EDGE INFLUENCE

Many studies in fragmented and
harvested landscapes have focused on
the boundary between forested and

nonforested ecosystems, and the in-
fluence of the edge environment on
the adjacent forest (e.g., Chen et al.
1992, Laurance et al. 1998). Research
has also begun on trends along edge-
to-interior gradients at natural edges
(e.g., lakeshore forest edges [Harper
and Macdonald 2001]). To assess the
effects of edges on forest structure,
species composition, biodiversity, and
other ecosystem attributes, there is a
need to identify the area of the for-
ested ecosystem that experiences a
significant influence of the adjacent
nonforested environment. Most re-
searchers approach this by quantify-
ing the distance of edge influence
(DEI) or edge width. DEI quantifies
the distance from the nonforested
ecosystem into the forest, perpen-
dicular to the edge, that is signifi-
cantly different from interior forest.
Such estimates of DEI are useful in
predicting spatial patterns of edge in-
fluence in fragmented landscapes
(e.g., Chen et al. 1996).

Although researchers continue to
use a variety of methods for measur-
ing DEI, there has been some con-
vergence of methodologies (e.g., Chen
et al. 1992, Laurance et al. 1998,
Harper and Macdonald 2001). The
critical values approach (Harper and
Macdonald 2001) combines elements
of several previously employed meth-
ods; it compares average values of
response variables at different dis-
tances along an edge-to-interior gra-
dient to critical values of reference
(interior) forest conditions determined
using randomization tests. As a re-
sponse to a request for consistent meth-
odology in order to compare edge in-
fluence from different studies (Murcia
1995), we have developed the Critical
Values Program and are making it
available for all researchers.

The Critical Values Program is the
first program specifically designed to
quantify DEI, and can be downloaded
free from <http://www.rr.ualberta.ca/
staff/emacdona/ellen.htm>. This pro-
gram uses the critical values ap-
proach and can: (1) calculate DEI for
one time period at one edge type
(Harper and Macdonald 2001), (2)
quantify changes in edge influence
between two years at one edge type
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(K. A. Harper and S. E. Macdonald,
unpublished manuscript), and (3) as-
sess differences between two differ-
ent edge types (Harper et al. 2001).
It is user friendly and it is written in
Visual Basic in Excel (Microsoft Cor-
poration, Seattle, Washington, 1997);
instructions are provided in a Word
document. The program will be up-
dated as new methods are developed
based on the critical values approach
(e.g., for comparing more than two
edge types).

Data that are appropriate for this
analysis are generally from plots
along transects established perpen-
dicular to the edge, with at least three
plots (or two plots with several sub-
plots) designated as the “reference
forest.” The program can treat sam-
pling designs with any number of
transects, plots, or subplots. The pro-
gram is also flexible with respect to
the number of permutations in the
randomization tests, and the signifi-
cance level. Another advantage of
this program is that numerous vari-
ables can be analyzed at the same
time. Results are provided for each
variable in the form of critical values
of reference forest conditions, and av-
erages or t values (when comparing

two time periods or two edge types)
for different distances from the edge;
these averages or t values are high-
lighted if they are above or below the
critical values, and therefore signifi-
cantly different from the reference
forest. Harper and Macdonald (2001)
define the distance of edge influence
as the set of two or more consecu-
tive distances, with values that are
significantly different from the ref-
erence forest.

The Critical Values Program
could also be used for other applica-
tions in which a response to a given
treatment, or at a specific location,
is compared to the range of varia-
tion in reference sites where multiple
samples are taken. For example, re-
sponses to gaps could be compared
to reference forest conditions, or the
responses to different types of gaps
could be compared. This is a useful
way to assess ecological significance
by comparing the effect of the treat-
ment to the range of variation in the
reference condition. We hope that the
Critical Values Program will be use-
ful to researchers studying edge influ-
ence and other phenomena as a means
of distinguishing the ecological signifi-
cance from background heterogeneity.
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